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Preface

The renewable energy penetration rate to the power grid is increasing rapidly now-
a-days. Wind, solar, biogas/biomass, tidal, geothermal, etc. are considered as the
renewable sources of energy and among those the wind is playing the major role in
world’s energy market along with conventional sources of energy. The wind
energy sector has already reached a matured stage due the contributions from
many engineering and science disciplines in the last few decades, mainly from
mechanical, electrical, electronic, computer, and aerospace. Each discipline has its
own beauty and the combined efforts from scientists from different disciplines are
the secret of the success of wind industry.

In this book, the present future development schemes of wind turbine generator
systems are depicted based on the contribution from many renowned scientists and
engineers from different disciplines. A wide verity of research results are merged
together to make this book useful for students and researchers.

The chapters of the book are organized into three parts. In part I, wind energy
conversion systems using different types of wind generator including necessary
control schemes, are presented. Efficiency analysis of commercially available wind
energy conversion systems, large scale wind generator, using superconducting
material and high efficient power converter technology are the key features of this
section. Part II is focused on several important issues for wind industry and
transmission system operators. Grid interfacing issues, grid code, lightning strike
and protection, use of energy storage options are highlighted in this section. And in
the part III, the focus is given only to offshore wind power technology. Offshore
wind speed observation from the space, HVDC based transmission scheme to
interconnect offshore wind farm into onshore grid, hybrid offshore wind farms and
marine current farms are the key issues discussed in this section. A general
overview and essence of the chapters can be obtained from Chap.1 of the book.

Abu Dhabi, 31 March 2011 S. M. Muyeen

vii

http://dx.doi.org/10.1007/978-1-4471-2201-2_1


Acknowledgments

In my capacity, as the Editor of this book, first of all I would like to express my
sincere appreciation to the chapter authors for their valuable contributions and
enormous efforts for ensuring the quality of the materials in their chapters. Some
of the results presented in to the book have already been published in international
journals and appreciated in many international conferences and our thanks to those
publishers for giving necessary permission to reuse the materials. Thanks go to
IEEE Intellectual Property Rights Office, Risø DTU-National Laboratory of Sus-
tainable Energy for assisting authors in various ways.

A large number of individuals including some authors of this book and
organizations have assisted the authors in a variety of ways in the preparation of
this work. In particular, however, we would like to thank Prof. Abdurrahim
El-Keib, Dr. Ehab El-Saadany, Dr. Mohd. Hasan Ali, Dr. Stavros Papathanassiou,
and Dr. S. Dutta for their tremendous support and kind suggestions throughout.

We have made use of Global Wind Energy Council (GWEC), American Wind
Energy Association (AWEA), European Wind Energy Association (EWEA)
publications and record our special thanks to these organizations for making
documents available to us free of charge and sanctioning the permission to use
some of the material therein. The Editor is grateful to Scaldis Salvage & Marine
Contractors NV for providing few nice pictures used in the Introduction chapter of
the book.

Finally, the Editor wishes to take this opportunity to express his gratitude to
Prof. Junji Tamura for valuable suggestions to make this book successful and
tremendous supports since 2002.

ix



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
S. M. Muyeen

Part I Wind Energy Conversion Systems

2 Calculation Method of Losses and Efficiency
of Wind Generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Junji Tamura

3 Superconducting Direct Drive Wind Turbine Generators:
Advantages and Challenges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Asger Bech Abrahamsen and Bogi Bech Jensen

4 Potential Applications and Impact of Most-Recent Silicon
Carbide Power Electronics in Wind Turbine Systems . . . . . . . . . 81
Hui Zhang and Haiwen Liu

5 A New Interconnecting Method for Wind Turbine/Generators
in a Wind Farm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Shoji Nishikata and Fujio Tatsuta

6 Grid Connection Scheme of a Variable Speed Wind
Turbine Driven Switched Reluctance Generator . . . . . . . . . . . . . 131
Hany M. Hasanien and Ahmed Aldurra

7 Dynamic Model and Control of a Wind-Turbine Generator . . . . . 155
Ali Abedini

xi

http://dx.doi.org/10.1007/978-1-4471-2201-2_1
http://dx.doi.org/10.1007/978-1-4471-2201-2_2
http://dx.doi.org/10.1007/978-1-4471-2201-2_2
http://dx.doi.org/10.1007/978-1-4471-2201-2_3
http://dx.doi.org/10.1007/978-1-4471-2201-2_3
http://dx.doi.org/10.1007/978-1-4471-2201-2_4
http://dx.doi.org/10.1007/978-1-4471-2201-2_4
http://dx.doi.org/10.1007/978-1-4471-2201-2_5
http://dx.doi.org/10.1007/978-1-4471-2201-2_5
http://dx.doi.org/10.1007/978-1-4471-2201-2_6
http://dx.doi.org/10.1007/978-1-4471-2201-2_6
http://dx.doi.org/10.1007/978-1-4471-2201-2_7


Part II Prime Issues for Wind Industry

8 Voltage Flicker Measurement in Wind Turbines . . . . . . . . . . . . . 169
J. J. Gutierrez, P. Saiz, A. Lazkano, J. Ruiz, L. A. Leturiondo
and I. Azkarate

9 Grey Predictors for Hourly Wind Speed
and Power Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Tarek H. M. El-Fouly and Ehab F. El-Saadany

10 Lightning Protection of Large Wind-Turbine Blades . . . . . . . . . . 227
F. Rachidi, M. Rubinstein and A. Smorgonskiy

11 Lightning Surge Analysis of a Wind Farm . . . . . . . . . . . . . . . . . 243
Yoh Yasuda

12 Electric Grid Connection and System Operational Aspect
of Wind Power Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Bharat Singh Rajpurohit, Sri Niwas Singh and Lingfeng Wang

13 Application of Pumped Storage to Increase Renewable
Energy Penetration in Autonomous Island Systems . . . . . . . . . . . 295
Stefanos V. Papaefthymiou, Stavros A. Papathanassiou
and Eleni G. Karamanou

14 Grid Frequency Mitigation Using SMES of Optimum Power
and Energy Storage Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
M. R. I. Sheikh and J. Tamura

Part III Offshore Trends

15 Space-Based Observation of Offshore Strong Wind
for Electric Power Generation . . . . . . . . . . . . . . . . . . . . . . . . . . 367
W. Timothy Liu and Xiaosu Xie

16 Power-Flow Control and Stability Enhancement
of Four Parallel-Operated Offshore Wind Farms
Using a Line-Commutated HVDC Link . . . . . . . . . . . . . . . . . . . . 385
Li Wang, Kuo-Hua Wang, Wei-Jen Lee and Zhe Chen

17 Fault Ride-Through of HVDC Connected Large Offshore
Wind Farms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
Lie Xu and Liangzhong Yao

xii Contents

http://dx.doi.org/10.1007/978-1-4471-2201-2_8
http://dx.doi.org/10.1007/978-1-4471-2201-2_9
http://dx.doi.org/10.1007/978-1-4471-2201-2_9
http://dx.doi.org/10.1007/978-1-4471-2201-2_10
http://dx.doi.org/10.1007/978-1-4471-2201-2_11
http://dx.doi.org/10.1007/978-1-4471-2201-2_12
http://dx.doi.org/10.1007/978-1-4471-2201-2_12
http://dx.doi.org/10.1007/978-1-4471-2201-2_13
http://dx.doi.org/10.1007/978-1-4471-2201-2_13
http://dx.doi.org/10.1007/978-1-4471-2201-2_14
http://dx.doi.org/10.1007/978-1-4471-2201-2_14
http://dx.doi.org/10.1007/978-1-4471-2201-2_15
http://dx.doi.org/10.1007/978-1-4471-2201-2_15
http://dx.doi.org/10.1007/978-1-4471-2201-2_16
http://dx.doi.org/10.1007/978-1-4471-2201-2_16
http://dx.doi.org/10.1007/978-1-4471-2201-2_16
http://dx.doi.org/10.1007/978-1-4471-2201-2_17
http://dx.doi.org/10.1007/978-1-4471-2201-2_17


18 Connection of Off-Shore Wind Farms Using Diode
Based HVDC Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
R. Blasco-Gimenez, S. Añó-Villalba, J. Rodríguez-D0Derlée,
S. Bernal-Perez and F. Morant

19 Wind Farm with HVDC Delivery in Inertial
and Primary Frequency Response . . . . . . . . . . . . . . . . . . . . . . . . 465
Lingling Fan, Zhixin Miao and Dale Osborn

20 HOTT Power Controller With Bi-Directional
Converter (HPB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
Mohammad Lutfur Rahman, Shunsuke Oka and Yasuyuki Shirai

21 Transmission of Bulk Power from DC-Based Offshore
Wind Farm to Grid Through HVDC System . . . . . . . . . . . . . . . . 501
S. M. Muyeen, Ahmed Al-Durra and J. Tamura

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521

Contents xiii

http://dx.doi.org/10.1007/978-1-4471-2201-2_18
http://dx.doi.org/10.1007/978-1-4471-2201-2_18
http://dx.doi.org/10.1007/978-1-4471-2201-2_19
http://dx.doi.org/10.1007/978-1-4471-2201-2_19
http://dx.doi.org/10.1007/978-1-4471-2201-2_20
http://dx.doi.org/10.1007/978-1-4471-2201-2_20
http://dx.doi.org/10.1007/978-1-4471-2201-2_21
http://dx.doi.org/10.1007/978-1-4471-2201-2_21


Contributors

Ali Abeidni was born in 1979. He finished his BS., MS. and Ph.D. in IUT, SUT
and UWM respectively. He joined UW-Madison later as research associate in
2009. Hi is currently a faculty member of Khajeh Nasir Toosi University of
Technology.

Asger B. Abrahamsen received the Ph.D. degree from the Technical University
of Denmark (DTU) in 2003 for the work on small angle neutron scattering on the
flux line lattice in the superconductor TmNi2B2C done at Risø National Laboratory
in Denmark. He conducted neutron scattering studies of superconductors and
thermo electric materials in a post.doc. position at the Danish Centre for the use of
Synchrotron X-ray and Neutron facilities (DANSCATT) from 2004-2006. He
continued with in-situ high energy synchrotron scattering examination of the phase
formation of the MgB2 superconductor inside Fe tubes during a second Post.doc.
position from 2006–2007 in the Materials Research Division at Risø National
Laboratory for sustainable energy at the Technical university of Denmark (Risø
DTU). Since 2007 he has been Senior Scientist in the Materials Research Division
at Risø DTU with interest on characterization and applications of superconductors
with special focus on superconducting wind turbine generators.

Ahmed Al-Durra obtained his B.Sc. Eng., M.Sc. Eng, and Ph.D. in 2005, 2007,
2010, respectively from The Ohio State University. For his Masters, he worked on
the applications of nonlinear control theory to PEM fuel cell systems. During his
Ph.D., he joined the Center of Automotive Research in OSU as a graduate research
assistant, where he worked on model-based estimation and control methodologies
for advance combustion engines. His research interests are application of esti-
mation and control theory in power system stability, energy storage system (ESS),
and renewable energy. Presently he is working in Electrical Engineering Depart-
ment at the Petroleum Institute, Abu Dhabi, U.A.E. Dr. Ahmed is the member of
IEEE.

xv



Salvador Añó-Villalba received an M.Sc. degree in 1988 and a Ph.D. degree in
1996, both in Electrical Engineering from the Technical University of Valencia,
Spain. From 1987 to 1989, he was with the R&D Department, Electronic Trafic
S.A., where he was engaged in developing hardware and software for street
lighting measuring and automation. In 1988, he joined the Department of Elec-
trical Engineering of the Technical University of Valencia, where he is currently
an Associate Professor. He has been a consultant to Iberdrola S.A. on high-
impedance faults, load forecasting, and neutral break detection. His research
interests include wind energy, electrical machines, and system analysis.

I. Azkarate was born in Durango, Spain, in 1984. She received her M.Sc. degree
in telecommunications engineering from the University of the Basque Country in
2008. In 2009, she was in a work experience program at the Fraunhofer Heinrich
Hertz Institute in Berlin. She joined the University of the Basque Country in 2010
as a Ph.D. student. Her research interests include digital signal processing and
power quality assessment.

Soledad Bernal-Perez received its M.Sc. degree in Electrical Engineering from
the Technical University of Valencia, Spain, in 1999, where she is currently
working towards a Ph.D. degree. Since 2001, she has been a Radio Engineer,
involved in carrying out surveys of Global Maritime Distress Safety System
(GMDSS) radio installations on board of commercial ships for the main Classi-
fication Societies. Since 2003, she has been a Lecturer at the Electrical Engi-
neering Department, Technical University of Valencia. Her research interests
include electrical machine drives and the dynamics and grid integration of offshore
wind farms through HVDC transmission systems.

Ramon Blasco-Gimenez obtained his B.Eng. degree from the Technical Uni-
versity of Valencia, Spain, in 1992, and its Ph.D. degree in Electrical and Elec-
tronic Engineering from the University of Nottingham, U.K., in 1996. From 1992
to 1995, he was a Research Assistant in the Deparment of Electrical and Electronic
Engineering, University of Nottigham. In 1996, he joined the Dept. of Systems
Engineering and Control of the Technical University of Valencia, where he is
currently an Associate Professor. He has been a consultant to Iberdrola Renovables
on integration of wind farms in weak grids. His research interests include control
of motor drives, wind power generation and grid integration of renewable ener-
gy.Dr Blasco-Gimenez has been a co-recipient of the 2005 IEEE TRANSAC-
TIONS ON INDUSTRIAL ELECTRONICS Best Paper Award. He is a registered
professional engineer in Spain, Chartered Engineer (U.K.), member of the Institute
of Engineering and Technology and Senior Member of the IEEE.

Zhe Chen (M’95, SM’98) received the B.Eng. and M.Sc. degrees from Northeast
China Institute of Electric Power Engineering, Jilin City, China, and the Ph.D.
degree from University of Durham, U.K. He was a Lecturer and then a Senior
Lecturer with De Montfort University, U.K. Since 2002, Dr. Chen became a
Research Professor and is now a Professor with the Institute of Energy
Technology, Aalborg University, Denmark. He is the coordinator of Wind Power

xvi Contributors



System Research program at the Institute of Energy Technology, Aalborg
University. His background areas are power systems, power electronics and
electric machines; and his main current research areas are wind energy and modern
power systems. Dr. Chen has more than 160 publications in his technical field. He
is an Associate Editor (Renewable Energy) of the IEEE Transactions on Power
Electronics, Guest Editor of Special Issue on Power Electronics for Wind Energy
Conversion, the IEEE Transactions on Power Electronics. Dr. Chen is a Member
of the Institution of Engineering and Technology (London, U.K.), and a Chartered
Engineer in the U.K.

Tarek H. M. EL-Fouly was born in Cairo, Egypt in 1973. He received his B.Sc.
and M.Sc. degree in Electrical Engineering from Ain shams University, Cairo,
Egypt in 1996 and 2002, respectively. He received his Ph.D. degree in Electrical
Engineering in 2008 from the University Of Waterloo, Waterloo, Ontario, Canada
where he also worked as a Postdoctoral Fellow in electricity price forecasting,
conservation and demand side management. In 2008, he joined the CanmetEN-
ERGY, Natural Resources Canada (Grid Integration of Renewable and Distributed
Energy Resources Program) as a Transmission and Distribution Research Engineer
where he is conducting and managing research and development activities related
to active distribution networks, smart microgrids applications and remote com-
munities. His research interests includes protection and coordination studies,
integration of renewable energy resources, smart microgrid, smart remote com-
munity applications, demand side management and forecasting.

El-Saadany received his B.Sc. and M.Sc. in electrical engineering from Ain
Shams University, Cairo, Egypt in 1986 and 1990, respectively, and his Ph.D.
degree, also in electrical engineering in 1998 from the University of Waterloo,
Waterloo, ON, Canada. Dr. El-Saadany joined the University of Waterloo as an
Assistant Professor of Electrical and Computer Engineering in 2000 where cur-
rently he is a full Professor. Dr. El-Saadany’s main research is in the areas of
distribution system operation and control, distributed generation, smart grid
applications, self-healing mechanisms, power quality and MEMS micro power
generators. His research was supported by different governmental agencies and
utilities such as Natural Sciences and Engineering Research Council (NSERC),
Canada Foundation of Innovation (CFI), Ontario Research Fund (ORF), Ontario
Center of Excellence (OCE), Natural Resources Canada, Hydro One Network and
ABB. Dr. El-Saadany is a senior member in the IEEE and registered Professional
Engineer in Ontario. Dr. El-Saadany’s research output includes over 78 journal
articles, 2 patent, over 130 conference and technical reports. As recognition of his
excellent research, Dr. El-Saadany received the prestigious Early Research Award
from the Government of Ontario in 2007. In 2009 Dr. El-Saadany received one of
the highest research recognition in Canada and became a Canada Research Chair
in Energy Systems in recognition of his contributions to the areas of Distributed
Generation and Micro Grids.

Contributors xvii



Lingling Fan an assistant professor in University of South Florida (Tampa, FL)
since Aug. 2009. She received the BS, MS degrees in electrical engineering from
Southeast University, Nanjing, China, in 1994 and 1997, respectively.
She received Ph.D. degree in electrical engineering from West Virginia University
in 2001. She was a senior engineer in transmission asset management department
in Midwest ISO, St. Paul, Minnesota (2001–2007) and an assistant professor in
North Dakota State University (2007–2009). Her research interests include mod-
eling and control of energy systems, large-scale power systems planning and
operation.

J. J. Gutierrez was born in Barakaldo, Spain, in 1972. He received his M.Sc.
degree in telecommunications engineering from the University of the Basque
Country in 1996. After holding various positions in the telecommunications and
electrical power sectors, he joined the University of the Basque Country (UPV/
EHU) in 2003 as an assistant lecturer, obtaining his Ph.D. degree in 2009. He is
currently engaged in research on digital signal processing for power quality
assessment. He is also an active member on the IEC Committee SC77A/WG2.

Hany M. Hasanien received his B.Sc., M.Sc., and Ph.D degrees in Electrical
Engineering from Ain Shams University, Faculty of Engineering, Cairo, Egypt, in
1999, 2004, and 2007 respectively. His Ph.D. research work focused on the per-
formance enhancement of switched reluctance motors. Currently, he is an Assis-
tant Professor at the Electrical Power and Machines Department, Ain Shams
University. His research interests include machine design, modern control tech-
niques, electrical drives, artificial intelligent applications on electrical machines,
and renewable energy applications. Dr. Hany M. Hasanien is a senior member of
the Institution of Electrical and Electronic Engineers (IEEE), and also of Power
and Energy Society (PES). He published a book (co-authored with Dr. S. M.
Muyeen and Prof. Dr. J. Tamura) ‘‘Switched Reluctance Machine’’ from Praise
Worthy Prize, in February 2010. His biography has been included in ‘‘Marquis
Who’s Who’’ in the world for its 28th edition, 2011.

Bogi B. Jensen received the Ph.D. degree from Newcastle University, Newcastle
upon Tyne, U.K., for his work on toroidally wound induction machines. He spent
the years from 1994 to 2002 in the marine sector with roles from Engineering
Cadet to Senior Field Engineer. He joined academia in 2002 as a Lecturer at the
Centre of Maritime Studies and Engineering, Faroe Islands. He moved to the
United Kingdom in 2004 and became a Research Associate in 2007 and a Lecturer
in 2008 both at Newcastle University, Newcastle upon Tyne, U.K. He is currently
Associate Professor of Electrical Machines at the Centre for Electric Technology,
Department of Electrical Engineering, Technical University of Denmark (DTU),
Kongens Lyngby, Denmark. His major research interests are electrical machine
design, analysis, and development.

Eleni G. Karamanou received her Diploma in Electrical and Computer Engi-
neering in 2006 and the Postgraduate Diploma in Energy Production and Man-
agement in 2009 from the National Technical University of Athens (NTUA),

xviii Contributors



Greece. She worked for the Distribution Division of the Public Power Corporation
of Greece, where she was engaged in distribution equipment studies and the design
of HV/MV GIS substations. She is currently working as a researcher in NTUA, in
the field of renewable energy integration in autonomous island grids.

A. Lazkano was born in Azpeitia, Spain, in 1969. He received his M.Sc. degree in
telecommunications engineering from the University of the Basque Country in
1993. From 1994 to 1995, he was with ETB (Basque Television). He joined the
University of the Basque Country in 1995 as an assistant lecturer, obtaining his
Ph.D. degree in 2001. He is currently associate professor with the Department of
Electronics and Telecommunications, University of the Basque Country. His
current research interests include digital signal processing applied to power sys-
tems and power quality assessment.

Wei-Jen Lee (S’85-M’85-SM’97-F’07) received the B.S. and M.S. degrees from
National Taiwan University, Taipei, Taiwan, R.O.C., and the Ph.D. degree from
the University of Texas, Arlington, in 1978, 1980, and 1985, respectively, all in
Electrical Engineering. In 1985, he joined the University of Texas, Arlington,
where he is currently a professor of the Electrical Engineering Department and the
director of the Energy Systems Research Center. He has been involved in research
on power flow, transient and dynamic stability, voltage stability, short circuits,
relay coordination, power quality analysis, renewable energy, and deregulation for
utility companies. Prof. Lee is a Fellow of IEEE and registered Professional
Engineer in the State of Texas.

L. A. Leturiondo was born in Durango, Spain, in 1963. He received M.Sc. and
Ph.D. degrees in electrical engineering from the University of the Basque Country,
Bilbao, Spain, in 1990 and 1998, respectively. Since 1990, he has been an asso-
ciate professor with the Department of Electronics and Telecommunications,
University of the Basque Country. He is engaged in research on electric power
systems and digital signal processing for power quality assessment and flicker
measurement.

Haiwen Liu received the B.S. and and M.S. in 2003 in electrical engineering from
Zhejiang University, Hangzhou, China, in 1997 and 2003 respectively, and Ph.D.
degree in electrical engineering from the University of Tennessee, Knoxville, in
2009. He has been a staff engineer at Intertek, Inc. in Cortland, NY, since
December 2009. His interests include design and certification of power converters
and renewable energy systems.

Zhixin Miao received his BSEE from Huazhong University of Science and
Technology, Wuhan, China, in 1992. He received his MSEE from the graduate
school of Nanjing Automation Research Institute in 1997 and Ph.D. in Electrical
Engineering from West Virginia University in 2002. He is currently with Uni-
versity of South Florida. Prior to joining USF in 2009, he was with the trans-
mission asset management department in Midwest ISO, St. Paul, Minnesota from

Contributors xix



2002 to 2009. His research interests include power system stability, microgrid and
renewable energy.

Francisco Morant received his B.Eng. and M.Eng. degrees in electrical engi-
neering and its Ph.D. degree from the Technical University of Valencia, Spain, in
1976, 1982, and 1985, respectively. He is currently a Professor at the Department
of Systems Engineering and Control, Technical University of Valencia. From 1988
to 1989, he was a Guest Researcher at the Decision and Control Laboratory,
Illinois University. He has been the General Director of Education and Employ-
ment of the Valencian Autonomous Government (1993–1995), and Vice-President
of the Technical University of Valencia (1993–1995 and 2005–2008). His research
interests include intelligent and adaptive control and fault diagnosis.

Dr. S. M. Muyeen received his B.Sc. Eng. Degree from Rajshahi University of
Engineering and Technology (RUET), Bangladesh formerly known as Rajshahi
Institute of Technology, in 2000 and M. Sc. Eng. and Dr. Eng. Degrees from
Kitami Institute of Technology, Japan, in 2005 and 2008 respectively, all in
Electrical and Electronic Engineering. His PhD research work focused on wind
farm stabilization from the viewpoint of LVRT and frequency fluctuation. After
completing his Ph.D. program he worked as a Postdoctoral Research Fellow under
the versatile banner of Japan Society for the Promotion of Science (JSPS) from
2008–2010 at the Kitami Institute of Technology, Japan. His research interests are
power system stability and control, electrical machine, FACTS, energy storage
system (ESS), Renewable Energy, and HVDC system. He has published over 60
international papers. He has published two books entitled Stability Augmentation
of a Grid-connected Wind Farm and Switched Reluctance Machine. He has also
served as an Editor of the book entitled ‘‘Wind Power’’ in 2010. Dr. Muyeen is the
member of IEEJ, and IEEE.

Shoji Nishikta received the B. Eng. and M. Eng. degrees from Tokyo Denki
University (TDU), Tokyo, JAPAN, in 1972 and 1975, respectively, and the D.
Eng. degree from Tokyo Institute of Technology (TIT), Tokyo, JAPAN, in 1984.
From 1975 to 1984 he was with TIT as Research Associate. In 1984 he joined
TDU, where he is currently Professor. Dr. Nishikata is a senior member of IEEE
and a senior member the Institute of Electrical Engineers of Japan.

Shunsuke Oka was born in Hyogo, Japan, on 1 May 1985. He graduated from the
Department of Electrical and Electronic Engineering, Kyoto University, Kyoto,
Japan, in 2009. His research interests are wind power generation stability and
hybrid power generation systems.

Dale Osborn received his Bachelor and Master degrees from University of
Nebraska Licoln. He was the manager of planning department of NPPD. He was
reactive power management manager in ABB from 1990-2000. Currently he is the
principle advisor of transmission asset management department in Midwest ISO.
His research interests cover power system planning, reliability, economics and
reactive power device manufacturing.

xx Contributors



Stefanos V. Papaefthymiou received the Diploma in Electrical and Computer
Engineering in 2005 and the Postgraduate Diploma in Energy Production and
Management in 2007 from the National Technical University of Athens (NTUA),
Greece, where he is currently working towards the Ph.D. Since the beginning of
2007 he is working with the Distribution Division of the Public Power Corporation
of Greece, where he is engaged in protection studies of distribution networks in
island systems. His research interests lie in the field of renewable energy sources
and distribution systems.

Stavros A. Papathanassiou received the Diploma in Electrical Engineering and
the Ph.D. from the National Technical University of Athens (NTUA). He worked
for the Distribution Division of the Public Power Corporation of Greece, in
network and distributed generation studies. In 2002 he became a member of the
faculty in the Electric Power Division of NTUA, where he currently serves as
Assistant Professor. Since 2009 he is a Member of the Board of the Hellenic TSO.
His research deals with wind turbine and PV technology and the integration of DG
to the grid, including the application of storage. He is a member of the IEEE,
CIGRE and the Technical Chamber of Greece.

Farhad Rachidi (IEEE Fellow, EMP Fellow) received the M.S. degree in elec-
trical engineering and the Ph.D. degree from the Swiss Federal Institute of
Technology, Lausanne, in 1986 and 1991 respectively. He worked at the Power
Systems Laboratory of the same institute until 1996. In 1997, he joined the
Lightning Research Laboratory of the University of Toronto in Canada and from
April 1998 until September 1999, he was with Montena EMC in Switzerland. He is
currently the head of the EMC Laboratory at the Swiss Federal Institute of
Technology, Lausanne, Switzerland. Dr. Rachidi is the President of the Interna-
tional Conference on Lightning Protection (ICLP), Vice-Chair of the European
COST Action on the Physics of Lightning Flash and its Effects, Associate Editor of
the IEEE Transactions on Electromagnetic Compatibility and Deputy Editor-in-
Chief of the Journal of Lightning Research. Farhad Rachidi is the author or
coauthor of over 300 scientific papers published in reviewed journals and
presented at international conferences. In 2005, he was the recipient of the IEEE
Technical Achievement Award and the CIGRE Technical Committee Award. He
was awarded the 2006 Blondel Medal from the French Association of Electrical
Engineering, Electronics, Information Technology and Communication (SEE).

Mohammad Lutfur Rahman was born and grew up in Bangladesh. He gained
bachelor, masters and Ph.D. degrees in the Philippines and Japan in the year of
2000, 2003 and 2010 respectively with the degree of Bachelor of Science in
Computer Engineering (AMA Computer University), Masters in Information
Technology (Technological University of the Philippines), and Doctor of Energy
Science (Kyoto University). He has worked in Thailand as a lecturer in Eastern
Asia University and Rajamangala University of Technology, Thanyaburi. He is
currently working as the Head (Assistant Professor) in the Department of
Computer Science and Engineering, State University of Bangladesh. Dr. Rahman’s

Contributors xxi



areas of interest are next generation power system including renewable energy
sources, hybrid power system, wind power system and tidal power system.

Marcos Rubinstein received his Bachelor’s degree in electronics from the
Universidad Simon Bolivar, Caracas, Venezuela in 1982, and the Master’s and
Ph.D. degrees in electrical engineering from the University of Florida, Gainesville
in 1986 and 1991. In 1992 he joined the Swiss Federal Institute of Technology in
Lausanne, where he was active in the fields of electromagnetic compatibility and
lightning in close cooperation with the former Swiss PTT. In 1995, he took a
position at Swisscom, where he was involved in numerical electromagnetics and
EMC in telecommunications and where he led a number of coordinated projects
covering the fields of EMC and biological effects of electromagnetic radiation. In
2001, he moved to the University of Applied Sciences of Western Switzerland
HES-SO, Yverdon-les-bains, where he is currently a professor in telecommuni-
cations and a member of the IICT institute team. His current research interests
include Lightning, EMC in telecommunication systems, PLC, wireless technologies
and layer-2 network security. He is the author or co-author of over 100 scientific
publications in reviewed journals and international conferences. Prof. Rubinstein
is the recipient of the best Master’s Thesis award from the University of Florida,
he received the IEEE achievement award and he is a co-recipient of NASA’s
recognition for innovative technological work. He is also a senior member of the
IEEE, a member of the Swiss Academy of Sciences and of the International Union
of Radio Science.

J. Ruiz was born in Sestao, Spain, in 1960. He received M.Sc. and Ph.D. degrees
in electrical engineering from the University of the Basque Country, Bilbao, Spain,
in 1983 and 1988, respectively. In 1985, he was appointed associate professor
and,since 2002, was a professor with the Electronics and Telecommunications
Department, University of the Basque Country. He is engaged in research on
electrical power systems and digital signal processing for power-quality assess-
ment and flicker measurement.

B. S. Rajpurohit obtained his M. Tech. and Ph.D. in Electrical Engineering from
Indian Institute of Technology Roorkee and Indian Institute of Technology
Kanpur, in 2005 and 2009, respective-ly. Presently, he is an Assistant Professor in
the School of Computing and Electrical Engineering, Indian Institute of Tech-
nology Mandi, India. His research interests include power system harmonics, grid
integra-tion of renewable energies, parameter estimation of electrical ma-chines
and wind power. Dr. Rajpurohit is the member of IEEE, USA.

Johel Rodríguez-D’Derlée received the B.S. degree in Electronic Engineering
from the University of Táchira, Venezuela, in 2000, and the M.Sc. degree in
Mathematics and Computer Science from the University of Carabobo, Venezuela,
in 2004. He is currently working towards its Ph.D. degree at the Institute of
Control Systems and Industrial Computing, Technical University of Valencia,
Spain, where he is involved in the research on advanced control systems for
offshore wind farm and HVDC Transmission. His current research interests

xxii Contributors



include advanced control techniques applied to power converters for renewable
energy systems.

P. Saiz was born in Zumarraga, Spain, in 1972. She obtained her M.Sc. degree in
telecommunication engineering from the University of the Basque Country (UPV/
EHU), Spain, in 1996, and her Ph.D. degree in 2007, from the same University.
After 6 years of professional experience in operation and engineering of GSM/
GPRS/UMTS mobile networks, she joined the UPV/EHU in 2002, as an assistant
lecturer in the Department of Electronics and Telecommunications at the Faculty
of Engineering of Bilbao. Her current research interests include digital signal
processing applied to power systems and power quality assessment.

M. R. I. Sheikh was born in Sirajgonj, Bangladesh on October 31,1967. He
received his B.Sc. Engineering and M.Sc. Engineering Degree from Rajshahi
University of Engineering and Technology (RUET), Bangladesh, in 1992 and 2003
respectively, all in Electrical and Electronic Engineering. He is currently an
Associate Professor in the Electrical and Electronic Engineering Department,
RUET. He carried out his Ph.D. Degree from Kitami Institute of Technology,
Hokkaido, Kitami, Japan in September, 2010. His research interests are, Power
system stability enhancement including wind generator by using SMES, FACTs
devices and Load Frequency Control of multi-area power system.

Yasuyuki Shirai was born in Kyoto Prefecture Japan. He received the B.E., M.E.,
and D.E. degrees in electrical engineering from Kyoto University, Kyoto, Japan, in
1980, 1982, and 1988, respectively. He became an Assistant Professor in 1985, an
Associate Professor in 1996, and he is now a Professor in the Graduate School of
Energy Science, Kyoto University. His areas of interest are applied supercon-
ductivity to power system apparatus, next-generation power system including
renewable energy sources, and energy infrastructure.

S. N. Singh was born on 5th September 1966 and obtained his M. Tech. and Ph. D.
in Electrical Engineering from Indian Institute of Technology Kanpur, in 1989 and
1995, respectively. Presently, he is a Professor in the Department of Electrical
Engineering, Indian Institute of Technology Kanpur, India. Dr Singh received
several awards including Young Engineer Award 2000 of Indian National Acad-
emy of Engineering, Khosla Research Award of IIT Roorkee, and Young Engineer
Award of CBIP New Delhi (India), 1996. Prof Singh is receipt of Humboldt
Fellowship of Germany (2005, 2007) and Otto-monsted Fellowship of Denmark
(2009–2010). His research interests include power system restructuring, FACTS,
power system optimization and control, security analysis, wind power, etc. Prof.
Singh is a Fellow of Institution of Electronics and Tele-communication Engineers
(IETE) India, a Senior Member of IEEE, USA, and a Fellow of the Institution of
Engineers (India). Prof Singh has published more than 285 papers in Internation-al/
national journals/conferences. He has also written two books one on Electric
Power Generation, Transmission and Distribution and second is Basic Electrical
Engineering, published by PHI, India.

Contributors xxiii



Alexander Smorgonskiy received the B.S. and M.S. degrees (with distinction) in
electrical engineering from Saint-Petersburg State Polytechnic University,
Saint-Petersburg, Russia, in 2007 and 2009, respectively. He is currently a Ph.D.
student at Swiss Federal Institute of Technology, Lausanne, Switzerland. In
2008–2009 he was the recipient of a research scholarship from the Swiss
Government.

Junji Tamura received his B.Sc. Eng. Degree from Muroran Institute of Tech-
nology, Japan, in 1979 and M.Sc. Eng. and Dr. Eng. degrees from Hokkaido
University, Japan, in 1981 and 1984 respectively, all in electrical engineering. In
1984, he became a lecturer and in 1986, an associate professor at the Kitami
Institute of Technology, Japan. He also holds the position of Vice President of the
university. Currently he is a professor at the Kitami Institute of Technology. He
also holds the position of Vice President of the university. His research areas
include Rotating Electrical Machine, Power System, and Wind Energy. He has
published about 100 technical papers in Transactions and international journals,
presented about 150 papers in international conferences, and authored or
coauthored several books and book chapters as well. He has served as conference
chair, technical committee chair, member of technical committee in different
conferences in domestic and international levels. He is the senior member of IEEE.

Fujio Tatsuta was born in Japan in 1959. He received the B. Eng. degree from
Tokyo Denki University, Tokyo, Japan, in 1982. Since 1982, he has been with
Tokyo Denki University, where he is currently an Assistant Professor. Mr. Nis-
hikata is a member of the Institute of Electrical Engineers of Japan.

W. Timothy Liu graduated from Ohio University in 1971, with a B.S. degree in
physics. He received both his M.S. and Ph.D degrees in atmospheric sciences from
University of Washington in 1974 and 1978. He started as a principle investigator
in satellite oceanography at the Jet Propulsion Laboratory in 1979. He has been a
senior research scientist at JPL since 1993. He was the Project Scientist for three
NASA scatterometer missions between 1992 and 2006. He is a fellow of the
American Meteorological Society and the American Association for the
Advancement of Science. His recent research interests include ocean-atmosphere
interaction, water cycle, and climate.

Kuo-Hua Wang was born in Yunlin County, Taiwan, on 30 December 1982. He
graduated from Department of Electrical Engineering, Feng Chia University,
Taichung, in June 2005 and received his M.Sc. degree from Department of
Electrical Engineering, National Chung Kung University, Tainan, Taiwan, in June
2007. His interests are simulations of wind induction generators using an HVDC
transmission System to connect to a utility grid.

Li Wang (S’87-M’88-SM’05) received the Ph.D. degree from Department of
Electrical Engineering, National Taiwan University, Taipei, Taiwan, in June 1988.
He has been an associated professor and a professor at Department of Electrical
Engineering, National Cheng Kung University, Tainan, Taiwan in 1988 and 1995,

xxiv Contributors



respectively. He was a visiting scholar of School of Electrical Engineering and
Computer Science, Purdue University, West Lafayette, IN, USA, from February
2000 to July 2000. He was a visiting scholar of School of Electrical Engineering
and Computer Science, Washington State University, Pullman, WA, USA, from
August 2003 to January 2004. He was a research scholar of Energy Systems
Research Center (ESRC), The University of Texas at Arlington (UTA), Arlington,
TX, USA, from August 2008 to January 2009. At present, his interests include
power systems dynamics, power system stability, AC machine analyses, and
renewable energy. He is an IEEE Senior Member.

Lingfeng Wang is currently an assistant professor in the Department of Electrical
Engineering and Computer Science at the University of Toledo (UT), Ohio, USA.
He obtained his Ph.D. degree from Texas A&M University in 2008. He also holds
B.S. and M.S. from Zhejiang University, China and M.S. from National University
of Singapore. Before joining UT as a faculty member, he was with California ISO
for regional transmission planning. Dr. Wang is the recipient of several awards for
his research excellence, and he also wins several best paper awards. He is the
author or coauthor of six books/research monographs and more than 100 technical
publications. He served as an editorial board member for several journals and a
member of technical program committee for many international conferences. He
has given seminar talks in more than 25 universities/national laboratories as an
invited speaker. His major research areas are power system reliability, renewable
energy integration, computational intelligence, and industrial informatics.

Xiaosu Xie received a M.S. degree from the Chinese Academy of Meteorological
Science in Beijing, China and a Ph.D degree in Atmospheric Sciences from
University of Hawaii. She joined the Air-sea Interaction and Climate Team at JPL
in 1996. Her major research interests include climate dynamics/thermodynamics,
water and carbon cycle, and satellite oceanography. She is also working on
developing algorithms to estimate major components of global hydrological bal-
ance and carbon cycle from satellite observations. She has involved in a number of
NASA earth observing space missions, including QuikSCAT, SeaWinds, TRMM,
Aqua, AMSR, and Topex/JASON.

Lie Xu received the B.Eng. degree from Zhejiang University, Hangzhou, China,
in 1993, and the Ph.D. degree from the University of Sheffield, Sheffield, U.K., in
1999. He joined the School of Electronics, Electrical Engineering and Computer
Science, Queen’s University of Belfast, U.K. in 2004 and currently is a Senior
Lecturer. He was with ALSTOM T&D in Stafford, U.K. from 2001–2003. His
main interests are power electronics, wind energy generation and grid integration,
and application of power electronics to power systems. Dr Xu is a senior member
of the IEEE.

Liangzhong Yao received his M.Sc degree in 1989 and Ph.D degree in 1993 all in
electrical power system engineering from Tsinghua University, Beijing, China.
He is currently the Department Manager for Network Solutions, Smartgrids and
Renewables Technologies and also a Technology Consultant and Senior Expert at

Contributors xxv



ALSTOM Grid (Former AREVA T&D) Research and Technology Centre, Staf-
ford, United Kingdom. Prior to ALSTOM Grid, he was an Associate Professor at
Tsinghua University until 1995, and was a Post Doctoral Research Associate in the
Manchester Centre for Electrical Energy at University of Manchester (former
UMIST), United Kingdom from 1995 to 1999, and was a Senior Power System
Analyst in the Network Consulting group at ABB UK Ltd from 1999 to 2004.
Dr Yao is a Fellow of the IET and also Guest Professors at both Shanghai Jiao
Tong University and Sichuan University, China.

Yasuda Yoh was born in Tokyo, Japan, in 1967. He received the Graduate degree
in electronics and information engineering in 1989 and the Ph.D. degree in 1994
from Yokohama National University, Kanagawa, Japan. Since 1994, he has been
with the Department of Electrical Engineering and Computer Science, Kansai
University, Osaka, Japan, where he is currently an Associate Professor. His current
research interests are lightning protection of wind turbine and grid stability with
large penetration of wind turbines. Dr. Yasuda is now an executive director of
Japan Wind Energy Association. He is also a member of the European Wind
Energy Association (EWEA), Institute of Electrical and Electronics Engineers
(IEEE) and other domestic associations.

Hui Zhang received the B.S. and M.S. degrees in electrical engineering from
Zhejiang University, Hangzhou, China, in 2000 and 2003 respectively, and Ph.D.
in electrical engineering from The University of Tennessee, Knoxville, in 2007.
She joined the Power Electronics and Electric Machinery Research Center in Oak
Ridge National Laboratory (ORNL), Knoxville, TN, as a student member in 2005.
She worked as a post-doc research Associate at The University of Tennessee and
Oak Ridge National Laboratory from 2007 until 2009. Currently, she is an
Assistant Professor in the Electrical Engineering Department, Tuskegee
University, Alabama. Her interests include Silicon carbide power electronics,
power conditioning, renewable energy systems, and motor drives, etc. Dr. Hui
Zhang is a member of IEEE Power Electronics Society, Industry Application
Society, and Industrial Electronics Society. She has served as a Reviewer of IEEE
Transactions and the Session Chair of IEEE conferences.

xxvi Contributors



Chapter 1
Introduction

S. M. Muyeen

Abstract In this chapter, first, the global wind power scenario is depicted
followed by the market forecasting upto the year 2030. Then the current technology
and the future trend of wind energy conversion system are discussed where the
development of wind generator, blade designing, lightning protection, installation,
commissioning, operation and maintenance of wind turbine generator unit are
briefly stated. Some important issues such as variability and predictability of wind
power, energy storage options and grid interfacing techniques are discussed as well.
Prime offshore wind farm technology issues in terms of feasibility study, bulk
power transmission scheme are discussed in detail. Finally, the highlights of all the
chapters are given from where the flavor of the book can be obtained at a glance.

1.1 Global Wind Power Scenario

Wind energy is becoming one of the mainstream power sources in many countries
around the world. According to Global Wind Energy Council (GWEC) statistics,
global wind power installations increased by 35.8 GW in 2010, bringing the total
installed wind energy capacity upto 194.4 GW, a 22.5% increase on the 158.7 GW
installed at the end of 2009. GWEC is one of the few organizations doing an
excellent job by broadcasting and forecasting regional wind power development
throughout the world. In the following section, the present wind power installation
scenario at the end of 2010 and some future predictions are demonstrated in light
of GWEC reports [1, 2].
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The regional wind power installations in 2010 are shown in Fig. 1.1 where the wind
power statistics of 2009 are available as well. The installation scenarios of wind
energy conversion systems of the world’s top 10 countries in 2009 and 2010 are shown
in Figs. 1.2 and 1.3, respectively. One important message obvious from Figs. 1.2
and1.3 is that wind power is spreading in other countries of the world along with the
top ten countries which are already in good pace in installing new wind turbines.
The global cumulative installed capacity from 1996 to 2010, the global annual
installed capacity from 1996 to 2010, and the annual installed capacity by region
from 2003 to 2010 scenarios are shown in Figs. 1.4, 1.5 and 1.6. Figure 1.4 shows an
interrupted growth rate due to the worldwide economic crisis in the recent years.

1.1.1 Asia

The growth in Asian markets has been breathtaking, as more than 50% of the
world’s wind energy in 2010 was installed in Asia and it is the 3rd year in a row
where Asia is leading the regional market on the globe. China was the world’s
largest market in 2010, adding a staggering 16.5 GW of new capacity, and slipping
past the USA to become the world’s leading wind power country. The Chinese
market more than doubled its capacity from 12 GW in 2008 to 25.8 GW in 2009
and added 16.5 MW in 2010 to reach 42.2 GW at the end of 2010 [1]. The
planning, development and construction for the ‘‘Wind Base’’ programme, which
aims to build 138 GW of wind capacity in eight Chinese provinces, is well
underway. It is expected that in its twelfth Five-Year Plan, which is expected to be
adopted in March 2011, the Chinese government will increase its official target for
wind power development to 200 GW by 2020.

Wind power market in India is now back on track after a few years of slow
growth and witnessed significant growth in 2010. It comes in third behind China and
the USA in terms of new installed capacity during 2010 at 2,139 MW, taking the
total capacity upto 13.1 GW. The states with the highest wind power concentration
are Tamil Nadu, Maharashtra, Gujarat, Rajasthan, Karnataka, Madhya Pradesh and
Andhra Pradesh. In 2010 the official wind power potential estimates for India were
revised upwards from 45 to 49.1 GW by the Centre for Wind Energy Technology
(C-WET). However, the estimations of various industry associations and wind
power producers are more optimistic, citing a potential in the range of 65–100 GW.

Other Asian countries with new capacity additions in 2010 include Japan
(221 MW, for a total of 2.3 GW), South Korea (31 MW for a total of 379 MW)
and Taiwan (83 MW for a total of 519 MW).

1.1.2 North America

According to American Wind Energy Association (AWEA) statistics the U.S.
wind energy industry installed 5,115 MW in 2010. This is barely half of 2009s
record pace, but the fourth quarter was strong, showing new momentum for 2011
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(Fig. 1.7). Further wind projects are expected to start up in time to meet the new
construction deadline at the end of 2011 for the Section 1603 Investment Tax
Credit, which Congress recently extended by a year. Wind is increasingly
appreciated for being cost-competitive with natural gas, which has helped the U.S.
industry weather this latest boom-bust cycle.

Utilities are moving to lock in more wind power at long-term low rates. The
nationwide capacity now totals 40,180 MW, an increase in capacity of 15% over

Fig. 1.1 Regional distribution of global installed wind power capacity in MW (Source: GWEC)
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the start of 2010. Wind power installation by each state at the end of 2010 is shown
in Fig. 1.8. Texas, the leading wind power state in America for several years
running, achieved a major milestone by surging past the 10,000 MW mark for total
installations, with the addition of 680 MW in 2010. Texas achieved the mark
thanks to aggressive pursuit of renewable energy and a renewable electricity
standard passed in 1999 and strengthened in 2005. On average, wind now gen-
erates 7.8% of the electricity in the Electric Reliability Council of Texas (ER-
COT), peaking as high as 25%. Other states active in pursuing targets for
renewable energy last year were Illinois (498 MW added), California (455 MW),
South Dakota (396 MW) and Minnesota (396 MW). Five more states doubled or
more than doubled their wind power capacity in 2010. Delaware and Maryland
both added their first utility-scale wind turbines in 2010. A total of 38 states now
have utility-scale wind projects, and 14 of them have now installed more than
1,000 MW of wind power [3].

Canada’s wind power market was also down in 2010 compared to the previous
year, but it was still the second best year ever. A total of 690 MW of new wind
capacity came online, compared to 950 MW in 2009, taking the total capacity to
more than 4,000 MW. Ontario leads Canada’s wind energy development with

Fig. 1.2 Installation scenario for the top 10 countries in 2009 (Source: GWEC)
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1.5 GW of installed wind capacity. Other leading wind energy provinces include
Quebec (806 MW) and Alberta (663 MW).

1.1.3 Europe

During 2010, 9,883 MW of wind power was installed across Europe, with
European Union countries accounting for 9,259 MW of the total. This represents a
decrease in the EU’s annual wind power installations of 10% compared to 2009.

Fig. 1.3 Installation scenario for the top 10 countries in 2010 (Source: GWEC)

Fig. 1.4 Global cumulative installed capacity 1996–2010 (Source: GWEC)
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Fig. 1.7 U.S. annual and quarterly wind installations from 2000 to 2010 (Source: AWEA)

Fig. 1.5 Global annual installed capacity 1996–2010 (Source: GWEC)

Fig. 1.6 Annual installed capacity by region 2003–2010 (Source: GWEC)
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Of the 9,259 MW installed in the EU, 8,377 MW were installed onshore and 883
offshore. This means that in 2010, the annual onshore market decreased by over
13% compared to the previous year, while the annual offshore market grew by
51%, and accounted for 9.5% of all capacity additions.

In terms of annual installations, Spain was the largest market in 2010, installing
1,516 MW, followed by Germany with 1,493 MW. France was the only other
country to install over 1 GW (1,086 MW), followed by the UK (962 MW), Italy
(948 MW), Sweden (603 MW), Romania (448 MW), Poland (382 MW), Portugal
(345 MW) and Belgium (350 MW). For the first time, two new EU Member States
were among the top ten largest annual markets [1].

1.1.4 Latin America

Brazil and Mexico are the leading countries in Latin America in wind power gen-
eration as can be seen from the GWEC report [1]. In 2010, Brazil added 326 MW of
new capacity, slightly more than in 2009, and is now host to 931 MW of wind power.
Mexico’s installed wind capacity more than doubled for the second year in a row,
with 316 MW of new capacity added to the existing 202 MW operating at the end of
2009. The total installed wind power capacity now amounts to 519 MW.

1.1.5 Pacific Region

At the end of 2010, 1,880 MW of wind capacity was installed in Australia, an
increase of 167 MW from 2009. There are now 52 operating wind farms in the
country, mostly located in South Australia (907 MW) and Victoria (428 MW).

Fig. 1.8 State-wise wind installations at the end of 2010 (Source: AWEA)
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1.1.6 Africa and Middle East

In North Africa, the expansion of wind power continues in Morocco, Egypt and
Tunisia. Egypt not only saw the largest addition of new capacity in 2010 (120 MW),
bringing the total upto 550 MW but also continues to lead the region. Morocco
comes in a distant second with a cumulative capacity of 286, 30 MW of which was
added in 2010. Tunisia added 60 MW of new capacity in 2010, taking the total to
114 MW.

1.2 Market Forecast

GWEC predicts that at the end of 2015, global wind capacity will stand at
449 GW, up from 194 GW at the end of 2010 [1]. During 2015, 60.5 GW of new
capacity will be added to the global total, compared to 35.8 GW in 2010. These are
shown in Fig. 1.9. The annual growth rates during this period will average 18.2%
in terms of total installed capacity, and 11.1% for annual market growth.

GWEC also estimates that Asia will remain the fastest growing market in the
world, driven primarily by China, which is set to continue the rapid upscaling of its
wind capacity and hold its position as the world’s largest annual and cumulative
market. For Asia as a whole, the annual market is expected to increase from
19 GW in 2010 to 26 GW in 2015, which would translate into a total of 116 GW
of new capacity to be added over this period—far more than in any other region.
In 2013, Asia is expected to overtake Europe as the region with the largest total
installed capacity, and it will reach a cumulative wind power generation capacity

Fig. 1.9 Market forecast for 2010–2015 (Source: GWEC)
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of 174.6 GW by 2015. Annual and cumulative market forecasting by region from
2010 to 2015 are shown in Figs. 1.10 and 1.11, respectively.

In [2], GWEC presents three types of scenarios for wind power forecasting. The
first is ‘Reference scenario’ based on the projections in the 2009 World Energy
Outlook from the International Energy Agency (IEA). This takes into account not
only existing policies and measures, but includes assumptions such as continuing
electricity and gas market reform, the liberalization of cross-border energy trade
and recent policies aimed at combating pollution. Second, the ‘Moderate scenario’

Fig. 1.10 Regional annual market forecast for 2010–2015 (Source: GWEC)

Fig. 1.11 Regional cumulative market forecast for 2010–2015 (Source: GWEC)
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takes into account all policy measures to support renewable energy either already
enacted or in the planning stages around the world. It also assumes that the targets
set by many countries for either renewables, emissions reductions and/or wind
energy are successfully implemented, as well as the modest implementation of
new policies aimed at pollution and carbon emission reduction, and increased
energy security. It also takes into account environmental and energy policy
measures that were part of many government economic stimulus packages
implemented since late 2008. The third is the most ambitious, the ‘Advanced
scenario’ which examines the extent to which this industry could grow in a best
case ‘wind energy vision’. The assumption here is a clear and unambiguous
commitment to renewable energy as per the industry’s recommendations, along
with the political will necessary to carry it forward.

Wind power forecasting upto 2030 in forms of cumulative and regional
breakdown are shown in Figs. 1.12 and 1.13, respectively, based on the three
aforementioned scenarios.

1.3 Technological Aspects—Present and Future

Though wind energy conversion system has reached to a mature stage it is still
going through a continuous development program by researcher and industry
peoples from different disciplines for the improvement in both component and

Fig. 1.12 Global cumulative market forecast in terms of reference, moderate and advanced
scenarios (Source: GWEC)
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Fig. 1.13 Global cumulative market forecast in terms of reference, moderate and advanced
scenarios (Source: GWEC)
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system level. Few of the technical issues in terms of present and future develop-
ment of this technology are discussed in the following sections.

1.3.1 Wind Turbine Generator Unit

Wind turbine manufacturers are trying to incorporate the recent technology in drive
train layout, turbine blade design and structural improvement to reduce the total mass
and net cost and to increase energy extraction efficiency and lifetime as well. Gearbox
is one of the components that causes the downtime of wind turbine generator systems
the most, and therefore, gearless or one or two gearing stage with multi-pole generator
based scheme is going to be a popular trend in the wind industry. Elimination of
carbon fibre reinforcement from turbine blade might be a good attempt which is under
consideration by blade manufacturers. Lightning protection scheme including eddy
current loss minimization should be focused more in future blade designing. This is
because the lightning strike in one wind turbine may not only hamper wind power
extracting from that unit, but the nearby units as well.

At the generator end, although the doubly fed induction generator is dominating
the wind industry, permanent magnet synchronous generators may play a vital role
in the near future due to the flexibility of gearless operation as mentioned earlier.
The size of the wind generator can be reduced significantly by using supercon-
ducting material, where the research focus can be targeted, especially when we are
thinking about a wind turbine generator system of more than 5 MW.

1.3.2 Power Electronic Converter Technology

The issue of energy conversion from wind power nowadays involves the presence
of power electronic devices. In a power electronic inverter and converter the
commonly used devices are the diode, thyristor, gate turn-on thyristor (GTO) or
insulated gate turn-on thyristor (IGBT) and in some cases the integrated gate-
commutated thyristor (IGCT). The conduction and switching losses in these device
modules have been reduced greatly and therefore the losses in high power con-
verters/inverters have also reduced significantly. As a result, the full rating
inverter/converter-based wind energy conversion system using permanent magnet
synchronous generator is becoming popular. The same reason is behind the pop-
ularity of HVDC-based offshore wind farms. However, the wind power industry
is looking forward to further loss reduction of high power converters and the
discovery of a silicon carbide (SiC) power switch has added extra pace in this
development.

Another important consideration is the reliability of the megawatt class wind
energy conversion system using full or partial rated frequency converter. Loss of
the frequency converter results in loss of total generation and operation of
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frequency converter at low power due to low wind speed may result in higher loss.
Considering these issues the parallel operation of the frequency converter might be
a feasible option which GAMESA has already implemented successfully, though
more research is required for overall control strategy including fault ride-through
characteristics of multiple units.

1.3.3 Offshore Wind Farm

In the recent years offshore wind farms show the most prominent market opportuni-
ties, since they are likely to offer comparatively higher productivity than projects
based on onshore wind turbines, due to the higher speed of offshore wind. It is
expected that while the average wind speed on the shore is 7 m/s, offshore speed
ranges between 9 and 10 m/s. The average size of the offshore wind farm is increasing
e.g., the average offshore wind farm size in Europe in 2010 exceeds 150 MW [4],
therefore, the total accumulation will be on a big scale. Many large-scale offshore
wind farms are under construction and many more are in the planning stage.

Numerous technological challenges exist for successful installation, commis-
sioning and operation of offshore wind farms. The average distance from the shore
is increasing compared to previous years. As per the EWEA report [4], the average
distance from the shore increased in 2010 by 12.7–27.1 km, substantially less,
however, than the average of 35.7 km for projects currently under construction.
As a consequence, the average water depth is increasing, e.g., Average water depth
in 2010 was 17.4 m, a 5.2 m increase from 2009, with projects under construction
in water depth averaging 25.5 m. These raise the issues of foundations, installation
methods, bulk power transmission system, etc.

The preferred foundation type for the offshore project is likely to be a multi-
member design such as tripod, tripile or jacket because of the suitability of deep
water. In general it is observed that at the present 2–3 MW class wind turbine
generator units are dominating in offshore wind farms, however, the 5 MW class is
going to be more popular in the near future. It is not an easy task to install large
wind turbines in the sea where many technical challenges are needed to be
overcome, especially in the deep sea. Figures 1.14a and b show the installation of
a 5 MW class wind turbine generator unit at the Beatrice Offshore Wind farm by
Scaldis Salvage & Marine Contractors NV.

The floating type offshore wind farm concept might be another innovative idea in
the wind industry. A lot of research work is ongoing to make it a success. The
variability of sea wind can be optimally utilized using the floating wind farm concept.

1.3.4 Operation and Maintenance

A downtime of the single or multiple megawatt class wind turbine generator
results in loss of revenue. Therefore operation and maintenance (O & M) is a big
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Fig. 1.14 a, b Installation of a 5 MW offshore wind turbine generator at the Beatrice Offshore
Wind farm (Courtesy: Scaldis Salvage & Marine Contractors NV)

14 S. M. Muyeen



issue for wind farm owners of transmission system operators, both for onshore
and offshore wind farms. The general picture in a wind farm is that 2 or 3
operators are engaged in O & M services for few tens of wind turbine generator
units for routine checkup and for bringing back the units in operation which are
out of services. In the case of offshore wind farms O & M facilities can be
housed at a nearby port or floating substation depending on the distance of the
wind farm from the shore. For distant offshore wind farms sometimes helicopter
accessibility from the maintenance substation gives better flexibility to O & M
personnel for quick repairing.

However, it is noted that remote condition monitoring based on data analysis
from sensors may give a much better option and may become the standard in the
future for operation and maintenance of large-scale wind farms both on offshore
and onshore platforms. It will save the effort and cost of accessing the turbine unit
by manual inspection. A project work carried out in Risø National Laboratory for
Sustainable Energy in 2008 gave an important outline on the sensor-based remote
monitoring scheme; more such works are required to be performed with support
from the real industry. The Risø project focused on a structural health monitoring
system for wind turbine blades [5]. The project was targeted at creating knowledge
that will allow sensor signals to be used for remotely identifying the position of
damage, the damage type and severity, and generate a structural condition
assessment of the wind turbine blades that can integrate with existing SCADA
tools to improve management of large offshore wind farms, and optimize the
manual inspection/maintenance effort. The concept can be extended for remote
monitoring of generator, gearbox and other sensitive equipments which widen the
research opportunity in this area.

1.3.5 Moderate and Bulk Power Transmission

Economical feasibility is one of the key issues behind the selection of transmission
technology (HVDC or HVAC) for grid interconnection of offshore wind farms.
The distance of the offshore wind farm from the shore is an important factor to
determine the transmission system as transmission line loss has a direct relation
to it. High power converter technology has progressed tremendously, losses in
converter have reduced significantly, and therefore, big companies are offering
complete packages for bulk offshore power transmission using HVDC technology.
There is a chance that future offshore wind farms will move to the HVDC-based
transmission system, especially with the spread of the supergrid concept these
days. Some of the other issues like multi-terminal scheme for offshore wind farm,
loss minimization in HVDC stations, control scheme including fault ride-through
capability augmentation should be focused more to make this technology viable.
Moderate level DC-based onshore wind farms may attract the grid operator where
full-bridge DC–DC converters can help in boosting the generator side voltage to
higher levels using high frequency transformers.
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1.3.6 Variability and Predictability

There is no argument about the variability of wind power but about intermittency!
Wind power is often described as an ‘‘intermittent’’ energy source, and therefore
unreliable. In fact, at the power system level, wind energy does not start and stop at
irregular intervals, hence the term ‘‘intermittent’’ is misleading. The output of
aggregated wind capacity is variable, just as the power system itself is inherently
variable. Since wind power production is dependent on the wind, the output of a
turbine and a wind farm varies over time, under the influence of meteorological
fluctuations. These variations occur on all time scales: by seconds, minutes, hours,
days, months, seasons and years. Understanding and predicting these variations is
essential for successfully integrating wind power into the power system and to use
it most efficiently [6].

Predictability is key in managing wind power variability, and significant
advances have been made in improving forecasting methods. Today, wind power
prediction is quite accurate for aggregated wind farms and large areas. Using
increasingly sophisticated weather forecasts, wind power generation models and
statistical analysis, it is possible to predict generation from five min to hourly
intervals over timescales upto 72 h in advance, and for seasonal and annual
periods. Using the current tools, the forecast error for a single wind farm is
between 10 and 20% of the power output for a forecast horizon of 36 h. For
regionally aggregated wind farms the forecast error is in the order of 10% for a day
ahead and less than 5% for 1–4 h in advance [6]. However, there is further scope to
work on the prediction scheme of wind speed for making it as precise as possible
and there is room to integrate the prediction strategy in the control of wind energy
conversion system.

1.3.7 Energy Storage Option

To cope with the variability of wind power and to meet the requirement of
transmission system operators (TSO) or grid companies,the wind industry is
extensively dependent on energy storage options. There is increasing interest in
both large-scale storage implemented at transmission level, and in smaller scale
dedicated storage embedded in distribution networks. The range of storage tech-
nologies is potentially wide. For large-scale storage, pumped hydro accumulation
storage (PACPACPAC) is the most common and best known technology, which
can also be done underground. Another technology option available for large scale
is compressed air energy storage (CAES). On a decentralized scale storage options
include flywheels, batteries, possibly in combination with electric vehicles, fuel
cells, electrolysis and super-capacitors. Furthermore, an attractive solution consists
of the installation of heat boilers at selected combined heat and power locations
(CHP) in order to increase the operational flexibility of these units [6].
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Hybrid power stations composed of wind energy conversion system, hydrogen
generation, and fuel cell and energy storage system have a good potential in the
future energy market. A lot of work has to be done in the area of a coordinated
control scheme for hybrid power stations where the lifetimes of electrolyzer, fuel
cell, energy storage devices should be considered as well. For the floating type
offshore wind farm ESS may play a vital role to make this technology successful.

1.3.8 Grid Code

In response to the increasing demands from network operators, for example to stay
connected to the system during a fault event, the most recent wind turbine designs
have been substantially improved. The majority of MW-size turbines being
installed today are capable of meeting the most severe grid code requirements,
with advanced features including fault ride-through capability. This enables them
to assist in keeping the power system stable when disruptions occur. Modern wind
farms are moving towards becoming wind energy power plants that can be actively
controlled [6]. Grid codes developed in many countries are more or less similar.
They focus on policies such as transient Fault Ride Through (FRT), active power
control, reactive power issues, power quality and voltage regulations. Huge
penetration of wind power to the grid in the near future may lead to a change in the
present grid codes available in different countries and wider regions.

1.4 Wind Power Explained in this Book

As mentioned in the preface the chapters in this book are organized into three
sections. The key issues mentioned in each chapter are highlighted briefly in the
following sections. In some cases, the technical challenges, future trends and
further research scopes are pointed out.

It is expected that a large number of wind generators are going to be connected
to the grid in the near future as can be seen from the statistics of the past few years.
As different types of wind generators are commercially available in the market,
it is very important to know what type of wind generator we are going to install in
a particular region. This is because the overall efficiency of the wind turbine
generator system depends on the losses of its various components which are
generally in the form of copper loss, iron loss, stray load loss, windage loss,
bearing loss and in some cases the losses in various power electronic devices. The
author in Chap. 2 has made a significant contribution in the loss calculation
method of different wind turbine generator systems based on wind speed. The
details of the loss calculation methods for induction generator, doubly fed
induction generator and permanent magnet synchronous generator are explained.
A comparative study in light of loss and efficiency of different types of generators

1 Introduction 17

http://dx.doi.org/10.1007/978-1-4471-2201-2_2


are also incorporated. This study is even helpful to find out the capacity factor of
wind farms in an efficient and easy way.

In the sea the wind condition is better than on shore and therefore much energy
extraction from wind is expected from a single wind turbine generator unit.
However, the larger the generating capacity the larger the structural cost is, and at
the same time the generator should be operated at lower speed due to the large
diameter of the turbine blade. This issue initiates the idea of using superconducting
material in wind generators and the authors in Chap. 3 report on this emerging
technology. In the direct drive wind turbine operated at variable speed the
superconducting generator can be applied successfully, and the wind industry may
accept this trend in the near future.

The wind industry is extensively dependent on power electronic devices and
without the rapid development of power converters it would not be possible to
build large-scale wind turbine generating units. The maximization of power
capture from the wind also would not be possible. The power electronic switches
we use in the power converter/inverter are the conventional thyristor, GTOs, or
IGBT and in some cases IGCT. The device which can offer low loss, fast-
switching, higher blocking voltage, etc. are most attractive for the converter/
inverter technology of wind energy conversion system. Size and compactness are
other issues under consideration. Silicon carbide (SiC) power switches have the
potential to meet all the aforementioned issues and may lead the converter/inverter
technology that suits wind energy conversion system. Authors of Chap. 4 have
focused on this promising technology.

Chapter 5 is focused on a cost-effective grid interfacing scheme of a wind farm
composed of variable speed wind generators. The thyristor rectifiers ensure the
maximum power capture from individual wind generators and are connected to a
common DC transmission system and finally one thyristor inverter is used for grid
interfacing. For reactive power compensation of the grid side, synchronous
compensator using duplex reactor is considered. Detailed modelling and control
strategy of the proposed system are discussed and extensive simulation analyses
are also performed.

The application of a switched reluctance generator (SRG) as variable speed
wind generator is demonstrated in Chap. 6. The switched reluctance generator has
some inherent characteristics such as simple construction, robustness and lower
cost and it might be a good choice to use it as a small wind generator. The con-
struction and modelling of SRG, grid interfacing using asymmetric half-bridge
converter, dc-link and inverter are discussed in detail. Speed control including
maximum power point tracking scheme is demonstrated as well. It seems from the
simulation results that SRG can be operated at variable speeds to maximize the
power capture from wind and can be interconnected to the grid with the help of a
power electronic converter using the available technology in the power industry.

Numerous control relevant issues are involved with the individual components
of a wind turbine generator system for standalone and grid connected systems. To
apply the control in a precise way, it is essential to know the dynamics of indi-
vidual components. The author in Chap. 7 has made efforts towards developing the
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dynamics of the different parts of a wind energy conversion system. The dynamics
of a power converter which are used frequently with commercially available wind
turbines are also discussed in the chapter and finally, the control algorithms are
presented in light of system dynamics.

Power quality is one of the key points for successful grid-interfacing of a wind
turbine generator system. In Chap. 8, the authors focused on voltage flicker which
is an important area to be considered for large-scale wind farm grid intercon-
nection. The primary reasons for voltage flicker arise from tower shadow, blade
pitching, yaw errors and in some cases from turbulence, wind shear or variability
of wind speed. It might not be an easy task to measure the voltage flicker and the
authors in this chapter attempt to find a successful way to measure voltage flicker
caused by wind turbines.

An important and timely study on wind power forecasting in terms of wind
speed prediction is presented by the authors in Chap. 9. Wind speed prediction is
an important area to be focused on which can be integrated with modern control
systems of wind turbine generator units or controlling the entire wind farm as per
the requirement of transmission system operators (TSOs). The authors focused on
wind speed forecasting based on the Grey predictor rolling model which can be
successfully used for hourly wind power prediction. As wind power penetration
level to the grid is increasing rapidly, this will allow the utility companies to
resolve the issues of power quality, load management, system stability etc. In
general, it can be said that the more precisely we are able to predict the wind, the
more the increase in the possibility of wind power penetration.

The word ‘‘Lightning’’ is a major concern for wind turbine and blade manu-
facturers. Length and material of the blade, structure height, local terrain elevation
are important factors for lightning protection and the authors in Chap. 10 have
pointed and discussed on these important issues. The effect of turbine rotating
blades on lightning is also taken into consideration. The presence of carbon
reinforced plastics (CRP) in the blades may raise a new problem which is pointed
out. The energy dissipation issue caused by CRP is discussed as well.

In Chap. 11, effects of ‘‘back-flow-surge’’ on wind turbines due to winter
lightning are reported by the authors, which is very important for wind farm
designers. The nearby wind turbines that were not struck by lightning can also be
affected easily by ‘‘back-flow-surge’’ and therefore, a special lightning protection
scheme is very important at the design level. The surge protection device of the
lightning-struck turbine and other turbines nearby and even far from the striking
point can be damaged. Possible solutions of the aforementioned problems are also
pointed out by the authors.

Many countries have adopted their own grid code considering the huge pene-
tration of wind power into the grid. When the wind power was not on a large scale,
shutdown of a small unit was not a big issue for power grid companies. However,
shutdown of a megawatt class wind turbine or a group of megawatt class wind
turbines in a wind farm may cause system instability similar to a conventional
power plant when it shuts down. Therefore, a wind farm has to comply with the
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grid code and the authors in Chap. 12 have reported on the operational aspects of a
wind turbine generator system considering grid connectivity issues.

There is no doubt that energy storage system (ESS) is an effective means to
increase the wind penetration level to the power system. A lot of energy storage
technology is available that can be successfully incorporated with an individual
wind turbine generator unit or with the entire wind farm. However, in this regard
the first question that comes to our mind is the huge investment cost of ESS,
especially when we consider the megawatt class wind power integration to the
power system. For autonomous islands the pump storage system is an attractive
and viable solution and in Chap. 13 the authors present an excellent work on this
technology where focus is given on hybrid wind-hydro power stations. The outline
of the scheme, operating policy for island system, economic evaluation, detailed
modelling and control strategy, and finally a real-case scenario from Ikaria Island,
Greece are demonstrated in the chapter.

In Chap. 14, frequency fluctuation minimization of a grid-connected wind farm
is discussed. To minimize wind power fluctuation, a superconducting magnetic
energy storage (SMES) system is used as the energy storage device, which is
considered to be connected at the terminal of the wind farm. A realistic power
system model is used in the simulation and the detailed switching model is con-
sidered for SMES modelling. The optimum power and energy storage capacity
required for SMES is focused and finally, it is shown that SMES is a good tool to
mitigate the frequency fluctuation of a grid connected wind farm. The similar
control strategy can be adopted with other energy storage systems such as energy
capacitor system, battery energy storage system, etc.

Are we moving to fixed type of offshore wind farms in the future! The answer
might be YES. The authors of Chap. 15 have given tremendous efforts in the past
and are continuing the works with the support from the National Aeronautics and
Space Administration (NASA). The authors are preliminary focused on developing
wind mapping in sea based on spaceborne scatterometer. Using scattorometer data
average wind in sea, frequency of strong wind, power density, etc. can be obtained.
It is possible to get the global distribution of wind strength and the authors have
also reported on that. The dependence of wind strength on height and stability is
examined as well. The authors are working on identifying near-shore locations of
strong wind. In general it can be said that the technology presented in Chap. 15
may explore many branches in offshore wind power extraction research.

Chapter 16 is focused on offshore wind farm grid interconnection using a line-
commutated HVDC scheme. Offshore wind farm composed of squirrel cage wind
generator might be a good choice due to robustness, simplicity and lower cost of
induction generator. In that case, the issue of reactive power requirements of
induction generators for their magnetizations should be handled with proper care,
otherwise the bus voltage will be affected widely. In this chapter, the authors have
emphasised on damping enhancement and mitigation of wind power fluctuation of
parallel operated wind farms through line-commutated HVDC link with a modal-
control designed PID rectifier current regulator (RCR). The authors have presented

20 S. M. Muyeen

http://dx.doi.org/10.1007/978-1-4471-2201-2_12
http://dx.doi.org/10.1007/978-1-4471-2201-2_13
http://dx.doi.org/10.1007/978-1-4471-2201-2_14
http://dx.doi.org/10.1007/978-1-4471-2201-2_15
http://dx.doi.org/10.1007/978-1-4471-2201-2_15
http://dx.doi.org/10.1007/978-1-4471-2201-2_16


both frequency and time domain analyses to demonstrate the validity of the pro-
posed scheme.

Fault ride-through is equally important in the case of HVDC connected offshore
wind farms. A major challenge might be to make coordination in bulk power
transfer between offshore and onshore stations.The authors of Chap. 17 present
three schemes to resolve this problem. In this chapter voltage source converter-
based HVDC scheme is used for grid interconnection of offshore wind farms. The
control scheme is applicable for multi-terminal HVDC topology and can
successfully be used to augment the fault ride-through capability of offshore wind
farms.

The details of the control scheme for HVDC-based offshore wind farms can be
obtained in Chap. 18. The authors explain variable speed wind generator control
including front-end converter current control scheme, diode-based HVDC control,
modelling of individual components such as wind turbine, transformer, back to
back converter scheme and distributed voltage and frequency control of offshore
wind farms connected with a diode-based HVDC link. The fault ride-through
capability augmentation is covered as well. Islanded operation, self-starting and
voltage-dependent current order limit for thyristor-based HVDC system are also
explained.

In Chap. 19, a coordinated control scheme for offshore wind farms using line
commutated converter (LCC) is discussed focusing on the load frequency control.
A frequency drop characteristic is considered in the control loop of HVDC rectifier
to share the wind farm active power with the power grid efficiently taking into
account change of generation and load. The method demonstrated in this chapter is
a simple but effective one where active power flow through HVDC link is ramped
down or up when the grid frequency is too high or low respectively. Inertial
response and blade angle control are discussed as well.

Tidal power conversion came into the picture in the recent years and there
might be a bright future for electricity generation from offshore tidal and wind
turbine generating systems placed in the same region. The authors in Chap. 20
have worked a lot towards this technology and a prototype of the proposed scheme
is given in this chapter. Offshore wind and hybrid systems are explained in detail
and the power conversion scheme is also presented. The authors provide both the
simulation and experimental results of the proposed scheme. There is scope to
work further on the topological scheme, system layout, and bulk power trans-
mission system.

DC-based wind farms will become a popular trend in the near future. For large-
scale DC wind farms, high voltage of the sending end is the key issue as the
conventional DC–DC boost converter has limitations on its output voltage regu-
lation. A full-bridge DC–DC converter can be a key component of a DC-based
wind farm that can resolve this problem. In Chap. 21, the authors propose a
coordinated control scheme of a DC-based offshore wind farm that transmits
power to the onshore grid through high voltage DC cables, utilizing full-bridge
DC–DC converter at the offshore HVDC station. This might be a cost-effective
solution compared to the existing technology and the scope for future research is

1 Introduction 21

http://dx.doi.org/10.1007/978-1-4471-2201-2_17
http://dx.doi.org/10.1007/978-1-4471-2201-2_18
http://dx.doi.org/10.1007/978-1-4471-2201-2_19
http://dx.doi.org/10.1007/978-1-4471-2201-2_20
http://dx.doi.org/10.1007/978-1-4471-2201-2_21


open considering the voltage level of the wind farm including its topology, soft
switching full-bridge DC–DC converter, line length of DC-cable, Power trans-
mission capacity, etc.

1.5 Conclusions

At present, wind power is playing a major role in the world renewable energy
market and from its growth it can be said that wind power will certainly hold the
leading position in the next few decades. Due to its technological maturity and
cost-effectiveness compared to the other renewable sources, it is expected that
wind energy will also make a significant contribution to the world energy market
which will reduce the carbon emission to a large extent. A few of the technological
challenges such as adopting variability of wind power, power quality issues, etc.,
are yet to be solved, however, the combined efforts from researchers and scientists
from different disciplines will ensure its fastest growth I believe.
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Part I
Wind Energy Conversion Systems



Chapter 2
Calculation Method of Losses
and Efficiency of Wind Generators

Junji Tamura

Abstract In the recent years, many wind turbine generation systems (WTGS)
have been installed in many countries. However the electric power obtained from
wind generators is not constant due to wind speed variations. The generated
electric power and the loss in WTGS change corresponding to the wind speed
variations, and consequently the efficiency and the capacity factor of the system
also change. In this chapter, methods to evaluate the losses and output power of
wind generator systems with Squirrel-Cage Induction Generator (IG), Permanent
Magnet Synchronous Generator (PMSG), and Doubly-fed Induction Generator
(DFIG) are explained. By using the presented methods, it is possible to calculate
the generated power, the losses, total energy efficiency, and capacity factor of wind
farms quickly.

2.1 Introduction

Wind energy is a clean and renewable energy source. In the recent years, many wind
turbine generation systems (WTGS) have been installed in many countries from the
viewpoints of global warming and depletion of fossil fuels. In addition, WTGS is of
low cost in comparison with other generation systems using renewable energy.
However the electric power obtained from wind generators (WG) is not constant due
to wind speed variations. The generated electric power and the loss in WTGS change
corresponding to the wind speed variations, and consequently the efficiency and the
capacity factor of the system also change. In addition, the wind characteristic of each
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area is different and thus the optimal WTGS for each area is different. Therefore, it is
necessary to analyze the optimal WTGS in each area. In the determination of optimal
WTGS, annual energy production and capacity factor are very important factors.

In order to capture more energy from wind, it is essential to analyze the loss
characteristics of WG, which can be determined from wind speed. Furthermore,
since many non-linear losses occur in WG, making prediction profit by using
average wind speed may cause many errors. This chapter presents a method to
represent various losses in WG as a function of wind speed, which is based on the
steady-state analysis. By using the presented method, wind turbine power, gen-
erated power, copper loss, iron loss, stray load loss, mechanical losses, converter
loss, and energy efficiency can be calculated quickly.

First, a calculation method of the efficiency for constant speed WGs using
Squirrel-Cage Induction Generator (IG) is presented, in which, using the wind
turbine characteristics and IG steady-state equivalent circuit, wind turbine output,
generator output, and various losses in the system can be calculated. Next, a
calculation method of the efficiency for variable speed WGs using permanent
magnet synchronous generator (PMSG) is presented. PMSG has some advantages
over constant speed IG; i.e., PMSG can operate at the speed corresponding to the
maximum power coefficient of wind turbine; noise can be decreased because
PMSG WG does not need slip ring, brush, and gear system. However, since it
needs power electronics devices for being connected to the power grid, loss
evaluation of the power electronics devices is also needed in order to calculate the
total efficiency of the wind generation system. Finally, a method to calculate loss,
power, and efficiency of WTGS with Doubly-fed Induction Generator (DFIG) is
presented. In recent years, the number of wind farms with large size DFIGs has
increased all over the world. This type of system has power converters in the rotor
circuit, and thus it can be operated at variable speed. The power rating of the
power converter can be lower in this system than those in other types of systems,
for example, WTGS with a synchronous generator with a field winding or per-
manent magnet. Thus, the power converter cost becomes lower than those of other
systems.

In the methods presented in this chapter, wind speed is used as the input data,
and then all state variables and conditions of the WG system, for example, wind
turbine output, generator output, output power to the power grid, and various
losses in the system etc., can be obtained. Generator state variables are calculated
using the d-q axis equivalent circuit.

As one application of the presented methods, annual energy production and
capacity factor of the wind farm can easily be evaluated by using wind speed
characteristics expressed by Weibull distribution function. Weibull distribution
function is commonly used to express the annual wind speed characteristics.
Coefficients of Weibull distribution function can be determined by the geography
and climate data of each area. Using the data of Weibull distribution function of
different areas, capacity factor is calculated and compared among three types of
WTGS, i.e., Squirrel-Cage IG, PMSG, and DFIG.
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2.2 Calculation Method for Squirrel-Cage
Induction Generator

2.2.1 Outline of the Calculation Method

Induction generator is widely used as WG due to its low cost, low maintenance,
and direct grid connection. However, there are several problems regarding the
induction generator as given below.

• Usually the input, output, and loss conditions of induction generator can be
determined from rotational speed (slip). However, it is difficult to determine slip
from wind turbine input torque.

• Generator input torque is reduced by mechanical losses, but mechanical losses
are a function of rotational speed (slip). It is difficult to determine mechanical
losses and slip at the same time.

• It is hard to measure stray load loss and iron loss.
• It is difficult to evaluate gear loss analytically as a function of rotational speed.

In this section, a method of calculating the efficiency of WG correctly is pre-
sented, taking into account the points mentioned above. Figure 2.1 shows the
system configuration for the analysis in this section. Table 2.1 shows the losses of
this type of WG. The equivalent circuit of the induction generator used in the

Fig. 2.1 System
configuration with IG

Table 2.1 Losses of wind
generator

Mechanical loss Gear box losses
Windage loss
Ball bearing loss

Copper loss Primary winding copper loss
Secondary winding copper loss

Iron loss Eddy current loss
Hysteresis loss

Stray load loss
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method is shown in Fig. 2.2. The input torque and copper losses are calculated by
solving the circuit Eq. 2.1.
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2.2.2 Models and Equations Necessary in the Calculations

2.2.2.1 Wind Turbine Power

The MOD-2 [1] model is used as a wind turbine model in this chapter. The power
captured from the wind can be expressed as Eq. 2.2, tip speed ratio as Eq. 2.3, and
power coefficient CP as Eq. 2.4. As shown in Fig. 2.3, this turbine characteristic is
non-linear, and it has a characteristic similar to those of actual wind turbines.

Pwtb ¼
1
2

qCpðk; bÞpR2V3
wðWÞ ð2:2Þ

Fig. 2.2 Equivalent circuit
of induction generator
r1 = stator resistance,
r2
0 = rotor resistance,

x1 = stator leakage reactance,
x2
0 = rotor leakage reactance,

rm = iron loss resistance,
xm = magnetizing reactance,
s(slip) = (Ns-N)/Ns, N = rotor
speed, Ns = synchronous
speed
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k ¼ xwtbR

Vw
ð2:3Þ

CPðk; bÞ ¼ 0:5ðC� 0:022b2 � 5:6Þe�0:17C C ¼ R

k
� 3600
1609

� �
ð2:4Þ

In Eqs. 2.2–2.4, Pwtb = turbine output power (W), q = air density (kg/m3),
Cp = Power coefficient, k = Tip speed ratio, R = Radius of the blade (m), Vw = wind
speed (m/s), xwtb = Wind turbine angular speed (rad/s), and b = blade pitch
angle (deg).

2.2.2.2 Several Losses in the Generator System

Generator input power can be calculated from the equivalent circuit of Fig. 2.2 as
shown below:

I2
2

1� s

s
� r02

� �
ðWÞ ð2:5Þ

Copper losses are resistance losses occurring in the winding coils and can be
calculated using the equivalent circuit resistances r1 and r2

0 as

wcopper ¼ r1 � I2
1 þ r02 � I2

2ðWÞ ð2:6Þ

Generally, iron loss is expressed by the parallel resistance in the equivalent
circuit. However, iron loss is the loss produced by the flux change, and it consists
of eddy current loss and hysteresis loss. In the calculation method here, the
iron loss per unit volume, wf, is calculated first using the flux density, as shown
below [5].

wf ¼ B2 rH

f

100

� �
þ rEd2 f

100

� �2
( )

(W/kg) ð2:7Þ

where B: flux density (T), rH: hysteresis loss coefficient, rE: eddy current loss
coefficient, f: frequency (Hz), and d: thickness of iron core steel plate (mm).
Generally, flux u and the internal voltage E can be related to Eq. 2.8. Therefore, if
the number of turns of a coil is fixed, proportionality holds between the flux
density and the internal voltage as shown in Eq. 2.9.

E ¼ 4:44� f � kw � w� /ðVÞ ð2:8Þ

B ¼ B0 �
E

E0
ðTÞ ð2:9Þ

where kw : winding coefficient, w : number of turns, u : flux, E0 : nominal internal
voltage. Then the iron loss resistance can be obtained with respect to the internal
voltage E determined by the flux density as shown below, where Wf is the total
iron loss which is determined using Eq. 2.7 and the iron core weight.
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rm ¼
E2

Wf=3
ð2:10Þ

Bearing loss is a mechanical friction loss due to the rotation of the rotor, which
can be expressed as below.

Wb ¼ KBxm ðWÞ ð2:11Þ

where KB is a parameter concerning the rotor weight, the diameter of an axis, and
the rotational speed of the axis.

Windage loss is a friction loss that occurs between the rotor and the air, and is
expressed as follows.

Wm ¼ KWx2
m ðWÞ ð2:12Þ

where Kw is a parameter determined by the rotor shape, its length, and the rota-
tional speed. Stray load loss is expressed as follows.

Ws ¼ 0:005
P2

Pn

ðWÞ ð2:13Þ

where P is generated power (W) and Pn is the rated power (W).
Gear box losses [6, 2], are primarily due to tooth contact losses and viscous oil

losses. In general, these losses are difficult to predict. However, tooth contact
losses are very small compared with viscous losses, and at fixed rotational speed,
viscous losses do not vary strongly with transmitted torque. Therefore, simple
approximation of gearbox efficiency can be obtained by neglecting the tooth losses
and assuming that the viscous losses are constant (a fixed percentage of the rated
power). A viscous loss of 1% of rated power per step is a reasonable assumption.
Thus the efficiency of a gearbox with ‘‘q’’ steps can be computed using Eq. 2.14.
Generally, the maximum gear ratio per step is approximately 6:1, hence two or
three steps of gears are typically required.

ggear ¼
Pt

Pm

¼ Pm � 0:01ð ÞqPmR

Pm

� 100ð%Þ ð2:14Þ

where Pt is gear box output power, Pm is turbine power, and PmR is the rated
turbine power. Figure 2.4 shows the gear box efficiency for three gear steps. In this
chapter, three steps are assumed, according to a large-sized WG in recent years.

2.2.2.3 Calculation Method

The efficiency of a generator is determined using the loss expressions described
above. The input, output, and loss conditions of induction generator can be
determined from rotational speed (slip). However, it is difficult to determine slip
from wind turbine input torque. Therefore, an iterative process is needed to obtain
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a slip, which produces torque equal to the wind turbine torque, from a slip-torque
curve as shown in Fig. 2.5. Furthermore, it is difficult to determine mechanical
losses and slip at the same time, because mechanical losses are a function of
rotational speed (slip). Mechanical loss can also be obtained in the iterative cal-
culation. The power transfer relation in the WG is shown in Fig. 2.6.

Since mechanical losses and stray load loss cannot be expressed in a generator
equivalent circuit, they are deducted from the wind turbine output. Figure 2.7
shows the flowchart of the calculation method, which is described below.

1. Wind velocity is taken as the input value, and from this wind velocity all states
of WG are calculated.
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2. Wind turbine output is calculated from Eq. 2.2. The synchronous angular
velocity is taken as the initial value of the angular velocity and wind turbine
power is multiplied by the gear efficiency, ggear.

3. Ball bearing loss and windage loss which are mechanical losses are deducted
from the wind turbine output calculated in step 2, and stray load loss is also
deducted. These losses are assumed to be zero in the initial calculation.

4. At this step the slip is changed using the characteristic of Fig. 2.5 until giving
the same generated power as the power calculated in step 3.

5. By using the slip calculated in step 4 and using Eq. 2.1, the currents in the
equivalent circuit can be determined, and consequently the output power,
copper loss, and iron loss can be calculated. Next, loss Wf is calculated from the
flux density using the iron loss calculation method mentioned above, and the
iron loss resistance, rm, which produces the same loss as Wf, is also determined.

No

No

Fig. 2.7 Flowchart of the
proposed method
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6. Ball bearing loss and windage loss are calculated by using Eqs. 2.11 and 2.12,
and the rotational slip of the generator determined in step 5. And stray load loss
is calculated from Eq. 2.13.

7. If the calculated losses converge, the calculation will stop, otherwise it will
return to step 2.

2.2.3 Calculated Results

The parameters of the WG used in this section are shown in Table 2.2.
A 5 MVA induction generator is used. The cut-in and rated wind speeds are 5.8
and 12.0 m/s respectively. Moreover, it is assumed that the generated power of
the induction generator is controlled by pitch controller when the wind speed is
over the rated wind speed. Figure 2.8 shows the calculated results of power and
various losses of the generator, in which the curves for the windage loss, bearing
loss, and iron loss are enlarged for clear and easy understanding. From the
Figures, it is clear that all losses are non-linear with respect to the wind speed.
Iron loss decreases with the increase of wind speed. When wind speed increases,
the generator real power increases, and thus the generator draws more reactive
power and the internal voltage of the generator decreases. As a result, flux
density and iron loss decrease.

2.3 Calculation Method for Permanent Magnet
Synchronous Generator

2.3.1 System Configuration

In this section, a calculation method of the efficiency for variable speed WGs using
PMSG is explained. In the method, wind speed is used as the input data in a similar
way as in the previous section, and then all state variables and conditions of the
WG system, for example, wind turbine output, generator output, output power to
the power grid, and various losses in the system etc. can be obtained.

Table 2.2 Induction generator parameters

Rated power 5 MVA Rated voltage 6,600 V
Rated frequency 60 Hz Pole number 6
Stator resistance 0.0052 pu Stator leakage reactance 0.089 pu
Rotor resistance 0.0092 pu Rotor leakage reactance 0.13 pu
Iron loss resistance (Initial value) 135 pu Magnetizing reactance 4.8 pu
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Figure 2.9 shows the system configuration for the analysis in this section. The
same model (MOD-2) as shown in Eqs. 2.2–2.4 is used as a wind turbine model.
Figure 2.10 shows the wind turbine characteristic in a different manner from
Fig. 2.3. Because this system can be operated in variable speed condition with the
range of 0.4–1.0 pu where 1 pu is the synchronous speed, the turbine power can
follow the maximum power point tracking (MPPT) line as shown in the figure. The
rotor speed is controlled by the pitch controller in the high wind speed area and
then kept at the rated level.
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2.3.2 Models and Equations Necessary in the Calculations

2.3.2.1 Several Losses in the Generator System

Table 2.3 shows the various losses occurring in PMSG WG. Wind turbine output
power is calculated by using the model equations presented above, and then
generator input power can be calculated using the d-q axis equivalent circuit of
Fig. 2.11 and Eqs. 2.15–2.22, where reactive power output of the generator is
assumed to be controlled to zero.

vd ¼ �raid þ rmidi ð2:15Þ

0 ¼ rmidi þ xmUq ð2:16Þ

vq ¼ �raiq þ rmiqi ð2:17Þ

0 ¼ rmiqi þ xmUd ð2:18Þ

Ud ¼ �Ldðid þ idiÞ þ Uf0 ð2:19Þ

PMSG

m

Wind
turbine

G
PWM

converter

PWM

inverter

Network

Filter

Fig. 2.9 System configuration with PMSG

Fig. 2.10 Wind turbine
characteristics
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Uq ¼ �Lqðiq þ iqiÞ ð2:20Þ

Uf0 ¼ Lmdif0 ð2:21Þ

PMG ¼ �xmðLd � LqÞidiq þ xmUf0iq ð2:22Þ

where, Ld ¼ la þ Lmd; Lq ¼ la þ Lmq; Ld: d axis inductance; Lq: q axis inductance;
PMG: internal active power (W). Copper losses occur in the stator coil, and are
calculated using stator winding resistance, ra, in the equivalent circuit as below.

Wc ¼ raði2d þ i2qÞðWÞ ð2:23Þ

Mechanical losses, ball bearing loss Wb and windage loss Wm, are friction
losses due to the rotation of the rotor. In general, bearing has two types, that is,
plain bearing and ball-and-roller bearing. The bearing loss can be, in general,

Table 2.3 Losses of
permanent magnet
synchronous generator

Mechanical loss Windage loss
Ball bearing loss

Stray load loss
Copper loss
Iron loss
Converter loss
Inverter loss
Filter loss

(a)

d-axis

(b)

q-axis

la

Lmd m q

raid

Vd

ifo idm

idi
rm

Lmq

la

- m d
rm Vq

iq

iqi

iqm ra

Fig. 2.11 d-q axis equivalent
circuit. a d axis. b q axis
ra = Stator winding
resistance, rm = Iron loss
resistance, la = Leakage
inductance, Lmd = d axis
magnetizing inductance,
Lmq = q axis magnetizing
inductance, Ud = d axis flux
linkage, Uq = q axis flux
linkage, xm = Mechanical
angular speed
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expressed as Eq. 2.24, where KB is a parameter concerning the rotor weight, the
diameter of the axis, and the rotational speed of the axis. Windage loss is a friction
loss that occurs between the rotor and the air. Since it is difficult to calculate
windage loss correctly, it is approximately expressed as Eq. 2.25 in this section,
where Kw is a parameter determined by the rotor shape, its length, and the rota-
tional speed. In general, bearing loss and windage loss in the case of PMSG WG
are very small because its rotational speed is very low.

Wb ¼ KBxmðWÞ ð2:24Þ

Ww ¼ Kwx2
mðWÞ ð2:25Þ

Stray load loss is the electric machine loss produced under loading condition,
and it is difficult to calculate accurately. The main factors for the stray load loss are
the eddy current losses in conductors, iron core, and adjoining metallic parts
produced by leakage flux. Stray load loss can be expressed approximately as
Eq. 2.26 due to IEEE standard expression.

Ws ¼ 0:005� P2

Pn

ðWÞ ð2:26Þ

where, P: generated power (W); Pn: rated output (W).
Power electronic converter/inverter devices are necessary to connect PMSG

WG with the power grid. Since the converter/inverter circuits include switching
operations of IGBT devices, in general, it is difficult to calculate the losses in the
devices accurately. In this section, power electronics device (PED) loss Eqs. 2.27
and 2.28 are used which is obtained from the semiconductor device catalogs [5].
PED loss is calculated by the combination of Eqs. 2.27 and 2.28.

PIGBT ¼
ffiffiffi
2
p
� I0

p
� kton þ ktoffð Þ � fc þ D � b � I

2
0

2
þ

ffiffiffi
2
p

p
� a � I0

� �
ð2:27Þ

PFWD ¼
ffiffiffiffi
2�
p I0

p
� krr � fc þ ð1� DÞ � d � I

2
0

2
þ

ffiffiffi
2
p

p
� c � I0

� �
ð2:28Þ

where, I0: Phase current (A); fc: Carrier frequency; D: IGBT duty ratio; kton: IGBT
turn on switching energy (mJ/A); ktoff: IGBT turn off switching energy (mJ/A); krr:
FWD recovery switching energy (mJ/A); a,b: IGBT on voltage approximation
coefficient; VCE = a + b*I; c,d: FWD forward voltage approximation coefficient;
VF = c + d*I. Figure 2.12 shows an example of loss characteristics of IGBT and
FWD [7].

Filter is, in general, used to reduce the high harmonic components resulted from
the inverter. Filter efficiency is assumed to be 98% here.

Iron loss mainly occurs in the stator iron core. Iron loss is expressed by using
the varying iron loss resistance, rm, in the equivalent circuit as shown in Fig. 2.11.
However, real iron loss varies depending on the magnetic flux density in the core
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which varies depending on the load condition. Therefore, if the iron loss is cal-
culated using constant iron loss resistance, the result can have some error.
Moreover, it should be noted that magnetic flux densities in heel piece and teeth in
the stator core differ from each other.

Generally, iron loss consists of eddy current loss and hysteresis loss, both of
which are proportional to the square of the magnetic flux density. In addition, eddy
current loss is proportional to the square of the frequency and hysteresis loss is
proportional to the frequency of alternating magnetic flux. In this section, iron loss
is expressed as Eq. 2.29 in the same way as Eq. 2.7 for each of heel piece and
teeth, which denotes the loss per 1 kg core. Therefore, the total iron loss Wf for
each of heel piece and teeth is obtained by multiplying Eq. 2.29 by the core weight
of each part. Then, the value of iron loss resistance, rm, in the equivalent circuit is
changed in order for the iron loss calculated from the equivalent circuit, Wr, to be
equal to the iron loss, Wf.

wf ¼ B2 rH

f

100

� �
þ rEd2 f

100

� �2
( )

ðW=kgÞ ð2:29Þ

where, B: Magnetic flux density (T); rH: Hysteresis loss coefficient; rE: Eddy current
loss coefficient; f: Frequency (Hz); d: Thickness of iron core steel plate (mm).

Calculation method of the iron loss is described below. Generally, magnetic
flux and internal voltage can be related to each other as Eq. 2.30. Therefore, the
magnetic flux density can be calculated from Eq. 2.31 and then the iron loss is
calculated from Eq. 2.29, where magnetic flux density and internal voltage for the
rated operating condition are expressed as nominal values, B0 and E0.

Fig. 2.12 Loss characteristics of IGBT and FWD. a Output characteristics. b Dependence of
switching loss on IC
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E ¼ 4:44fkww/ðWÞ ð2:30Þ

where, kw: Winding coefficient; w: Number of turns; f: frequency.

B ¼ B0
E

E0
ðTÞ ð2:31Þ

where, E0: Nominal internal voltage. Magnetic flux density is determined using the
above equation, and then the total iron loss Wf is calculated. The iron loss resis-
tance rm can be obtained with respect to the internal voltage E and the total iron
loss Wf as follows.

rm ¼
E2

Wf=3
ð2:32Þ

By continuing the above calculations until Wf to be equal to Wr, converged
results can be obtained for the iron loss and iron loss resistance in the equivalent
circuit. For the calculation of iron loss, initial value of iron loss is assumed to be
2.5% of the rated power.

2.3.2.2 Calculation Method

Figure 2.13 shows the flowchart of the calculation method, which is described
below.

1. Wind speed Vw m/s is taken as the input value, and then all state variables of
WG will be calculated.

2. Wind turbine output power is calculated from Eq. 2.2. Then, MPP(Max-
imum Power Point) produced by wind turbine is searched, resulting in the
maximum wind turbine output power and the corresponding rotor speed.
However, if the obtained power is greater than the rated power, the power is
changed to 1 pu.

3. Bearing loss, windage loss, and also stray load loss are deducted from the wind
turbine power calculated in step 2, yielding the input power to the generator.
However, generator rotor speed is the value calculated in step 2.

4. Assuming generator reactive power to be 0, d and q axis currents are calculated
from the d-q axis equivalent circuits, and then internal active power is calcu-
lated from Eq. 2.22.

5. Comparing the generator input power with the internal active power, if they are
not equal to each other, calculation returns to step 4 with changing d-q axis
currents, which will be continued until the generator input power is equal to the
internal active power.

6. Using generator frequency and d-q axis currents calculated in step 5, internal
voltage E, and then, Wf, Wr, and rm, are calculated.
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7. Comparing Wf with Wr, if Wf is not equal to Wr, calculation returns to step 4,
with replacing the value of rm by the new value calculated in step 6.

8. Generator active power PG and AC/DC/AC converter loss, PED, are calculated.
And then, deducting PED from PG and multiplying the result by the filter
efficiency, gf, yields the final output power, Pout.

1. Input wind speed

2. Search maximum power point 
produced by wind turbine, then 
calculate maximum power and 
rotor speed.

3. Mechanical loss (bearing loss and 
windage loss) and stray load loss 
are deducted from maximum 
power, resulting input power, Pin.

END

4.  Considering reactive power as 0, 
calculate circuit current and internal 
active power, PMG.

5. Pin=PMG?

change circuit current

6. Calculate iron loss,Wf,Wr.

7. Wf=Wr?

8.  Calculate generated power,  
PG=PMG (Wc+Wf) and
Pout=(PG – PED f. 

Yes

Yes

No

No

Fig. 2.13 Flowchart of
calculation for PMSG wind
generator
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2.3.3 Calculated Results

The parameters of the PMSG WG used in the calculation are shown in Table 2.4.
Figure 2.14 shows the results of output power and various losses of PMSG.

Bearing loss and windage loss characteristics are shown in Fig. 2.15. Figure 2.16
shows the characteristics of the iron loss, generator frequency, and the internal
voltage. It is seen from Fig. 2.14 that output power and each loss increase with the
increase in wind speed. Bearing loss and windage loss are small as shown in
Fig. 2.15, because rotor speed of PMSG WG is very low. It is seen from Fig. 2.16
that the iron loss, the generator frequency, and the internal voltage increase with
the wind speed. It is also seen from Fig. 2.17 that the iron loss resistance decreases
with the wind speed, which can be thought to be due to the increases in generator
frequency and internal voltage.

Table 2.4 PMSG wind generator parameters

Rated power 5 MVA Rated voltage 6,600 pu
D axis reactance 0.88 pu Q axis reactance 0.97 pu
Stator resistance 0.012 pu Field flux 1.4 pu
Iron loss resistance (rated condition) 116 pu Number of poles 96
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2.4 Calculation Method for Doubly-Fed Induction Generator

2.4.1 System Configuration

Figure 2.18 shows the system configuration of DFIG WG analyzed in this section.
Wind speed is used as an input data, and then all state variables and conditions of
the WG system can be obtained. This system can be operated in variable speed
with the range of 0.7–1.3 pu, where 1 pu is the synchronous speed. Rated power of
DFIG is set at 5 MVA.

The same model (MOD-2) as shown in Eqs. 2.2–2.4 is used as a wind turbine
model. Because this system can also be operated in variable speed condition, the
turbine power can follow the maximum power point tracking (MPPT) line as shown
in Fig. 2.10. The rotor speed is controlled by the pitch controller within 1.3 pu.

2.4.2 Models and Equations Necessary in the Calculations

2.4.2.1 Several Losses in the Generator System

Various state values in the generator can be calculated using the equivalent circuit
of Fig. 2.19, in which reactive power output of the generator is assumed to be
controlled zero. Each internal voltage, E1, E2, is expressed as Eq. 2.33. Table 2.5
shows the various losses considered in DFIG WG.
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_E1 ¼ jxm
_I2a

_E2 ¼ jsxm
_I1a

�
ð2:33Þ

Gear loss, Wgear, among mechanical losses [3] is generated in speed-up gear
between wind turbine and generator. Bearing loss, Wb, is a mechanical friction loss
due to the rotation of the rotor. Windage loss, Ww, is a friction loss between the
rotor surface and the surrounding air. Although it is difficult, in general, to
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calculate these mechanical losses accurately, approximate expressions for the
losses shown by Eqs. 2.34–2.36 are used in this section, where coefficients of
bearing loss and windage loss, KB, KW, are determined by using generator
structure and dimensions. Input power to the generator can be calculated by
subtracting these mechanical losses from the wind turbine output.

Wgear ¼ 0:01qPmR ð2:34Þ

Wb ¼ Kbxm ð2:35Þ

Ww ¼ Kwx2
m ð2:36Þ
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Fig. 2.18 System
configuration with DFIG
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Fig. 2.19 Equivalent circuit of DFIG r1 : stator winding resistance, r02 : rotor winding resistance,
x1 : stator leakage reactance, x02 : rotor leakage reactance, rm1 : stator iron loss resistance, rm2 :
rotor iron loss resistance

Table 2.5 Losses in DFIG
wind generator

Mechanical loss Gear loss
Bearing loss
Windage loss

Iron loss
Copper loss
Stray load loss
Power converter loss
Transformer loss
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In the equations above, PmR is the rated turbine power and xm is angular speed.
Iron loss varies dependent on the flux density and frequency. In this section,

iron loss is expressed by using variable iron loss resistances, rm1, rm2, as shown in
Fig. 2.19. On the other hand, since the iron loss consists of hysteresis loss and
eddy-current loss, it can be expressed as Eq. 2.37. Moreover, it should be noted
that magnetic flux densities in yoke core and teeth core differ from each other.
Therefore, iron loss of each core is calculated separately using Eq. 2.37 for each
part of the stator and rotor, and then the total iron loss is obtained by summing
them. Flux density can be expressed to vary in proportion to the internal voltage as
shown in Eq. 2.38. Iron loss resistance in the equivalent circuit can be determined
by Eq. 2.39. In these equations, K1 and K2 are coefficients of hysteresis and eddy-
current losses, E0 is the reference internal voltage, E0 is the internal voltage, B0 is
the reference flux density, and W is iron core weight.

Wi ¼ Wh þWe ¼ K1fB1:6 þ K2f 2B2ðW=kgÞ ð2:37Þ

B ¼ B0
E0

E0
ð2:38Þ

rm ¼
E
02

Wi �W=3
ð2:39Þ

Copper losses in the stator coil Pco1 and the rotor coil Pco2 can be calculated
using winding resistances, r1 and r2

0, in the equivalent circuit as follows.

Pco1 ¼ r1I2
1 ð2:40Þ

Pco2 ¼ r02I2
2 ð2:41Þ

Stray load loss can be expressed approximately as Eq. 2.42.

WS ¼ 0:005� P2

PR

ð2:42Þ

where PR is the rated power of the generator and P is generator output.
The Power converter is composed of IGBT and FWD. Therefore, power con-

verter loss is calculated as a summation of IGBT switching loss, reverse recovery
loss of FWD, and steady-state losses of IGBT and FWD [5]. It is expressed as
Eq. 2.43.

PPC ¼
1
2

DT
2
ffiffiffi
2
p

p
I0aþ I2

0b

� �
þ 1

2
ð1� DTÞ 2

ffiffiffi
2
p

p
I0cþ I2

0d

� �

þ 1
2

fCðEon þ EoffÞ þ
1
2

fCEr ð2:43Þ

where, I0: Phase current (A); fc: Carrier frequency (Hz); DT: IGBT duty ratio; kton:
IGBT turn on switching energy (mJ/A); ktoff: IGBT turn off switching energy
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(mJ/A); krr: FWD recovery switching energy (mJ/A); a,b: IGBT on-voltage
approximation coefficient, VCE = a + b*I; c,d: FWD forward voltage approxima-
tion coefficient, VF = c + d*I.

For simplicity, transformer is expressed by leakage impedance, and its loss is
calculated as a resistance loss. The iron loss of the transformer is not considered.

2.4.2.2 Calculation Method and Results

The flowchart for the entire calculation using each loss expression explained above
is shown in Fig. 2.20, which is described below.

Assume stator active power with 
considering stator reactive power to be 0,  
and calculate iron loss, copper loss, and 
rotor power from equivalent circuit.

Input wind speed, search maximum power 
point produced by wind turbine, and then 
calculate maximum power and rotor 
speed.

Calculate mechanical losses and stray load 
loss, and subtract mechanical losses from 
wind turbine output power

Calculate iron loss from equation (2-37)

Calculate power converter losses, 
transformer loss, total loss, rotor power,  
wind generator system output power, and 
stator power.

Stator power in III =
Stator power in VI ?

Finish calculation

Change 
iron loss 

resistance

Change 
stator 
power

Reduce wind 
turbine output 

I

II

III

IV

V

VI

VII

VIII

NO

YES 

YES 

NO 

NO

YES 

WTGS output power < 5[MW]?

Iron loss in III = 
iron loss in IV ?

Fig. 2.20 Flowchart of
calculation for DFIG wind
generator
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1. Wind speed Vw m/s is taken as the input value, and then all state variables of
WG will be calculated. Wind turbine output power is calculated from Eq. 2.2.
Then, MPPT(Maximum Power Point) power produced by wind turbine is
searched, resulting the maximum wind turbine output power and the corre-
sponding rotor speed.

2. Gear loss, bearing loss, windage loss, and also stray load loss are calculated and
deducted from the wind turbine power calculated in step 1, yielding the input
power to the generator. Generator rotor speed is the value calculated in step 1.

3. Assuming generator reactive power to be 0 and stator active power to be an
appropriate value, iron loss, copper loss, and rotor power are calculated from
the equivalent circuit, in which the stator voltage is set to be 1 pu.

4. Iron loss is calculated using Eq. 2.37 and iron core weight.
5. The above calculation is repeated until the iron loss in step 3 is equal to that in

step 4 with changing the iron loss resistance.
6. Power converter losses, transformer loss, total loss, rotor power, WG system

output power, and stator power are calculated.
7. Above calculation is repeated until the stator power in step 3 is equal to that in

step 6 with changing the assumed stator power.
8. If the WG system output is greater than 1 pu, wind turbine output is reduced by

the pitch controller and go to step 2.

The parameters of the DFIG WG used in the calculation are shown in
Table 2.6. Figures 2.21, 2.22 and 2.23 show the obtained results of efficiency and
losses of DFIG WG with respect to wind velocity. The cut-in wind speed, cut-out
wind speed, and rated wind speed are 4.0 m/s, 25.0 m/s, and 12.1 m/s, respec-
tively. Figure 2.21 shows that the generator efficiency becomes highest when wind

Table 2.6 DFIG wind generator parameters

Rated output 5 MVA Rated voltage 6,600 V
Frequency 60 Hz
r1 0.0053 pu r2 0.0052 pu
x1 0.076 pu x2 0.14 pu
xm 4.4 pu
rm1 287 pu rm2 166 pu

Fig. 2.21 Calculated results
of efficiencies and rotational
speed of DFIG wind
generator
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speed is about 10 m/s but the total system efficiency becomes highest when the
wind speed is over the rated speed. From Figs. 2.22 and 2.23, it can be understood
that the stray load loss is greater than other generator losses and the gear loss is
very large among all losses.

2.5 Comparative Study About Capacity Factor Among Three
WGs (IG, PMSG and DFIG)

2.5.1 Weibull Distribution Function

If real wind speed data is available as a function of time, the efficiency calculation
of WG can be precisely performed. However, it is difficult to calculate the annual
generated energy and capacity factor by using the real wind data for one year
expressed as a function of time. If the Weibull distribution function of wind speed
for a specific area is available, it is possible to calculate the amount of annual
generated energy and capacity factor for that area by using the method described
above. The Weibull function can be expressed as Eq. 2.44, where k is shape factor
and c is scale factor. f(Vw) denotes a probability density distribution function that
wind speed Vw appears. The annual generated energy can be calculated from
Eq. 2.45, where Pg(Vw) is generated power, Etotal is annual energy production,
Vmax is cut-out wind speed (m/s), and Vmin is cut-in wind speed (m/s). Capacity
factor is calculated from Eq. 2.46.

Fig. 2.22 Calculated results
of losses in DFIG wind
generator

Fig. 2.23 Calculated results
of other system losses in
DFIG wind generator

48 J. Tamura



f Vwð Þ ¼ k

c

Vw

c

� �k�1

exp � Vw

c

� �k
" #

ð2:44Þ

Etotal ¼
Z V max

V min

Pg Vwð Þ � f Vwð Þ � 8760dv ð2:45Þ

Capacity Factor =
Etotal

PR � 365� 24ðh)
ð2:46Þ

2.5.2 Calculated Results of Capacity Factor

Capacity factor of WG systems with Squirrel-Cage Induction Generator (IG),
PMSG, and DFIG is calculated and compared to each other. Although a power
converter is needed, the latter two systems can be operated in variable speed
condition. On the other hand, the first system is operated in fixed speed. In the
comparison analysis, 5.8 m/s is used for the fixed speed WG (IG) as the cut-in
wind speed, but both 5.8 and 4.0 m/s are used for the variable speed WGs
(PMSG and DFIG). Coefficients of Weibull distribution function have been
determined as shown in Fig. 2.24. Figure 2.25 shows the system efficiency of

Fig. 2.24 Weibull
distribution of wind speed

Fig. 2.25 Efficiency of each
wind generator system
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each WG system with respect to wind speed. Table 2.7 shows the result of
capacity factor of each WTGS for each Weibull distribution function. It is clear
that capacity factors of variable speed WGs (PMSG and DFIG) are higher than
that of the fixed speed one (IG).

2.6 Conclusions

In this chapter, methods to evaluate the losses and output power of WG systems
with Squirrel-Cage Induction Generator (IG), PMSG and DFIG are explained, in
which values of losses and state variables in each system can be calculated with
respect to wind speed. By using the presented methods, it is possible to calculate
the generated power, losses, total energy efficiency and capacity factor of WG
system quickly.

In addition, if the Weibull distribution function of annual wind speed condition
at a certain area is available,the annual generated energy and capacity factor of
WG system for that area can easily be obtained. Using the method, capacity factors
of three WG systems (IG, PMSG, and DFIG) for three wind conditions expressed
by Weibull distribution function data have been evaluated, and then, it has been
clearly shown that capacity factors of variable speed WGs (PMSG and DFIG) are
higher than that of the fixed speed one (IG). The presented method can be used
effectively for improving WG design, construction planning, and economic con-
ditions of wind farms for specific areas.
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Chapter 3
Superconducting Direct Drive Wind
Turbine Generators: Advantages
and Challenges

Asger Bech Abrahamsen and Bogi Bech Jensen

Abstract This chapter contains a discussion of the advantages and challenges of
introducing superconducting generators in future wind turbines. A special focus is
given to the European offshore wind turbine marked, because this is the most
mature and because the European Union (EU) has decided on a 20% renewable
energy share of the electricity by 2020. Thus there are already scenarios of how the
offshore wind power capacity is expected to develop in EU over the next two
decades and this is used as the framework for a discussion of the advancements
needed to make the superconducting drive trains feasible. The text is organized in
a section first outlining the EU offshore plans; a section on the different drive
trains; a section on the materials used to produce and shape the magnetic field in
the generators and finally a section on the superconducting, vacuum, cryostat and
cooling challenges of the superconducting direct drive technology.

3.1 Introduction

Wind power has developed into a mature renewable energy technology providing
160 GW of the world’s demand for energy by 2010 as illustrated in Fig. 3.1. The
development was initiated in the late seventies after the oil crisis and focus was on
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land-based turbines with a power range less than 100 kW. However, the size of the
turbines has grown to the 2–3 MW range for onshore turbines, which constitute the
majority of the wind market today. The areas suitable for onshore wind farms near
the major cities of Europe are limited and offshore installation is seen as an option
even though the price of the produced electricity is higher than for onshore turbines.
Figure 3.1 shows that the offshore market of EU first showed a visible increase
around the year 2000 and the growth is expected to be two orders of magnitude from
the present 3 GW and to 120 GW by 2030 [1, 2]. Thus offshore wind power should
not be considered mature yet and the offshore turbine technology is expected to
divert from the onshore technology by aiming at bigger and more reliable machines.

A central question is what the optimal size of offshore turbines should be in
order to be economically feasible, but the answer will depend heavily on the initial
assumptions made for such an investigation. First of all one would need to decide
whether the renewable energy sources should be competing directly with the fossil
fuel sources, such as coal power plants, which will remain cheap for decades if the
impact on the environment is not included in the economic evaluation. Secondly
one will need to consider a growing global demand for energy and that fossil fuel
resources are fundamentally finite causing a peak in the production. This peak in
the oil production has already been passed by many industrialized countries, which
rely on imports from foreign states. We can only guess at how the above scenarios
will develop, but the issues of climate change and energy security are likely to
become more important in the future, whereby the scenario outlined in Fig. 3.1
would call for more installed capacity. In this context it should be said that several
EU countries are discussing a goal of being independent of fossil fuel in 2050.

3.2 Upscaling Offshore Turbines

The basic properties of future offshore turbines can be estimated by considering the
amount of kinetic energy density in the wind, which can be converted into kinetic
energy of the turbine shaft. The power density of the wind is simply given by

Fig. 3.1 Total installed wind
power capacity in EU (black),
globally (blue) and the EU
offshore fraction (red) by
2010 [1]. The planned
offshore capacity is marked
with a star and the expected
developments until 2030 are
marked with dashed lines [2]
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Pwind ¼
1
2

qAv3 ð3:1Þ

where q is the density of the air, A is the swept area of the turbine rotor with a
diameter D giving A = p(D/2)2 and v is the velocity of the wind passing the rotor.
The efficiency by which the turbine blades can convert the wind power into kinetic
energy of the shaft is quantified in the power coefficient Cp and is determined by
the aerodynamic properties of the blades. The power coefficient depends on the
ratio between the tip speed vTip of the blades and the wind speed v, as well as the
pitch angle b of the rotor blades

k ¼ vTip

v
¼ Rx

v
ð3:2Þ

where R is the radius of the turbine rotor and x is the rotation speed. Thus the
power on the turbine shaft is then given by

PShaft ¼ PwindCPðk; bÞ ð3:3Þ

where the power coefficient can be changed from a maximum value at an optimum
pitch angle and k to zero by pitching the blades. This is used to control the power
of the turbine shaft as illustrated in Fig. 3.2, which shows the ideal power curve of
a 5 MW Multibrid M5000 turbine. Between the cut-in wind speed vin = 4 m/s and
the rated ideal wind speed vRI = 12 m/s the controller of the turbine will regulate
the blades to maximize the power coefficient, whereby the shaft power will scale
with the wind speed to v3. The controller will pitch the blades to get a constant
rated shaft power for wind speeds above vRI = 12 m/s and finally stop the turbine
above the cut-out wind speed vCut = 25 m/s [3].

Fig. 3.2 Power curve of a Multibrid 5 MW turbine scaled to 8 and 10 MW by increasing the
swept area of the rotor. The shaft power scales with the wind speed by v3 up until the rated wind
speed, where pitching of the turbine blades is used to limit the shaft power at the rated production.
The blue curve represents the Weibull distribution of the wind power in the North Sea and the
annual energy production of the turbine is determined by the integral of the product of the
Weibull distribution and power curve [3]. Reproduced with permission from Institute Of Physics
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The conservative up-scaling of a turbine can be done by increasing the area of
the rotor A in Eq. 3.1, while limiting the tip speed to less than vtip \ 90 m/s in
order to limit the noise and the load on the rotor blades. This choice results in a
decreasing rotation speed according to Eq. 3.2 as the turbines become bigger as
illustrated in Fig. 3.3.

3.3 Drive Trains

There have been many suggestions on drive trains for wind turbines, but the
majority are based on a gearbox inserted between the turbine shaft and a generator
supplied with a suitable power converter connected to the collection grid of a wind
farm [4, 5]. Figure 3.4 illustrates the mechanical configurations, where the gearing
ratio changes from approximately 1:100 with a generator rotating at approximately
1,500 rpm, into a gear ratio of 1:10 connected to a medium speed generator
rotating at approximately 150 rpm and finally into the direct drive option where
the gearbox is completely omitted. The consequence of the simplification of the
gearbox of the different drive train choices in Fig. 3.4 is that the generators must
provide an increasing torque T at lower rotational speeds xg as the direct drive is
approached, since the power P produced by the generator is

P ¼ Txg ð3:4Þ
On general grounds one can formulate the torque of a generator by only

considering the fundamental harmonic of the airgap flux density Bg and of the
stator electric loading IS

BgðhÞ ¼ B̂g cosðphÞ ð3:5Þ

ISðhÞ ¼
ffiffiffi
2
p

AS cosðpðh� cÞÞ ð3:6Þ

Fig. 3.3 Turbine rotor
diameter as a function of the
power rating of a series of
existing turbines
(P B 5 MW) and the
resulting rotation speed,
which is decreasing in order
to limit the tip speed of the
blades. The values for
P [ 5 MW have been
obtained by scaling the
properties of the 5 MW
Multibrid turbine [3]
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where h is the angle around the circumference of the airgap, c is the angular
displacement between the magnetic field and the stator current distribution and p is
the number of pole pairs. The peak airgap flux density is denoted B̂g and the rms
(root mean square) value of the electric loading is denoted AS.

The total torque T of the generator is now found by considering that the airgap
flux density B will cause a Lorentz force FL on a stator wire carrying a current I,
FL� I � B: This force results in a torque on the wire, T � r � FL: By performing
an integration of Eqs. 3.5 and 3.6 one obtains

T ¼
ffiffiffi
2
p

ASBgV cos ðpcÞ ð3:7Þ

V ¼ pr2L ð3:8Þ

where V is the airgap volume of the generator with an airgap radius r and active
length L.

Fig. 3.4 Typical drive train configurations for wind turbines based on a a multi-stage gearbox
and a squirrel-cage induction generator rotating at 1,500 rpm connected directly to the grid via a
transformer b a multi-stage gearbox and a double fed induction generator (DFIG) which has a
converter connected to the rotor windings via slip rings. c Hybrid setup with a 1:10 ratio gearbox
and a generator rotating at medium speed of 150 rpm and d the direct drive with the generator
rotating at the speed of the rotor blades. The frequency of the produced electricity will not match
the grid frequency in the last two cases and a full power converter must be inserted between the
generators and the grid transformer
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3.4 Generator Types

In the previous sections it was illustrated that the rotation speed of the turbine
blades is expected to decrease as the turbines are up-scaled to power ratings of
10 MW and furthermore the transition to the direct drive will call for generators
capable of delivering torques in the order of T = 106 Nm at a speed of 10 rpm.
From Eq. 3.7 it is seen that in order to obtain such an increase of the torque one
must either increase the electric loading AS, the airgap flux density Bg or finally the
volume of the generator. The airgap flux density is limited by saturation and
cannot be increased substantially in a more conventional machine. The electric
loading is limited by stator cooling. This can be increased to a certain extent by
improving the thermal design, but would not be expected to increase by several
factors. It is therefore obvious from Eq. 3.7 that if the torque is to increase, then
the generator volume must increase. From Eq. 3.8 increasing the radius of the
generator is more efficient, since the torque scales as r2, compared to a linear
scaling with the length L of the generator.

Alternative to just increasing the volume of the generator it is interesting to
investigate whether it is possible to increase the airgap flux density Bg. Direct drive
generators can be characterized by the method by which the magnetic field is
created and shaped.

3.5 First Generation: Copper and Steel

The simplest version of the direct drive generator is based on copper (Cu) wires
wound around magnetic steel making up the rotor structure, which is magnetized
when a current is passed through the field windings. The stator is constructed in a
similar way where copper wires are inserted between the teeth of the magnetic
steel of the stator. This is illustrated in Fig. 3.5, where the green circles represent
the Cu wires in one of the rotor coils and the red circles represent one of the stator
windings of a 3-phase stator. The blue arrows illustrate the magnetic flux path.
It should be noticed that each stator winding will be distributed in several slots in a
realistic machine.

The advantage of this kind of machine is the choice of the cheap raw
materials Cu and Steel, and the ability to control the excitation. However, some
limitations of the parameter entering Eq. 3.7 are imposed by the physical
properties of the materials, which will be discussed below. Enercon has been
using the wound direct drive generator in its wind turbines since the early
nineties, which have a characteristic nacelle shape, because they must hold a
large diameter ring generator [6]. The weight of the generator for the E-112
turbine of 6 MW power rating and having a rotor diameter of 114 m is 212 t and
the total nacelle weight is 500 t [7].
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3.5.1 Ohm’s Law and Heat Generation

The resistivity q of the wires making the rotor winding will cause a total resistance of

RCoil ¼ q
lwire

Awire

ð3:9Þ

where lwire is the length of the wire and Awire is the cross-sectional area of the wire.
The rotor is magnetized by sending a current I through the rotor winding, whereby
the magnetic flux U produced is proportional to the magneto motive force
(mmf = NI) and inversely proportional to the reluctance (R) of the magnetic path.

U ¼ NI

R
ð3:10Þ

N is the number of turns in the coil. The power dissipation PR in the wire will
however scale with the square of the current

PR ¼ RI2 ð3:11Þ

and cause Joule heating, which must be managed by the cooling of the rotor to
prevent a thermal run away. Thus the second thing to consider is the thermal
conductivity j, the specific heat cp and the mass density pm of the wires and
materials surrounding the coil windings. One can then determine the final oper-
ating temperature of the rotor windings by solving the general heat equation

r2T ¼ qmcp

j
oT

ot
ð3:12Þ

Fig. 3.5 Simplified illustration of the first generation direct drive generator based on copper
wires (green circles) wound into a coil placed on the magnetic steel structure of the rotor.
The stator is constructed in a similar way by winding copper wires (red) in the slots of the stator
magnetic steel. A 3-phase stator is made by adding two more coils marked by index 2 and 3.
The generator is magnetized by passing a current through the rotor windings and the shape of the
magnetic field is schematically illustrated by the arrows (blue)
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where T is the local temperature, r is the Laplace operator and q/qt is the
time derivative.

The above equations illustrate that the current passing through the copper
windings of both the rotor and stator will be limited by the cooling of the
generator. This is why the current density of the copper wires of air cooled
machines is usually quite limited and forced air or liquid cooling of the windings is
needed to achieve higher current densities. From Eq. 3.10 it is seen that the flux
will scale linearly with the current until the current density limit is reached. This is
however only true as long as the iron does not saturate. When the iron saturates the
reluctance will start to increase and hence the flux will not remain proportional to
the current.

3.5.2 Magnetic Steel and Flux Circuits

Magnetic steel is primarily iron holding some percentage of silicon and addi-
tional traces of other elements to increase the electrical resistivity compared to
pure iron. Iron is a ferromagnetic material, because the conduction electrons with
spin up and down are shifted due to the exchange interaction between the
electrons. This imbalance results in an effective magnetic moment of each of the
Fe atoms with neighbouring moments pointing in the same direction. Long range
alignment of the magnetic moments is however prevented by the formation of
magnetic domains, which are reducing the stray fields of the ferromagnetic
material. These domains can however rather easily be aligned along an external
applied magnetic field, but the associated magnetization will eventually saturate
when all domains point in the same direction [8]. This is illustrated in Fig. 3.6
which shows a typical magnetization curve of magnetic construction steel
(0.42% Mn, 0.17% Si and 0.08% C). Thus the combination of a field coil and
soft iron is used to construct a magnetic flux circuit, where the flux created by
the coil is mediated by the alignment of the magnetic domains in the soft iron in
order to maximize the air gap flux density Bg entering the torque Eq. 3.7. This
technique is however only effective as long as the iron does not saturate too
much, since the magnetic flux will leak out of the circuit above the saturation
magnetization density l0Ms = 1.5–1.8 T.

3.6 Second Generation: Nd2Fe14B, Copper and Steel

The second generation direct drive generator illustrated in Fig. 3.7 utilizes
permanent magnets to establish the magnetic field instead of using rotor coils,
whereas the stator is constructed similar to the first generation. The advantage is
that there is no need for connections of the rotor magnetization current and there
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are no resistive losses associated with the rotor coils. Thus the mechanical and
electrical simplification of the rotor is considerable and is believed to improve the
reliability, because fewer parts can fail in the generator.

A prerequisite for the construction of such a generator is however the avail-
ability of the strong Nd2Fe14B type of permanent magnet. They primarily consist
of iron atoms, but the additional neodymium (Nd) atoms locks the magnetization
direction of the iron moments to the long axis of the crystal structure as shown in
the inset of Fig. 3.8. This directional locking of the magnetic moments makes it
possible to align small powder grains of Nd2Fe14B by applying a magnetic field
and then pressing the powder into blocks, which are finally sintered together in a
furnace. Small ferromagnetic domains are formed as the blocks are cooled
down below the magnetic ordering temperature TCurie = 585 K, but the ordering
is random and the magnet does not cause any stray fields outside the block.

Fig. 3.6 Magnetization
curve of soft magnetic iron,
which is saturated when all
the ferromagnetic domains
are aligned with the applied
magnetic field. Inset: Simple
cubic crystal structure of iron

Fig. 3.7 Second generation direct drive generator based on permanent magnets mounted on the
surface of the rotor, whereas the stator is similar to the first generation generator with cu wires
(red) wound in the slots of the magnetic stator steel
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Figure 3.8 shows the original magnetization curves of sintered Nd15B8Fe77

obtained by M. Sagawa and illustrates that it is possible to align all the magnetic
domains, but the locking of the moment to the crystal lattice and pinning of
magnetic domain walls prevent an alignment change even when the applied field is
pointing in the opposite direction [9]. Such a permanent magnet is characterised by
the saturation magnetization MS and by the coercivity HC field needed to force the
magnetization to zero.

The PM direct drive generators have been demonstrated commercially by
Goldwind in a 1.5 and 2.5 MW turbine [10]. Siemens wind power has recently also
introduced the SWT 3.0-101 turbine holding a 3 MW PM direct drive generator
[11] and GE have announced the 4.0-110 offshore wind turbine [12] holding a
4 MW PM direct drive generator based on the technology obtained from
Scanwind, who originally collaborated with the Switch [13].

The size and weight of a PM direct drive have been analyzed extensively in the
literature for power ratings from 1 to 20 MW [14, 15]. It is generally concluded
that the active mass (Cu ? Iron ? PM) of the generator will be approximately
equal to the structure supporting the active materiel up to power ranges of 5 MW,
but above this level the support structure is likely to become a factor 3–5 times
higher than the active mass at 10 MW.

Table 3.1 shows the expected values for PM direct drive generators. It should
be noticed that the usage of permanent magnets is of the order 600–700 kg/MW
for the turbines below.

Fig. 3.8 Magnetization curves of sintered Nd15B8Fe77 permanent magnets after cooling the
sample below the magnetic ordering temperature TC = 585 K. The saturation magnetization is
reached by increasing the applied field and the coercivity field is observed when the
magnetization becomes zero as the applied field is reversed (Reproduced from [9]). Inset:
Illustrates the tetragonal crystal structure of the Nd2Fe14B permanent magnet holding layers of
Nd and B elements separated by thicker layers of iron
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3.7 Third Generation: Superconductors, Copper and Steel

The third generation direct drive generator utilizes the ability of superconductors
to conduct an electric direct current with a vanishing small resistance (R * 0 X),
whereby superconducting field coils can produce the flux of Eq. 3.10 without the
Joule heating of Eq. 3.11 found for the 1G direct drive generator. The supercon-
ducting state of zero resistance is however limited by a critical temperature TC, an
upper critical magnetic field BC2 and by a critical current density JC(T,B), which
depends on both the temperature and the applied magnetic field. The critical
engineering current density of superconductors is 20–300 A/mm2 in magnetic
fields up to several Tesla and thereby orders of magnitude larger than the typical
current density of copper in the 1G generator.

A consequence of the vanishing electric loss of superconducting field coils is
that flux densities exceeding the saturation magnetization MS of iron as illustrated
in Fig. 3.6 can be considered. In this case the iron becomes ineffective and should
be removed from the central generator parts in order to allow more space for the
superconducting windings. Figure 3.9 illustrates the concept of an airgap wound
superconducting direct drive generator, where the superconducting field coils are
enclosed in a cryostat, which is providing the thermal insulation to maintain an
operating temperature sufficiently below TC. The cryostat consists of outer stain-
less steel walls, which can sustain a vacuum to prevent heat conduction by gas
convection, and multi layer super insulation wound around the rotor support
structure to prevent the heat inflow from radiation. Thus the flux density Bg

entering the torque Eq. 3.7 can in principle be increased to several Tesla compared
to the typical flux density of less than 1 T produced by the 1G and 2G generators.
This opens up for the possibility to increase the torque of superconducting direct
drive generators without increasing the size of the machine.

From the torque Eq. 3.7 it is natural to ask whether the stator could also be
made superconducting in order to increase the stator current loading AS. This is
however a little more complicated as the superconductor will suffer higher losses
when exposed to an AC current or magnetic field. The associated heat will have to
be removed at low temperature, where the cooling machines are inefficient. Thus
the most likely application is based on having the copper windings of the stator at
room temperature outside the rotor cryostat as illustrated in Fig. 3.9. The stator is
also of the airgap wound type, since any magnetic teeth would be completely

Table 3.1 Typical size and
weight estimates of PM direct
drive generators for wind
turbines

Power (MW) 3a 5b 10c

Airgap diameter(m) 5 6.1 10
Active length (m) 1.2 1.1 1.6
Weight (tons) 48 98 325
Weight of PM (kg) 1.7 3 6

a [14]
b [16]
c [17]
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saturated during the AC cycle and high losses would be expected. The AC losses
of the superconductors also dictate that the generator should be operated as a
synchronous generator, so that the superconductors are exposed to a constant field
from the stator during steady-state operation.

3.7.1 Superconductivity

The superconducting state is caused by the pairing of conduction electrons of
certain materials into a quantum mechanically correlated condensate, which can
move collectively through the material without electrical resistance (R : 0 X).
This is however only possible if the thermal fluctuations in the material are lower
than the binding energy of the electron pairs and superconductivity therefore only
exists below the critical temperature TC.

Many of the electrical properties of practical superconductors are determined
by the creation of circulating supercurrents inside the material when exposed to an
applied magnetic field. A magnetic field line tends to create a rotational flow in the
condensate, but this flow will be quantized due to the quantum mechanical nature
of the condensate. This causes the magnetic flux associated to such a flow pattern

Fig. 3.9 Third generation direct drive generator based on superconducting rotor windings
(green) embedded in multilayer thermal insulation material inside an evacuated cryostat. The
cryostat is lying on the magnetic steel of the rotor, but the torque on the superconducting coils
is transferred by a coil support structure inside the cryostat. The 3-phase stator winding is
outside the cryostat and is kept at room temperature in order to be able to remove the heat from
the copper windings. There are no magnetic steel teeth between the stator windings, because
the air gap magnetic field is higher than the saturation limit of the steel. There would however
typically be non-magnetic thin structural teeth to support the airgap stator winding. The outer
steel ring is confining the flux in the generator and the losses will remain relatively low due to
the low rotation speed
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to be given by the flux quantum U0, which is determined by the ratio between
Planck’s constant and the charge of the electron pair q = 2e

U0 ¼
h

2e
¼ 2:07 � 10�15 T m2 ð3:13Þ

The magnetic field is strongest at the centre of the flow pattern and is confined
by the circulating supercurrent, which is decaying exponentially away from the
centre with a characteristic length scale called the penetration depth k. The
magnetic field is also decaying exponentially with the penetration depth away
from the centre, but it is finite at the centre because the condensate is broken down
completely over a short length scale called the coherence length n. The tube-
shaped region holding a flux quantum in a superconductor is called a flux line and
the characteristic length scales are shown in Fig. 3.10a.

Flux lines are created at the edge of the superconductor and pushed into the
material by the magnetic pressure of the applied field. Thus the number of flux
lines present in the superconductor will increase with the applied magnetic field.
Eventually the field profile of the different flux lines will start to overlap and a
close packed lattice of circular symmetric objects is formed due to a repulsive
interaction. A hexagonal flux line lattice is formed and the spacing between the
flux lines a is directly related to the average magnetic flux density Bav in the
superconductor. This is easily seen because the flux in the unit cell of the lattice U
must be exactly one flux quantum and the area of the unit cell is Aunit = a2sin(b),

Fig. 3.10 a A flux line in a superconductor is a tube-shaped region where a circulating super
current (arrows) are confining a quantum of magnetic flux U0. The magnetic field distribution
(mesh) and the supercurrent are decaying exponentially with the penetration depth k. The density
of the superconducting condensate (surface) is suppressed at the centre of the flux line in the
normal core having a size given by the coherence length n. b Bitter decoration image of flux line
lattice formed in a TmNi2B2C superconductor exposed to an applied field of B = 2 mT. It should
be noticed that the distance between the flux lines is about a = 1 lm, which is large compared to
k = 80 and n = 15 nm [18]. A force f perpendicular to the flux line U0 results if a transport
current density J is applied to the superconductor and dissipation is caused if the flux lines moves
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where b is the opening of the two vectors spanning the unit cell (b = 60o for a
hexagonal lattice).

U ¼
Z

BdS ¼ Bava2 sinðbÞ ¼ U0 ð3:14Þ

Figure 3.10b shows a scanning electron microscopy image of a superconductor,
which has been decorated by iron particles at T = 4.2 K and in an applied field of
B = 2 mT [18]. The flux line lattice is revealed by small clusters of iron particles
collected at the centre of each flux line and the hexagonal lattice is observed. From
Eq. 3.14 it can now be estimated how close the flux lines will be pushed together
when the applied field is increased and a = 1.5 lm, 49 nm and 22 nm is obtained
for Bav = 1 mT, 1 T and 5 T respectively.

The existence of the flux line lattice imposes an upper critical field limit BC2

above which the superconducting state is completely suppressed. This limit is
reached when the distance between the flux lines a becomes comparable to the size
of the normal cores n and is qualitatively found by inserting a * 2n into Eq. 3.14.

A second consequence of the existence of flux lines in a superconductor is that
the zero resistance state R : 0 X can be violated. Figure 3.10b shows that a
Lorentz-like force FFL will act on each flux line with the magnetic field along the
ẑ-axis and depend on the local current density J in the material

�FFL ¼ �J � U0ẑ ð3:15Þ

The unit of FFL is force per length of the flux line [N m-1].
Now if the flux line is moving then there is a work performed on the system and

the dissipation is observed as a flux flow resistance. Thus any practical super-
conductor will contain pinning centres, which can prevent the flux lines from
moving when exposed to both a magnetic field and a transport current. Pinning
centres appear naturally due to defects and impurities on the superconductors, but
they are also created by nano-engineering, where nano particles of a size equiv-
alent to the coherence length are incorporated in the superconductors. The concept
of a critical current density JC can therefore be understood in the following
oversimplified picture: a flux line will start to move when the Lorentz-like force
FFL exceeds the pinning force fpin of the pinning site where the flux line is trapped

FFL ¼ fpin ) JC ¼
fpin

U0
ð3:16Þ

Again fpin is in units of force per unit length of the flux line [N m-1]. A more
realistic picture includes the non-local competition between energy gain of
including pinning sites in the flux lines and the energy cost of elastic deformation
of the flux line lattice. Additionally this will contain distributions of the strength of
pinning sites and a more gradual transition from pinned and into moving flux lines
is observed. Figure 3.11 shows the critical surface of a practical superconductor,
which is limited by the critical temperature TC, the irreversibility flux density BIrr

and the critical current density JC(B,T). Thus a successful operation of super-
conducting field coils as illustrated in Fig. 3.9 will depend on the cryostat and
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cryogenic cooling systems ability to maintain the operation temperature suffi-
ciently below the critical surface.

3.7.2 High Temperature Superconducting Tapes

The discovery of high temperature superconductors (HTS) took place in 1986 and
caused an increased optimism that superconductors could be utilized widely in
power applications. However, the new materials were brittle ceramics and the
manufacturing of practical conductors was not easy, because the ceramic power
needed to be supported by metallic sheath materials in order to give it mechanical
strength and also provide an additional current path in case the superconducting
state was transformed into the normal state. The first material to be commercialized
as an HTS tape was Bi2Sr2Ca2Cu3O10+x (Bi-2223) ceramic filaments enclosed in a
silver sheath and laminated by stainless steel. The advantage is that the powder-
in-tube (PIT) manufacturing process, where ceramic powder is filled into silver
tubes, which are then drawn into tapes, can be applied, but the disadvantage is that
silver is an expensive raw material [19]. Thus the price of the Bi-2223 tape will
have a lower limit dictated by the silver price.

The second material to be commercialized in the form of tapes was YBa2Cu3O6+x

(YBCO), because the superconducting properties are better at temperatures
T = 40–77 K compared to the Bi-2223 material. YBCO tapes however cannot be
made by the PIT methods, because the crystalline grains must be aligned better than
a few degrees, before a supercurrent can cross the grain boundary. Thus an entire
new production method has been developed which is based on coating of ceramic
layers onto metallic substrates. The substrates are subsequently laminated by copper
or steel and the final tape is called a coated conductor [20].

Figure 3.12 illustrates the architecture of the coated conductor tapes, which has
the advantage that the substrate materials used are nickel alloys, which are cheaper
than silver. The Yttrium of the YBCO material can be substituted by any of the

Fig. 3.11 Surface of the
critical current density of a
superconductor spanned by
the temperature, the magnetic
field and the current density.
The irreversibility flux
density BIrr is lower than the
upper critical flux density BC2

and indicates where the
pinning sites become
ineffective (JC ? 0). The flux
line lattice will melt into a
liquid when BIrr \ B \ BC2

3 Superconducting Direct Drive Wind Turbine Generators 67



Rare Earth elements (La-Lu) and mixtures are often used to optimize the pinning
sites of coated conductors [21, 22]. The usage of the Rare Earth elements is
however small, which can be illustrated by calculating the volume of the super-
conducting layer in a km of tape:

VYBCO ¼ twL ¼ 2 � 10�6 m � 4 � 10�3 m � 103 m ¼ 8 � 10�6 m3 ð3:17Þ

where t is the thickness of the YBCO layer, w the width of the tape and L the
length of the tape as shown in Fig. 3.12. The mass density of YBCO is
qYBCO ¼ 6:35 g=cm3 and the resulting mass is

mYBCO ¼ qYBCOVYBCO ¼ 6:35
g

cm3
� 8 cm3 ¼ 51 g ð3:18Þ

The disadvantage of the present coated conductor technology is the usage of
advanced high vacuum deposition techniques, which are slow and expensive.
Large research efforts are however made to introduce the all chemical method of
making the ceramic layers by simple dip coating [23].

3.7.3 Race Track Coils and Generator Layout

The interconnection between the ceramic grains of the HTS tapes can easily be
broken if the tapes are bent more than a critical bending diameter of the order 5 cm
for the Bi-2223 tapes and down to 1 cm for the coated conductors. Thus the

Fig. 3.12 Architecture of coated conductor tape where several ceramic layers are coated onto a
metal substrate. The inset shows the crystal structure of the high temperature superconductor
REBa2Cu3O6+x (RE = Rare Earth elements or Y), which is finally grown as a bi-axially textured
layer, where the mis-alignment between the crystal planes in the grains of the superconductor
material is only a few degrees. This ensures that a supercurrent can flow across the grain
boundaries along the 100–1,000 m length of the tape
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winding of HTS tapes into coils is often done in the race-track geometry, where the
corners of the former must have bending diameters bigger than the critical bending
diameter. Figure 3.13 shows a small-scale example of a race track coil based on
coated conductor tape from American Superconductors [24]. The coil was pro-
duced as part of the Superwind project at the Danish University of Technology
with the purpose to examine the challenges of manufacturing large-scale race track
coils for future multi MW wind turbines [25].

One of the issues of the coil fabrication is the obtained engineering critical
current density JC,e, which is defined as the critical current in the supercon-
ductor tape IC divided by the cross-sectional area of the tape Atape and also the
insulation Ainsulation

JC;e ¼
IC

Atape þ Ainsulation

ð3:19Þ

This was determined for several types of the state-of-the-art high temperature
superconducting tapes using fibreglass tape as well as a thin layer of epoxy applied
to the tape as electrical insulation. Table 3.1 shows the typical values obtained from
the critical current supplied by the manufacturers and then divided with the cross
sectional area from the coils. Once the tape is wound into a coil the critical current
is suppressed by the field created, since more flux lines are pushed into the
superconductor. Figure 3.14 shows the electric field across race track coils based on
a coated conductor and a Bi-2223 tape as the current of the coils is increased [26].
The noise limit of the measuring circuit is dominating for current less than about
60 A and then the electric field is given by a power law

EðIÞ ¼ E0
I

ICðB; TÞ

� �nðB;TÞ
ð3:20Þ

Fig. 3.13 High temperature superconducting race track coil holding 32 m of coated conductor
from American Superconductor. The HTS tape is wound on an inner stainless steel frame with
fiberglass tape inserted as insulation. Two copper blocks are used as current contacts and an outer
stainless steel frame provides mechanical support for the winding. The coil is vacuum
impregnated by epoxy after the winding. The dimensions of the coil are 240 9 145 9 5 mm and
it was produced as part of the Superwind project [25]
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where the pre-factor E0 = 1 lV/cm is the electric field observed when the current
I in the superconductor reaches the critical current IC (B,T). The n-value indicates
how abruptly the electric field will increase as the current changes in the vicinity of
IC. The inset of Fig. 3.14 shows how the hysteretic magnetization of the coated
conductor changes with applied field and temperature as determined from mag-
netization measurements. Since the critical current density of the superconductor is
proportional to the hysteresis of the magnetization this shows how the critical
current will increase as the superconductor is cooled further below TC and how the
critical current will decrease as the applied field causes more flux lines to enter the
superconductor. This scaling can then be used to extrapolate the critical current
values of Table 3.2 to the operation magnetic field and the temperature of a
possible generator.

The race track coil geometry causes some limitation to the design of a direct
drive superconducting machine and Fig. 3.15 illustrates how a number of race
track coils can be placed on a rotor support to create a multi pole machine. The
advantages and challenges of realizing a superconducting drive train will be dis-
cussed in the following section. This will be done by illustrating the possible
properties of a 5 MW direct drive generator and by a discussion of the technical
challenges, which must be solved.

Fig. 3.14 Electric field across the coated conductor coil (CC348) in Fig. 3.13 and a similar coil
based on Bi-2223 tape as function of the current in the coils when cooled in liquid nitrogen (LN2)
at T = 77 K. The dashed line indicates when the average electric field is crossing the criteria
of the tape critical current E0 = 1 lV/cm and is used to define the critical current of the coil.
The abrupt increase of the electric field across the CC348 coil at I = 73 A is caused by a quench,
where the power dissipation exceeds the cooling power of the LN2 and the superconducting state
is suppressed by a propagating heat wave. Inset: Scaling of the magnetization hysteresis of the
tape, which is proportional to the critical current density of the tape. Thus the critical current of
the tape at T = 77 K and in zero applied field must be scaled by this factor to obtain value for
low temperature and high field [26]. Reproduced with permission from Elsevier
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3.8 Advantages of a Direct Drive Superconducting Generator

The primary advantage of the superconducting direct drive generator is that the
operational airgap flux density in principle can be increased above the limit dic-
tated by the saturation of iron and of Nd2Fe14B permanent magnets. However, a
generator consisting of only superconductors and copper will become very
expensive, because the coated conductors are not yet produced for a mass market.
Thus the first realizations of a superconducting direct drive generator will contain
magnetic steel to confine the magnetic field inside the machine.

A higher air-gap flux density would allow for more compact generators and
possibly also for a smaller generator than the 2G direct drive at large power
ratings. This is illustrated by the example below, where a superconducting direct
drive generator, which can fit into the nacelle of the 5 MW Repower turbine 5 M,
is considered. A ring-shaped geometry is chosen for the direct drive generator and
aiming at an active diameter and active length of

Dactive ¼ 4:2 m ð3:21Þ

Lactive ¼ 1:5 m ð3:22Þ

The target air-gap flux density was chosen as Bg = 2.4 T and the electric
loading of the stator was chosen as AS = 90 kA/m with a targeted efficiency of
95% for 5 MW power rating obtained at a rotation speed of 12 rpm. The flux
density limit in the magnetic steel enclosing the generator was chosen as 2.5 T.
Two current densities of the superconducting coils of Je1 = 70 A/mm2 and
Je2 = 300 A/mm2 were considered for the AmSC CC348 and the Superpower
4050 tape respectively. These current densities can be obtained by cooling the
sample to T = 30–40 K and aiming at B = 4 T on the superconducting tape as
seen from the inset of Fig. 3.14. The thickness of the cryostat vacuum is assumed
to be 4 cm on both sides of the superconducting coils in order obtain the above
operation temperature.

It was then examined how the mass of the direct drive generator changes with
the number of poles and Fig. 3.16 shows a finite element simulation of a magnetic
field distribution of a 24 pole generator. Figure 3.17 shows that the usage of coated

Table 3.2 Critical current IC of several commercial high temperature superconductor tapes
measured at T = 77 K and in the self field. Engineering critical current density is determined
from the cross-sectional area of the tape and the insulation. The two numbers of the thickness
indicate the tape and insulation thickness respectively. The first two tapes are of the coated
conductor type, whereas the last is based on Bi-2223

Tape type IC(77 K, sf) (A) Width (mm) Thickness (mm) JC,e (A/mm2)

CC348a 95 4.8 0.22 ? 0.10 61.8
SP4050b 125 4.2 0.1 ? 0.06 186.0
Bi-2223 HSa 145 4.3 0.28 ? 0.1 88.7

a American Superconductor [24]
b Super power inc [27]
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conductor increases as the number of poles is increased and the total weight of the
machine becomes smaller.

Reasonable limits on the mass and usage of HTS material was estimated from
the expected installation price of offshore wind power in 2020, which is approx-
imately 2 M Euro/MW. Thus the installation price of a 5 MW offshore turbine
must be in the order of 10 M Euro. With about 15% being the cost of the drive
train it is reasonable to set an upper limit of 1.5 M Euro for the superconducting
direct drive generator. Now the present price of the tape is about 30–45 Euro per
meter. By assuming this price to fall by a factor of 4 to approximately 8 Euro per
meter by 2020 one can estimate the amount of superconducting tape to be used for
a direct drive generator. The length is about

LTape ¼
1:5MEuro
8Euro/m

¼ 188 km ð3:23Þ

Thus the generator should be based on less than 200 km of superconducting
tape. Now the weight of the superconductor including insulation depend on the

Fig. 3.15 Illustration of superconducting direct drive generator based on high temperature
superconducting race track coils mounted on the rotor support structure. The stator has airgap
windings without any teeth of magnetic steel as shown in Fig. 3.9. Both an inner and outer
magnetic steel support is used to confine the magnetic flux inside the generator [3]. Reproduced
with permission from Institute Of Physics

Fig. 3.16 Magnetic field
distribution of a 24 pole
superconducting direct drive
generator. The components
from the left are: rotor iron,
cryostat vacuum,
superconductor coils and
support, cryostat vacuum,
mechanical air gap, 3 phase
stator and stator iron.
Reproduced from [26] with
permission from Elsevier
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type of tape used and one gets 0.1 km/kg and 0.3 km/kg for the CC348 and 4050
tape respectively in Table 3.2. A reasonable mass limit is imposed by maintaining
the active mass at half of the drive train mass (gear ? generator) in the Repower
turbine, which amounts to approximately 80 t. Thus the dashed line in Fig. 3.17
indicates the mactive = 40 t limit, which is fulfilled for a 24 and 20 pole machine
for the Je1 and Je2 respectively. However the usage of HTS tape in the first case
is too high with mtape = 4 t (*400 km), but improves to mtape = 425 kg
(*130 km). Thus the price of the illustrated generator does become smaller than
the cost limit, but further reduction of the cost would be desirable to also allow
funding for the cryogenic cooling system. Finally it should be noted that the kilo
price for the coated conductor in the last case will be

C ¼ 130 km � 8kEuro=km
425 kg

¼ 2:5
kEuro

kg
ð3:24Þ

An advantage of using the coated conductor is that the amount of supercon-
ductor in the 5 MW generator outlined above is very small

mYBCO;5 MW ¼ 51
g

km
� 130 km ¼ 6:6 kg ð3:25Þ

Furthermore, it is interesting to determine the power loss of the superconductor
due to the current in the field coils. This can be done as follows

P ¼ E0IL
I

IcðB; TÞ

� �nðB;TÞ

¼ 10�4 V
m
� 70 A � 130 km � 0:90ð Þ40¼ 13:5 W

ð3:26Þ

since the current in the tape is I = 70 A and it is assumed to be 10% below the
critical current. The n-value is of the order n * 40 and the length of the tape is
assumed to be L = 130 km.

Fig. 3.17 Active mass of the superconducting direct drive generator for a superconducting coil
with a current density of a 70 A/mm2 and b 300 A/mm2 as a function of the number of poles in
the machine [26]. Reproduced with permission from Elsevier
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3.9 Technical Challenges

The biggest challenge of realizing the superconducting direct drive based on
coated conductors is primarily the price of the tape, which must be reduced by a
factor of 10 while the worldwide production capacity is increased by a factor of 40
in order to cover 10% of the EU offshore marked by 2030 as indicated in Fig. 3.1
[3]. This scenario for the price reduction in terms of Euro per meter is not con-
sidered easy by the manufacturers, but it is generally believed that the current
density Je of the tapes can be improved by increasing the thickness of the YBCO
layer in Fig. 3.12 and also optimizing the pinning [28]. Thus the tape will probably
become better, whereby less space is needed for the superconductors and the
effective airgap can be decreased causing a more cost effective machine.

Besides the challenge of reducing the price of the tape there are also a number
of technical challenges connected to the construction of the cryostat providing the
thermal insulation of the superconducting coils. This can be illustrated on a general
basis by considering that the efficiency of the superconducting drive train should
be in the order of 93–95%. Since the losses of the generator are in the order of 5%
and the loss of the power electronics in the order of 2% there is about 1% reserve
for maintaining the cold environment of the superconductors. Thus the design
criteria of the generator is to minimize the heat flow into the cold parts through the
cryostat walls and also through the torque transfer element supporting the super-
conducting coils in order to be able to remove the heat inflow by suitable
cryocooler machines.

The efficiency of cryocoolers are in the order of 1–2% at temperatures
T = 30–40 K [29]. Thus if the 5 MW generator is used as an example, the
cryogenic cooling loss should be in the order of Pcryo = 50 kW and the cold loss
should therefore be in the order of Pcold = 500 W.

First of all the power dissipation of the superconductor as determined in
Eq. 3.26 must be removed by the cryocoolers. These can be placed around the
circumference of the generator and if we assume that each cryocooler provides
approximately 6 W at T = 30 K on the second stage and 65–110 W at T = 77 K
on the first stage then there is a need of approximately 5–7 cryocoolers per 5 MW
machine (see the CH-208R and CH-210 from Sumitomo [30]). Additionally one
must consider whether the heat from the superconductors can be mediated to the
cryocoolers by conduction in the support metal or whether a gas circulation circuit
must be established.

Secondly the position of the cryostat vacuum region between the supercon-
ducting coils and the stator as illustrated in Fig. 3.9 contributes to the effective
air-gap of the machine. This will have a big influence on the performance of the
generator. Thus the success of the superconducting drive trains will be deter-
mined by the optimization of this electromagnetic-thermal–mechanical problem
and also by proving that the reliability of the combined system can comply with
the load conditions imposed by the wind and wave conditions of the wind
turbine.
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3.9.1 Minimizing the Cryostat Thickness

The heat conduction through the cryostat is mainly mediated by conduction in the
gas of the vacuum region and by the radiation from the cryostat wall. The gas heat
conduction between two parallel walls in units of [Wm-2] is approximately given
by

_Q� c1aPðT2 � T1Þ ð3:27Þ

where the constant c1 * 1.2 for air, a is the accommodation coefficients for the
gas molecules colliding with the surface (a * 0.5 is often used in cryogenic
design), P is the pressure of the gas, whereas T2 and T1 are the temperature of the
hot and cold wall [31]. Vacuum levels of P1 = 10-3 m bar are quite easily
obtained using rotary pumps, whereas the more demanding P2 = 10-6 m bar
often used for cryostats needs turbo pumps. If the cold temperature of T1 = 40 K
and T2 = 295 K is inserted one will obtain a heat conduction of the order

_Q� 0:015� 15 Wm�2 ð3:28Þ

Since the cryostat wall area is Acryowall = 2 p r L = 2 p 2.1 m�1.5 m = 20 m2,
it is seen that a vacuum level close to P2 is needed and the system would have to
rely on turbo pumps. It should be said that the cold parts will provide a substantial
cryopumping capability once the operation temperature is reached and the turbo
pumps might actually be turned off. However the operation of turbo pumps in a
rotating frame and exposed to mechanical vibrations must be proven or alterna-
tively one would have to pump out the cryostat and cool down the superconducting
coils with the turbine rotor at a standstill. Then the turbo pumps could be turned off
and operation of the turbine could be started. Today many research cryostats
maintain the vacuum for several years and ideally the vacuum of the generator
should only be pumped during planned maintenance intervals of 2 years, whereby
the turbo pumps would only need to be connected as part of the maintenance.

The radiation heat conduction is determined by the Stefan-Boltzmann law
which can be formulated for two parallel plates

_Q ¼
r T4

1 � T4
2

� �
e

2
ð3:29Þ

where r = 5.67�10-8 Wm-2K-4 is the Stefan’s constant, T1 and T2 are the
temperatures of the two plates and e is the emissivity of the surfaces (e * 0.05 for
polished metal surfaces) [31]. Again if a cold temperature of T1 = 40 K and
T2 = 295 K is used, the radiation heat is

_Q� 11 Wm�2 ð3:30Þ

which seems problematic at first, but this can be reduced by inserting Multi
Layer Insulation (MLI) sheet in the vacuum space as indicated in Fig. 3.9. MLI
consist of thin plastic layers coated with a metal layer, which reflects � of the
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radiation heat back to the hot wall. N layers of MLI can thereby reduce the heat
load by a factor 1/(N-1). Thus somewhere between N = 10–100 would be
desirable in the case of the superconducting generator. Typical MLI sheets are
produced in 10 or 30 layers with the latter being approximately 1 cm thick [32].
Thus with a 30 layer MLI the radiation heat load can be reduced to Q = 0.4 W/m2

taking up 1 cm thickness of the air gap.

3.9.2 Torque Transfer Tube

The mechanical transfer of the torque from the wind turbine blades to the
superconducting rotor of the generator must be provided by a tube of either
stainless steel or some glass/carbon fibre material. The thermal conductivity
should be minimized by increasing the length of the tube, but keeping the torsion
deformation at some fraction of the angle spanned by a rotor field winding.
Additionally, the possibility of resonance frequencies of the torque tube combined
with the superconducting coils should be compared with the frequency spectrum of
the excitations due to the fluctuating wind and water waves. Coincidence should be
avoided and appropriate damping must be provided.

3.9.3 State of the Art and Alternatives

Superconducting machines have been investigated since the first fabrication of the
low temperature superconducting NbTi wires, but the need for liquid helium as
coolant has made the commercial utilization difficult. The discovery of the high
temperature superconductors in 1986 caused a revisit of the technology and
opened up the possibility to use cryocoolers to operate the superconducting
machines [33, 34]. The main focus of the machine development has been on
electrical propulsion motors for ships [35], but the direct drive generators for wind
turbines is often considered as a further development of the medium speed marine
motor with rotation speeds of 100 rpm into high torque generators with a rotation
speed approaching 10 rpm as illustrated in Fig. 3.3.

There are several projects focused on the development of superconducting direct
drive wind turbine generator and the most visible is probably the 10 MW super-
conducting SeaTitan turbine proposed by American Superconductor [36]. It is
interesting to notice that the diameter of the SeaTitan generator is DSeaTitan =

4.5–5 m and that weight is estimated to be mSeaTitan = 150 t, which should be
compared to the numbers stated in Table 3.1. Thus it is concluded that the super-
conducting direct drive does offer a size and weight, which are approximately 50%
of the expected values for the PM direct drive for a P = 10 MW wind turbine.
However, both the reliability and a reasonable price of the SeaTitan generator
remains to be verified. The second project is conducted by Converteam and Zenergy
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with the focus on an 8 MW direct drive generator [37]. Several alternative generator
topologies have also been suggested and the Double Helix winding technology from
Advanced Magnet Lab might be based on a fully superconducting machine with
both rotor and stator winding made of superconductors. A multifilament wire with
very small filaments will however be needed to minimize the AC losses caused by
movement of flux lines in the stator winding [38].

3.9.4 Road Map

The major question whether superconducting direct drive generators will ever
become economically feasible will probably depend on the success of increasing
the production volume of superconducting tapes or wires while simultaneously
reducing the production price. This ‘‘chicken and egg’’ problem can be solved
by either waiting to see whether the superconductors become good enough or by
demonstrating the technical feasibility of the generators and thereby encourage
further development of the superconductors. There are a number of supply chain
issues, which should be mentioned in this context. In order to discuss them
Fig. 3.18 shows a possible scenario of introducing the superconducting direct drive
into the EU market. This scenario contains a demonstration period with the
installation of just one 5 MW turbine in 2015, 2 turbines in 2018 and 8 additional
in 2020. This should give sufficient experience with the technology and provide
reliability data to ensure successful large-scale implementation, where a total
superconducting wind turbine capacity of 5 GW (1,000 5 MW turbines) is
obtained in 2030. These 5 GW are however only about 4% of the expected EU
offshore capacity and could be expanded more. The following challenges must be
considered:

Fig. 3.18 Installed and
expected wind power
capacity from Fig. 3.1
along with a scenario for
introducing superconducting
direct drive generators. The
numbers indicate the possible
installed numbers of 5 MW
superconducting turbines
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• HTS tape: Demand in the order of 100,000 km up to 2030, whereas the current
annual production is in the order of 1,000 km/year [21, 39]. Thus the demon-
stration phase can be based on the current production capacity, but it will then
have to be increased.

• Cryocoolers: Demand of 5–7,000, which is comparable to the 7,000 cryocoolers
installed in Magnetic Resonance Imaging (MRI) devices since 1995 [40]. The
cryocoolers of the wind turbine must comply with the marine environment.

• Cryostats: Demand 1,000, which could be compared to the 22,000 cryostats of
the currently installed MRI systems [40].

Finally, by assuming the PM direct drive as the major competitor to the
superconducting generator from 2020, the demand for Rare Earth element-based
permanent magnets must be considered. From Table 3.1 it is seen that the needed
amount of Nd2Fe14B PM material is approximately 600–700 kg/MW. Thus if it is
assumed that the increased offshore capacity in EU from 2020–2030 is all covered
by PM direct drive then the total PM material needed is

mNd2Fe14B ¼ 90 GW � 0:7 ton
MW

¼ 63000 t ð3:31Þ

The weight fraction of the Nd elements is 0.27, which gives mNd = 17,000 t.
This is of the same order of magnitude as the annual worldwide production of
Nd in 2006 as stated in the recent report ‘‘Critical raw materials for the EU’’
[41]. Thus the introduction of the PM direct drive will cause a considerable
increase in the demand for the Rare Earth elements Nd. Additionally, it should
be said that if the global scenario in taken into account then the demand will
become even larger and supply shortages and increasing prices are likely to
become an issue.

The superconducting direct drive will be able to lift this dependency of a
worldwide increase in the supply of Rare Earth element, since the usage is about 400
times smaller as shown in Eq. 3.25. Thus this argument might become dominating
when the old turbines, which are installed today, must be replaced in 2030.

3.10 Conclusion

The superconducting direct drive generator does offer weight and volume reduc-
tion compared to the expected permanent magnet direct drives in the power ranges
from 5 to 10 MW. This can be accomplished by the utilization of the high current
density of YBa2Cu3O6 ? x high temperature superconducting layer in coated
conductors. There is no doubt that the price of the coated conductors must be
reduced before the superconducting option becomes economical feasible, but the
reliability of the technology must additionally also be proven. A road map
including a technology demonstration of 10 turbines from 2015 to 2020 is
suggested to determine the reliability and economical feasibility before the
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production capacity must be increased by several orders to make an impact on the
wind power marked in 2030. Several technical challenges should be addressed in
the demonstration period. The performance of the coated conductors are expected
to improve over the next 5–10 years with higher engineering current densities and
it will be important to optimize the electromagnetic-thermal–mechanical problem
of the superconducting generator to take advantage of the better performance.
In this context it will be important to evaluate whether the reduced weight of the
generator can allow for a higher generator installation cost. Secondly, the reliable
usage of cryocoolers, vacuum equipment and cryostats in a rotating frame must be
mastered and documented.

Finally, the usage of the superconducting direct drive generators will cause a
400 times smaller and more flexible usage of Rare Earth elements compared to the
Nd2Fe14B based permanent magnet direct drive generators, which are expected to
cause a considerable increase in the worldwide demand for Nd.

Acknowledgment The funding of the Superwind project was provided by the Technical
University of Denmark from the globalization funds and the support of Henrik Bindslev is
acknowledged. Also the valuable discussions with colleges and co-workers are acknowledged.
This work is dedicated to the memory of Steen Tronæs Frandsen.

References

1. EWEA (2010) Wind statistics. EWEA, Brussels
2. Zervos A, Kjaer C (2009) Pure power—wind energy targets for 2020 and 2030. European

Wind Energy Association, Brussel
3. Abrahamsen AB et al (2010) Superconducting wind turbine generators. Supercond Sci

Technol 23(034019):1–8
4. Gardner P et al. (2009) Wind energy—the facts. ISBN 9781844077106. Brussel: Earthscan
5. Poore R, Lettermaier T (2003) Alternative design study report: WindPACT advanced

wind turbine drive train designs study. National Renewable Energy Laboratory. NREL/SR-
500-33196

6. Enercon. www.enercon.com. [Online]
7. Wobben A (2006) Majesties in the wind. Windblatt. February
8. Blundell S (2003) Magnetism in condensed matter. New York: Oxford university press.

ISBN 0 19 850591 5
9. Sagawa M et al (1984) New material for permanent magnets on a base of Nd and Fe (Invited).

J Appl Phys 55(6):2083–2087
10. Goldwind www.goldwindglobal.com. [Online]
11. Siemens www.energy.siemens.com. [Online]
12. GE. www.gepower.com. [Online]
13. Switch. www.theswitch.com. [Online] The Switch
14. Polinder H et al (2006) Comparison of direct drive amd geared generator concepts for wind

turbines. IEEE trans energy convers 21(3):725
15. Shrestha G, Polinder H, Ferreira JA (2009) Scaling laws for direct drive generators in wind

turbines. IEMDC proceedings. p 797
16. Bang D et al. (2008) Comparative design of radial and transverse flux PM generators for

direct-drive wind turbines. International conference on electrical machines, proceedings, vol.
Paper ID 1325, p 1

3 Superconducting Direct Drive Wind Turbine Generators 79

http://www.enercon.com
http://www.goldwindglobal.com
http://www.energy.siemens.com
http://www.gepower.com
http://www.theswitch.com


17. Polinder H et al (2007) 10 MW wind turbine direct-drive generator design with pitch or
active speed stall control. IEMDC proceedings, p 1390

18. Eskildsen MR et al (1998) Intertwined symmetry of the magnetic modulation and the flux-
line lattice in the superconducting state of TmNi2B2C. Nature 393:242

19. Maeda H, Togano K (ed) (1996) Bismuth-based high temperature superconductors. Marcel
dekker, ISBN 0-8247-9690-X

20. Foltyn SR et al (2007) Materials science challenges for high-temperature superconducting
wire. Nature Mater 6:631

21. Li X et al (2009) The development of second generation hts wire at american superconductor.
IEEE Trans Appl Supercond 19(3):3231

22. Hazelton DW, Selvamanickam V (2009) SuperPower’s YBCO coated high-temperature
superconducting (HTS) wire and magnet applications. Proceedings of the IEEE, vol 97,
11, p 1831

23. Vlad VR et al (2009) Growth of chemical solution deposited TFAYBCO/MOD(Ce, Zr)O2)/
ABADYSZ/SS coated conductors. IEEE Trans Appl Supercond 19(3):3212

24. www.amsc.com. [Online] American Superconductor
25. www.superwind.dk. [Online]
26. Abrahamsen AB et al. (2011) Feasibility study of 5 MW superconducting wind turbine

generator. Physica C. vol. DOI: 10.1016/j.physc.2011.05.217
27. www.superpower.com. [Online]
28. Selvamanickam V et al (2010) Enhanced and uniform in-field performance in long (Gd, Y)–

Ba–Cu–O tapes with zirconium doping fabricated by metal–organic chemical vapor
deposition. Supercond Sci Technol 23(014014):1–6

29. ter Brake HJM, Wiegerinck GFM (2002) Low-power cryocooler survey. Cryogenics 42:705
30. SHICryogenics www.SHIcryogenics.com. [Online]
31. White GK, Meeson PJ (2002) Experiental techniques in low-temperature physics. 4. Oxford

University press, ISBN 0 19 851427 1
32. RUAG. www.ruag.com/space/ch. [Online]
33. Kalsi SS et al (2004) Development status of rotating machines employing superconducting

field windings. Proc IEEE 92:1688
34. Barnes PN, Sumption MD, Rhoads GL (2005) Review of high power density

superconducting generators: present state and prospects for incorporating YBCO windings.
Cryogenics 45:670–686

35. Nick W et al (2010) Development and construction of an HTS rotor for ship propulsion
application. J Phys Conf Ser 234(032040):1–9

36. Snitchler G (2010) Progress on high temperature superconductor propulsion motors and
direct drive wind generators. International Power Electronics Conference—ECCE Asia -,
IPEC. 2010, pp 5–10

37. Lewis C, Muller J (2007) A direct drive wind turbine HTS generator. IEEE Power
Engineering Society General Meeting. pp 1–8

38. AML Advanced Magnet Lab. www.magnetlab.com. [Online]
39. Selvamanickam V et al (2009) High performance 2G wires: from R&D to pilot-scale

manufacturing. IEEE Trans Appl Supercond 19(3):3225
40. Radebaugh R (2009) Cryocoolers: the state of the art and recent developments. J Phys:

Condens Matter 21(164219):1–9
41. EU (2010) Critical raw materials for the EU (Report). Brussels: European Commision, June

80 A. B. Abrahamsen and B. B. Jensen

http://www.amsc.com
http://www.superwind.dk
http://dx.doi.org/10.1016/j.physc.2011.05.217
http://www.superpower.com
http://www.SHIcryogenics.com
http://www.ruag.com/space/ch
http://www.magnetlab.com


Chapter 4
Potential Applications and Impact
of Most-Recent Silicon Carbide Power
Electronics in Wind Turbine Systems

Hui Zhang and Haiwen Liu

Abstract Power electronics is an enabling technology found in most renewable
energy generation systems. In a wind turbine system, it plays an important role in
system integration, power quality, and reliability control. Moreover, the fast
growth of wind energy poses the increasing need for high-power, low-loss, and
fast-switching power electronic devices in order to reduce the system complexity
and cost, and improve reliability and compactness. Among the technologies
addressing this need, silicon carbide (SiC) power electronics as the most-recent
technology stands out because of its superior voltage blocking capabilities and fast
switching speeds. As the research samples of SiC power switches become avail-
able, it is possible to discuss the design of a wind turbine system using SiC devices
and estimate its performance based on the characteristics of practical devices.
Therefore, considering the high-power density and high voltage capability of SiC
power devices and the recent trend on wind turbine converters, this chapter focuses
on the studies of the application of SiC power devices in a full-scale wind turbine
converter. First, the characteristics of the most recent devices are obtained through
tests. Then, wind turbine system modeling including models for the major elec-
trical components such as generator, power converter, etc., is discussed in detail.
Next, the potential benefits from the use of SiC devices in a wind turbine system
are explored by a comparison study of the SiC converter and its Si counterpart.
Results are presented and analyzed at different wind speeds, temperatures, and
switching frequencies. The conclusions drawn from these studies verify that the
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application of SiC converters in wind turbine systems can improve the wind
system power conversion efficiency and reduce system size and cost due to the
low-loss, high-frequency, and high-temperature properties of SiC devices even for
one-for-one replacement for Si devices. It is also pointed out that the application of
SiC devices may enable medium converter technology for wind turbine applica-
tions when such devices become available. In this way, substantial improvement
can be achieved. The chapter is organized as follows: Section 4.1 introduces the
present status of wind energy and power electronics. It briefly reviews the electrical
technologies used in wind turbine systems such as generator, power converter
technology, and power electronics suitable for wind turbine applications. It also
summarizes the future trends on wind turbine systems. Section 4.2 focuses on studies
of the application of SiC power devices in a full-scale wind turbine converter,
including discussions on the present SiC device characteristics, system modeling,
simulations of two wind turbine systems with the same components expected for
the power converters (One is with SiC power converter, and the other is with a Si
power converter). Section 4.3 draws the conclusions and discusses the future work.

4.1 Introduction to Wind Energy and Power Electronics

In the United States and globally, renewable energy capacity has increased
rapidly, although it is a relatively small portion of the total energy supply.
According to the key findings of the 2009 Renewable Energy Data Book, it has
more than tripled in the last 10 years. At the same time, wind energy, as the
fastest growing renewable technology, has its installed capacity increased by a
factor of 9 worldwide, and by a factor of 14 in the United States. In 2009, the
new installed nameplate wind capacity in the United States was 9,922 MW,
which accounted for 92% of the annual installed renewable electricity capacity
and 51% of all new electrical installations. The major contribution to the fast
growth of wind energy is the fact that wind energy technology is the most cost-
effective renewable technology able to provide electricity at a relatively low price
(6–13 cents/kWh) [1]. Therefore, wind energy will play an important role in the
future energy supply.

Modern wind turbines are used to generate electricity for individual use or for
contributions to utility grids. The ratings of wind turbines range from tens of
kilowatts to multi-megawatts. The early developed wind turbine systems are based
on squirrel-cage induction generators, which are typically connected directly to the
grid and operate at a fixed speed. Consequently, the perturbations in the drive train
are almost transferred to the grid. Variable speed capability allows a wind turbine
to operate at speeds which produce the greatest amount of power and minimizes
torque perturbations in the drive train [2–6]. This capability tends to decrease the
overall cost of energy because the amount of energy generated is increased, and
the cost of the drive train and its maintenance are reduced. Since the voltage and
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frequency of the generated power vary with turbine speed, a power converter is
required to reconcile the output with the fixed voltage and frequency of the grid
[7–11]. Even for a fixed-speed system, power electronics are required as a soft
starter [12]. For systems with energy storage, power electronics also serves as
integration interfaces to decouple the generation from demand so that electricity
can be stored at times of low demand or low-generation cost and released at times
of high demand or high-generation times [13]. In recent years, due to the
increasing attention on wind farms’ performance in power systems, power elec-
tronic technologies are also needed to deal with power quality issues (reactive
power control, harmonics, etc.) and system stability issues (different types of faults
in the network, such as tripping of transmission lines, loss of production capacity,
and short circuits, etc.) [12]. Thus, power electronics are the key components in
wind energy systems and play important roles in system integration, power
qualities, and stability controls.

Two major factors have enabled the development of cost-effective and
control-friendly power electronics for power systems. One factor is the devel-
opment of fast semiconductor switches that can handle high power at relatively
high switching speeds. The other is the introduction of real-time microprocessors
that can implement advanced and complex control algorithms [13]. Today, the
dominant semiconductors are silicon (Si) material based. They are widely
utilized in the industry and in traction, generation, transmission and distribution,
etc. With more than half a century’s efforts since the first BJT was invented in
the 1950s, Si semiconductor technology has been so highly developed that it is
hard to achieve any breakthrough. After the invention of IGBT, the main
research efforts have been integrating and perfecting the features and charac-
teristics of the existing devices. A substantial reason behind this is that Si power
electronic devices are reaching the fundamental limits imposed by the Si
material due to its small bandgap. While SiC semiconductor technology, as the
representation of wide bandgap semiconductor technologies, has been recognized
as the substitutes for Si semiconductor technology in high-power, high-
temperature, and high-frequency applications. Several technical and market
reports [14–17] have recognized SiC power electronics as a potential technology
for wind turbine power converters. The primary benefits of SiC-based power
devices include low losses, high temperature tolerance, and fast switching. These
can be exploited to reduce generation losses and increase net energy production.
The low losses, along with high temperature tolerance, can also be used to
improve the reliability of the converter and reduce the thermal management
requirements. Moreover, fast switching has the potential to reduce the filtering
passive component size and cost, and thus the total cost of the system. More
discussions about the state-of-the-art power electronics for wind energy systems
and SiC power electronics and their potential applications in wind energy
systems will be presented in the following two sections.
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4.1.1 State-of-the-Art Power Electronics for Wind
Turbine Systems

Wind energy systems can be categorized into standalone systems, hybrid systems,
and grid-connected systems. In the former two types of systems, the roles of power
electronics are similar to those in grid-connected systems, except when used as an
energy storage interface. Thus, this chapter mainly focuses on grid-connected
systems.

4.1.1.1 Introduction to Wind Energy Conversion Systems

Although a fixed-speed grid-connected system requires less power electronics,
usually a thyristor soft starter is connected between a squirrel-cage induction
machine (SCIG) and grid to limit the short-duration inrush current to prevent the
disturbances to both grid and drive train, as shown in Fig. 4.1. Stall control or pitch
control is used to control the power. Typically, the generator slip change is within
2–3%. Simplicity and cheapness are the major advantages of this kind of a system.
If a wound rotor IG is used instead of SCIG, a limited generator speed control (slip
change is upto 10%) can be done by variable rotor resistance via slip rings on
rotor.

In a grid-connected variable-speed wind generation system shown in Fig. 4.2, a
wind turbine captures the kinetic energy in wind, and converts it into rotating
mechanical energy to drive a generator. The mechanical energy converted at high
wind speeds must be well limited for system safety, which can be implemented by
stall control or pitch control. Typically, the mechanical energy has low speed
which can be adapted to the high speed of the generator energy by a gearbox. For
multi-pole generator systems, gearbox is not necessary. The generator converts
mechanical energy into electricity which is connected to the grid through power
converters, a reactive compensator (optional), and a transformer with circuit
breakers [12].

Gear 
Box

SCIG

Soft Starter

Reactive 
compensator

Grid

Fig. 4.1 SCIG fixed-speed wind turbine systems with soft starter
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4.1.1.2 Generators

There are four types of commonly used generators in wind turbine systems,
namely Permanent Magnet Synchronous Generator (PMSG), Induction Generator
(IG), Doubly Fed Induction generator (DFIG), Synchronous Generator (SG).
Among the four types of generators, PMSG is favored by small-scale wind
turbines (in kilowatts) due to the high power density and resultant compactness,
low loss and simple excitation and cooling design on the rotor side, possibility to
eliminate gearbox, and low maintenance cost. However, its power capability and
initial cost are limited by the high price of magnets. IG has relative low capital cost
and is robust, but the requirement of a full-scale power converter increases the
total system cost and losses. Unlike IG, DFIG allows a converter connected to the
rotor which typically processes about 30% of the total system power, and
consequently the cost and loss of the converter are reduced. The major drawbacks
of the kind of generators are control complexity and high maintenance cost. SG is
a self-excited machine and its real power and reactive power can be controlled
independently. It costs more than IG but less than PMSG. Therefore, both DFIG
and SG are favored for high power systems [18].

4.1.1.3 Power Converters

There are mainly two types of converters for variable-speed wind turbine systems.
They are full-scale converters and partial-scale converters. The system configu-
rations associated to the two types of converters are shown in Fig. 4.3. In type
A configuration, the generator can only be wound rotor IG, and a partial-scale
converter is connected to rotor side, which is the so-called DFIG. The partial-scale
converter can also be a matrix converter, which is excellent for the elimination of
the DC link or energy storage, and simple control for one converter. DFIG has the
ability to deliver power more than its rated power without overheat, and its
converter only needs to process 25–30% of the total power. Thus, DFIG is
excellent for high power applications in MW range [18]. Currently, it dominates

Wind Turbine

Gear Box Generator
Transformer

Power Converter
Wind

Grid

Optional

Reactive Compensator

Optional

Fig. 4.2 System configuration for grid-connected wind turbines
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the market for variable-speed wind turbine systems. In type B configuration, the
generator can be IG, SG, and PMSG. The full-scale converters can be bidirectional
or unidirectional back-to-back converters. Bidirectional back-to-back converters
are composed of a controlled rectifier at generator side and a voltage source
inverter (VSI) at grid side. For PMSM and SM, a diode rectifier can be used to
substitute the controlled rectifier, that is, a unidirectional back-to-back converter.
Full-scale configuration provides an opportunity to eliminate gearbox since the
input power is always converted into power at grid frequency. With type B con-
figuration, it may be more effective and less complicate to deal with grid-related
issues, such as reactive power control, possibility for active grid support, and the
potential to operate wind farms as power plants [12]. Thus, wind turbine systems
with full-scale converters will become more attractive.

Besides the power electronics for system integration, wind systems also depend
on power electronics to improve power quality and system stability. For more
information about these applications, please refer to [12].

The performance and reliability of power converters in wind conversion
systems are directly related to the availability and the electrical and thermal
characteristics of power electronics devices. IGBT is now the main power elec-
tronic device for wind turbine applications. The rating of the recently developed
high voltage IGBT (HVIGBT) is upto 3,300 V/1,200 A [19]. IGCT is another
recent technology used in wind turbine converters, which is the combination of a
low-inductance gate drive and an improved GTO structure. Thus the IGCT has
higher power handling capability (upto 4,500 V/600 A) [20]. But it has relatively
low switching speed, and is susceptible to the heating and cooling cycle experi-
enced in wind turbine converters [18]. Therefore, advanced power electronics with

Gear 
Box IG

Grid

AC

DC

DC

AC

Gear 
Box

IG/
SG

Grid
AC

DC

DC

AC
Optional

(a)

(b)

Fig. 4.3 Wind turbine system configurations. a Type A: with partial-scale converters. b Type B:
with full-scale converters
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higher power capability, better characteristics, and reliability are always the need
of wind turbine systems.

4.1.2 SiC Power Electronics and Their Potential
Applications in Wind Energy Systems

Using SiC material to substitute Si material is expected to bring the substantial
improvement to the performance and reliability of power electronic devices. SiC,
as a wide bandgap material, has larger electrical breakdown field, reasonably high
electron mobility, higher thermal conductivity, and larger saturated electron
conductivity compared to Si. Theoretically, devices made of SiC have almost a 10
times improvement when compared to Si devices for such properties as thermal
conductivity, voltage blocking capability, and reverse recovery characteristics.
Consequently, systems composed of SiC devices have substantial improvements in
efficiency, reliability, size, and weight even in harsh environments. Therefore, they
are attractive especially for high-voltage, high-temperature, high-efficiency
applications. Table 4.1 summarizes the advantages and applications scope of SiC
devices. Much work has been conducted in the areas of military and aerospace
[21–25], where cost is not the main concern. More applications are expected for
vehicles, motor drives, industry, and utilities when technology is mature and the
price drops [26–29]. Also, as mentioned previously, wind turbine systems have
been recognized as one of such potential applications.

4.1.2.1 Present Status and Future Trends of SiC Power Devices

SiC Schottky diodes were commercialized in 2001. These devices have relatively
high blocking voltage (upto more than 1,700 V [30]), and their switching losses
are significantly reduced due to the negligible reverse recovery. These features
were successfully explored in power factor correction (PFC) circuits [31]. Besides,

Table 4.1 Advantages and application scope of SiC devices

Device characteristics System benefits Application scope

High breakdown voltage Large power capacity Military: combat vehicles, weapons,
electric ships

High current density High reliability,
compactness

Aerospace: spacecraft and satellite
applications

High operational
temperature

Less cooling requirements Energy: power transmission and
distribution

High switching frequency Reduced passive
components

Industry: deep earth drilling for
energy exploring

Low power losses High efficiency Future: domestic automobiles,
motor drives
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increased efforts have been made on their use as freewheeling diodes for Si
switching devices. As compensation for high-switching-loss switches, SiC
Schottky diodes help to reduce the total system switching loss and enable high-
frequency operation so that higher power density can be achieved. For an example,
they are used in a 1,200 V/300 A Si IGBT single phase module (Cree) [32] and a
55 kW Si IGBT inverter [33].

The research efforts on switching devices mainly focus on unipolar devices. The
major types of devices investigated are JFETs and MOSFETs, which are available
as research samples in a voltage range from 600 V to several kVs. The technology
of JFETs is relatively mature and are ready to enter the commercial market. The
development of MOSFETs gained new attention in the recent years due to
improvements in channel mobility [30]. Both SiC JFETs and SiC MOSFETs offer
superior static and dynamic characteristics over Si switching devices, as well as
high temperature capability with proper packaging. These features can be explored
to achieve a system of smaller size, less weight, and/or with higher efficiency, and/
or high temperature capability with less cooling. For a higher voltage blocking
range, the development of bipolar devices like IGBTs and BJTs are inevitable.

Currently, most interests on SiC devices are in high power applications. However,
the availability of such SiC devices prevents them from virtual applications.
Therefore, many research efforts are being made to improve power ratings of SiC
devices by either improving single device rating [34, 35] or developing high power
modules [36–41]. So far, the single SiC diode and DMOSFET voltage rating is upto
10 kV with die area exceeding 1.5 cm2 and 0.64 cm2, respectively [34]. The largest
SiC power modules reported in the literature is 10 kV/100 A [38] or 1.2 kV/880 A
[35]. These are SiC devices which could be used in future wind turbine systems.

4.1.2.2 Characteristics of Present SiC Power Devices

In this section, the characteristics of SiC devices are discussed in general. Sample
characteristics for major device types are presented.

First, SiC Schottky diodes are superior to Si diodes for the negligible reverse
recovery. Figure 4.4a clearly demonstrates the reverse recovery waveform of a
SiC Schottky diode versus. a Si diode with similar rating. Morever, unlike Si
diodes, the reverse recovery phenomenon in SiC Schottky diode is not influenced
by the changing of junction temperature as shown in Fig. 4.4b. In addition, the
reverse recovery current is more dependent on voltage across than current through
the diode since SiC Schottky diodes are majority devices.

Second, the static characteristics of a SiC JFET and a SiC MOSFET are shown
in Figs. 4.5 and 4.6. The I–V characteristics of the SiC switching devices are
close to linear, and their on-state resistances increase slightly with higher
temperature. The transfer characteristics of these devices are pretty steady at
different temperatures as shown in Figs. 4.5b and 4.6b, especially for the SiC
JFET. Their switching characteristics are represented by the energy losses shown
in Fig. 4.7, which is independent of temperature but increased as current increases.
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Note that, the JFET shown in Fig. 4.6 is a normally-on device, and so a negative
gate voltage is required to turn off the device. To demonstrate the advantages of
SiC switches over Si ones, the primary properties of several SiC and Si devices are
compared in Table 4.2. As a result of their superior characteristics, SiC switching
devices have less condition losses and switching losses, and this benefit becomes
more dramatic as the temperature increases.

Finally, high power modules with high-temperature package are needed to take
the full advantages of SiC devices. Table 4.3 presents the characteristics of such
SiC modules developed by APEI Inc. versus those of Si IGBT modules from major
manufacturers. As these kinds of SiC modules become available, wind converters
can be designed using SiC devices to achieve high efficiency and compactness at
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the high power level. In addition, as the finding in [42], medium voltage
(1 * 5 kV) wind turbine converters are superior to low voltage converters which
currently dominate at all power levels. Typically, the parallel connection of low
power converter modules are needed at power levels in excess of 500 kVA. This
requires more space and weight support from the mechanical systems which
complicate the whole system design. Instead, the using of medium voltage
converters can reduce the system components and costs due to the decreased
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current load, and improved reliability, especially for high-power levels. Thus,
medium voltage converters become competitive, but are dependent on the avail-
ability of high voltage power electronics devices. Since SiC devices have 10 times
higher breakdown voltage than Si devices theoretically, using SiC devices can be a
solution for medium wind turbine converters in the future.

In the following section, the performance of SiC full-scale wind turbine
converter is studied by simulations in order to validate the applications of SiC devices
in wind turbine systems and illustrate the benefits qualitatively and quantitatively.

4.2 Studies on a SiC Full-Scale Wind Turbine Converter

This section focuses on studies of the application of SiC power devices in a
full-scale wind turbine converter. Modeling of wind turbine components including
generator, power converter, thermal system, and electrical system are discussed in

Table 4.2 Characteristics of some 1,200 V SiC and Si single switching devices

Characteristics SiC MOSFET
cree

SiC JFET
(normally-on)
SiCED

SiC JFET
(normally-off)
SemiSouth

Si IGBT
Toshiba
GT10Q301

Si MOSFET
APT, APT
1201R5BVR

Current 10 A 5 A 5 A 10 A 10 A
Voltage drop

@rated
current

0.84 V @25�C 0.79 V
@25�C

0.59 V @25�C 2.1@25�C 15 V @25�C

1.04 V @150�C 1.42 V
@150�C

1.41 V@150�C

Switching
energy loss

402 lJ 146 lJ 244 lJ 1250 lJ
@200 V @200 V @200 V @200 V/

25�C

Table 4.3 Characteristics of some SiC and Si half-bridge power modules [43]

Characteristics SiC MOSFET Si IGBT SiC JFET Si IGBT
APEI PowerEx APEI IXYS

CMD150DY-
12NF

MII-45-
12A3

Voltage 600 V 600 V 1,200 V 1,200 V
Current 180 A @

250�C
150 A @ 25�C 100 A @

250�C
160 A @

25�C
Maximum junction temperature 150�C 250�C 250�C 150�C
On-state resistance 12.75 mX @

25�C
15 mX @

25�C
15.5 mX @

25�C
25 mX @

25�C
Gate charge 480 nC 600 nC 160 nC 600 nC
Turn-off delay 300 ns 300 ns \ 100 ns 600 ns
Figure of Merit (FOM)

switching speeda
6.1 nX s 9 nX s 2.5 nX s 15 nX s

a FOM directly relates to switching speed capability (low FOM = fast switching)
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detail. Simulations are developed for two wind turbine systems with the same
components expected for the power converters. One is with a power converter
based on Cree SiC MOSFETs, and the other is with a power converter based on
modern Si IGBT products. The performance of these two systems is presented in
quantities at different wind speeds, temperatures, and switching frequencies.

4.2.1 Wind Energy System Components and Modeling

A wind turbine system is designed based on a National Renewable Energy Lab-
oratory (NREL) baseline wind turbine described by [44]. It is composed of a
1.5 MW wind turbine, a permanent magnet (PMSG) generator rated at 690 V, a bi-
directional full scale frequency converter comprising two back-to-back inverters,
and a utility filter (simplified as a single inductance), as shown in Fig. 4.8 [45].
The wind energy is converted into electricity by the PMSG, and then transferred to
the utility. In this process, the converter plays two roles, one is to control the
generator to capture as much wind energy as possible, and the other is to deliver
the energy to the utility. In both roles, the power loss in the converter is of utmost
concern, which not only determines the design of the converter but also affects
other components in the system, such as the filter. The converter efficiency will be

Fig. 4.8 Wind generation system structure with full-scale converter
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demonstrated by simulation results, and the effect of applying SiC devices on such
a system is also analyzed. The associated modeling work is presented next.

As shown in Fig. 4.9, the system modeling is composed of four models: wind
turbine models, device models, converter power loss models, and thermal models.
The system inputs are input power and speed of the generator, ambient tempera-
ture, and the switching frequency of the converter. The output will be the system
efficiency. The four groups of models are connected by parameters. For example,
wind turbine models and device models provide parameters for the converter
models, and the output of the converter power loss models is fed to the thermal
models. Then, the junction temperature obtained from the thermal models is
provided to the device models, which starts the next calculation step based on the
new temperature information. Each group of models is explained in detail in the
following sections.

4.2.1.1 Wind Turbine Models

The wind turbine model is mainly a PMSG model, whose function is to calculate
the current, power factor, and modulation index which are needed by the converter
model based on the input power and the speed of the generator. The electrical
parameters of the generator studied in this work are listed in Table 4.4. Assume the
generator back emf is in phase with the generator current, then a simplified PMSG
model can be developed using d - q rotating coordinate system analysis. With the
generator model, the output voltage and current of the generator can be obtained.
They are also the ac side current and voltage of the rectifier in the back-to-back
converter. Then based on the relationship between ac side and dc voltage in an
inverter controlled by SPWM technique, the modulation of the converter can be
calculated. The list of equations is as follows:

Generator frequency, fg:

fg ¼
p � n
120

ð4:1Þ

Table 4.4 Wind generation system parameters

Generator parameters Others

Rated power, MW 1.5 DC link voltage Vdc, V 1,100
Nominal voltage, V 690 Grid voltage Vll, V 690
Rated speed n0, rpm 164 Grid power factor, cos / 0.95
Back emf at n0, Emf0, V 150 filter loss constant, k 0.0097
Base machine pole number p 56
Stator phase resistance R, X 1.23e-2
Stator phase inductance L, H 6.62e-4
Eddy loss at n0, Ple0, kW 4.284
Hysteresis loss at n0, Plh0, kW 1.848
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Back Emf (line-neutral, peak), Emf (subscript ‘0’ denotes the parameter’s value
at rated speed n0)

Emf ¼ Emf0 �
fg
fg0

ð4:2Þ

Core losses, Plc, eddy loss, Ple, and hysteresis loss, Plh:

Ple ¼ Ple0 �
fg

fg0
ð4:3Þ

Plh ¼ Plh0 �
fg
fg0

ð4:4Þ

Plc ¼ Ple þ Plh ð4:5Þ

Phase current on q-axis (peak), Isq:

Isq ¼
1; 000 � Pin � 2

3 � Emf
ð4:6Þ

Output voltage without considering the core losses, Ec:

Ec ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEmf � IsqRÞ2 þ ðIsqXÞ2

q
X ¼ xgL ð4:7Þ

Effective current due to core losses (peak), Ic, Icq (q-axis component),
Icd (d-axis component):

Ic ¼
1; 000 � Plc � 2

3 � Ec
ð4:8Þ

Icq ¼ Ic � cos /c� ð4:9Þ

Icd ¼ Ic � sin /c /c ¼ arc cos
Ec

Emf

� �
ð4:10Þ

Total phase current (peak), Is:

Is ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
stq þ I2

std

q
ð4:11Þ

Istq ¼ Isq þ Icq ð4:12Þ

Istd ¼ Isd þ Icd ð4:13Þ

Output voltage (peak), Ugout:

Ugout ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

sq þ U2
sd

q
ð4:14Þ

Usq ¼ Emf � IstdX � IstqR ð4:15Þ
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Usd ¼ IstqX � IstdR ð4:16Þ

Power factor, cos /:

cos / ¼ cosðaI � aUÞ ð4:17Þ

aI ¼ arctan
Istq

Istd

� �
� ð4:18Þ

aU ¼ arctan
Usq

Usd

� �
ð4:19Þ

Copper loss, Plcu:

Plcu ¼
3 � I2

s � R
2 � 1000

ð4:20Þ

Generator efficiency, gg:

gg ¼
Pin � Plcu � Plc

Pin
� 100% ð4:21Þ

Rectifier modulation index, Mr:

Mr ¼
Ugout

Vdc=2
ð4:22Þ

For the grid inverter, if the power loss of the DC link capacitor is neglected, the
input power of the grid inverter is equal to the output power of the generator
rectifier. Then, for a certain grid output voltage Vll (line–line, rms) and power
factor cos /, the phase current (peak) Igrid, is

Igrid ¼
ffiffiffi
2
p

Pingffiffiffi
3
p

Vll cos /
ð4:23Þ

and its modulation index Mi is

Mi ¼
2
ffiffiffiffi
2�
p

Vllffiffiffi
3
p
� Vdc

ð4:24Þ

Also, the filter loss Plf is considered when calculating the system efficiency.

Plf ¼ k � I2
grid ð4:25Þ

where k is filter loss constant.
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4.2.1.2 SiC Power Device Models

Device models describe the device characteristics related to the operation losses.
In this work, they are look-up tables or polynomial functions based on the curve
fitting of test results. Most recent SiC MOSFET prototypes were obtained and
tested for both static and dynamic characteristics, which were then used for curve-
fitting.

The prototype SiC MOSFETs listed in Table 4.5 were experimentally tested
with a curve tracer at different ambient temperatures from 25 to 300�C with an
increment of 25�C. As expected, the on-state resistances of the MOSFETs increase
with temperature but remain constant with respect to current, as shown in
Fig. 4.5a. After scaling the rating of the SiC MOSFETs to 1,700 V and 1,200 A,
which is the rating of the Si IGBTs used in this work (see Table 4.5), not only is
the on-state resistance (0.76 mX @ RT) of the SiC MOSFETs is smaller than that
of the Si IGBTs (0.84 mX @ RT), but also the change rate of the resistances with
temperature is smaller. The on-resistance of the SiC MOSFETs increases by
11.8% when temperature changes from room temperature to 125�C, compared to
41.8% for the Si IGBTs. Thus, the SiC devices are more efficient in terms of
having lower conduction loss especially at higher temperatures. The transfer
characteristics of the MOSFETs in Fig. 4.5b change slightly with increase in
temperatures above 150�C. This indicates that the change in switching losses of
the MOSFETs with temperature will be small. This is confirmed by the switching
tests (Fig. 4.7b).

To count the influence of variable temperature, the SiC MOSFET is modeled as
a function of the device junction temperature. By letting it be a quadratic function,
the on-state resistance can be represented as

RM; on ¼ 0:0016T2 þ 0:1149T þ 86:523 mX; ð4:26Þ

On-state resistances of the SiC MOSFET

Ron = 0.0016T2 - 0.1149T + 86.523
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where the coefficients are obtained by performing curve fitting on test results as
shown in Fig. 4.10. Similar equations can be established for on-state resistance of
SiC Schottky diodes based on the manufacturer’s data as (4.27).

RD; on ¼ 0:0016T2 þ 0:516T þ 37:4 mX ð4:27Þ

The circuit shown in Fig. 4.11 is used to obtain the switching characteristics in
Figs. 4.12 and 4.7b. The ambient temperature of the SiC MOSFETs is varied from
25 to 225�C with the increment of 50�C. With a pure inductive load, the current in
the switches can be controlled by adjusting the duty ratio of the first pulse when
applying a double-pulse control signal. Commercial gate driver IC HCNW3120 is
selected to drive the SiC MOSFETs. It generates a voltage of about 20 V at turn on
and 0 V at turn off. The gate drive board is separate from the MOSFET, and its
ambient temperature is room temperature. As shown in Fig. 4.12, with a gate
resistance of 10 X, the MOSFET works functionally upto 225�C ambient at a
power level of 200 V and 10 A. The peak gate current at this condition is 280 mA.
The switching losses, including both turn-on loss and turn-off loss, are calculated
at each test condition. They are plotted versus the drain current at each tested

DUT V

dc
Thermal box

L

IF

+

F

-

Fig. 4.11 Switching test
circuit

Fig. 4.12 Test waveforms of the SiC MOSFET (Cree) at 225�C. a gate signal waveforms.
b switching waveforms
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temperature in Fig. 4.7b. The switching losses increase as the current increases,
but change very slightly when ambient temperature changes, while the increase of
the switching losses of Si devices is much more obvious. For the Si IGBT used in
the work, its switching loss increases by 56.3% when case temperature changes
from 25 to 125�C. Thus, the substitution of SiC devices for Si devices will improve
the system efficiency, and with higher temperature and higher switching
frequency, the system will gain even more benefits compared to the Si-based
system.

Since the switching loss of the SiC MOSFET increases with increasing current
and is nearly constant with increasing temperature, it can be modeled as a poly-
nomial function of current as (4.28).

EJ;swðiÞ ¼ 0:1059i3 þ 2:6733i2 þ 3:0064iðlJÞ ð4:28Þ

Similar to (4.26), the coefficients in (4.28) are also obtained by performing
curve fitting on the test results shown in Fig. 4.7b.

In addition to the dependency of switching losses on current as shown in (4.28),
the switching losses in SiC MOSFETs are also affected by applied voltage. This
effect can be accounted for by introducing a factor corresponding to the ratio
between the applied voltage and the test voltage at which the switching losses are
measured [46]; for this case, the test voltage is 200 V. This ratio is reflected in
(4.33) in the following section.

Similarly, the change of switching losses with voltage in SiC Schottky diodes is
also accounted for by introducing such a factor (see (4.34)). Moreover, this change
is the only one needed to be considered for a SiC Schottky diode operating under
different conditions because its switching losses (mainly reverse recovery loss) are
more dependent on voltage than current and do not vary with temperature [47].

4.2.1.3 Converter Power Loss Models and Thermal Models

A 1.5 MW converter is required to provide full power conditioning for the full
output of the generator. Because no SiC devices are presently available at this
rating, the converter is assumed to be composed of 10 SiC-based converters
that each use twenty 10 A SiC MOSFETs for a power rating of 150 kW each in the
simulation, which are based on the devices listed in Table 4.5. The multiples in
the current column mean the number of devices in parallel and the number of
converters in parallel.

Table 4.5 Devices used in the converters

Item Voltage rating Current rating Part number

SiC MOSFETs 1,200 V 10 A 9 20 9 10 CREE, Prototype
SiC Schottky diodes 1,200 V 10 A 9 20 9 10 CREE, C2D10120
Si IGBT/diode modules 1,700 V 1,200 A 9 2 DYNEX, DIM1200FSM17
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Similarly, Si IGBT/diode modules with maximum available ratings are selected
to form a converter representing today’s Si power electronic techniques. The Si
modules are single switch modules with two single IGBT and two single diodes
rated at 1,200 A in parallel. To meet the power requirement for this application,
two such Si converters will be needed in parallel.

As high current rated SiC power devices and modules mature in their devel-
opment, future SiC inverters will be comparable to the present Si IGBT inverter in
terms of difficulty of paralleling devices and complexity resulting from the addi-
tional components such as gate drivers and connectors. This will enable the
practical application of SiC inverters in such high power systems as the wind
turbine system discussed in this chapter.

Because of the unavailability of such high power SiC modules at present, the
best prediction of what will be achievable when using SiC devices in the near
future can be extracted from the characteristics of the presently available devi-
ces. Two assumptions are made for this prediction: (1) future SiC devices will
have the same performance as today’s SiC devices, and (2) module packaging
technology does not introduce parasitics or issues other than those found in
single device packaging. The first assumption is a conservative one, while the
latter is overly optimistic. Thus, the actual performance will vary from the
predicted performance in future SiC inverters and depends on the continued
future device development and packaging technologies for large current rated
SiC power electronic modules.

Power Loss Models

A widely used averaging technique [48–51] is employed to study the inverter
power loss. This technique takes a sample in each switching cycle, and then uses
these values to find the effective value at the fundamental cycle of the output. The
resultant equations are presented in the following paragraphs. In these equations,
where ± appears in the equation, the upper sign should be used for inverter cal-
culations, and the bottom one is for rectifier calculations [52, 53].

For SiC MOSFETs, the conduction loss is caused by on-state resistance,
Ron.

It is calculated by

PM; cond ¼ I2 � Ron;M
1
8
� 1

3p
M cos /

� �
ð4:29Þ

where M is modulation index, I is the peak of phase current, and /is phase angle of
the current with respect to voltage. For the SiC Schottky diode and Si IGBT, the
voltage drop is not zero when current is zero. So there is additional loss associated
with this voltage drop, V0. Conductive loss equations are shown as (4.30) for the
diode and (4.31) for the IGBT.
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PD; cond ¼ I2 � Ron;D
1
8
� 1

3p
M cos /

� �
þ I � V0 �

1
2p
�M cos /

8

� �
ð4:30Þ

PI; cond ¼ I2 � Ron;I
1
8
� 1

3p
M cos /

� �
þ I � V0 �

1
2p
�M cos /

8

� �
ð4:31Þ

The extraction of Ron of SiC devices have been presented in Sect. 4.2.1.2.
Similar mathematical expressions can be obtained for the Si diodes and IGBT
using manufacturer values [54, 55]. Because of the limited data points, the linear
models based on the data at two different temperatures are used for Si devices.

Effective switching power loss for the SiC MOSFETs in an SPWM controlled
inverter can be derived from the instantaneous energy loss expression (4.28) using
equation (4.33).

Psw ¼ fsw �
1

2p

Z2pþ/

/

E i hð Þ½ �dh ð4:32Þ

Thus, the switching power loss of the SiC MOSFET is represented by

PM; sw ¼ fsw �
V

V0

� �3
2

� 0:1797I3 þ 2:6733I2 þ 1:9139I
� �

� 10�6� ð4:33Þ

The same method can be applied to Si diodes and IGBTs. The switching loss of
the SiC diode can be calculated by [47, 52]

PD;sw ¼ fs
V

4S

ffiffiffiffiffi
V

V0

r
dI

dt

� �
Strr

Sþ 1

� �2

� ð4:34Þ

The total power loss of the SiC inverter is the sum of the conduction loss (4.29)
and switching loss (4.33) of the MOSFETs and the conduction loss (4.30) and
switching loss (4.34) of the diodes. Since there are six each of the MOSFETs and
diodes in an inverter and they are assumed to be identical, the total power loss of
an inverter is

PInv; SiC ¼ 6� PM; cond þ PM; sw þ PD; cond þ PD; sw

� �
ð4:35Þ

Thermal Models

The equivalent thermal circuit shown in Fig. 4.13 is used to analyze the thermal
response of the converter [49, 50]. Power losses at the current temperature are fed
to this model to calculate new device junction temperatures for the next compu-
tation iteration in order to update power losses based on the new temperature.
In this way, the self-heating of the devices is counted dynamically. As shown in
the figure, the power sources of the circuit are the power losses (Pm and Pd) from
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switches and diodes (assumed to be on the same heatsink), and the interfaces
between these devices, heatsink, and thermal grease in between are modeled as a
series of RC pairs [46, 53, 56].This circuit can be solved using transfer functions
(4.36) and (4.37) in the frequency domain [57]. R is the thermal resistance, and s is
the thermal time constant. The parameters used in this model are direct or
extracted from manufacturer data.

ZjjcðsÞ ¼
Rjj1

1þ ssjj1
þ Rjj2

1þ ssjj2
þ � � � þ Rjjn

1þ ssjjn
ð4:36Þ

ZdjcðsÞ ¼
Rdj1

1þ ssdj1
þ Rdj2

1þ ssdj2
þ � � � þ Rdjn

1þ ssdjn
ð4:37Þ

ZcaðsÞ ¼
Rch

1þ ssch
þ Rha

1þ ssha
ð4:38Þ

4.2.2 Simulations and Discussions

The simulations of wind generation systems are done for the wind speed range from
6 m/s to 11 m/s in which the wind energy density is the best for modern wind
turbines. Different switching frequencies are also studied. The junction temperature
limit for both Si and SiC systems is assumed to be 25�C for Case A (switching
frequency of 3 kHz) and Case B (switching frequency varies from 1 to 50 kHz). In
order to do a fair comparison, the power losses of SiC MOSFET are scaled corre-
sponding to the rated voltage ratio of the SiC MOSFET and Si IGBT (see Table 4.5).
In other words, the on-state resistance and switching loss used in the model assumes
that 1,700 V devices were used for the SiC MOSFETs and Si IGBTs.

4.2.2.1 At Switching Frequency of 3 kHz

Currently, most commercial wind turbine converters are switched at frequencies
around 3 kHz. The generator is designed to work at rated power at the wind speed
of 11 m/s. By the simulation, from 6 to 11 m/s, the converter efficiency (including
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Fig. 4.13 Thermal
equivalent circuit of an
inverter
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the rectifier, inverter, and the power loss of the filter shown in Fig. 4.8) is shown in
Fig. 4.14. At the whole speed range, the efficiency of the Si converter is lower than
that of the SiC converter. More specifically, the average efficiency of the SiC
converter is 97.8% compared to 93.5% of the Si converter. If power loss saving of
a SiC device compared to a Si device is defined by the difference of the power
losses in the two devices over the power loss of the Si device, the average power
loss saved by the SiC converter in this application is about 58.4%. At the worst
case (wind speed 11 m/s), it is about 43.2 kW.

The average power loss of each component in the two wind power generation
systems is shown in Fig. 4.15. The efficiencies of the generators in the two systems
are the same (96.4% on average) whether the Si or the SiC converter is used.
However, for the Si-based system, the converter loss accounts for the most loss,
which is as large as 54.3% (compared to 32.9% of the SiC-based system). Thus, it
is necessary to reduce the loss in the converter in order to improve the generation
system efficiency. The SiC converter is a good alternative.

4.2.2.2 At Frequency upto 50 kHz

The power loss of the filter also accounts for a substantial portion in the total
system loss for both converters (12.1% for Si vs. 18.3% for the SiC-based system
in Fig. 4.15). The size and loss of the filter is related to the switching frequency of
the inverter. Increasing the switching frequency of the inverter can reduce the size
and loss of the filter, and thus the cost. Because high switching frequency capa-
bility is one of the merits of SiC devices, an analysis was made to consider the
option of increasing the switching frequency of the converter in this application.
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As shown in Fig. 4.16, as frequency increases from 1 to 50 kHz, the efficiency
of the SiC converter (not including filter loss) at rated power and 25�C ambient
linearly decreases at a rate of 1.1% per 5 kHz, and that of the Si converter
decreases much more quickly at a rate of about 4.9% per 5 kHz.
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In practice, the switching frequency of a large power electronic Si IGBT cannot
exceed a few kHz because of the large amount of loss. For this case, the efficiency
of the Si converter at 20 kHz is 73.1%, which is not acceptable. While for the SiC
converter, it has a relatively high efficiency of 85.9% even at 50 kHz. Thus, it is
possible to improve the efficiency and reduce the cost of the system at the same
time by using the SiC converter.

For example, increasing the switching frequency of the SiC converter to 6 kHz,
its efficiency is 95.6%, which is the same as the efficiency of the Si converter
switching at only 3 kHz, and at the same time, the size, loss, and cost of the filter
are reduced for the SiC-based converter because of the 2 9 higher switching
frequency.

4.2.2.3 High Temperature Capability of the SiC Converter

When operating at full power rating and using a switching frequency of 3 kHz, the
efficiency of the SiC converter decreases by only 0.2% from 25 to 150�C as shown
in Fig. 4.17. However, the efficiency of the Si converter is lowered by 3.2% from
25 to 150�C (see Fig. 4.17). Moreover, the efficiency of the SiC converter is higher
for the tested temperature range, and the efficiency difference is more at higher
temperature. For example, the efficiency of the SiC converter at 6.3% points
higher than that of the Si converter at 150�C.

Therefore, the cooling requirement of the SiC converter can be less than that of
the Si converter even with the same junction temperature limit. For example, the
junction temperature limit for all devices is chosen to be 150�C. As calculated by

Wind turbine converter efficiency
at different junction temperatures

89

90

91

92

93

94

95

96

97

98

99

100

0 50 100 150 200

Junction temperature  [C]

E
ff

ic
ie

n
cy

  [
%

]

Si

SiC

Fig. 4.17 Efficiency of SiC and Si wind turbine converters at full power rating and different
temperatures

104 H. Zhang and H. Liu



the simulation, the thermal resistance of the heatsinks required by the SiC con-
verter is 0.11 K/W assuming that all the devices of the 10 SiC back-to-back
converters are evenly distributed on two heatsinks with the same thermal resis-
tance value. The value of 0.11 K/W can be realized by a natural or forced
convection heatsink. To illustrate the size of heatsink, a commercial heatsink
product MF18-1515 from Conrad Engineering [58] is selected but it may not be
the best. The required thermal resistance can be achieved by forced cooling at an
airflow rate of 27 cfm (12.7 l/s). Then the approximate volume of the heatsinks not
including cooling fans is 23,480 cm3.

Similarly, the thermal resistance of the heatsinks required by the Si converter is
0.0035 K/W assuming that all the devices of the 2 Si back-to-back converters are
evenly distributed on two heatsinks with the same thermal resistance value. Liquid
cooling is needed to achieve such low values. If Hi-Contact liquid cold plates from
Aavid Thermalloy, LLC [59] are used, the volume of the heatsinks will be about
24,278 cm3 (and this does not include any accessories such as pumps, tubing,
radiator, etc.). If the space occupied by the accessories is considered, the total
volume of the Si converter would be much larger than that of the SiC converter.
Besides, the cooling management of the SiC converter is much simpler as shown
in Fig. 4.18 and less expensive. Based on the current market prices for the two
kinds of heaksinks used here, the cost of the heatsinks for the SiC converter is
about 1/8 of that of the Si converter.

Furthermore, SiC devices can work at higher temperatures (at least 300�C
junction temperature) with proper packaging. This can further reduce the size of
heatsinks. By the simulation, the required thermal resistance of the SiC converter
can be increased to 0.18 K/W under the same assumptions. If using the same series

Pump
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SiC Converter SiC Converter

Max Tj=150 C Max Tj=300 C
PumpPump

Si ConverterSi Converter

SiC Converter SiC ConverterSiC Converter
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Fig. 4.18 Cooling system of Si and SiC converters
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of heatsink products and force cooling conditions, the thermal result values can be
realized by MF18-75, which has shorter length compared to MF18-1515. The
approximate volume of the heatsinks not including cooling fans will be
11,624 cm3 (about 49.5% of that with 150�C temperature limit). The SiC converter
with a smaller heatsink is also drawn in proportion to the other designs in
Fig. 4.18.

4.3 Conclusions and Future work

The full-scale converter concept is gaining more attention due to the possibility to
simplify the system design and control, and effectiveness in dealing with grid-
related problems. But the application of full-scale converters is limited by the
relatively high cost and losses, also the availability of high-power and high-
efficiency power devices. The simulations in Sect. 4.2 lead to a conclusion that
the application of a SiC converter in the wind generation system will improve the
system efficiency, provide more output power, and reduce system size and cost due
to the low-loss, high-frequency, and high-temperature properties of SiC devices
even for one-for-one replacement. Furthermore, since SiC devices inherently have
high power capability and power density, this technology could promote the use of
full-scale converters when it is mature.

Applications of SiC technology in wind turbine systems may result in the
evolution of wind turbine system design, because more benefits can be obtained by
elevating the rated voltage of the system in order to take advantage of the high
voltage capability of SiC devices. Medium voltage converter technology is
believed to have benefits such as less requirements on current handling capability
and so less system components, as well as improved reliability.

For any of the above benefits to appear in wind generation systems, however,
will require that manufacturers of SiC switching devices are able to produce the
devices with sufficient power rating and quantities at costs that can show an overall
system cost savings in installed cost and/or operating costs of the wind turbines.
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Chapter 5
A New Interconnecting Method for Wind
Turbine/Generators in a Wind Farm

Shoji Nishikata and Fujio Tatsuta

Abstract In this chapter a new interconnecting method for a cluster of wind
turbine/generators is discussed, and some examples of the basic characteristics of
the integrated system are shown. This method can be achieved with a wind turbine
generating system using a shaft generator system. A group of wind turbine gen-
erators can be interconnected easily with the proposed method, and high reliability
and electric output power with high quality are also expected. Moreover, since this
method enables transmission of the generated power through a long-distance DC
transmission line, the optimum site for wind turbines can be selected so as to
acquire the maximum wind energy.

5.1 Introduction

There is a need to construct a large-scale wind farm for generating a large amount
of electric power by kinetic energy of wind, and such a site should be far distant
from urban areas or off shore. In addition, the interconnecting method for the wind
turbine/generators is essential in forming the wind farms.

We already proposed a DC-link type wind turbine generating system using a
shaft generator system [1, 2], which is widely used for power sources in a ship [3],
and revealed the usefulness of the system. In this type of generating system, a
large-scale smoothing capacitor is unnecessary because current-source inverter is
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adopted. Moreover, since this type of inverter uses, in general, thyristors as
switching devices, the system scale can be easily enlarged, and system reliability
is improved greatly when compared with insulated-gate bipolar transistors in the
voltage-source inverters. Furthermore, as in [1, 2], output electricity with high
quality is obtained with this generating system.

On the basis of the aforementioned system, a new interconnecting method for a
group of wind turbine/generators was proposed in [4]. In this method, the outputs
of each ac generator coupled with the wind turbine are rectified, and these rectified
outputs are connected in series and integrated in the DC link. The resultant output
DC power is converted again to ac power with the thyristor inverter. Thus, only
one inverter is enough, making the system very simple, and the inverter can be
placed everywhere without restraint. Thereby, we can select the optimum site for
wind turbine/generators with a long-distance DC transmission line.

In addition to the aforementioned advantages, the proposed system not only has
an ability of standalone operation without the existence of utility but also it
cooperates with the utility. Since this system is provided with a synchronous
compensator on the output side as an essential component, the low voltage ride-
through characteristic of the system is improved greatly when compared with the
conventional system.

In this chapter, the basic idea of control method for the proposed system given
in [4] is introduced. Then, simulated steady-state waveforms of the voltages and
currents in the system with two wind turbine/generators are shown, and some
examples of system dynamic performances are discussed in some detail as well.

5.2 Basic Equations of the System

Let us first show the basic equations for a wind turbine/generator which are
necessary for the following discussion. As a wind turbine generator, a permanent
magnet synchronous generator (PMSG) is used here. In Fig. 5.1, mechanical
energy is acquired from kinetic energy possessed by wind through a wind turbine,
and the PMSG converts it to electrical energy. The output of PMSG is converted to
DC power through a thyristor rectifier. The output power of the wind turbine Pt,
which is equal to converted DC power if the losses in the generator and rectifier
are neglected, is given by

Pt ¼
1
2

Cp k; bð ÞqAWV3
wind ¼ VdId ð5:1Þ

where, q, Aw, Vwind, Vd, and Id are air density, rotor swept area, wind velocity
flowing into the wind turbine, output voltage, and current of the rectifier,
respectively. In addition, Cp is the performance coefficient which is the conversion
ratio of turbine output to wind power [5].

Here, it should be noted that Cp is expressed as a function of tip speed ratio
k and blade pitch angle b. The tip speed ratio k is defined as
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k ¼ xtRrotor

Vwind

ð5:2Þ

where, xt is the angular velocity of the wind turbine and Rrotor is blade radius.
In general, the wind turbine should be driven to keep k a constant value to

obtain Cp as large as possible. Thus, k and Cp are assumed to be constant for a
given pitch angle b in this discussion for the sake of simplicity. In this case, the
angular velocity xt is proportional to the wind velocity Vwind. On the other hand, it
should be recognized that the non-control output voltage of the rectifier Vd0 is
almost proportional to xt since PMSG is used as the wind turbine generator.

When the coefficient of proportion between Vd0 and xt is assumed to be Kd, we
have (5.3) for controlled output voltage of the rectifier.

Vd ¼ Vd0 cos a ¼ Kdxt cos a ¼ Kdk
Rrotor

Vwind cos a ð5:3Þ

where, a is control angle of rectifier and Vd0 = Kd xt.
As to the torque of the wind turbine Tt, we obtain the following Eq. 5.1–5.3.

Tt ¼
Pt

xt

¼ Cpq AWRrotorV2
wind

2k
¼ IdKd cos a ð5:4Þ

From (5.4), it is recognized that the wind turbine torque Tt and hence, the
operating point of the system can be controlled with the control angle a. The
increase in a, however, results in an increase in reactive power of the system, and
hence, a should be kept small to use the PMSG as effectively as possible.

5.3 System Configuration

Figure 5.2 shows the configuration of the proposed wind turbine generating system
composed of two or more sets of wind turbine and PMSG. As in the figure, the
output of each thyristor rectifier is connected in series, and the unified DC output is
fed to the current-source thyristor inverter through a DC transmission line.
It should be noticed that the whole system seems likely to come to a halt when one
of the wind turbines is lost for some reason, including the lack of wind. However,
we can prevent such a system shutdown by short-circuiting the corresponding

Fig. 5.1 Wind turbine
generator and thyristor
rectifier
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rectifier by means of giving signals to all the gates for the thyristors in the rectifier.
Another means for protecting the system against the shutdown is to connect a
diode in parallel with each thyristor rectifier in Fig. 5.2 [6]. That is, once one of the
output voltages of the rectifiers is lost for some reason, the corresponding parallel-
connected diode turns into ON-state immediately, continuing DC-link current Id to
flow and enabling the whole system to operate without interruption. We have to
derive another set of equations introduced in this chapter for the system with the
parallel diodes, and in the following, the system without parallel-connected diodes
is discussed. Hence, we can say that system reliability is improved greatly with one
of these ideas.

The synchronous compensator connected to the inverter through a duplex
reactor provides reactive power needed for commutation of the inverter thyristors
and that required in the ac output as well [1, 2]. Since the presence of this
synchronous machine (compensator) allows the system output voltage to control,
the proposed system can be operated as either an isolated generating system or an
incorporated generating system into the utility. Hence, a good low-voltage ride-
through characteristic can be obtained with this system [1, 2]. Moreover, when we
drive the synchronous machine by a prime mover to generate active power as well,
a new hybrid-type wind turbine generating system can be realized [7].

It should be also reminded that the output voltage distortion in the inverter
caused by the commutation of thyristors is completely compensated with the

Fig. 5.2 Proposed interconnecting method for wind turbine/generators and system configuration
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well-designed duplex reactor so as to cancel the subtransient inductance of the
synchronous compensator [3].

The system controller shown in the figure collects observed data on the wind
velocities Vwind i (i = 1, 2,…, n) at each wind turbine. In this controller, DC-link
current Id and then the leading angle for commutation of the inverter c are
calculated based on Vwind i (i.e., total output power gained by the wind farm

P
Pt i),

and the control angles of rectifier ai (i = 1, 2,…, n) for the individual rectifier
[output voltage Vd i (i = 1, 2,…, n)] are also determined.

When there exists only one wind turbine, it is the case that we reported in [1, 2].
In the following, we discuss how to control the system.

5.4 Operating Method for System Consisting of Arbitrary
Number of Wind Turbine Generators

5.4.1 Loads Connected Through Thyristor Inverter

We discuss here the way of controlling ai for individual thyristor rectifier when the
system loads are connected in the DC link through the thyristor inverter as in
Fig. 5.2.

For this case, let Vwind 1*Vwind n be the wind velocities flowing into
#1*#n wind turbines, respectively, and let Vw max be the maximum value among
these wind velocities. That is,

Vw max ¼ max Vwind 1;Vwind 2; . . .;Vwind nð Þ: ð5:5Þ

As previously mentioned, the control angle for the rectifiers a should be con-
trolled as small as possible in order to reduce the reactive power of the system.
Consequently, we set the control angle for the rectifier at which wind velocity is
Vw max as 0. Then, the output power and output DC voltage for this wind turbine
become maximum as

Pt max ¼
1
2

CpqAwV3
w max ð5:6Þ

Vd max ¼
Kdk
Rrotor

Vw max: ð5:7Þ

As a result, the DC-link current turns into

Id ¼
Pt max

Vd max

¼ CpqAwRrotorV2
w max

2Kdk
: ð5:8Þ

Aside from the wind turbine with the maximum wind velocity, the output power
Pti and output DC voltage Vdi for #i wind turbine are given as
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Pt i ¼
1
2

CpqAwV3
wind i ¼ Vd iId ð5:9Þ

Vd i ¼
Kdk
Rrotor

Vwind i cos ai: ð5:10Þ

Since the DC-link current Id is the same for all the rectifiers because of DC link,
the following relationships are obtained:

Pt i

Pt max

¼ Vd i

Vd max

¼ V3
wind i

V3
w max

¼ Vwind i cos ai

Vw max

: ð5:11Þ

Hence, control angle ai for rectifier #i should be controlled as

cos ai ¼
V2

wind i

V2
w max

ai ¼ cos�1 V2
wind i

V2
w max

: ð5:12Þ

Based on the control strategy introduced here, we can acquire the maximum
wind power from the whole system, in which the individual wind turbine can be
operated most effectively.

The total DC-link voltage Vd and the total output power PtTotal, which are the
input voltage and input power, respectively, to the inverter, become

Vd ¼
Kdk
Rrotor

Xn

j¼1

Vwind j cos aj

� �
ð5:13Þ

PtTotal ¼
1
2

CpqAw

Xn

j¼1

V3
wind j

� �
: ð5:14Þ

It is recognized here that the DC-link current Id given in (5.8) should be gov-
erned by controlling the leading angle of commutation for inverter thyristors c.

If the angle of overlap in the inverter is neglected, the equation for inverter DC
side voltage Ed is given as follows:

Ed ¼ Vd � RdId ¼
3
ffiffiffi
2
p

p
Vl�l cos c ð5:15Þ

where, Rd is total resistance in the DC link and Vl-l is the line-to-line rms voltage
of the inverter output.

Hence, we have the equation for c as

c ¼ cos�1 p Vd � IdRdð Þ
3
ffiffiffi
2
p

Vl�l

� �
: ð5:16Þ
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It is also noted that c should be controlled so that the margin angle for com-
mutation c - u [ 0 (u: overlapping angle of commutation) to secure a stable
operation of the inverter.

5.4.2 Resistive Load Connected in DC Link

As another primitive investigation, we discuss the method of controlling the output
voltage for each rectifier for the case of a load of constant resistance connected in
the DC link instead of the thyristor inverter shown in Fig. 5.2.

The total power derived from all the wind turbines PtTotal is given with (5.14),
and the DC-link voltage Vd applied to the load resistance turns into

Vd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RL � PtTotal

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

RLCpqAw

Xn

j¼1

V3
wind j

� �vuut : ð5:17Þ

Since the same DC current Id flows in all of the rectifiers because of DC link,
the output DC voltage for the individual rectifiers has to be controlled, depending
on the wind conditions for the turbines in order to provide a stable operation of the
system. That is, the control angles should be determined based on the relationships
between the power obtained by the wind and the consumption power.

Hence, the contribution of each wind turbine to the total power is assigned as

Pti

PtTotal

¼ V3
wind iPn

j¼1
V3

wind j

� � : ð5:18Þ

Thus, the output voltage for #i wind turbine rectifier should be

Vd i ¼ Vd

V3
wind iPn

j¼1
V3

wind j

� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RLCpqAw

2
Pn
j¼1

V3
wind j

� �
vuuut V3

wind i

¼ Kdk
Rrotor

Vwind i cos ai: ð5:19Þ

As a result, the control angle for #i rectifier can be calculated as

ai ¼ cos�1 Rrotor � V2
wind i

Kdk
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RLCpqAw

2
Pn
j¼1

V3
wind j

� �
vuuut

0
BBB@

1
CCCA: ð5:20Þ
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5.5 Basic Characteristics for Case of Two Wind
Turbine Generators

On the basis of the system equations derived earlier, we explore here the system
characteristics for the case of two sets of wind turbine/generator as a basic
investigation.

In this case, n = 2, and the system is given by Fig. 5.3 for the inverter load. The
whole load is shared between two generators, and the control angles of each
rectifier should be properly controlled depending on the wind velocity. It should be
remembered here that the output voltage and frequency of the inverter can be kept
constant by controlling the field current of the synchronous compensator shown in
Fig. 5.2 as well as the leading angle of commutation of inverter for the case when
the system is used in the standalone operation [1, 2], while the voltage and fre-
quency of the system when connected with the utility depend solely on those of the
grid.

When Vwind 1 [ Vwind 2, then a1 is set to be zero according to foregoing
discussion and a2 is calculated with (5.12). As an example of steady-state char-
acteristics for the system shown in Fig. 5.3, those for ‘‘SUBARU 15/40’’ wind
turbine/generator [8], which was constructed in our university [2], are investigated
here. A photograph of the wind turbine is shown in Fig. 5.4, and the parameters
used in the calculation are given in Table 5.1 [2].

Figures 5.5 and 5.6 show examples of calculated results for the cases when a1 is
fixed to be zero and Vwind 1 = 11 m/s = constant; meanwhile, Vwind 2 changes in
the range of 0 – 11 m/s.

Fig. 5.3 Two wind turbine/generators connecting an inverter load
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In Fig. 5.5, the characteristics of angular velocities of the wind turbines xt1,
xt2, and a2 versus Vwind 2 are shown. It is clarified that, although xt2 increases with
Vwind 2, xt1 is kept constant because of a constant tip speed ratio k and that control
angle a2 decreases with an increase in Vwind 2 according to (5.12).

Fig. 5.4 SUBARU15/40
wind turbine/generator

Table 5.1 Parameters used in the calculations (common in both #1 and #2 turbine/generator)

Blade radius Rrotor 7.5 m
Tip speed ratio k 4.0 = constant
Performance coefficient Cp 0.3 = constant
Air density q 1.225 kg/m3

Generator coefficient Kd 40.0 V s/rad
Rated wind velocity – 11 m/s
Rated output power – 43 kW
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Fig. 5.5 Angular velocities of wind turbines xt1, xt2 and control angle of rectifier a2 versus
Vwind 2

Fig. 5.6 Characteristics of DC-link voltages and current, and output powers versus wind velocity
at turbine #2 Vwind 2. a Id, Vd1, Vd2 versus Vwind 2. b Pt1, Pt2 versus Vwind 2
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Figure 5.6 shows the characteristics of DC-link current Id, DC voltages of the
rectifiers Vd1 and Vd2 (in Fig. 5.6a), and system output PtTotal, which is equal to
Pt1 ? Pt2 (in Fig. 5.6b), when Vwind 2 changes. It can be seen from this figure that
DC voltage Vd2 and output power Pt2 increase with an increase in Vwind 2, while
Vd1 and Pt1, as well as Id, are kept to be constant independently of Vwind 2, since
Vwind 1 and a1 are constant in this case.

Examples of simulated waveforms of voltages and currents in PMSG outputs
and DC link are shown in Fig. 5.7 for the steady-state operation. The operating
points are indicated with ‘a’ in Figs. 5.5 and 5.6 and given in Table 5.2, in which

Fig. 5.7 Simulated
waveforms of voltages
and currents (At point a in
Figs. 5.5, 5.6). a Phase
voltage and output current
(PMSG#1). b Phase voltage
and output current
(PMSG#2). c DC-link
voltages and current
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the ratio of the wind velocities of each turbine is 2:1 (11:5.5 m/s). Because of
constant tip speed ratio, the ratio of output phase voltages of PMSGs is also 2:1,
as in Table 5.2. On the other hand, it should be recognized from the table that
the ratio of output power of each PMSG becomes 8:1 because wind energy is
proportional to cubic of the wind velocity.

It should be noticed that the rms values for output currents ia1 and ia2 are the
same for the individual PMSG as shown in the table because the outputs of rectifiers
are connected in series. It is also noted that there is a phase difference between
phase voltage and output current for PMSG#2 (in Fig. 5.7b), whereas that for
PMSG#1 is zero (in Fig. 5.7a). The phase difference in PMSG#2 is based on control
angle a2. As a result, the waveforms of the output DC voltages for individual
rectifier Vd1 and Vd2, and that of DC-link voltage Vd are shown as in Fig. 5.7c.

Table 5.2 Steady-state operating points used for simulation

Wind turbine/generators

PMSG#1 PMSG#2

Wind velocity (m/s) 11.0 5.5
Output power (kW) 43.2 5.4
Phase voltage (rms) (V) 100.3 50.2
Output current (rms) (A) 150.4 150.4
Control angle (deg) 0.0 75.5
DC link
DC-link current Id (A) 184.2
Output voltage of thyristor inverter #1 Vd1 (V) 234.7
Output voltage of thyristor inverter #2 Vd2 (V) 29.3
DC-link voltage Vd (V) 264.0

Fig. 5.8 Operation with the resistor load
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Next, the steady-state characteristics of the system are discussed for the case of
a load of constant resistance connected in the DC link as in Fig. 5.8.

Based on (5.17)–(5.20) the characteristics of a1 and a2 can be calculated for the
case of constant DC-link resistance load (RL = 1X, in this case), and those of
DC-link voltages and current can also be clarified.

Figure 5.9 shows the characteristics of a1 and a2 for a change in Vwind 2 when
Vwind 1 = 11 m/s = constant. In this calculation, the parameters shown in
Table 5.1 are used again. It is noted that the control angles have to be controlled to
realize a stable operation of the system.

Figure 5.10 shows steady-state characteristics of PtTotal, Vd1, Vd2, Vd (=Vd1 ?

Vd2), and Id for the case when Vwind 2 changes in the range of from 0 to 11 m/s. It is
noticed that Id is directly proportional to Vd because the load resistance is constant in
this case, while for the system in Fig. 5.3, Id is kept constant as in Fig. 5.6a.

5.6 Dynamic Performances

5.6.1 Dynamic Model of the System

Since the velocity of the natural wind fluctuates with respect to time, it is essential
to investigate the system performances based on a dynamic model for the wind
turbine generating system. In [9] we obtained such a model to predict the dynamic
performances of the system for a single wind turbine. In Fig. 5.1, the torque
equations of the wind turbine and generator (PMSG) are given by

Tt ¼ Jt �
dxt

dt
þ Rx � xt þ Tg

Tg ¼
Vd � Id

xt

¼ Kd cos a � Id

8>><
>>:

ð5:21Þ

Fig. 5.9 Control angles a1, a2 versus Vwind 2 for the case with constant load resistance
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where, Jt, Rx are the inertia moment and the braking friction coefficient of the
mechanical system including wind turbine, and Tg, Kd are the load torque of the
generator and the generator coefficient [see (5.3)], respectively.

The dynamic model for a set of the wind turbine generating system including
rectifier can be derived from (5.1) to (5.4) and (5.21), and this model is shown in
Fig. 5.11 as Block A or B. The whole dynamic model for the wind turbine gen-
erating system in Fig. 5.3, hence, is given by Fig. 5.11, where a model for DC link
and thyristor inverter is included [10].

The performance coefficient Cp (block Cp in Fig. 5.11) is calculated based on
(5.22) [5], which is a function of tip speed ratio of wind turbine k and pitch angle
of turbine blade b,

Cp ¼ c1 c2 � c3b� c4b
2 � c5

� �
e�c6 ð5:22Þ

Fig. 5.10 Characteristics of output power PtTotal, DC-link current Id, and DC voltages Vd

(= Vd1 ? Vd2), versus wind velocity Vwind 2 for the case with constant load resistance RL = 1 X

Fig. 5.11 Simulation block diagram for two wind turbine/generators and inverter
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c1 ¼ 0:749; c2 ¼ 116=ki; c3 ¼ 0:01

c4 ¼ 0; c5 ¼ 7:9; c6 ¼ 21=ki

1
ki
¼ 1

kþ 0:008b
� 0:035

b3 þ 1

9>>>=
>>>;

ð5:23Þ

It is noted that c1*c6 in (5.22) should be determined experimentally. In
Fig. 5.12, the relationships between performance coefficient Cp and tip speed ratio
k are shown for our wind turbine [2]. Plotted data were obtained through the
experiments when b = 0�. Based on these data we decide c1*c6 as (5.23), and the
solid curve in Fig. 5.12 is used for the following discussion.

5.6.2 Control System for Constant Tip Speed Ratios

The tip speed ratios of the individual wind turbines should be kept constant as
much as possible in order to obtain a large performance coefficient.

The block diagram of a closed-loop control system for constant tip speed ratio k
for each wind turbine/generators is shown in Fig. 5.13. Here, Gc1, Ga1, Gc2, Ga2

are the PI controllers.
There are two control systems shown in Fig. 5.13. These are applied depending

on the wind condition. That is, Fig. 5.13 (a) is used for the case of Vwind 1 [
Vwind 2, while (b) for the case of Vwind 1 \ Vwind 2.

When Vwind 1 [ Vwind 2, for example, the control system (a) is applied. In this
case, tip speed ratio k1 for #1 wind turbine is controlled to be constant with
DC-link current Id, which is controlled by leading angle of commutation c1 as in
the figure, and simultaneously, tip speed ratio k2 for #2 turbine is controlled with
the control angle a2 of the rectifier #2. On the contrary, for the case when
Vwind 1 \ Vwind 2, the control variables are replaced to obtain constant tip speed
ratios as in (b).

Fig. 5.12 Cp versus k for the wind turbine
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5.6.3 Dynamic Responses when Wind Turbines are Driven
by Natural Wind

Figure 5.14 shows an example of simulated dynamic responses of the system when
wind velocities are changed as shown in (a), which are used as the inputs of the
simulation. These wind data were acquired based on the natural wind observed at
our wind turbine. In this figure it is assumed that the wind with the same pattern
blows in each turbine with a constant time lag of 53 s. Here, the reference value of
the tip speed ratio is set at 5.5 according to Fig. 5.12. Also, pitch angles of both
turbine blades b are assumed to be zero. These responses are obtained through the
closed-control system of Fig. 5.13, in which the simulation block in Fig. 5.11
is incorporated. The simulations were executed with MATLAB/Simulink
(The MathWorks, Inc.).

It is shown in (d) that the tip speed ratios are almost kept constant since the DC-link
current and the control angles of each rectifier are adjusted as in (b) and (c).

The responses of DC-link voltages and output power of the wind turbines are
also shown in (e) and (f), respectively. It is clarified that both DC-link voltages
(also powers) derived from wind turbine generators are integrated successfully at
all times with almost constant tip speed ratios, confirming the usefulness of the
proposed system. In (g) the output power of wind turbines [the same as Pt in (f)]
and that of DC link (= Vd Id) are shown. Although the output fluctuation in DC link
is larger than that in wind turbines, it is recognized that the average powers are
almost the same (DC link: 48.5 kW and wind turbine: 48.7 kW). This means that
the energy of the wind can be always converted to electric power at its maximum.

Fig. 5.13 Closed-loop control system for constant tip speed ratio (refer to Fig. 5.11) (kref1, kref2:
Tip speed ratio references, Gc1, Ga1, Gc2, Ga2: PI controllers). a Vwind 1 [ Vwind 2,
b Vwind 1 \ Vwind 2
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5.7 Dynamic Responses for More Wind Turbines
(In the Case of Four Wind Turbines)

In the foregoing sections, the wind turbine generating system composed of two
generators has been discussed. However, it is necessary to clarify the applicability
of the system that includes more than two generators. Here, a wind farm consisting
of four wind generators is studied to confirm the usefulness of the proposed system.

Figure 5.15 shows the configuration of the wind turbine generating system
composed of four sets of wind turbine and PMSG. Figure 5.16 shows an example

Fig. 5.14 Dynamic responses of the system. a Wind velocities. b DC-link current. c Control
angles of the rectifier. d Tip speed ratios. e DC-link voltages. f Output powers of wind turbines.
g Output power of wind turbines and DC link
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of the simulated dynamic responses of the wind farm. (a) shows an example of
wind velocities, which are used as the inputs of the simulation. It is shown in (b)
that the tip speed ratios are almost kept constant. The dynamic responses for the
leading angle of commutation of inverter and the control angles of each rectifier
are shown in (c). Furthermore, in (d) and (e), it is noted that the output powers of
each turbine or generator Pt1*Pt4 are integrated properly into the system output
power Pt, and the performance coefficients Cp1*Cp4 can be always controlled
toward the maximum value (=0.436) in Fig. 5.12, confirming that each wind
turbine is operated in the optimum condition.

From these results, we can say that there is no limit in the connected number of
the wind turbine/generators from the control point of view. However, since the
voltage level of the system is stepped up when the number of generators is
increased, we should take the insulation level of the whole system into careful
consideration.

Fig. 5.15 System composed of four wind turbine/generators
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5.8 Conclusions

In this chapter, a new interconnecting method of two or more sets of wind turbine/
generator used in a wind farm has been proposed, and basic characteristics of the
integrated wind turbine generating system have been discussed.

In this type of system, only one externally commutated thyristor inverter is
required for a cluster of wind turbines, and output voltage without distortion can be

Fig. 5.16 Dynamic responses of the system (in case of four wind turbines). a Wind velocities.
b Tip speed ratios. c Control angles and leading angle. d Output powers. e Performance
coefficient
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achieved with ease, realizing a very simple configuration of wind farm with high
quality of output power as well as high reliability.

In addition to these advantages, only one DC link is used, and the optimum site
for wind turbines, such as off shore, can be readily selected in order to obtain more
power from wind because DC transmission system is entirely appropriate for the
proposed system.

It should be recognized that, in general the DC-link voltage of the proposed
system is changed fairly with the change in the wind velocity, so careful attention has
to be made in designing the DC transmission system as for the insulation deterio-
ration and losses. In addition, the voltage levels to the ground for the system
components such as PMSGs and thyristor rectifiers increase considerably when
compared with the case of single turbine/generator, and careful considerations
should be made for the insulation class of the individual components. In addition,
topologies in the rectifier to improve the power factor of PMSGs should be developed
since the power factors for the proposed system depend on the wind conditions.
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Chapter 6
Grid Connection Scheme of a Variable
Speed Wind Turbine Driven Switched
Reluctance Generator

Hany M. Hasanien and Ahmed Aldurra

Abstract The variable speed wind turbine generator system (WTGS) has recently
become more popular than the fixed speed system. In 2004, the worldwide market
share of variable speed WTGS was more than 60%. Doubly fed induction generator
(DFIG), wound field synchronous generator (WFSG), and permanent magnet
synchronous generator (PMSG) are currently being used as variable speed wind
generators. Besides the aforementioned classical machines used in variable speed
operation of WTGS, the switched reluctance machine (SRM) has some superior
characteristics suitable for wind power application. In this chapter, the construction
and operation of switched reluctance generator (SRG) are presented. The static
characteristics of SRG are involved. The power inverter circuits which can be used in
SRG operation are presented. Furthermore, the control of a grid-connected variable
speed wind turbine driving SRG is studied. Finally, the dynamic characteristics of
variable speed wind turbine driving a switched reluctance generator are analyzed.

6.1 Introduction

A switched reluctance generator consists of a stator with exciting windings and a
magnetic rotor, and both of them carry a set of salient poles. Rotor conductors or
permanent magnets are not required because torque is produced by the tendency of
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the rotor poles to align with the excited stator poles in such a fashion as to
maximize the stator flux linkages that result from a given applied stator current.

In order to produce torque from the switched reluctance machine it must be
designed such that the stator winding inductance varies with the position of the
rotor, because torque in this machine is directly proportional to the variation of the
winding inductance with angular position, and the square of machine phase
current.

Torque ðTÞ / i2
dL
dh

ð6:1Þ

T / i2 Lmax � Lmin

Dh
ð6:2Þ

The variation of the phase inductance of SRM with rotor angle relative to the
motor poles is shown in Fig. 6.1, where Lmax is the maximum inductance of the
aligned positions, which occurs when any pair of rotor poles is exactly aligned
with the excited stator poles of a certain phase. Lmin is the minimum inductance of
the unaligned positions, which occurs when the interpolar axis of the rotor is
aligned with the excited stator poles. The phase inductance is increased as the rotor
pole enters under the stator pole until the aligned position where the inductance
has its maximum value. As the rotor pole moves far from the aligned position, the
phase inductance will decrease until reaching its minimum value at the unaligned
position [1].

The produced torque in SRM is proportional to the square of the phase current
which means that it depends on the magnitude of the phase current and not on its
direction. Thus the machine drive which supplies the phase current can be uni-
directional. It is important to note that no torque is produced at the aligned and
unaligned positions, since (dL/dh) equal zero.

A switched reluctance machine is usually supplied from a DC power supply
which is switched on and off while transferring among phases using electronic
switches like transistors and thyristors. Therefore, the relationship between speed
and fundamental switching frequency follows from the fact that if the poles are

Fig. 6.1 The phase
inductance related to the
machine poles
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wound oppositely in pairs to form the phases, then each phase produces a pulse of
torque on each passing rotor pole. The fundamental switching frequency in one
phase is defined by:

f1 ¼ n:Nr Hz ð6:3Þ

where n is the speed in rev/sec and Nr is the number of rotor poles.
The step angle (e) is defined as the angle between two successive torque pulses,

and is computed by:

e ¼ 2p
qNr

rad ð6:4Þ

where q is the number of phases, and thus there are qNr steps per revolution.

6.2 SRG Construction

The switched reluctance generator is a doubly salient, singly excited generator.
This means that it has unequal number of salient poles on both the rotor and the
stator, but only one member (usually the stator) carries windings, and each two
diametrically poles form usually one phase. The rotor has no winding, magnets, or
cage winding and is built up from a stack of salient-pole laminations. So it is
considered as a simple and robust construction machine. The switched reluctance
generator is named by its pole numbers (the number of poles in the stator and in
the rotor), so for example: 6/4 SRG means that the SRG contains six poles on
stator and four poles on rotor. The classical form of a 3-ph 6/4 switched reluctance
generator is shown in Fig. 6.2, also the constructional feature of a 4-ph 8/6
switched reluctance generator is shown in Fig. 6.3, other pole numbers are pos-
sible, including 4/2, 12/8, [2].

6.3 Torque Production

6.3.1 Principle of Operation

The operation of all types of reluctance machines (the synchronous and the
switched reluctance machines), depends on the principle that a piece of soft
magnetic iron will align itself with a magnetic field imposed upon it. In the long-
established form of synchronous reluctance machine, salient poles on the rotor
should be synchronized with the magnetic field produced by electric currents in
windings on the stator. Such machines carry cage windings like induction motors
on the rotor to enable the starting process to take place.
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Switched reluctance machines differ from these synchronous reluctance
machines in two ways. First, they completely eliminate the need for any winding
on the rotating member, and second, they employ salient poles on both the rotor
and stator with the latter being the only ones to carry electrical windings [3].

SRM is similar to a variable reluctance stepping machine and they may appear
identical except that the latter is designed as a low power positioning device which
runs in synchronism with a square wave supply, whereas the SRM differs in its
design properties to give an efficient and smooth variable speed power drive for
which switching of the supply is dictated by the rotor position; hence the SRM has
more affinity with the DC brushless drive.

6.3.2 Magnetization Curves

Magnetization curves of SRM represent the relationship between the flux-linkage
and the current of a certain phase at different rotor positions, and their importance
is because they include the machine capabilities. Thus, the generator behavior and
characteristics (generator co-energy, torque, current, and speed) are calculated
based on these curves. The most two important points in these curves are the
unaligned and aligned positions.

Fig. 6.2 A cross section of a
3-ph 6/4 SRG

Fig. 6.3 A cross section of a
4-ph 8/6 SRG
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Figure 6.4 shows the magnetization curves of an SRM where each curve
belongs to a certain value of rotor angle that varies between the unaligned (the
lowest curve) to the aligned position (the highest curve).

Figure 6.5 shows the idealized inductance curves of SRM against rotor position
for different values of current. The region of increasing inductance is marked by
motoring where a positive torque is produced through this region and the region of
decreasing inductance is marked by generating or braking where a negative torque
is produced through this period. As it is shown there is a small dwell at maximum
inductance due to the difference between stator and rotor pole arcs, and another
dwell is obtained at the minimum inductance due to the difference between the
interpolar arcs of the rotor and the stator. In practical curves, the corners are
smoother than those shown in the figure due to the fringing effect, which cannot be
neglected as in the idealized curves.

Figure 6.6 shows the inductance of a 3-ph SRG. It can be noted from this figure
that it is required to produce energy at all positions, that the entire 360� be covered
by segments of falling inductance for different phases, and the phase currents must
be commutated and sequenced to coincide with the appropriate segments.

The conduction period under idealized conditions (which is the difference
between the on-angle and the off-angle of the phase) may exceed the step angle,
this leads to an overlapping between phases (its length equal to the difference
between the conduction angle and the step angle). This is desirable in a small
amount because it results in minimizing the torque ripple; however, in a large
amount it imposes transient or vibratory stresses on the shaft, coupling, and load.

The overlapping between the phases is not the same for all generator
constructions. For example, with 6/4 3-ph SRG the step angle is 30�, the maximum
conduction angle is 45�, and equal 1.5 times the step angle while the step angle
with 8/6 4-ph SRG is 15�, the maximum conduction angle is 30� which is 2.0 times
the step angle. Figure 6.7 shows the idealized phase inductance of a 4-ph 8/6 SRG.

6.3.3 Static Torque Curves

These curves represent the phase torque values as a function of rotor angle at
different values of current. The curves are computed by integrating the

Fig. 6.4 The magnetization
curves of SRM
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magnetization curves to obtain the co-energy curves as a function of rotor angle at
different values of current; the curves are differentiated relative to the rotor angle
at fixed values of current to get finally the static torque curves which have the form
shown in Fig. 6.8 [4].

W 0 ¼
Z i

0

w di h¼Constantj ð6:5Þ

Then

T ¼ oW 0

oh i¼Constantj ð6:6Þ

where T is the torque produced by one phase.

Fig. 6.5 The inductance
curves of SRM

Fig. 6.6 The inductance of
3-ph 6/4 SRG

Fig. 6.7 The idealized phase
inductance of a 4-ph 8/6 SRG
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The importance of these curves comes from the fact that they imply all the
possible capabilities of torque/phase produced on the generator shaft at any value
of rotor angle and current.

6.4 Switched Reluctance Generator Converter System

Figure 6.9 illustrates a 4-ph SRG converter system with two controllable power
semiconductor switches and two diodes per phase that source a resistive load. The
filter capacitor C is chosen large enough to assure fairly constant DC-link voltage
at each stroke.

Thus each phase has pulse nature parameters (current, flux-linkage, and torque).
The torque is produced by the tendency of the rotor poles to align with the stator
poles of the excited phase, and it is independent of the current phase direction.

The SRG possesses many inherent advantages such as simplicity, robustness,
low manufacturing cost, high speed, and high efficiency. The SRG is under
development for variable speed applications. To date, these applications include
sourcing aerospace power systems, hybrid vehicles, and wind turbine applications.
The aerospace and automotive applications are generally characterized by high
speed operation. The wind energy application is characterized by low speed, high
torque operation [5].

6.5 Switched Reluctance Generator Static Characteristics

The model of an SRG for dynamic analysis comprises the set of phase circuit and
mechanical differential equations. In integerating these equations, the problem
centers on handling the data (flux-linkage/angle/current) used to describe the
magnetic nature of the switched reluctance machine. Different methods have been
used for numerical integeration of the nonlinear differential equations of the SRG

Fig. 6.8 The static torque
curves of SRM
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with the magnetization data in the form of a look-up table w(h, i). The integeration
of these equations to obtain the waveforms of phase current and torque against
time requires the definition of magnetic behavior of the switched reluctance
machine in the form of look-up tables i(h, w) and T(h, i) to enable the values of
current and torque of each phase to be updated after each step of numerical
integeration.

6.6 Methods for Representing the Magnetic Curves of SRG

In this section, different methods used to represent the magnetization curves of
SRG will be introduced. In the first method a mathematical function of the
measured flux-linkage points versus rotor angle at fixed stator current values is
obtained for a variable reluctance stepping motor, this function has the polynomial
form:

w ¼ f ðhÞ ¼ a0 þ a1hþ a2h
2 þ � � � þ akh

k ð6:7Þ

where ao; a1; a2; . . .; ak are the polynomial coefficients and they are determined
using the least square error method, h is the rotor angle in electrical degrees. For
p values of current the following set of polynomials could be obtained as:

wb ¼ fbðhÞ ¼ a0b þ a1bhþ a2bh
2 þ � � � þ akbh

k ð6:8Þ

where b ¼ 1; 2; . . .p; and any one set of coefficient aob; a1b; . . .akb is independent of
the chosen current. Equation 6.8 gives the flux-linkage at p discrete values of
current and in order to represent the flux-linkage at any current the sets of coef-
ficients a01; a02; . . .a0p; a11; a12; . . .a1p; a21; a22; . . .a2p; ak1; ak2; . . .akp should be
replaced by polynomials of jth order in terms of current. Thus the general
expression for the flux-linkage as a function of both current and rotor position is:

w ¼
Xk

b¼0

ða0b þ a1b � iþ � � � þ ajb � i jÞ � hb ð6:9Þ

The flux-linkage W must be an even function of h and an odd function of
current, hence j is taken to be an odd integer number, and k is taken to be an even
number.

Fig. 6.9 Generator system
with 4-ph SRG
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In method 2 an exponential function is used to represent the magnetization
curves of the SRG because these functions are a natural fit to typical magnetization
curves. The used exponential function consists of three exponential terms in
addition to a linear one.

w ¼ a0:iþ a1 � ð1� e�a1:iÞ þ a2 � ð1� e�a2:iÞ þ a3 � ð1� e�a3:iÞ ð6:10Þ

where a0, a1, a2, a3 are coefficients and a1, a2, a3 are constants. A nonlinear least square
analysis is used to obtain each of the coefficients, then the W/I curves are obtained at a
constant measured rotor angle for each curve, and linear interpolation between
coefficients and rotor angle is used to determine the intermediate curves of W/I.

In method 3 the data defining the magnetic nature of the machine are stored as a
look-up table to represent the function W(h, I) which has been formed from a set of
measured curves, and a quadratic interpolation is used to get the intermediate
values of flux-linkage for each curve because it has been found that this function is
suitable to represent the saturated part. As it will be shown in this chapter, it is
important to obtain the table of I(h, W) while integrating the motor equations, this
table is obtained by inverting the table of W(h, I), and is formed at sufficient
number of equally spaced angles and flux-linkages. The values of I(W)|h=constant at
equally spaced flux-linkages are found using quadratic interpolation and
I(W)|h=constant is represented by the equation:

Iðh;wÞ ¼ Aw2 þ Bwþ C ð6:11Þ

At least the parameters of three points are necessary to determine the coeffi-
cients (A,B,C) of Eq. 6.11.

Method 4 is used to represent the flux-linkage current curves of the SRG using the
measured data. This method (which has been adopted in this chapter) is carried out
using the Cubic Spline Interpolation technique, which is more accurate than the
other methods and gives more smoothed representation of the magnetization curves.

After getting the magnetization curves of the SRG, the static torque charac-
teristics can be obtained in order to get the whole static characteristics of the
generator. The static torque characteristics are plotted against rotor angle for
different values of current.

The static torque is computed by numerical differentiation of the co-energy
which in turn is computed by numerical integration of the flux-linkage current
curves. The method used in this study is based on some input curves obtained by
measurement [6, 7].

6.7 Computation of the SRG Static Characteristics

The magnetization characteristics are extended using the cubic spline interpolation
algorithm to cover the interval of rotor angles between the unaligned and the
aligned positions as shown in Fig. 6.10. The co-energy curves are calculated from
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Eq. 6.5 by applying the trapezoidal rule in numerical integration. The static torque
curves of the SRG are computed according to Eq. 6.6 using numerical
differentiation.

The previous characteristics data are stored as a look-up table. Thus there are
two look-up tables for the flux-linkage and for the static torque characteristics
available to use during the computation of the generator differential equations.

The computed torque as a function of the current and rotor angle is illustrated in
Fig. 6.11. The computations are carried out at different rotor angles between the
aligned position (608) and the unaligned position (908), which forms half the rotor
pole-pitch [8].

6.8 Inverter Circuits of SRG

The phase windings of a doubly salient switched reluctance generator are fed from
unipolar pulses of current from a suitable power inverter to control the speed and
power of the generator. Ideally, a power inverter circuit for the switched reluctance
generator should have:

1. Minimum number of switches to achieve the lowest possible losses to reduce
the cost.

2. Complete flexibility in the number of phase windings to be used conveniently
with various forms of SRM.

3. The full supply voltage applied to the generator phase windings.
4. Switching devices rated at values close to the generator voltage to reduce the

inverter cost.

Fig. 6.10 The phase flux-
linkage as a function of
current and rotor position
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5. The ability to increase the phase current rapidly in order to bring the current
waveform as close as possible to the ideal current waveform (rectangular
waveform).

6. Effective means for current control by modulation of the switches.
7. Some methods to return the energy to the supply while the flux-linkage is

decreasing after switching off the generator phase, and before reenergizing it
for a next time.

In this part, some forms of SRG inverters will be outlined briefly:

6.8.1 Power Inverter with Asymmetric Half Bridge

The asymmetric half bridge inverter for a 3-ph SRG is shown in Fig. 6.12, where
the switching devices and the freewheeling diodes must be rated to withstand the
supply voltage plus any switching transients.

This asymmetric half bridge has three main modes of operation. The first, a
positive voltage loop, occurs when both switching devices are turned on. The
supply voltage is connected across the phase winding and the current in the phase
winding increases rapidly, supplying energy to the generator. The second mode of
operation is a zero voltage loop. This occurs if either of the two switching devices
is turned off while current is flowing in the phase winding. In this case the current
continues to flow through one switching device and one diode. Energy is neither
taken from nor returned to the DC supply, minimizing the current ripple rating of
the supply capacitor. The third mode of operation is a negative voltage loop, where
both the switching devices are turned off. The current is forced to flow through
both freewheeling diodes. The flux-linkage associated with the phase winding
decreases rapidly as energy is returned from the generator to the supply.

Fig. 6.11 The static torque
curves of SRG
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The major advantage of this circuit is that all of the available supply voltage can
be used to control the current in the phase windings. As each phase winding is
connected to each own asymmetric half bridge, there is no restriction on the
number of phase windings. However, as there are two switches per phase winding
it is best suited to motors with few phase windings.

6.8.2 Power Inverter with Split DC Supply

A power inverter employing a split DC supply is introduced to provide the positive
and negative voltages needed to increase and decrease the current in the phase
winding. Figure 6.13 shows an inverter for 4-ph windings SRG.

The positions of the switching device and freewheeling diode are transposed for
each phase winding to ensure that there is no power flow imbalance between the
two supply capacitors. This arrangement means that this power inverter circuit is
only suitable for generators that have an even number of phases. Each switching
device and freewheeling diode must be rated to withstand the complete supply
voltage plus any transient voltages due to the switching. However, only half of
this voltage can be applied across the generator winding. If all of the available
supply voltage could be used to increase and decrease the current in the phase
winding, increased torque could be produced at higher speeds. Although this
circuit requires only one switch per phase winding, this advantage is outweighed
by under use of switch voltage, the need of extra capacitive components in the DC
supply and the requirement for an even number of phase windings.

6.8.3 Power Inverter for SRG with Bifilar Windings

This type of SRG inverter is shown in Fig. 6.14 for a generator with 3-ph wind-
ings, where the bifilar winding is connected to a single switching device, and the
other to a freewheeling diode.

Fig. 6.12 An asymmetric
half bridge inverter for a 3-ph
SRG
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Current is built up in the main winding when the switching device is turned on
and transfers to the secondary winding when the switch is turned off.

Depending on the degree of coupling between the two windings and their turns
ratio, the voltage across the switching device may rise to over twice the supply
voltage at the instant of turn off. The switching device must be rated to withstand
this. Although this power inverter has only one switch per phase, the voltage rating
of that device must be at least twice the rating of the generator windings. A second
disadvantage of this power inverter lies in the inefficient use of the copper in the
generator since only one of the bifilar windings in each pair carries current at any
time.

6.9 SRG for Wind Energy Applications

Recently, variable speed operation of SRG is becoming possible in many appli-
cations. To date, these applications include sourcing aerospace power systems [9],
automotive applications [10, 11] hybrid vehicles [12], and wind turbine applica-
tions [13–15]. The aerospace and automotive applications are generally charac-
terized by high speed operation. The wind energy application is characterized by
low speed, high torque operation. In [13], the advantages of the SRG for wind
energy application are discussed without any control strategy. In [14], the grid
interfacing of wind energy conversion system is not considered. The authors
reported the extension of [14] into [15] where the grid interfacing is also con-
sidered and buck converter based topologies were used in the generator side
control of SRG.

This section, presents detailed modeling and control strategies for variable
speed operation of SRG connected to the grid suitable for wind power application.
For powering SRG, a voltage source topology is preferred in this study, which
gives well-defined voltages over semiconductors and SRG-phases. The premise of
a voltage source topology implies a unipolar DC-link voltage with a relatively
large DC-link capacitor as energy buffer. The asymmetric half bridge converter
based on hysteresis control is considered herein for the generator side control of

Fig. 6.13 Four-phase power
inverter with split DC supply
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SRG. The switching on angle control of SRG is also taken into consideration to
maintain optimum speed. For the grid side interfacing of VSWT-SRG, the well-
known vector control based inverter system is considered in this study. To validate
the effectiveness of the control strategy, real wind speed data is used in the sim-
ulation measured at Hokkaido Island, Japan. The simulation is carried out using
PSCAD/EMTDC.

6.9.1 Wind Turbine Modeling

The mathematical relation for the mechanical power extraction from the wind can
be expressed as follows [16]:

PM ¼ 0:5qCp k; bð ÞpR2V3
W ðWÞ ð6:12Þ

where, PM is the extracted power from the wind, q is the air density (kg/m3), R is
the blade radius (m), Vw is the wind speed (m/s), and Cp is the power coefficient
which is a function of both tip speed ratio, k, and blade pitch angle, b(�). Cp is
expressed by the following equations [17].

Cpðk; bÞ ¼ 0:5ðC� 0:02b2 � 5:6Þe�0:17C ð6:13Þ

k ¼ xmR

VW

;C ¼ R

k
:
3600
1609

ð6:14Þ

where xm is the rotational speed (rad/s).
In variable speed WTGS, the generated active power depends on the power

coefficient, Cp, which is related to the proportion of power extracted from the
wind. The optimum values of tip speed ratio and power coefficient are chosen
constant values based on the turbine characteristics. For each instantaneous wind
speed of VSWT, there is a specific turbine rotational speed, xr, which corresponds
to the maximum active power, Pmax, from the wind generator. In this study, power

Fig. 6.14 Three-phase
power inverter with bifilar
winding
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coefficient curve with maximum power point tracking (MPPT) line is shown in
Fig. 6.15. Since the precise measurement of the wind speed is difficult, it is better
to calculate the maximum power, Pmax, without the measurement of wind speed as
shown below.

Pmax ¼ 0:5qpR2 xrR

kopt

� �3

Cp opt ð6:15Þ

From Eq. 6.15, it is clear that the maximum generated power is proportional to
the cube of rotational speed. The pitch converter works when the rotor speed
exceeds the rated speed to control the mechanical torque of wind turbine [18].

6.9.2 SRG Modeling Include Converter

The SRG is considered as a simple and robust construction machine as explained
previously. A 3-ph SRG converter system has two controllable power semicon-
ductor switches and two diodes per phase, this circuit is called an asymmetric half
bridge inverter for a 3-ph SRG. Thus each phase has pulse nature parameters
(current, flux-linkage, and torque). The torque is produced by the tendency of the
rotor poles to align with the stator poles of the excited phase, and it is independent
of the current phase direction.

The model of the SRG for dynamic analysis comprises the set of phase circuit
and mechanical differential equations. In integrating these equations, the problem
centers on handling the data (flux-linkage/angle/current) used to describe the
magnetic nature of the switched reluctance machine. Different methods have been
used for numerical integration of the nonlinear differential equations of the SRG
with the magnetization data in the form of a look-up table. In this work, the
magnetization curves of the SRG are derived from the measured data. The cubic
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spline interpolation technique is used, which is more accurate than many tech-
niques and gives more smoothed representation of the magnetization curves. The
magnetization characteristics are extended using the cubic spline interpolation
algorithm to cover the interval of rotor angles between the unaligned and the
aligned positions as shown in Fig. 6.16. The co-energy curves are calculated by
applying the trapezoidal rule in numerical integration, and the static torque curves
of the SRG are computed by numerical differentiation of the co-energy.

The previous characteristics data are stored as a look-up table and used in the
laboratory standard power system simulator PSCAD/EMTDC. Thus there are two
look-up tables for the flux-linkage and for the static torque characteristics available
to use during the computation of the generator differential equations.

To predict the generator performance, it is necessary to solve the differential
equations for the appropriate switched conditions, and an additional mechanical
equation for a variable speed. It is valuable to note that the electromagnetic nature
of the generator is reflected in the variation of the phase winding inductances with
the rotor displacement, where the mutual inductances with other phase windings
are often very small and are neglected.

The phase equation of the generator has the general following formula:

dwkðhk; ikÞ
dt

¼ �V � R iK ð6:16Þ

where R is the phase winding resistance, W is the flux-linkage as a function of
current and rotor angle, and V is the applied voltage which is positive during the
conduction period. It is negative from the switch-off angle until the extinction
angle, and otherwise equals zero.

Thus,

V¼E when hon\h\hoff

V¼ �E hoff\h\hext

V¼ 0 h [ hext

ð6:17Þ
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where E is the dc supply voltage, hon is the switching on angle, hoff is the
switching-off angle and hext is the extinction angle, which is the angle corre-
sponding to zero current.

A switched reluctance machine operates in generating mode by retarding the
fire-angles so that the conduction period comes after the aligned position, and
where the phase inductance is decreasing, dL/dh is negative. In such a case, the
energy returned to the DC-link during the de-fluxing period Po exceeds the
excitation energy supplied during the dwell period Pexc and the difference is
provided by the prime mover. The electrical output power can be written as
follows:

Pout ¼ Po � Pexc ð6:18Þ

The generator under study is a 3-ph 6/4 SRG, the rated power is 48 kw at
3,000 rpm. The phase resistance is 0.05 X, the machine inertia is 0.05 kg m2, and
the supply voltage is 240 V; all the parameters are illustrated in Table 6.1.

Figures 6.17, 6.18 and 6.19 show the flux-linkage, the current, and torque
curves of the SRG under normal operating conditions, switching-on angle
hon = 108 and switching-off angle hoff = 308. It can be predicted that the
switching-on angle (hon) must be after the aligned position (i.e. 08) to permit the
current to increase rapidly with the effect of the back emf which appears at the start
of the negative slope inductance.

Table 6.1 SRG
specifications

The phase winding resistance 0.05 X
The DC supply voltage 240 V
The maximum phase current 200 A
The rated torque 152.79 N m
The rated speed 3,000 rpm
The rated power 48 KW
No. of motor phases 3
The rotor moment of inertia 0.05 kg m2

The friction coefficient 0.02 m s
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Fig. 6.17 The flux-linkage
response of the SRG under
hon = 10 and hoff = 308
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The control block diagram for the asymmetric half bridge converter to generate
gate pulse signals is shown in Fig. 6.20. The reference signal is determined from
the maximum power point tracking (MPPT) algorithm. The conduction signals are
generated according to the logic explained by Eq. 6.17. The SRG rotor angular
position, hr is shifted by 30� in each phase for the 6/4 SRG. The hysteresis
controller works well to generate the optimal firing angle for the converter in order
to maximize the output power of the generator according to the reference signal.
The optimum speed is maintained by controlling switching on angle, hon, as shown
in Fig. 6.21, where xr_opt is the optimum rotational speed determined from MPPT.

6.9.3 Control of Grid Side Inverter

Control blocks for the grid side inverter are shown in Fig. 6.22, which is based on
the cascaded control scheme. The dq quantities and three-phase electrical

0.1 0.105 0.11 0.115 0.12 0.125 0.13 0.135 0.14 0.145 0.15
0

50

100

150

200

250

Time (sec)

C
ur

re
nt

 (
A

m
p)

Fig. 6.18 The current
response of the SRG under
hon = 108 and hoff = 308
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quantities are related to each other by reference frame transformation. The angle of
the transformation is detected from the three-phase voltages (va,vb,vc) at the high
voltage side of the grid side transformer. The DC-link voltage can be controlled by
the d-axis current. On the other hand, the reactive power of grid side inverter can
be controlled by the q-axis current. The reactive power reference is set in such a
way that the terminal voltage at the high voltage side of the transformer remains
constant. The triangular carrier signal is used as the carrier wave of PWM oper-
ation. The carrier frequency is chosen as 1,000 Hz.

6.9.4 Model System

The model system used for the dynamic analysis of VSWT-SRG is shown in
Fig. 6.23. One SRG is connected to an infinite bus through the asymmetric half
bridge converter, DC-link capacitor, grid side inverter, transformer, and double
circuit transmission line. The system base is 48 kVA.
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6.9.5 Simulation Results

The dynamic characteristic of VSWT-SRG is analyzed under wide range of wind
speed variation shown in Fig. 6.24, which is a real data measured in Hokkaido
Island of Japan. One of the control objectives is to maximize the wind power
capture by adjusting the rotor speed of the wind turbine according to the wind
speed variation, provided that the captured power should not exceed the rated
power of SRG. Figure 6.25 shows the rotor speed of SRG and optimum rotor
speed calculated from MPPT. The responses of real and reactive power at the grid
side inverter are shown in Figs. 6.26 and 6.27, respectively. The terminal voltage
at the grid side is maintained constant as shown in Fig. 6.28. The response of
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turbine blade pitch angle is shown in Fig. 6.29. The response of DC-link voltage is
shown in Fig. 6.30. From the simulation responses it is seen that the proposed
control system is well suited for wind power application.

6.10 Conclusion

This chapter presents a detailed study of the dynamic response of the variable
speed wind turbine driving a switched reluctance generator. The modeling and
control strategies for the variable speed operation of SRG including generator side
asymmetric half bridge converter and grid side inverter have been presented. The
proposed control strategy can make the wind generator to supply maximum power
to the grid and also supply the necessary reactive power to maintain the terminal
voltage of the grid constant. Finally, it has been concluded that the proposed
control system is suitable enough for variable speed operation of switched
reluctance generator under randomly fluctuating wind condition.
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Chapter 7
Dynamic Model and Control
of a Wind-Turbine Generator

Ali Abedini

Abstract This chapter studies the dynamics and control methods of a wind
turbine system. Although, there are various types of wind turbines, a general
argument applicable to all types of wind turbines is attempted. Since the knowl-
edge of the dynamics of each system is very essential to design a proper controller
for that system, therefore, we first develop the dynamic equations of each part of a
wind turbine system. The overall model will be the integration of all subsystem
models. Next, the control algorithms of a wind turbine will be discussed. Since a
wind turbine generator has several levels of control, these levels will be explained
in detail. All subsystem control concept and implementation methods are
explained after that.

7.1 Wind Turbine Structure

Wind turbines can be fixed speed or variable speed. Therefore, they can have
various configurations. Since fixed speed wind turbines have less complicated
structure, our argument is more about variable speed wind turbines. Figure 7.1
shows the structure of a wind turbine. The main components of a wind turbine are
wind turbine (Blades, gearbox, shaft, hub and …), generator and converter. The
converter can be placed in the rotor of the generator like a Doubly Fed Induction
Generator (DFIG) Fig. 7.1a, or in the stator part like a Permanent Magnet
Synchronous Generator (PMSG), Fig. 7.1b. Nevertheless, the following argument
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can be applied for both of them. To find the dynamics of the wind turbine system,
we model each section separately. The overall model is gained by integration of
the model of each part.

7.2 Wind Turbine Model

In this section, wind turbine behavior will be investigated. Considering the turbine
as a black box, its input is wind speed and its output is shaft speed. Since the shaft
speed is determined by the control algorithm applied to wind turbines and wind
speed, therefore, we first explain some of the control algorithms. The most applied
algorithm which is Maximum Power Extraction (MPE) will be discussed in detail.
The transfer function of the wind turbine system with MPE algorithm will be
gained.

7.2.1 Wind Turbine Control Methods

The performance of the wind turbine not only depends on its hardware but also
wind turbine control technique impacts on the performance of the wind turbines.
Therefore, the wind turbine control technique can influence the output of the wind

Gearbox
Induction

Generator

PE
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Converter 3
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Fig. 7.1 Different configuration of wind turbines with different generators
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turbine. Fixed speed and variable speed control methods are two traditional control
methods. Variable speed control method divides into several control methods.

Equation 7.1 shows the output power of a wind turbine.

P ¼ cðb; kÞ qA

2
v3

wind ð7:1Þ

cðb; kÞ ¼ c1
c2

k2
� c3b� c4

� �
e�

c5
k2 þ c6k ð7:2Þ

1
k2
¼ 1

kþ 0:08b
� 0:035

b3 þ 1
ð7:3Þ

k ¼ Rx
vwind

ð7:4Þ

where q ¼ 1:2 kg=m3 is the air density, A is the swept area by the turbine blades,
k is the Tip-Speed-Ratio (TSR) given by (4), b is the pitch angle, c is performance
coefficient of the turbine given in (7.2) and x is the generator angular velocity. c1–c6

fare some coefficients which are dependent on structure of the wind turbine.
Figure 7.2 shows the output power of a wind turbine versus TSR. Output power

changes with TSR. The TSR that corresponds to maximum output power is called
optimal TSR. Figure 7.3 shows the output power versus wind turbine speed.
Figure 7.3 compares wind turbine control methods. One of the lines shows the
fixed speed control method and the other one shows the MPE method. In MPE
algorithm the speed of the wind turbine is set so that the maximum power can be
extracted from the blowing wind. This speed is called optimal speed. This control
method is applicable to variable speed wind turbines and has better efficiency than
fixed speed method.

Fig. 7.2 Wind turbine output power versus Tip-Speed Ratio (TSR)
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Other control methods can be implemented in the wind turbines. The control
algorithm is designed to achieve to certain criteria for the wind turbines.
Therefore, the wind data and geographical characteristics of the wind site are
important to design the wind turbine control algorithm.

7.2.2 Dynamics of the Wind Turbine with MPE Algorithm

Wind power variations are converted into kinetic energy and electrical power as
follows:

DPw ¼ Jxt0
dDxt

dt
þ DPe ð7:5Þ

DPw and DPe show the variations in wind power and electrical power and xt0 denotes
the initial wind turbine speed. Using (7.1), the following equations are achieved:

DPw ¼ Pw0
c0p0

cp0
Dkþ 3Pw0

Dvw

v0
ð7:6Þ

D�Pw ¼ k0
c0p0

cp0
ðD�xt � D�vwÞ þ 3D�vw ð7:7Þ

where D�f ¼ Df
f0

when f is Pw, vw and xt. c0p is the derivative of cp:

D�Pe ¼
oPw

oxt

� �
xt0

Pe0

� �
D�vw ð7:8Þ

Fig. 7.3 Wind turbine output power versus rotor speed
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oPe
oxt

can be obtained from the control technique [1–8]. In MPE algorithm, the graph

given below shows this ratio. This parameter is called g. Pe0 is also equal to Pw0 in
the steady state (Fig. 7.4).

By substituting (7.6) and (7.8) in (7.5), we have:

k0
c0p0

cp0
ðD�xt � D�vwÞ þ 3D�vw ¼ Jxt0

dDxt

dt
þ g0

xt0

Pw0

� �
D�vw ð7:9Þ

By applying Laplace transform (7.10) is derived.

D�xtðsÞ
D�vwðsÞ

¼
3� k0

c0p0

cp0

� �

s0s� k0
c0p0

cp0

� �
þ g0

xt0
Pw0

� � ð7:10Þ

where s0 ¼ J
x2

t0
Pw0
:

Combining (7.8) in (7.10), the transfer function is achieved as follows.

D�PeðsÞ
D�vwðsÞ

¼
3� k0

c0p0

cp0

� �
g0

xt0
Pw0

� �

s0s� k0
c0p0

cp0

� �
þ g0

xt0
Pw0

� � ð7:11Þ

The magnitude of the transfer function of a typical system is depicted in Fig. 7.5.

7.3 Dynamics of the Generator

Depending on which type of generator is used in the wind turbine, the dynamics of
the generator will be different. DFIG and PMSG are two types of generators which
are used in the wind turbines more than any other generators. The first one is
DFIG. Equation 7.12 expresses the state equation of the DFIG.

Fig. 7.4 Electrical power
versus wind turbine speed
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where T0 is time constant, Lm, Lss, Lrr are mutual, stator and rotor inductance and
S is slip.

The other type of the generator is PMSG. Equation 7.13 shows the dynamic of
the generator.

iqs
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� kf
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2
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where Rs is the stator resistance, Lds and Lqs are the d–q axis inductances, P is number
of poles, J is the rotor inertia, vds and vqs are terminal voltage, ids and iqs are d and
q components of terminal currents, Tm is the input mechanical torque of the
wind turbine, km is the magnitude of the flux produced by the permanent magnet,
xg ¼ P

2 xm is the electrical rotor speed and xm is the mechanical rotor speed.

7.4 Dynamics of the Power Electronic Converter

Figure 7.6 shows a detailed representation of the back-to-back converter of
Fig. 7.1. It includes a converter at the generator side which is connected to the
DC-link of a voltage-sourced converter at the grid side. The generator-side

Fig. 7.5 Bode diagram of a wind turbine with MPE algorithm
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converter rectifies the generator output voltage to DC voltage which is then
converted to ac three phase voltage by the grid-side converter. In the figure, lsg is
Generator synchronous inductance, Ln is Network inductance, Rsg is Generator
stator resistance, Rn is Network resistance and C is the DC-link capacitance.

Figure 7.7 shows a dynamic model of the power electronic converter. The
model includes dq representations of the generator side and the grid side. Details
related to development of the dynamic model of Fig. 7.6 are presented in [2].

Based on the model of Fig. 7.7, the wind conversion system can be represented
by the following mathematical equations.

vdg

0

� �
¼ Rsg þ LdgD �xgLqg

xgLdg Rsg þ LqgD

� �
idg

iqg

� �
þ

1
2 Amgvdc cosðamg � agÞ
1
2 Amgvdc sinðamg � agÞ

� �
ð7:14Þ

vd1
0

� �
¼ �Rsn�LdnD xnLqn

�xnLdn �Rsn�LqnD

� �
idn

iqn

� �
þ

1
2 Amnvdc cosðamn�anÞ
1
2Amnvdc sinðamn�anÞ

� �
ð7:15Þ

Generator-side converter

C

+

-

Grid-side converter

R Lsg sg
R Ln n

Fig. 7.6 The topology of the power electronic converter system
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(b)
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Fig. 7.7 Dynamic model of the power electronic converter
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dvdc

dt
¼ 1=Cðidcg � idcnÞ ¼ 1=C

pg

vdc

� pn

vdc

� �
ð7:16Þ

where Amx is Amplitude of the voltage phasor x of the inverter output, idcg is DC-
link current coming from the generator, idcn is DC-link current going to the net-
work, idg is d component of the generator current, idn is d-axis of the network
current, iqg is q component of the generator current, iqn is q-axis of the network
current, vdc is DC-link voltage, vdg is d component of the generator voltage,
vd1 is d-axis of the network voltage, vqg is q component of the generator voltage,
vq1 q-axis of the network voltage, Ldg is generator d-axis inductance, Lqg is
generator q-axis inductance, Ldn is network d-axis inductance, Lqn is network
q-axis inductance, Pg is generator power, Pn is Network power, amx is phase angle
of voltage phasor x of the inverter output and D denotes d

dt :

7.5 Control of Wind Turbines

In previous sections we have investigated the dynamics of the various parts of the
wind turbine system. This is very essential when we design controllers. In a wind
turbine system, there are different levels of control which are overall control,
system control and subsystem control. The highest level of control is overall
control or supervisory control. This level of control determines turbine start and
stop times, wind turbine reactions to wind speed variations, and also checks the
health of the wind turbine. The second level of control is called system control or
operational control which specifies how the wind turbine system must operate in
each wind speed. Subsystem control is the control technique which is associated
with each part of a wind turbine system such as generator, power electronic
converter, yaw drive, pitch drive and other actuators of the wind turbine.

7.5.1 Yaw Control

Large wind turbines have an actuator which aligns the wind turbine axis with wind
direction. If a motor is assigned for this purpose, this wind turbine is called active
yaw control. Sometimes this control can be done by special shaping of the wind
turbine which is called passive yaw control.

The optimal speed of the yaw control system is 1�/s.

7.5.2 Pitch Control

Usually a wind turbine has three blades. Therefore, there are three actuators which
control the pitch of each blade separately. In order to get the maximum aerody-
namic torque the pitch angle of the blade must be different at different positions.
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The speed of the pitch actuator is different from 18�/s for a 600 kW wind turbine
down to 8�/s for a 5 MW wind turbine. Furthermore, pitch controllers can limit the
power by pushing the pitch angle of the blades to stall point. This will protect
the wind turbine from the damage caused by high speed wind. The dynamic of the
blade can be simplified down to a first-order system. And pitch controller cab
designed based on the dynamics of the blades and desired speed.

7.5.3 Generator Control

The generator controller must adjust the speed of the wind turbine. Therefore, the
electrical torque of the generator must be controlled. Depending on the type of the
generator used in the wind turbine, the structure of the controller is different. One
can implement different switching algorithms such as DTC, vector control and so
on for different purposes.

Figure 7.8 shows the block diagram representation of a controller for the
generator-side converter of Fig. 7.1. To capture a maximum power from the wind,
the generator reference speed xgref is calculated based on the measured wind
speed and the optimal tip speed ratio. The generator reference speed and the
wind speed are related by xgref ¼ ktvw1

rt
; where vw1 is the wind speed, kt is the

optimal tip speed ratio and rt is the wind turbine radius. The reference speed is
compared with the measured generator speed and the error is given to a PI con-
troller whose output is the generator q-axis current reference iqgref : The generator
d-axis reference current idgref is proportional to the generator output real power
and is specified based on the available power from the wind. The generator d- and
q-axis current references input a block that controls the generator-side converter
by space vector modulation [3].

Similarly, the same control algorithm can be developed for DFIG.
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Fig. 7.8 Overall study system including the power and control sub-systems
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7.5.4 Power Electronic Converter Control

In variable speed wind turbines, the power electronic converter is assigned for
power conditioning. The grid-side converter regulates the active and reactive
power delivered to the grid. In a wind conversion system, the DC-link voltage may
have large fluctuations as a result of the wind speed changes and the resultant
generator output power variations. Therefore, the control of grid-side converter
must ensure a constant voltage at the DC-link in the presence of large generator
voltage and power fluctuations. The grid-side converter must also regulate the
exchange of reactive power with the grid to control the load voltage.

Figure 7.8 shows the block diagram representation of a control system for the
grid-side converter for PMSG wind turbine system. The inputs are vdcref which
is the reference DC-link voltage and Qnref which is the reference reactive power
specified by the utility system. The converter terminal currents and line voltage
are measured and used to estimate the reactive power Q. Comparing the mea-
sured reactive power and DC-link voltage with the corresponding references, the
PI controllers provide references for the dq voltages. The current references are
transformed to the corresponding abc current references. They are compared
with the measured phase currents and the errors enter the switching signal
generator.

The following provides key equations used to design the control system of
Fig. 7.8. Equation 7.17 represents a dynamic model for the DC-side circuit of the
converter system. The model is nonlinear since the state variable vdc appears
in the denominator. To design a controller for the grid-side converter, the model of
(7.17) is linearized employing the feedback linearization technique [5, 6]. Let us
define îdc as

îdc ¼
pg

vdc

� pn

vdc

ð7:17Þ

The linearized model of the DC-side circuit of converter from (7.15) is

C
dvdc

dt
¼ îdc ð7:18Þ

The first-order dynamic model of (7.18) is used to design the controller which is
effective for all operating conditions of the system [7]. In the controller of Fig. 7.8,
the real and reactive power components at the grid are calculated from

Pn ¼
3
2

vd1idn ð7:19Þ

Qn ¼
3
2

vd1iqn ð7:20Þ

Note that Pn, and Qn are proportional to idn and iqn; respectively, since it is
assumed that the q-axis component of network voltage ðvq1Þ is zero.
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Chapter 8
Voltage Flicker Measurement in Wind
Turbines

J. J. Gutierrez, P. Saiz, A. Lazkano, J. Ruiz, L. A. Leturiondo
and I. Azkarate

Abstract In the last years the use of wind farms has drastically increased.
The question is how those new generation systems will affect to the whole grid.
In principle, wind energy can be considered a risky source in terms of power
quality that must be certified on the basis of measurements performed according to
international standards and guidelines. The IEC 61400-21 standard is the reference
normative for the certification of the power quality of wind turbines. The first
edition was published in 2001 and it specifies the main relevant features of power
quality that should be measured in a wind turbine as well as the procedures for
their measurement and assessment. According to it, measurements should be
performed for harmonic content, flicker, voltage drops as well as active and
reactive power, during normal and switching operations. Among those distur-
bances, flicker has the most complex and sensitive testing procedure.

Power fluctuations of the wind turbine generate voltage fluctuations causing
changes in the luminous flux from light sources. Such changes may produce a very
unpleasant visual sensation, known as flicker, leading to complaints from utility
customers. The IEC 61000-4-15 standard describes the functional specifications of
a flicker measurement device and provides a short-term indicator, Pst; to charac-
terize the discomfort. This chapter demonstrates the sensitivity of the procedure
defined by the IEC 61400-21 standard to asses the flicker by means of different
signal processing techniques.
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8.1 Introduction

Since the early 1990s, wind power has been one of the fastest-growing energy sources
in the world, and annual predictions are easily exceeded. According to a report released
by the Global Wind Energy Council, the installed wind capacity of the world will
increase from 158 GW at the end of 2009, to more than 400 GW by the end of 2013 [2].
Such numbers pose the challenge of integrating the increasing levels of wind power
into the power system. One of the key aspects of this challenge is to ensure compliance
with grid regulations and standards to meet power quality issues [15].

Grid-connected wind turbines may affect power quality. Since the end of the
last century it has been confirmed that the injection of power from wind turbines
can be considered as a risky source of interferences that compromise voltage
quality [7]. The causes are mostly turbine-specific (for instance, the tower shadow
effect, blade pitching, and yaw errors), but can also be attributed to meteorological
or geographic conditions (for instance, variability in wind speed, turbulence, and
wind shear). The International Electrotechnical Commission (IEC) set the defi-
nitions, rules, and procedures for the characterization of waveform quality in a
wind turbine connected to the grid in the IEC 61400-21 standard [5]. The first
edition of this standard was published in 2001 and was preceded by the research
project European Wind Turbine Testing Procedure Developments [18], funded by
the European Union. This standard was updated and reedited in 2008. It aims to
define and specify the magnitudes that need to be determined for wave quality
characterization, measurement procedures for quantifying the characteristics,
and procedures for assessing compliance with power quality requirements. The
power quality characteristics include wind turbine specifications, voltage quality
(emission of flicker and harmonics), voltage drop response, power control (control
of active and reactive power), grid protection, and reconnection time. The inter-
national Measuring Network of Wind Energy Institute (MEASNET) has defined
some guidelines based on the above mentioned standard with the aim of adapting
the procedures and hence the measurement results obtained by its members [12].

Among the power quality disturbances, flicker has the most complex testing
procedure. Power fluctuations of the wind turbine cause voltage fluctuations. The
typical sources of these fluctuations are the tower shadow, yaw errors, wind shears,
wind turbulence, or fluctuations in the control system [1, 14]. Voltage fluctuations are
defined as variations in voltage with amplitude below 10% of the nominal value.
These fluctuations may cause changes in the illumination intensity of light sources.
Such changes may produce a very unpleasant visual sensation, known as flicker,
leading to complaints from utility customers. The IEC 61000-4-15 standard [6]
provides a description of the structure and functional specifications of a flicker
measurement device called a flickermeter. This measurement tool represents the
relationship between voltage fluctuations and the human discomfort, providing a
short-term indicator, Pst; and a long-term indicator, Plt: The Pst is the flicker severity
evaluated over a short period (10 min is used in practice) and the conventional
threshold of irritability is set in Pst ¼ 1:
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This chapter aims to give an in-depth overview of flicker characterization in
grid-connected wind turbines. It includes the description of a system designed for
flicker measurement according to the IEC standard, detailing both hardware
features and the digital signal processing module. The most critical point of the
complete flicker measurement procedure is solving the fictitious grid proposed by
the standard. Regarding this aspect, the error sensitivity of the parameters involved
in flicker evaluation is analyzed thoroughly. Therefore, the main objective is to
study the effects produced by different signal processing methods used for the
implementation of the fictitious grid.

8.2 Test Procedure for Voltage Fluctuations
in Wind Turbines

The IEC 61400-21 standard defines the procedure for measuring and assessing the
flicker caused by grid-connected wind turbines [5]. Variable meteorological
conditions and the constructive characteristics of the wind turbines are the main
sources of power fluctuations during normal operation of wind turbines, which in
turn produce flicker [10]. However, there is another source of flicker in wind
turbines, namely the start, stop, and switching between generators or generator
windings. Any one of these events may cause a variation in power production,
which also produces flicker [9]. Therefore the IEC 61400-21 standard specifies
that flicker caused by a wind turbine has to be characterized for two situations:
continuous operation and switching operations. Continuous operation refers to the
normal operation of the wind turbine excluding start-up and shutdown operations
and switching between generators or generator windings. The operations that are
excluded from normal operation are taken into account under what is called
switching operations.

For continuous operation a wind turbine is characterized by the flicker coeffi-
cients, cðwk; vaÞ: These coefficients are non-site-specific, and are obtained as a
result of the processing and subsequent statistical evaluation of a number of
current and voltage time-series measured at the wind turbine terminals during
continuous operation. Based on these coefficients, the flicker emission from a
single wind turbine (or a group of wind turbines) in a specific site can be assessed.

Similarly, for switching operations a wind turbine is characterized by the maxi-
mum number of switching operations within a 10 min and a 2 h period, N10 m and
N120 m respectively, the flicker step factors kfðwkÞ and the voltage change factors
kuðwkÞ; which are also non-site-specific. The maximum number of switching oper-
ations can be provided by the manufacturer, whereas the flicker step and voltage
change factors have to be measured and calculated from a number of current
and voltage time-series measured at the wind turbine terminals during switching
operations. Based on these factors, the flicker emission and voltage changes caused
by switching operations in a specific site can be estimated.
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In the preliminary stage of the standardization of power quality for wind tur-
bines, power signal-based flicker evaluation was proposed. The working group of
the technical committee in charge of the development of the standard compared
this method with others based on current and voltage signals. Finally, IEC 61400-
21 proposed that flicker evaluation be based on the current and voltage time-series
measured at the wind turbine terminals. However, the voltage fluctuations of the
grid at the point where flicker is measured are not caused only by the wind turbine
itself. The wind turbine being tested is usually connected to a medium-voltage
network that has other fluctuating loads that may cause significant voltage fluc-
tuations. In addition, the voltage fluctuations imposed by the wind turbine depend
on the grid conditions. To provide non-site-specific coefficients regardless of these
facts, the standard establishes a model that causes results to be independent of the
voltage fluctuations caused by the grid to which the wind turbine is connected.
This model is based on a fictitious grid that enables evaluation of voltage fluc-
tuations caused exclusively by the wind turbine.

8.2.1 Fictitious Grid

The standard establishes a specific test procedure with the aim of obtaining a
normalized measure of the flicker emission. The phase–to–neutral voltage and the
line current, umðtÞ and imðtÞ; need to be acquired with a digital data acquisition
system and processed following the model of the fictitious grid.

The fictitious grid is shown in Fig. 8.1. The turbine is represented by a current
generator with a value of imðtÞ (the instantaneous phase current of the turbine), and
the grid to which it is connected is represented by its Thevenin equivalent circuit.
The grid impedance is given as a resistance Rfic in series with an inductance Lfic:
Values for these elements are chosen to reflect an appropriate grid impedance
phase angle wk and short-circuit apparent power Sk;fic for the fictitious grid. The
grid’s ideal voltage source u0ðtÞ models a grid free of fluctuations and is defined
as:

u0ðtÞ ¼
ffiffiffi
2
3

r
� Un sin amðtÞ; ð8:1Þ

where Un is the nominal voltage of the wind turbine.

+

–

+

–

Fig. 8.1 Fictitious grid used
for flicker assessment in wind
turbines

172 J. J. Gutierrez et al.



The standard defines that this modeled signal can be generated in different
ways, but always fulfilling these conditions:

1. u0ðtÞ should be without any fluctuation, i.e. the flicker on this voltage should be
zero;

2. u0ðtÞ should have the same electrical angle amðtÞ as the fundamental of the
measured voltage umðtÞ:

The electrical angle amðtÞ of the fundamental frequency can be described as:

amðtÞ ¼ 2p
Z t

0

f ðtÞdt þ a0 ð8:2Þ

where f ðtÞ is the fundamental frequency of umðtÞ; which may vary over time, and
a0 is the electrical angle of the fundamental frequency at t ¼ 0:

After u0ðtÞ is generated, the simple model can be solved and the fictitious
voltage uficðtÞ at the wind turbine terminals is calculated as:

uficðtÞ ¼ u0ðtÞ þ Rfic � imðtÞ þ Lfic �
dimðtÞ

dt
ð8:3Þ

The voltage uficðtÞ will be then input to the processing systems specified in the
subsequent sections.

8.2.2 Continuous Operation

As previously stated, the flicker coefficients that characterize flicker in continuous
operation have to be estimated from the current and voltage time-series measured
at the wind turbine terminals, imðtÞ and umðtÞ: As flicker caused by a wind turbine
also depends on the wind speed [10], the standard specifies that input current and
voltage time-series should be measured at different wind speeds. More specifically,
at least fifteen 10 min time-series of instantaneous voltage and currents (five tests,
three phases) have to be recorded for each 1 m/s wind speed bin between the cut-in
wind speed and 15 m/s.

The procedure defined by the standard to obtain the flicker coefficients and
assess flicker is shown in Fig. 8.2. Each registered time-series pair ½imðtÞ; umðtÞ� is
input to the fictitious grid. In fact this is done four times, one for each of the network
impedance phase angle values specified in the standard ðwk ¼ 30; 50; 70 and 85�Þ
to represent different grid conditions, and the corresponding fictitious voltage uficðtÞ
is calculated for each of them. Using uficðtÞ as the input to a IEC 61000-4-15
compliant flickermeter, a flicker emission value, Pst;fic; is obtained. Each Pst;fic is
then normalized to a flicker coefficient cðwkÞ by applying (8.4):

cðwkÞ ¼ Pst;fic �
Sk;fic

Sn

ð8:4Þ
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where Sn is the rated apparent power of the wind turbine and Sk;fic is the short-
circuit apparent power of the fictitious grid.

The normalized coefficients obtained for each network impedance phase angle
wk are then weighted for four different wind speed distributions (Rayleigh distri-
butions) with different annual average wind speeds ðva ¼ 6; 7:5; 8:5 and 10 m=sÞ;
as annual average wind speed varies from site to site. The weighted accumulated
distribution of the measured flicker coefficients, Prðc\xÞ [the probability of cðwkÞ
value being less or equal to the value x], is obtained for each wind speed distri-
bution. For each weighted accumulated distribution, the 99% percentile, cðwk; vaÞ;
is then reported. That is, flicker coefficients cðwk; vaÞ are estimated for four different
network impedance phase angles, wk ¼ 30; 50; 70 and 85�; and for four different
wind speed distributions with annual average wind speed va ¼ 6; 7:5; 8:5
and 10 m=s:

The assessment procedure specifies how to use the reported flicker coefficients
to estimate the flicker emission from a single wind turbine or a group of wind
turbines in a specific location. For a single wind turbine, the following expression
is used:

Pst ¼ Plt ¼ cðwk; vaÞ �
Sn

Sk

ð8:5Þ

where Sn is the rated apparent power of the wind turbine, Sk is the short-circuit
apparent power at the Point of Common Coupling (PCC), and cðwk; vaÞ is the
flicker coefficient of the wind turbine for the actual wk and va at the site, which can
be obtained by interpolation of the 4 � 4 estimated flicker coefficients.

In case more wind turbines are connected to the PCC, the flicker emission due
to the sum of them can be estimated as:

Fig. 8.2 Measurement and assessment procedures for flicker during continuous operation of the
wind turbines in accordance with IEC 61400-21
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PstR ¼ PltR ¼
1
Sk

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNwt

i¼1

½ciðwk; vaÞSn;i�2
vuut ð8:6Þ

where ciðwk; vaÞ is the flicker coefficient of an individual wind turbine, Sn;i is the
rated apparent power of the individual wind turbine and Nwt is the number of wind
turbines connected to the PCC.

Finally, the short and long-term flicker emission from the wind turbine instal-
lation must be compared with the short and long-term flicker emission limits for the
relevant PCC.

8.2.3 Switching Operations

The standard establishes an alternative processing and statistical evaluation
scheme during start-up or switching between generators (see Fig. 8.3).

The specification establishes a procedure of measurements and subsequent
calculations to determine kuðwkÞ and kfðwkÞ for each type of switching operation.
The phase–to–neutral voltage and the line current, umðtÞ and imðtÞ; need to be
processed for at least 15 registers of a period Tp long enough to pass the transient
of the switching operation. As in the case of the continuous operation, the fictitious
voltage, uficðtÞ; and the flicker emission values, Pst;fic; are calculated. Flicker step
factor and voltage change factor can be obtained by applying (8.7) and (8.8)
respectively, and finally they are determined as the average result of the 15
calculated values.

Fig. 8.3 Measurement and assessment procedures for flicker during switching operations of the
wind turbines in accordance with IEC 61400-21
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kfðwkÞ ¼
1

130
Sk;fic

Sn

� Pst;fic � T
0:31

p ð8:7Þ

kuðwkÞ ¼
ffiffiffi
3
p
� Ufic;max � Ufic;min

Un

� Sk;fic

Sn

ð8:8Þ

where Ufic;max and Ufic;min are the maximum and minimum one period root mean
square (RMS) value of the voltage on the fictitious grid during the switching
operation.

The assessment procedure for switching operations specifies how to estimate
the flicker emission and voltage changes during switching operations on any
specified site, using the reported flicker step factors and voltage change factors.
For a single wind turbine, the following expressions are used:

Pst ¼ 18 � N0:31

10m
� KfðwkÞ �

Sn

Sk

ð8:9Þ

Plt ¼ 8 � N0:31

120m
� KfðwkÞ �

Sn

Sk

ð8:10Þ

In the case that more wind turbines are connected to the PCC, the flicker
emission from the sum of them can be estimated from (8.11) and (8.12):

PstR ¼
18
Sk

�
XNwt

i¼1

N10m;i
� ½kf;iðwkÞ � Sn;i�3:2

 !0:31

ð8:11Þ

PltR ¼
18
Sk

�
XNwt

i¼1

N120m;i
� ½kf;iðwkÞ � Sn;i�3:2

 !0:31

ð8:12Þ

where N10m;i
and N120m;i

are the number of switching operations of the individual
wind turbine within a 10 min and 2 h period respectively, and kf;iðkÞ is the flicker
step factor of the individual wind turbine.

Finally, the obtained short and long-term flicker parameters have to be
compared with the established flicker emission limits.

8.3 A System for the Measurement of the Power Quality
Characteristics

The assessment of the power quality characteristics of a wind turbine requires the
obtaining of several voltage and current time-series for different wind speeds.

All that information must be processed to measure several parameters,
which requires, in principle, the connection of different power quality analyzers.
There are not so many commercial analyzers particularly designed to fulfill the
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requirements of the IEC 61400-21 standard. We developed a measurement system
for the acquisition, storage and processing of the voltage, current and wind speed
time-series required by the standard. In order to provide more flexibility to
the measurement system, instead of using a commercial equipment, we chose the
implementation of our own system. The main rationale of our system is to divide
the whole measurement into independent processes:

1. The recording and storage of the wind, voltage and current time-series.
2. The off-line measurement and assessment of the power quality characteristics

by post-processing the stored time-series.

This philosophy of measurement provides several advantages for the wind
turbine certification process. Since the power quality standards may be changed,
the off-line processing facilitates these changes to be accommodated by software
modification. The post-processing allows the analysis of the waveforms producing
a specific flicker characteristic without being necessary to retest the wind turbine.
Finally, all parties involved in the certification process have access to the stored
information.

To perform those processes we developed two interconnected sub-systems: a
signal conditioning system (SAC-2) and a control and processing system (SARPE
2.1). The scheme of the overall measurement system is shown in Fig. 8.4. The
conditioning system is a hardware module transforming the three-phase voltage
and current, as well as the wind characteristics, to the appropriate levels for post-
processing. That operation is managed by the control system. This is a software
tool that controls the acquisition and stores the voltage, current and wind speed
time-series. The control system also includes a post-processing module that works
off-line by reading the recorded time-series and calculating the parameters of the
power quality characteristics of the wind turbine.

8.3.1 Conditioning System SAC-2

This system converts the voltage, current and wind characteristics to the appro-
priate levels for the final measurement. Figure 8.5 shows a photograph of the
developed hardware platform, SAC-2.

For a precise conditioning of the input levels, this hardware platform provides
four voltage channels and four different scales per channel (see Table 8.1a).

There are also four current channels and four different types of current sensors
(see Table 8.1b). There are two additional analog channels to register wind
characteristics.

The system provides several clocks to be used by the control module as external
sampling frequencies in the acquisition. The first set of sampling frequencies
allows the use of a number of samples per cycle of 50 Hz always corresponding to
a power of 2 ðfs ¼ 1; 600; 3; 200; 6; 400; 12; 800 and 25; 600 S=sÞ: A second set
provides a number of samples per 10 cycles of 50 Hz or 12 cycles of 60 Hz
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Fig. 8.4 Scheme of the measurement system

Fig. 8.5 Layout of the conditioning system, SAC-2

Table 8.1 Conditioning system working range (a) Working ranges for the voltage channels. (b)
Working ranges for the current sensors

(a)
Scale ðVrmsÞ Range ðVrmsÞ
60 16–78
150 40–195
300 78–390
600 156–780

(b)
Sensitivity (mV/A) Scale ðArmsÞ Range ðArmsÞ
0.1 5,000 1,300–6,500

500 130–650
1 500 130–650

50 13–65
10 50 13–65

5 1.3–6.5
100 50 1.3–6.5

0.5 0.13–0.65
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corresponding to a power of 2 ðfs ¼ 1; 280; 2; 560; 5; 120; 10; 240 and 20;
480 S

s
Þ: This second group of sampling frequencies makes possible the imple-

mentation of the harmonics and interharmonics measurement method specified
by the standard IEC 61400-21. Each channel includes a fifth order Butterworth
anti-aliasing filter with adjustable cutoff frequency. A phase-locked loop (PLL)
synchronizes the sampling rate to the first channel grid frequency, either 50 or 60 Hz.

The system also includes four digital inputs, activated by dry contacts, to trigger
the start of the acquisition.

8.3.2 Control System SARPE 2.1

The control system is a MATLAB tool running on a laptop and consists of two
modules: the acquisition module and the post-processing module.

The acquisition module manages both the acquisition and the recording oper-
ations. Its main functions are:

1. Acquisition of the conditioned signals using the USB 6211 card from National
Instruments (16-bit resolution).

2. Selection of different parameters that configure the register:

a. Internal clock from the acquisition card or external clock from the condi-
tioning system.

b. Sampling frequency.
c. Use of the anti-aliasing filters.
d. Activation of the PLL.
e. Channels to be recorded.
f. Scale of each selected voltage and current channels.
g. Duration of the register.

3. Checking the functional status of the wind turbine to validate the storage of the
corresponding time-series.

4. Selection of the trigger type:

a. Delayed start.
b. Digitally controlled start.

5. Communication by GSM/GPRS system to remotely control the status of the
registering process.

8.3.3 Post-Processing Module for Flicker Measurement

Once the voltage, current and wind-speed time series are registered the post-
processing module recovers the stored data and processes them according to the
procedures specified by the IEC 61400-21 standard. According to it, measurements
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should be performed for harmonic content, flicker, voltage drops as well as active
and reactive power. In the next paragraphs we will summarize the procedure for
the measurement and assessment of the flicker characteristic of the wind turbine.

The flicker assessment procedure consists of two main tasks: the calculation of
the flicker coefficients, cðwkÞ; associated to every pair of 10 min registered voltage
and current series in terms of four different network impedance phase angles
ðwk ¼ 30; 50; 70 and 85�Þ; and the statistical processing of those flicker coeffi-
cients, cðwkÞ; in terms of the given annual average wind speed, ma; to obtain the
new flicker coefficients characterizing the flicker of the tested wind turbine,
cðwk; maÞ:

The statistical processing is perfectly specified in the standard. However, for the
calculation of the cðwkÞ coefficients there are two relevant aspects that should be
considered. First, the implementation of the IEC flickermeter, according to
the functional specifications defined by the IEC 61000-4-15 standard. There are
several works detailing the implementation of a discrete IEC flickermeter.
Furthermore, we have analyzed in depth the IEC flickermeter in previous works
and this should not be a risk for the flicker assessment [17, 16]. Second, the
estimation of the fictitious voltage, uficðtÞ; obtained from the resolution of the
fictitious grid specified by the IEC 61400-21 standard. This is the main processing
task that could generate relevant errors when calculating the flicker produced by
the wind turbine. Although the solution of the fictitious grid seems to be a simple
task, a small error in the estimation of the phase of the fundamental component of
umðtÞ can generate important changes in uficðtÞ that significantly affect the Pst

value calculated.
In the next section we present different signal processing techniques to solve the

fictitious grid and analyze the errors produced by every method in the Pst value of
the fictitious grid output, uficðtÞ:

8.4 Analysis of the Fictitious Grid

As it has been described in previous sections, the IEC 61400-21 standard specifies
a method that uses current and voltage time-series measured at the wind turbine
terminals to simulate the voltage fluctuations on a fictitious grid with no source of
voltage fluctuations other than the wind turbine, uficðtÞ (see Fig. 8.1).

The signal processing needed to calculate uficðtÞ is focused on the estimation of
u0ðtÞ and the differentiation of imðtÞ: The main errors affecting the calculation of
the flicker coefficients could come from the estimation of u0ðtÞ: To obtain an
accurate estimation of u0ðtÞ; the selection of a proper signal processing technique
turns out to be a key factor. First, it is important to understand that umðtÞ is a band-
limited signal and most of its power is concentrated around its fundamental
frequency, which is equal or very close to 50 Hz. Under this hypothesis, two
classical techniques for obtaining the instantaneous phase of umðtÞ are described
next.
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8.4.1 Calculation of u0ðtÞ from umðtÞ

The voltage source u0ðtÞ; representing the power network, must be calculated
using (8.1). The difficulty lies in the calculation of amðtÞ; the phase of the fun-
damental component of the registered voltage umðtÞ: To solve this problem we
have selected two signal processing techniques, namely the Short Time Fourier
Transform (STFT) and the Zero Crossing Detection (ZCD). Each technique entails
different problems which can put the accuracy of the calculation of u0ðtÞ at risk.

The low-frequency disturbances that usually contaminate the voltage generated
by the wind turbine are harmonic and interharmonic components [8]. The influ-
ence of the interharmonic components over the flicker measurement has been well
described by several studies [13, 4, 21, 3, 19]. In the present work we have
considered interharmonics only as disturbing terms which produce measurement
errors in the calculation of uoðtÞ; but not as the cause of perceptible flicker through
imðtÞ: To test the method, umðtÞ has been analytically formed as a summation of a
fundamental component of frequency x0; and another harmonic/interharmonic
component of frequency xi; from 1 to 100 Hz, and amplitude Ai; from 0 to 3% :

umðtÞ ¼
ffiffiffi
2
p

Un

�
cosðx0t þ a0Þ þ Ai cos

�
xit
��
: ð8:13Þ

The goal of the estimation method should be the calculation of a voltage,
u0;estðtÞ; equal to the reference voltage, u0;refðtÞ :

u0;refðtÞ ¼
ffiffiffi
2
3

r
Un cosðx0t þ a0Þ: ð8:14Þ

The parameters of the wind turbine affect the fictitious grid and the waveforms
of the test signals. In this sense, all the tests were made using the wind turbine
characteristic shown in Table 8.2.

8.4.1.1 Short-Time Fourier Transform

The Short-Time Fourier Transform (STFT) is normally used to determine the
sinusoidal frequency and phase content of local sections of a signal as it changes
over time. The input data is sectioned into time portions or windows, which
usually overlap each other. Each portion is then Fourier transformed, and the
complex result provides the magnitude and phase for each point in time and
frequency.

The window length is an important parameter that must be carefully selected by
considering different aspects such as computational load or spectral resolution. The
minimum window length necessary to characterize the fundamental component is
one cycle. To avoid discontinuities in the estimation of the signal, we chose a
one-sample sliding rectangular window of one cycle, providing very accurate time
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resolution. On one hand, there would be no spectral leakage due to the application
of that rectangular window when umðtÞ is polluted with harmonic components.
Nevertheless, when interharmonic components are considered, the spectral leakage
may disturb the output phase, depending on the frequency of the interharmonic and
its amplitude.

We applied this technique to estimate u0ðtÞ from umðtÞ defined in (8.13), at a
sampling rate fs ¼ 3; 200 S=s: Figure 8.6 shows the relationship between the
power of the deviation ðu0;estðtÞ � u0;refðtÞÞ and the power of u0;refðtÞ as a function
of xi and Ai: The error grows to a maximum value of 0:035% when xi is near
50 Hz: Furthermore, the flicker produced by u0;estðtÞ is always negligible as it is
demanded by the standard.

Those values should indicate a negligible influence over the Pst calculation of
the fictitious voltage, uficðtÞ: However, the spectral leakage of the estimated
u0;estðtÞ produces a periodic phase superimposed onto the phase of the fundamental
component, quite similar to a typical phase modulation:

u0;estðtÞ ¼
ffiffiffi
2
3

r
Un cosðx0t þ a0 þ D/ðtÞÞ: ð8:15Þ

The result of these periodic phase variations, when they are in the range of
1–35 Hz, should be noticed in terms of flicker severity. Figure 8.7 represents the
estimated flicker severity, Pst;est; of the fictitious voltage when the current imðtÞ is a
plain sinusoidal component of 50 Hz, and umðtÞ has been formed as it was
described in (8.13). The upper plot shows the 3D representation of the Pst;est values
in terms of the combination of the amplitude and frequency of the interharmonic.
The lower plot shows the projection on the XZ plane of some level curves from the
3D representation.

In spite of the low estimation errors, when u0;estðtÞ is combined with imðtÞ (8.3)
the Pst;est of uficðtÞ reaches maximum values close to 1.75. The reference flicker
severity value for the defined imðtÞ and umðtÞ signals should be Pst;ref ¼ 0:0086:

The maximum deviations correspond to frequencies of 41 and 59 Hz. This is
explained by means of Fig. 8.8 which shows the phase deviation, D/ðtÞ; of u0;estðtÞ
for umðtÞ formed as the fundamental frequency and an interharmonic of 41 Hz with
Ai ¼ 1%: In this case, the interharmonic generates a periodic phase D/ðtÞ with 9
and 91 Hz components. These components, superimposed as a phase modulation,
produce a main 9 Hz fluctuation over the fundamental component. This point is
quite close to the maximum sensitivity frequency of the IEC flickermeter (8.8 Hz).

Table 8.2 Wind turbine characteristics for analytic tests

Parameter Description Value

Un Nominal voltage 690 V
Sn Rated power 600 kVA
f0 Fundamental frequency 50 Hz
Sk;fic

Sn

Ratio between power parameters 20

Wk Network impedance angle 85�

182 J. J. Gutierrez et al.



The same effect occurs with all the interharmonics that are located near the fun-
damental component ð xi � x0j j\2p35Þ: This is because the resulting components
in D/ðtÞ will appear inside the bandwidth of the weighing filter of the IEC
flickermeter (from 0 to 35 Hz).

Summarizing, the STFT method does not behave properly when interharmonics
of low amplitude are added to the fundamental component of umðtÞ: The method is
quite sensitive to small errors in the phase estimation of the fundamental com-
ponent, providing quite anomalous values in the Pst;est:

8.4.1.2 Zero Crossing Detection

The estimation of the frequency of the power system using the zero-crossing
technique has been well known for a long time [11]. Given the frequency or period
of each cycle of umðtÞ; constructing the instantaneous phase of the signal umðtÞ is
straightforward.

Working in the discrete domain, the algorithm searches for the positions of the
contiguous samples of umðtÞ that mark a transition of values from positive to
negative. To achieve a more precise approximation to the zero-crossing point, a
linear interpolation between the points of the transition is used, as is shown in
Fig. 8.9.

The fraction of the sampling period that places the zero-crossing can be
obtained from the following expression:

Dn ¼
Y1

Y1 � Y2
ð8:16Þ

Fig. 8.6 Relative error power between the estimated voltage and the reference voltage in case of
the STFT technique
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Knowing the number and the fraction of the samples that make up a period,
reconstruction of the instantaneous phase of the fundamental component is done,
dividing the 2p radians uniformly for each sampling instant.

Figure 8.10 represents the estimated flicker severity Pst;est for ZCD method,
using the same test signals as in case of STFT method, at a sampling rate fs ¼
3; 200 S

s
: The upper plot shows the 3D representation of the Pst;est values in terms

of the combination of the amplitude and frequency of the interharmonics. The
lower plot shows the projection on the XZ plane of some level curves from the 3D
representation.

The results are slightly better than in case of STFT method. However, the errors
are still too relevant, reaching a Pst;est value above 1.25. The maximum deviations
also come from those interharmonic components that have influence on the esti-
mation of u0ðtÞ and generate errors leading to 9 Hz fluctuations over the

(a)

(b)

Fig. 8.7 Pst of the fictitious voltage in case of the STFT technique when errors in the estimation
of u0ðtÞ occur. a 3D representation. b Contour lines from Ai ¼ 0:5% to Ai ¼ 3:0%
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fundamental component. Those interharmonic components correspond to 9, 41, 59
and 91 Hz in case of ZCD method as it can be observed in Fig. 8.10.

In the light of the previous results it can be concluded that the obtaining of a
precise estimation of u0ðtÞ entails necessarily the removal of the interharmonic
components and hence the band limitation of umðtÞ: We propose the implemen-
tation of a narrow band-pass filter that will be described in the next section.

8.4.2 Calculation of u0ðtÞ After Filtering umðtÞ

To extract the fundamental component from umðtÞ the use of a narrow band-pass
filter around f0 ¼ 50 Hz is needed. Since we process discrete signals, this section

Fig. 8.8 Phase deviation in the estimation of u0ðtÞ signal for an interharmonic of 41 Hz and
Ai ¼ 1%

Fig. 8.9 The zero-crossing detection scheme
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shows how to design a discrete band-pass filter, assuming that umðtÞ has been
sampled at fs samples per second.

8.4.2.1 Design of a Narrow Band-Pass Filter

The filter will be designed from a notch-filter conceived to suppress the fundamental
component of umðtÞ: When the bandwidth for the continuous frequency, bf ; is small
the transfer function of the notch filter can be analytically expressed as follows:

H1ðzÞ ¼
z2 � 2z cosðX0Þ þ 1

z2 � 2ð1� BW
2 Þ cosðX0Þzþ ð1� BWÞ ð8:17Þ

(b)

(a)

Fig. 8.10 Pst of the fictitious voltage in case of the ZCD technique when errors in the estimation
of u0ðtÞ occur. a 3D representation. b Contour lines from Ai ¼ 0:5% to Ai ¼ 3:0%
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where X0 ¼ 2pf0
fs

is the discrete pulsation corresponding to f0 ¼ 50 Hz; and BW ¼
2pbf

fs
is the bandwidth expressed in discrete pulsation units. Figure 8.11 shows the

module of H1ðf Þ and the phase delay s1ðf Þ ¼ � /1ðf Þ
f for bf 0:3 Hz: /1ðf Þ represents

the phase of H1ðf Þ: The frequency axis was scaled between 45 and 55 Hz in order
to observe in detail the 50 Hz component.

The narrow band-pass filter can be obtained from the notch filter following the

scheme of Fig. 8.12. From this scheme HðzÞ ¼ YðzÞ
XðzÞ ¼ 1� H1ðzÞ; resulting:

HðzÞ ¼ BW � cosðX0Þz� 1

z2 � 2ð1� BW
2 Þ cosðX0Þzþ ð1� BWÞ ð8:18Þ

Figure 8.13 shows the module of Hðf Þ and the phase delay sðf Þ ¼ � /ðf Þ
f for a

bandwidth bf ¼ 0:3 Hz; where /ðf Þ represents the phase of Hðf Þ: The frequency
axis was also scaled between 45 and 55 Hz in order to observe in detail the pass
band of the filter.

By using the same test signals as in previous tests, Figs. 8.14 and 8.15 show the
estimated flicker severity, Pst;est for the case of STFT and ZCD methods when the
input signal is filtered by the narrow band-pass filter. The results are strongly better
than in case of the STFT and ZCD methods without filtering umðtÞ: When umðtÞ is
not filtered the Pst;est value in the worst case is above 1.25 for both techniques; by
filtering umðtÞ the estimated flicker values fall down below 0.03, much closer to
the reference value 0.0086.

However, the main problem that HðzÞ presents to obtain the fundamental
component of umðtÞ is the abrupt behavior of the phase delay around 50 Hz, that
produces a delay of several samples in the output due to eventual small variations
of the fundamental frequency around 50 Hz. This could cause appreciable errors in
the Pst;est of uficðtÞ: To confirm this hypothesis we changed the input test signal,
including a small variation over the fundamental frequency, f0 ¼ 50:05 Hz: In this
case the intention was to model an analytical voltage at the terminals of the wind
turbine, umðtÞ; near real conditions based on different studies into the measurement
of perturbations produced by wind turbines [18, 20]. After analyzing those works a
test voltage was configured according to the following analytical expression:

umðtÞ ¼
ffiffiffi
2
3

r
Un cos

�
2pf0t

�
þ

ffiffiffi
2
3

r
Un

XN

i¼1

ai cosð2pfitÞ ð8:19Þ

In this way, the test voltage was made up of a fundamental component of
frequency f0: Furthermore, N frequency components of amplitude ai and frequency
fi were added including, 3rd, 5th, 7th, 9th and 11th harmonic components of f0

with ai ¼ 0:5% of the fundamental’s amplitude, and the interharmonic compo-
nents from 40 to 60 Hz, with 1 Hz separation and with amplitudes ai ¼ 0:1% of
the fundamental’s amplitude.

Moreover, from the same bibliographic analysis used for umðtÞ; a test current
was configured and derived from the following expression:
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imðtÞ ¼
ffiffiffi
2
p

In cos
�
2pf0t þ aiu

�
þ

ffiffiffi
2
p

In

XM
k¼1

bk cosð2pfktÞ ð8:20Þ

The configuration of the fundamental component was identical to the umðtÞ
case, except for the inclusion of phase aiu; which was calculated after considering

(a)

(b)

Fig. 8.11 Frequency responses of the notch filter. a Frequency response module of the notch
filter. b Phase delay of the notch filter

Fig. 8.12 The narrow band-
pass filter scheme
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a power factor of 0.95. In this case, M interharmonic components different from
those of umðtÞ were added including the 3rd, 5, 7, 9 and 11th harmonic components
of f0 with bk ¼ 1:5% of the fundamental’s amplitude; the 20th, 21th, 22th, 23th,
24th and 25th harmonic components of f0 with bk ¼ 1:75% of the fundamental’s
amplitude and, the interharmonic components from 1,025 to 1,225 Hz, with 50 Hz
separation and with amplitude bk ¼ 1:75% of the fundamental’s amplitude.

Using the new test signals (8.19) and (8.20) and the same wind turbine
parameters (Table 8.2), the theoretical uficðtÞ and the Pst associated were calcu-
lated, giving a value of Pst;ref ¼ 1:614 for a fundamental frequency f0 ¼ 50 Hz and
Pst;ref ¼ 1:611 for a fundamental frequency f0 ¼ 50:05 Hz: This value was taken as
the reference for the comparison of all the methods of estimation of u0ðtÞ described
previously. On the other hand a different u0ðtÞ was estimated for each method, and
the corresponding uficðtÞ and their Pst;est were calculated.

Table 8.3 gives details about the value of Pst;est obtained for the uficðtÞ calcu-
lated from the estimation of u0ðtÞ; as well as the error with respect to the

(a)

(b)

Fig. 8.13 Frequency responses of the band-pass filter. a Frequency response module of the band-
pass filter. b Phase delay of the band-pass filter
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theoretical reference value, when the fundamental frequency is 50 Hz. In all cases,
a sampling frequency of fs ¼ 3; 200 S=s was used.

On the other hand, Table 8.4 shows the results in case of a deviation of 0.1% in
the fundamental frequency, f0 ¼ 50:05 Hz:

The results confirm the conclusions that were obtained from the application of
both methods without filtering. These methods are quite consistent when there is
no interference near the fundamental frequency. Hence, the errors in the estimation
of the flicker produced by uficðtÞ are almost negligible when the fundamental
frequency is exactly located at 50 Hz. It is also confirmed that when umðtÞ is
filtered the results are closer to the reference values. However, when the funda-
mental frequency is not exactly located at 50 Hz, but slightly displaced to
50.05 Hz ð0:1%Þ; the influence of the phase delay of the narrow band filter pro-
duces a delay of several samples in the output. These variations produce errors in

(a)

(b)

Fig. 8.14 Pst of the fictitious voltage in case of the STFT technique, with band-pass filtering of
umðtÞ; when errors in the estimation of u0ðtÞ occur. a 3D representation. b Contour lines from
Ai ¼ 0:5% to Ai ¼ 3:0%
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the estimation of the instantaneous phase of u0ðtÞ and strongly affect the assess-
ment of the flicker of uficðtÞ:

The problem of the nonlinear phase can be solved by applying a band-pass
zero-phase IIR filter as it will be stated in the next section.

8.4.2.2 Anticausal Zero-Phase Filter Implementation

For IIR filters, such as HðzÞ; the phase distortion is usually highly nonlinear.
To eliminate phase distortion, anticausal zero-phase filter implementation can be
used. Consider the processing scheme in Fig. 8.16.

After filtering in the forward direction, the filtered sequence is reversed and run
it back through the filter. The result has exactly zero-phase distortion. In fact, in

(a)

(b)

Fig. 8.15 Pst of the fictitious voltage in case of the ZCD technique, with band-pass filtering of
umðtÞ, when errors in the estimation of u0ðtÞ occur. a 3D representation. b Contour lines from
Ai ¼ 0:5% to Ai ¼ 3:0%

8 Voltage Flicker Measurement in Wind Turbines 191



the frequency domain, YðXÞ ¼ UmðXÞ � HðXÞj j2: The magnitude is the square of
the filter’s magnitude response, and the filter order is double the order of HðzÞ:

This implementation can only be used in cases such as ours, where umðtÞ is a
finite duration signal known before being filtered. It is necessary to eliminate the
transitory at both ends of the signal obtained.

To test the behavior of this technique we used the new test signals (8.19) and
(8.20) and calculated the flicker value of uficðtÞ obtained through the estimation of
u0ðtÞ by STFT and ZCD when umðtÞ is previously filtered with an anticausal zero-
phase filter (ZPF). These tests were made considering again a small deviation of
0.1% in the fundamental frequency. Table 8.5 shows the results of this experiment,
confirming how this combination of methods provides a very precise estimation of
u0ðtÞ and leaves the errors in Pst practically nil.

In principle both methods, ZPF ? STFT and ZPF ? ZCD, provide similar
results in the estimation of the flicker value. However, the computational
requirements demanded by the implementation of the STFT (Discrete Fourier
Transform of one cycle with a one-sample sliding window) leads us to suggest the
ZPF ? ZCD technique as the most advisable one in order to optimize the esti-
mation of the flicker of uficðtÞ:

Table 8.3 Simulated results for analytical signals without deviation in the fundamental
frequency

Method Pst;est Dev (%)a

STFT 1.620 0.32
ZCD 1.619 0.28
filtering ? STFT 1.614 0.00
filtering ? ZCD 1.614 0.00

aPercentage deviation from Pst;ref ¼ 1:614

Table 8.4 Simulated results for analytical signals with a deviation in the fundamental frequency

Method Pst;est Dev (%)a

filtering ? STFT 1.764 9.49
filtering ? ZCD 1.766 9.59

aPercentage deviation from Pst;ref ¼ 1:611

Fig. 8.16 The anticausal zero-phase filter scheme
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8.5 Results Using Real Signals

To finalize the study, a comparison of the most relevant techniques brought to light
in the previous analysis was carried out using signals from the real registers.
To achieve this, several measurements were performed on two different wind
turbines. The first corresponds to a machine with a double speed asynchronous
generation system (four and six poles), fixed sail passage and a fixed generator
velocity, nominal power of 600 kW and nominal voltage of 690 V. The second
machine has a four-pole, synchronous generation system and electronic power
control; variable sail passage and variable generator velocity, and provides a
nominal power of 800 kW and a nominal voltage of 1,000 V.

A total of 45 three-phase registers of voltage, current and wind speed were
taken in the first machine and 25 three-phase registers in the second one, all of
them with a duration of 10 min. These registers were used for the comparison of
the four most relevant methods for estimation of u0ðtÞ through the calculation of
the Pst of uficðtÞ: The techniques employed for the comparison of the real registers
were ZCD, STFT, ZCD after narrow band filtering and ZCD after filtering using a
zero-phase filter (ZPF ? ZCD). For comparison purposes, the values of Pst

obtained with the zero-crossing method after filtering using a zero-phase filter
were used as reference.

Figure 8.17 shows the results for the first machine. This figure shows the
percentage deviation in the Pst with respect to the reference value for each register
corresponding to the techniques selected. The flicker values are represented as a
function of the corresponding mean power of each 10 min register.

It can be observed that the average percentage of deviation is not excessive, less
than 2%, when techniques without filtering are used. However, on filtering the
fundamental component of umðtÞ using a narrow band-pass filter, the average
percentage of variation is greater than 5%, and even in numerous cases over 10%.
This is the result of the variability of the fundamental component f0 of umðtÞ in the
generation of the first machine. In these cases, the application of a nonlinear phase
filtering causes errors in the estimation of the phase of umðtÞ; which affect the
formation of uficðtÞ and thus the calculation of the Pst:

Figure 8.18 shows the results for the second machine. This figure shows the
values of Pst obtained for each register corresponding to the techniques selected, as
a function of the corresponding mean power of each 10 min register.

Table 8.5 Simulated results for analytical signals with a deviation in the fundamental frequency

Method Pst;est Dev (%)a

ZPF ? STFT 1.610 -0.103
ZPF ? ZCD 1.611 0.00

aPercentage deviation from Pst;ref ¼ 1:611
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It can be observed in this case that the methods without filtering (STFT and
ZCD) provide extremely large variations with respect to the reference method
(ZPF ? ZCD). This is caused by the significant interharmonic components
near the fundamental frequency, present in umðtÞ: Both methods that use the

(a)

(b)

(c)

Fig. 8.17 Results for actual registers in first turbine. a ZCD method. b STFT method.
c filtering ? ZCD method

194 J. J. Gutierrez et al.



narrow-band filter provide similar results because the fundamental component of
umðtÞ in this machine fits very precisely with the nominal frequency.

8.6 Conclusions

Power injection from wind turbines affects substantially the power quality.
The chapter deals with the measurement of the voltage flicker caused by the wind
turbines connected to the network, specified by the IEC 61400-21 standard.
The most sensible task of the flicker measurement procedure is the implementation
of the fictitious grid. To analyze the sensitivity we suggested several signal
processing techniques that produce different errors in the assessment of the flicker
coefficients. Those techniques are mainly based on the estimation of the instan-
taneous phase of the fundamental component of the measured voltage, umðtÞ;
namely the STFT and the ZCD. Our study shows, using both analytical signals and
real signals, that filtering the measured voltage, umðtÞ; is essential for an accurate
estimation of the phase of its fundamental component. Furthermore, a typical
band pass filter could not be efficient enough to obtain good results in some real
conditions. The filtering produces small phase delays in the estimation of the
fictitious grid that could cause appreciable errors in the flicker values. To solve
this problem, the Anticausal Zero-Phase Filter implementation can be used,
eliminating the phase distortion.
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Fig. 8.18 Results for actual registers in the second turbine
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Chapter 9
Grey Predictors for Hourly Wind Speed
and Power Forecasting

Tarek H. M. El-Fouly and Ehab F. El-Saadany

Abstract Wind energy resources, unlike dispatchable central station generation,
produce power dependable on an external irregular source, the incident wind
speed, which does not always blow when electricity is needed. This results in the
variability, unpredictability, and uncertainty of wind resources. Therefore, the
integration of wind facilities to utility electrical grid presents a major challenge to
power system operators. Such integration has significant impact on the optimum
power flow, transmission congestion, power quality issues, system stability, load
dispatch, and economic analysis. Due to the irregular nature of wind power pro-
duction, accurate prediction represents the major challenge to power system
operators. This chapter investigates the usage of Grey predictor rolling models for
hourly wind speed forecasting and wind power prediction.

9.1 Introduction

Wind speed depends on temperature, pressure differences, and the terrain. Wind
forecasting is essential for the power utility to schedule the connection and dis-
connection periods of wind farms or the conventional generators with the utility
network for an optimal operational cost and a low environmental impact. Also,
wind speed forecasting is crucial to simulate the output power from wind farms
and to solve the load flow problems of electrical power systems with embedded
wind generation [1].
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Wind power prediction is very important for several applications such as wind
farm units’ maintenance; energy reserves planning and scheduling; power system
generators scheduling; optimal power flow between conventional units and wind
farms; and electricity market bidding. Table 9.1 presents the various prediction
horizons, the developed techniques for each prediction horizon, and their fields of
application [2].

There are two main approaches for predicting wind power. The first is based on
predicting the wind power directly from previously recorded historical wind
production data while the second is based on forecasting wind speed at wind
turbines locations and then using wind turbine power curves to predict wind power
production. Several techniques and models have been developed and implemented
for wind speed forecasting and wind power prediction. The following sections will
briefly introduce some of these techniques.

9.1.1 Time Series-Based Techniques

Several time series models have been developed for wind speed forecasting,
including Auto Regressive (AR) models, Auto Regressive Moving Average
(ARMA) models, and Auto Regression Integrated Moving Average (ARIMA)
models. Time series models based on Artificial Neural Networks (ANNs) have
been used for wind speed forecasting. Among these developed ANN-based fore-
casting methods, the Elman Recurrent Network (ERN), the Adaptive Network-
based Fuzzy Inference System (ANFIS), the Radial Basis Function network
(RBF), and the Neural Logic Networks (NLN) methods [3–8].

These models require large sets of historical data for their parameter estimation
and model training (up to weeks of recorded data) and have proven to be effective
only for very short-term predictions (a few hours ahead), especially, one-step
ahead prediction. Furthermore, it has been reported that ANN-based methods have
some disadvantages such as; the absence of reliable theory to build the ANN
structure and that the training process may be trapped in partial minimum and thus
will not be able to reach the global optimization.

9.1.2 Spatial Correlation-Based Techniques

These techniques are based on using wind speed and data sets from neighbouring
sites to the site under investigation for wind speed and wind power prediction.
One of the methods is based on using a Fuzzy Expert System (FES) to forecast the
wind speed and the electrical power at a wind farm site [9]. For this method, the
wind speed and direction measurements from several wind stations, installed
around and in the wind farm site via wireless modems to a central computer, are
involved. This central computer runs the FES, which exploits any spatial
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correlation among the measuring stations’ wind series. Figure 9.1 presents the
wind forecasting technique, based on the FES.

Another spatial correlation-based method was developed using data of several
sites to train the ANN model for forecasting wind speed and power for a few hours
ahead [10]. The measurements are collected from sites 0.8 to 40 km apart.
Advanced spatial correlation-based technique using local recurrent neural net-
works and advanced fuzzy models have also been developed for forecasting wind
speed and wind power up to 36 h ahead [11–13].

These spatial correlation-based models require sets of data from more than one
site in order to achieve reasonable prediction accuracy. Moreover, these techniques
are direction dependent. Consequently, wind direction data is also necessary for
the accurate application of such techniques in wind speed forecasting.

9.1.3 Physical Power Prediction Models

Several physical models have been developed that predict wind power production
for days ahead [14–18]. These models are based on using Numerical Weather
Prediction (NWP) models while taking into consideration several factors including
local surface roughness and its changes, the effects of obstacles and orography,
speed up or down, local wind speed scaling within wind farms, wind farm layout,
and wind turbines power curves [15, 16].

Fig. 9.1 FES-based wind forecasting system
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As an example one of the developed physical models requires the use of the
predictions of the wind speed from the High Resolution Limited Area Model
(HIRLIAM) of the Danish Meteorological Institute, and is modified specifically
for individual areas (sites of the wind farms) by using the geostrophic drag law to
transform such predictions to the surface. Then the resulting surface wind speed
is applied to a matrix, generated by sub-models of the WASP (Wind Atlas
Application and Analysis Program) for considering some local effects such as
shelter from obstacles, local surface roughness and its changes, and the effects of
orography, speed up or down. The output of the WASP passes through a Model
Output Statistics (MOS 1) that scales the local wind speed. Then, the PARK model
is used to introduce the effect of the wind farm layout (wake effect) and the power
curves of the wind turbines. The output of the PARK model is corrected by the
MOS 2 model. Figure 9.2 is a flowchart of the model. This approach was used to
predict the wind farm power production from 0 to 36 h ahead. The same approach
has been modified and enhanced by using spatial smoothing effects to predict
power production for as many as 48 h [17].

These models have been involved in wind farms’ output power prediction, but
are characterized by the following drawbacks [18]:

• Very complicated and very expensive.
• Not reliable when weather service forecasts are delayed.
• Generate large errors when there is a time shift between the forecast and the real

data. This has been recorded to be very often the case.
• Not effective for very short-term prediction (few hours ahead).
• Dependent on NWPs which are often inaccurate.

9.2 Grey Predictor Rolling Models

Grey systems, that refer to any system with partially unknown information about
its parameters, structure, and/or characteristics, were first introduced by Professor
Julong Deng in 1982 [19–21]. They are characterized by their need for only few
historical data points (as few as four historical data points), being highly adaptive
to the dynamic behaviour of the data and their little computation effort and
processing time [22].

Various Grey Predictor models have been developed and used in many pre-
diction applications such as predicting objects position and targets tracking in
which the grey system predicts the future trend of an object or target, based on few
historical measurements [23], forecasting stock prices indices [24] and power
system yearly peak loads [22], and predicting the changes in the inertia and
damping coefficients of the mechanical parts of induction servo motors [25].

Two wind speed data sets are used in the analysis presented in this chapter.
Each wind speed data set consists of 24 h (1 day) recorded over 15 min periods at
the Madison weather station [26]. The average of the hourly wind speed time
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series that are used in the analysis, presented in Fig. 9.3, were generated by
averaging the four data sets recorded during each hour, as follows.

XaverageðjÞ ¼
1
4

X4

i¼1

XrecordedðiÞ 8 j ¼ 1; 2; . . .; 24 ; ð9:1Þ

where Xaverage (j) is the hourly averaged data point during hour j, and Xrecorded (i) is
the 15 min recorded data points during hour j.

Fig. 9.2 Flowchart of the physical prediction model
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9.2.1 Traditional Grey Rolling Model GM(1,1)

There are several models for the Grey predictors currently in use. This section
investigates the usage of the most common model, the traditional GM(1,1) model
[27, 28]. The procedure to develop this model and the related forecasting process
are illustrated in Fig. 9.4. The mathematical formulations describing each stage are
summarized as follows.

Stage 1: Accumulated Generating Operation The aim of this operation is to
reduce the noise and randomness from the data set under analysis. This is carried
out by transforming the original set of data X(0) into a new accumulated set X(r).
This new data set is also characterized by a more smoothed regular pattern than the
original set. Figure 9.5 illustrates the effect of this operation on the original set of
data X(0). The equations used to generate the rth order Accumulated Generating
Operation (AGO) series can be expressed as follows,

Fig. 9.3 24 h wind speed time series samples under investigation. a Sample 1. b Sample 2
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Fig. 9.5 First order AGO data series

Fig. 9.4 Forecasting process using traditional GM(1,1) rolling model
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X rð Þ kð Þ ¼
Xk

i¼1

X r�1ð Þ ið Þ 8 k ¼ 1; . . .; n ; r ¼ 1; 2; . . . ð9:2Þ

For the first order AGO series, Eq. 9.2 is formulated as,

X 1ð Þ kð Þ ¼
Xk

i¼1

X 0ð Þ ið Þ 8 k ¼ 1; . . .; n ; ð9:3Þ

where X(0) represents the original data series, X(1) represents the first AGO series,
X(r) represents the rth AGO series, n represents the sample data, and k and i rep-
resents the step for the AGO and the original series, respectively.

Stage 2: GM(1,1) Differential Equation This process is devoted for formulating
the differential equation that relates the model’s dependent variables with the
independent ones. This equation is referred to as the Grey dynamic model. The
general differential equation for a Grey model with m variable GM(1, m) is,

dXð1Þ1

dt
þ aXð1Þ1 ¼ b1 Xð1Þ2 þ b2 Xð1Þ3 þ � � � þ bm�1 Xð1Þm ð9:4Þ

where X1 represents the independent variable, X2, …, Xm represent the dependent
variables, and m represents the number of variables. The coefficients a, b1, b2

…….bm-1 are determined using the least square method.
The GM(1,1) represents the model with one independent variable and no

dependent variables. Therefore, Eq. 9.4 can be rewritten as follows,

dXð1Þ

dt
þ aXð1Þ ¼ b ð9:5Þ

where X represents the independent variable of the GM(1,1), and a and b are the
model coefficients determined using the least square method.

Stage 3: Equation Parameters Calculations The a and b parameters of the
GM(1,1) are determined using the least squared method expressed as follows;

A ¼ a
b

� �
¼ bT :b
� ��1

:bTY ; ð9:6Þ

where

b ¼

�Zð1Þð2Þ
�Zð1Þð3Þ

..

.

�Zð1ÞðnÞ

1
1
..
.

1

2
6664

3
7775 ; ð9:7Þ
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Y ¼

Xð0Þð2Þ
Xð0Þð3Þ

..

.

Xð0ÞðnÞ

2
6664

3
7775 ; ð9:8Þ

and

Zð1ÞðiÞ ¼ Xð1Þði� 1Þ þ Xð1ÞðiÞ
2

: ð9:9Þ

Stage 4: Forecasting Model This step is dedicated to calculate the forecasted or
predicted values for the AGO series X̂ð1Þ

� �
: The equation used in this process can

be written as follows:

X̂ð1Þ1 iþ 1ð Þ ¼ Xð0Þ1 1ð Þ � 1
a

Xm

k¼2

bk�1 Xð1Þk iþ 1ð Þ
 !

e�ai þ 1
a

Xm

k¼2

bk�1 Xð1Þk iþ 1ð Þ

ð9:10Þ

For the GM(1,1) model the forecasting model is expressed by,

X̂ð1Þ iþ 1ð Þ ¼ Xð0Þ 1ð Þ � b

a

� 	
e�ai þ b

a
ð9:11Þ

where i represents the step, and X(0) represents the first data in the original time
series.

Stage 5: Model Diagnostic Checking In [22] a model diagnostic checking process
has been developed to evaluate and test the traditional Grey model’s grade. This is
carried out by calculating the residual (error) series e(0) for the historical data, used
in developing the model, as follows:

eð0ÞðiÞ ¼ Xð1ÞðiÞ � X̂ 1ð Þ ið Þ ð9:12Þ

The mean �eð Þ and the standard deviation (S1) of this series are calculated as
follows:

�e ¼ 1
n

Xn

i¼1

e 0ð Þ ið Þ ð9:13Þ

and

S1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

e 0ð Þ ið Þ � �eð Þ2
s

: ð9:14Þ
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The mean �Xð Þ and the standard deviation (S2) of the AGO series are calculated
as follows:

�X ¼ 1
n

Xn

i¼1

X 1ð ÞðiÞ ð9:15Þ

and

S2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

X 1ð Þ ið Þ � �Xð Þ2
s

: ð9:16Þ

Two evaluation indices, C (the relative performance of a model with a
scattering degree S2 and a fitness degree S1) and P (smaller errors probability
index), are then calculated by

C ¼ S1

S2
ð9:17Þ

and

P ¼ prob e0ðiÞ � �e
�� ��� 0:6745S2
�

ð9:18Þ

The model is then graded according to Table 9.2.

Stage 6: Modified Forecasting Model If the model is found to be unqualified
(needs correction), a weighted residual series for a selected historical data points
(i = k0, …, n where k0 C 1) of the original residual series is developed using the
following equation,

r 0ð Þ i0ð Þ ¼ w e 0ð Þ ið Þ 8 i0 ¼ i� k0 þ 1 ¼ 1; 2; . . .; n� k0 þ 1 ð9:19Þ

where w is the assigned weight for the residual series, w[[0, 1], rð0Þ is the weighted
residual series, and i’ represents the weighted series step.

Another Grey model is then built to fit the generated weighted residual series
over the selected data points following the same previously described stages
(Stages 1–4). The modified prediction equation, after correction, for the GM(1, m)
model can be expressed as follows:

Table 9.2 Grey model
grades

Grade Evaluation indices

P C

Good [ 0.95 \ 0.35
Qualified [ 0.8 \ 0.5
Just [ 0.7 \ 0.45
Unqualified B 0.7 C 0.65
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X̂ð1Þ1 iþ 1ð Þ ¼ Xð0Þ1 1ð Þ � 1
a

Xm

k¼2

bk�1 Xð1Þk iþ 1ð Þ
 !

e�ai þ 1
a

Xm

k¼2

bk�1 Xð1Þk iþ 1ð Þ

þ s �a0ð Þ r 0ð Þ 1ð Þ � b0

a0

� 	
e�a0 i�k0þ1ð Þ

ð9:20Þ

where a0 and b0 are the parameters for the weighted series r 0ð Þ; s is a selector that is
equal to 1 for k’ C i and equals 0 for k’ \ i. The last equation can be reformulated
for the GM(1,1) as follows:

X̂ 1ð Þ iþ 1ð Þ ¼ X 0ð Þ 1ð Þ � b

a

� 	
e�ai þ b

a
þ s �a0ð Þ r 0ð Þ 1ð Þ � b0

a0

� 	
e�a0 i�k0þ1ð Þ ð9:21Þ

The model after being corrected with the residual term is then re-passed by the
same diagnostic check process, expressed in stage 5, to validate its grade, and so on.

Stage 7: Inverse Accumulated Generating Operation This operation is used to
transform the forecasted AGO series of data back into the original series. It
represents the inverse operation of the AGO. The mathematical formulation rep-
resenting this operation can be expressed by

a 0ð Þ X rð Þ kð Þ
� 

¼ X rð Þ kð Þ � X rð Þ k � 1ð Þ ð9:22Þ

a 1ð Þ X rð Þ kð Þ
� 

¼ X r�1ð Þ kð Þ � X r�1ð Þ k � 1ð Þ ð9:23Þ

and so on, for the rth series

a rð Þ X rð Þ kð Þ
� 

¼ X 0ð Þ kð Þ � X 0ð Þ k � 1ð Þ k ¼ 1; . . .; n ; ð9:24Þ

where a is the Inverse Accumulated Generating Operation (IAGO) operator.
For the GM(1,1) model, built to fit the first AGO series, the IAGO is expressed

by

X̂ 0ð Þ 1ð Þ ¼ X̂ 1ð Þ 1ð Þ ð9:25Þ

X̂ 0ð Þ iþ 1ð Þ ¼ X̂ 1ð Þ iþ 1ð Þ � X̂ 1ð Þ ið Þ 8 i ¼ 1; 2; 3; . . . ð9:26Þ

Stage 8: Rolling Modeling Mechanism The rolling modeling mechanism offers a
tool for updating the used input data in developing the GM(1,1) model [29]. This
mechanism ensures that the most recent historical data are used in the modeling
process at each time interval. This technique is based on waiting until observing
the actual data of the predicted interval. Then, updating the used historical data by
eliminating the oldest historical data and adding the recent observation to predict
the next future interval.
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The actual and forecasted wind speed time series for the two illustrative data
samples are presented in Fig. 9.6. This Figure displays the results of the traditional
GM(1,1) rolling and the persistent models (that assume that the future hour predicted
value is equal to the current observation). The Figure demonstrates the effectiveness
of the traditional GM(1,1) rolling model in tracking the actual time series better than
that of the persistent model. The use of the traditional GM(1,1) rolling model results
in the Mean Absolute Error (MAE) values of 0.94 and 1.12 m/s for Samples 1 and 2,
respectively, which corresponds to 0.97 and 1.19 m/s, respectively, for the persistent
model. Moreover, for the studied samples, the traditional GM(1,1) rolling model
forecasts wind speed time series with an improvement, in the MAE, over the per-
sistent model of 3.09 and 5.88% for Samples 1 and 2, respectively.

Figure 9.7 gives the C Indices for the developed models by using the traditional
GM(1,1). These Figures reveal that the developed models’ grades are good. This
has also been confirmed by the P evaluation index that is consistently equal to
unity over the studied 24 h data samples.

Fig. 9.6 Wind speed forecasting using traditional GM(1,1) rolling model and persistent model.
a Sample 1 b Sample 2
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Despite the superiority of the newly developed model, the use of the traditional
GM(1,1) in predicting continuously variable time series usually results in the
occurrence of overshoots [29] that reduce the prediction accuracy. The following
models were developed to reduce these overshoots and increase the overall
prediction accuracy of the Grey model, hereafter, referred to as the adaptive
alpha-based GM(1,1) model [29], the improved shifted model and the averaged
Grey models [2].

9.2.2 Adaptive Alpha-Based GM(1,1) Model

The adaptive alpha-based GM(1,1) model was developed by following the same
stages described in the previous section for the traditional GM(1,1) model while

Fig. 9.7 C Indices for the developed models using the traditional GM(1,1). a Sample 1.
b Sample 2
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introducing a new formula for calculating the Z(1)(i) terms, as demonstrated in
Fig. 9.8. In 1999, Chang et al. proposed an adaptive a(i) for the Z(1)(i) terms [30]
so that the formula for calculating these terms is expressed as

Z 1ð Þ ið Þ ¼ 1� a ið Þ½ �X 1ð Þ i� 1ð Þ þ a ið ÞX 1ð ÞðiÞ ; ð9:27Þ

where a(i) is a weighting factor within the range 0� aðiÞ� 1. For the traditional
GM(1,1) model, this factor is set to 0.5.

In this model, the weighting factor a ið Þ is determined by what is known as
the ‘‘average system slope’’ technique [29]. The mathematical formulations
describing each stage involved in developing this model are summarized as
follows.

Stage 1: Accumulated Generating Operation Same as described in Sect. 9.2.1.

Stage 2: GM(1,1) Differential Equation Same as described in Sect. 9.2.1.

Fig. 9.8 Prediction process using adaptive alpha-based GM(1,1) rolling model
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Stage 3: Average Slope Coefficient This stage is dedicated to calculate the
average slope coefficient ravg

� �
as follows:

ravg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X 0ð Þ nð Þ
X 0ð Þ 1ð Þ

n�1

s
; ð9:28Þ

where X(0)(n) and X(0)(1) represent the last and the first data points in the original
data series, respectively, and n represents the total number of data points used in
developing the GM(1,1) model.

Stage 4: Relative Position In this stage the relative positions (kj) for the
remaining data points (excluding the first and the last points that are forced to
match the data values of the real system end points) are determined to force
the data of the theoretical system model to equate the data of the real system
model. This is mathematically formulated as follows (for four data points
model):

X 0ð Þ 1ð Þrk2

avg¼X 0ð Þ 2ð Þ ) k2 = log X 0ð Þ 2ð Þ=X 0ð Þ 1ð Þ
� 

= log ravg

� �
ð9:29Þ

X 0ð Þ 1ð Þrk3

avg¼X 0ð Þ 3ð Þ ) k3 = log X 0ð Þ 3ð Þ=X 0ð Þ 1ð Þ
� 

= log ravg

� �
ð9:30Þ

and

X 0ð Þ 1ð Þr3
avg ¼ X 0ð Þ 4ð Þ : ð9:31Þ

Stage 5: Adaptive Alpha Set The adaptive alpha set is calculated using the
following if rules:

(a)
IF k2� 0 then a 2ð Þ ¼ 0

else IF k2 2 0; 1ð Þ then a 2ð Þ ¼ k2

else IF k2 � 0 then a 2ð Þ ¼ 1
ð9:32Þ

(b)
IF k3� 1 then a 3ð Þ ¼ 0

else IF k3 2 1; 2ð Þ then a 3ð Þ ¼ k3 � 1
else IF k3 � 2 then a 3ð Þ ¼ 1

ð9:33Þ

(c)
a 4ð Þ ¼ 1 : ð9:34Þ

Stage 6: Equation Parameters Calculations Same as described in Sect. 9.2.1 while
introducing a new formula for calculating the Z(1)(i) terms.

Stage 7: Forecasting Model Same as described in Sect. 9.2.1.
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Stage 8: Inverse Accumulated Generating Operation Same as described in
Sect. 9.2.1.

Stage 9: Rolling Modeling Mechanism Same as described in Sect. 9.2.1.

The corresponding actual and predicted wind speed time series, for the two
illustrative data samples, and using the adaptive alpha based model, are presented
in Figs. 9.9 and 9.10. These Figures reveal that the adaptive alpha-based model
can reduce the overshoots in the predicted time series; however, for the intervals
with no overshoots, the traditional model tracks the actual time series better.
The adaptive alpha based model results in MAE values of 0.87 and 1.09 m/s for
Samples 1 and 2, respectively, which correspond to an improvement, in the MAE,
over the persistent model of 10.31 and 8.4%, respectively. The adaptive alpha-
based model revealed more improvements in the MAE, over the persistent model,
than the traditional model.

Fig. 9.9 Wind speed forecasting using the adaptive alpha-based GM(1,1) rolling model and
persistent model. a Sample 1. b Sample 2
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9.2.3 Improved Shifted Grey Model

In 2007, EL-Fouly et al. [2] introduced the improved shifted Grey GM(1,1) model
in an attempt to increase the prediction accuracy. This model is based on gener-
ating two shifted prediction models from the traditional GM(1,1) model, discussed
in Sect. 9.2.1. Then, a hybrid model of these new shifted models is developed as
the final prediction model using the Widro-Hoff delta rule. Figure 9.11 presents a
flowchart illustrating the different stages for developing the improved shifted Grey
model. The mathematical formulations, describing each stage, are summarized
as follows.

Stage 1: Accumulated Generating Operation Same as described in Sect. 9.2.1.

Stage 2: GM(1,1) Differential Equation Same as described in Sect. 9.2.1.

Stage 3: Equation Parameters Calculations Same as described in Sect. 9.2.1.

Fig. 9.10 Wind speed forecasting using the adaptive alpha-based GM(1,1) rolling model and
traditional GM(1,1) model. a Sample 1. b Sample 2
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Stage 4: Forecasting Model Same as described in Sect. 9.2.1. This step ends by
developing the traditional GM(1,1) forecasting model, to predicting the values for

the AGO series X̂ 1ð Þ
GM

� 
; which is represented mathematically as

X̂ 1ð Þ
GM iþ 1ð Þ ¼ X 0ð Þ 1ð Þ � b

a

� 	
e�ai þ b

a
: ð9:35Þ

Stage 5: Two Shifted Forecasting Models The goal of this stage is to generate an
envelope-like time series that contains the actual AGO series. Two new shifted

forecasting models X̂ 1ð Þ
1 and X̂ 1ð Þ

2

� 
are generated as follows:

Fig. 9.11 Prediction process using improved shifted GM(1,1) rolling model
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X̂ 1ð Þ
1 iþ 1ð Þ ¼ X̂ 1ð Þ

GM iþ 1ð Þ þ shift ð9:36Þ

and

X̂ 1ð Þ
2 iþ 1ð Þ ¼ X̂ 1ð Þ

GM iþ 1ð Þ � shift ; ð9:37Þ

where shift represents the value by which the traditional GM(1,1) model is shifted
and is chosen to be equal to the last data point in the first AGO series; i.e., Xð1ÞðnÞ;
where n = 4 (four data points are used to build the GM models) to ensure that the
generated envelope contains the actual AGO series.

Stage 6: Hybrid Forecasting Model The two generated shifted models are then

combined to create the hybrid improved Grey model X̂ 1ð Þ
imp

� 
as follows:

X̂ 1ð Þ
imp iþ 1ð Þ ¼ w1 � X̂ 1ð Þ

1 þ w2 � X̂ 1ð Þ
2 iþ 1ð Þ ð9:38Þ

and

w1 þ w2 ¼ 1; ð9:39Þ

where w1 and w2 represent the weights for the shifted models. These weights are
updated using the Least Mean Square (LMS) technique, known as the Widro-Hoff
delta rule [31, 32], which is

w iþ 1ð Þ ¼ wðiÞ þ d � Xð1ÞðiÞ � eðiÞ
Xð1ÞðiÞ½ �T �Xð1ÞðiÞ

; ð9:40Þ

where wðiÞ and w iþ 1ð Þ represent the current and the updated weights vector, d is

the learning parameter, Xð1ÞðiÞ and Xð1ÞðiÞ
� �T

represent the shifted AGO series
vector and its transposed vector, and e(i) is the error vector given by

eðiÞ ¼ Xð1ÞðiÞ � X̂ 1ð Þ
impðiÞ ð9:41Þ

Stage 7: Inverse Accumulated Generating Operation Same as described in Sect. 9.2.1.

Stage 8: Rolling Modeling Mechanism Same as described in Sect. 9.2.1.

Figures 9.12 and 9.13 display the corresponding actual and predicted wind
speed time series, when the improved shifted Grey model is employed. This model
achieves levels of the MAE of 0.95 and 1 m/s for Samples 1 and 2, respectively.
This corresponds to an improvement over the persistent model of 2.06 and 15.97%,
respectively. Figure 9.13 reveals that the improved model manages to reduce the
overshoots; however, the tracking feature for the actual time series is still worse
than that of the traditional Grey model. Moreover, for Sample 2 a drop in the
percentage improvement of the MAE occurs, compared with that of the adaptive
alpha-based model.
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9.2.4 Averaged Grey Model

To capture the good features of both the traditional GM(1,1) model (represented
by good tracking and lower prediction error for the intervals without prediction
overshoots) and the improved Grey model (represented by reducing the over-
shoots, and hence, reducing the prediction errors at the intervals where overshoots
occur), EL-Fouly et al. [2] developed the averaged Grey forecasting model that is
represented mathematically by

X̂ 1ð Þ
avgðiþ 1Þ ¼

X̂ 1ð Þ
GMðiþ 1Þ þ X̂ 1ð Þ

impðiþ 1Þ
2

; ð9:42Þ

where X̂ 1ð Þ
avgðiþ 1Þ represents the predicted future point using the averaged Grey

model.
Figures 9.14 and 9.15 present the corresponding actual and predicted wind

speed time series, when the averaged Grey model is used. This model results
in MAE values of 0.85 and 0.87 m/s for Samples 1 and 2, respectively, which

Fig. 9.12 Wind speed forecasting using the improved shifted GM(1,1) rolling model and the
persistent model. a Sample 1. b Sample 2
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correspond to an improvement over the persistent model of 12.37 and 26.89%,
respectively. This demonstrates the superiority of the averaged model in wind
speed forecasting over the previously discussed Grey models in this section.
Moreover, these Figures reveal that the tracking feature is enhanced when the
averaged model is used and is overall superior, when compared with the persistent
model and the other presented Grey models.

Table 9.3 provides a comparison of all the Grey models introduced in this
section and the persistent model in terms of; the samples’ MAE; and the samples’
RMSE. Moreover, this table demonstrates the improvements of the averaged
GM(1,1) model, compared with the persistent model. The table reveals that, for the
two illustrative data samples, the highest percentage of improvement is achieved
when the averaged GM(1,1) model is employed.

Figure 9.16 represents the scattering and the linear relationships between the
predicted and the actual values for the wind speed of the four data sets, predicted
by the averaged GM(1,1) model. This linear relationship is expressed as

Fig. 9.13 Wind speed forecasting using the improved shifted GM(1,1) rolling model and the
traditional GM(1,1) model. a Sample 1. b Sample 2
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ŷi ¼ m xi þ c; ð9:43Þ

where ŷi and xi are the predicted and the actual wind speed or power values at time
interval, i, m, and c are the linear relationship coefficients obtained by using the
least square method, where m is the scaling factor (slope of the linear relationship),
and c is the y-axis (prediction-axis) intercept of the linear relation. The best linear
relationship between the actual and the predicted values is achieved when c = 0
and m = 1.

Figure 9.16 reveals a good scattering of the predicted values of wind speed. The
corresponding linear relationships between the predicted and the actual values of
the wind speed data are 0.618 ? 0.876 xi and 0.618 ? 0.876 xi for Samples 1 and
2, respectively. This indicates that the scaling factor is very close to unity, and that
the y-axis intercept coefficient is very close to zero.

Fig. 9.14 Wind speed forecasting using the averaged GM(1,1) rolling model and the persistent
model. a Sample 1. b Sample 2
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Fig. 9.15 Wind speed forecasting using the averaged GM(1,1) rolling model and the traditional
GM(1,1) model. a Sample 1. b Sample 2

Table 9.3 MAE (m/s), RMSE (m/s), and improvements for wind speed prediction

Parameter Persistent GM(1,1) Adaptive Improved Averaged

Sample 1 MAE Value 0.97 0.94 0.87 0.95 0.85
Improvement (%) – 3.09 10.31 2.06 12.37

RMSE Value 1.22 1.10 1.09 1.22 1.06
Improvement (%) – 9.84 10.66 0.00 13.11

Sample 2 MAE Value 1.19 1.12 1.09 1.00 0.87
Improvement (%) – 5.88 8.40 15.97 26.89

RMSE Value 1.58 1.42 1.48 1.47 1.26
Improvement (%) – 10.13 6.33 6.96 20.25
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9.3 Hourly Wind Power Prediction

Forecasted wind speed data is used as an input to the wind turbine power curve.
For illustrative purposes, the manufacturer power curve for the VESTAS
V66-1.65 MW wind turbine, given in Fig. 9.17, is used in the analysis to predict
the output wind power production. The wind turbine power curve under investi-
gation is characterized by a cut in wind speed of 4 m/s, rated wind speed of
16 m/s, and a cut out wind speed of 25 m/s.

Fig. 9.16 Actual and
predicted wind speed
relationships using the
averaged GM(1,1) rolling
model. a Sample 1.
b Sample 2

Fig. 9.17 Manufacturer
wind power curve for the
VESTAS V66-1.65 MW
wind turbine
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In this section, the generated actual and predicted wind power time series,
when the averaged GM(1,1) and the persistent models are employed, for the two
samples are presented in Fig. 9.18. The Figure demonstrates the effectiveness of
the averaged GM(1,1) rolling model for tracking the actual generated wind power
time series.

Table 9.4 lists the MAE, RMSE, and average percentage error referred to the
rated power (% error for the power prediction) for the generated results by the
averaged GM(1,1) rolling model. This table also reveals a lower MAE, lower
RMSE, and lower average percentage error values for the averaged GM(1,1)
rolling model, compared with those of the persistent model. The table also reveals
that the averaged model, for the illustrative data samples, predicts the wind power
more accurately than the persistent model; in fact, up to 36.31% for the MAE,
25.83% for the RMSE, and 36.34% for the average percentage error.

Fig. 9.18 Wind power prediction using the averaged GM(1,1) rolling model and the persistent
model. a Sample 1. b Sample 2
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Figure 9.19 presents the scattering and the linear relationships between the
predicted and the actual values for the wind power prediction for the two data sets
with the averaged GM(1,1) model. This Figure exhibits a good scattering of the

Fig. 9.19 Actual and predicted wind power relationships using the averaged GM(1,1) rolling
model. a Sample 1. b Sample 2

Table 9.4 MAE (kW), RMSE (kW), average percentage error (% error), and improvements for
wind power prediction

Parameter Persistent Averaged Improvement (%)

Sample 1 MAE 109.84 93.80 14.60
RMSE 179.70 150.96 15.99
error (%) 6.62 5.69 14.05

Sample 2 MAE 131.60 83.81 36.31
RMSE 194.90 144.55 25.83
error (%) 7.98 5.08 36.34
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predicted values of the wind power. The corresponding linear relationships
between the predicted and the actual values of the wind power data are
0.037 ? 0.809 xi and - 0.016 ? 1.015 xi for Samples 1 and 2, respectively. This
indicates that the scaling factor and the y-axis intercept coefficients are very close
to unity and zero, respectively.

9.4 Conclusions

Due to the irregular nature of wind power, production prediction represents one of
the major challenges to power system operators. This chapter introduced one of the
newly developed forecasting techniques for 1 h ahead average hourly wind speed
and wind power using the Grey predictor models. Forecasting using the traditional
GM(1,1) model revealed an improvement over the persistent model (the traditional
reference model) in tracking the actual wind speed time series. However, this
model is characterized by the occurrence of some overshoots in the predicted time
series. Such overshoots can result in predicting wind speed time series worse than
that of the persistent model. To overcome the problem of overshoots occurrence,
three modified versions of the GM(1,1) model were introduced. The adaptive
alpha-based grey model and the improved Grey model achieved higher levels of
improvement over the persistent model than the traditional GM(1,1) model.
However, those models lack the good tracking characteristic for the actual wind
speed time series of the traditional model. The averaged Grey model attained the
highest level of wind speed forecasting and wind power prediction accuracy,
compared with the persistent model and the other presented Grey models, while
demonstrating a very good tracking feature and a reduction in the overshoot
occurrence.
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Chapter 10
Lightning Protection of Large
Wind-Turbine Blades

F. Rachidi, M. Rubinstein and A. Smorgonskiy

Abstract We discuss in this chapter the salient issues related to lightning pro-
tection of large wind turbine blades. Lightning protection of modern wind turbines
presents a number of new challenges due to the geometrical, electrical and
mechanical particularities of turbines. Wind turbines are high structures and, like
tall towers, they not only attract downward flashes but initiate upward flashes as
well. The proportion between these types of flashes depends on many factors such
as the structure height and the local terrain elevation. The rotation of the blades
may also trigger lightning and result in considerable increase in the number of
strikes to a wind turbine unit. Since wind turbines are tall structures, the lightning
currents that are injected by return strokes into the turbines will be affected by
reflections at the top, at the bottom, and at the junction of the blades with the static
base of the turbine. This is of capital importance when calculating the protection of
internal circuitry that may be affected by magnetically induced electromotive
forces that depend directly on the characteristics of the current in the turbine. The
presence of carbon reinforced plastics (CRP) in the blades introduces a new set of
problems to be dealt with in the design of the turbines’ lightning protection system.
One problem is the mechanical stresses resulting from the energy dissipation in
CRP laminates due to the circulation of eddy currents. The thus dissipated energy
is evaluated and recommendations are given as to the number of down conductors
and their orientation with respect to the CRP laminates so that the dissipated
energy is minimized. It is also emphasized that the high static fields under thun-
derclouds might have an influence on the moving carbon fiber parts.
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Representative full scale blade tests are still complex since lightning currents from
an impulse current generator are conditioned to the electrical characteristics of the
element under test and return paths. It is therefore desirable to complement lab-
oratory tests with theoretical and computer modeling for the estimation of fields,
currents, and voltages within the blades.

10.1 Introduction

Wind energy is one of the fastest growing electric power generation technologies.
It is well known that wind turbines are vulnerable to lightning, which can cause
important damages to wind turbine components [1]. Currently available statistics
reveal that for the wind turbines installed in Europe [2], the average number of
faults per 100 turbine years is equal to six, whereas for the wind turbines installed
in Japan [3], this value can reach even 36 due to the severe winter lightning
parameters.

Lightning protection of traditional wind turbines has been addressed in detail in
standards [4–6]. However, modern wind power generation units are characterized
by ever taller turbines and wind turbine blades are now being produced with
lengths of 60 m and beyond. As a result, it is expected that modern turbines will be
more exposed to lightning strikes in the future [7].

In addition to the above, carbon fiber composite materials are being used
extensively to reinforce the blades [6]. The presence of such composite materials
will affect the efficiency of the lightning protection system (LPS) and should
therefore be taken into account in its design phase.

Consequently, the design of lightning protection of modern wind turbines will
be a challenging problem. In this chapter, we discuss the salient issues related to
lightning protection of long wind turbine blades. The text is organized as follows:
In Sects. 10.2, 10.3, 10.4, 10.5 and 10.6, we describe open questions, which need
to be adequately addressed to achieve an efficient protection of modern wind
turbines against lightning. In Sect. 10.2, we discuss theoretical and empirical
approaches to evaluate lightning incidence to tall structures, with special emphasis
on upward-initiated lightning flashes, which are predominant for tall struc-
tures. Section 10.3 deals with the effect of the rotation of the blades on the
lightning behavior and protection of wind turbines. The interaction of lightning
with tall structures, such as telecommunication towers, has recently attracted
considerable attention of lightning researchers (e.g., [8–16]). It has been shown in
particular that the lightning current along a tall structure exhibits multiple
reflections occurring at the discontinuities and resulting in a nonuniform distri-
bution of the current. The implication of this effect on lightning protection of wind
turbines is discussed in Sect. 10.4. In Sect. 10.5, we discuss the potential impact of
the presence of composite materials on the performance of wind turbine lightning
protection systems. The effect of nearby (also called indirect) lightning is briefly
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discussed in Sect. 10.6. Finally, conclusions and recommendations are presented in
Sect. 10.7.

10.2 Evaluation of Lightning Incidence to Wind Turbines

The design of an LPS should be based on the risk of lightning striking the structure
in question. This risk is a function of the structure height, the local topography and
the local level of lightning activity [6].

Elevated objects such as wind turbines experience both downward and upward
flashes, the proportion being a function of object height [17]. The total annual
lightning incidence N (in year-1) is given by

N ¼ Nu þ Nd ð10:1Þ

where Nuand Nd are the annual number of upward flashes and downward flashes,
respectively [17].

Based on observations of the lightning incidence to structures with heights
ranging from 20 to 540 m situated on a flat surface in different regions of the
world, Eriksson [18] derived the following equation for N

N ¼ Ng � 24 � h2:05
s � 10�6 ð10:2Þ

where hs is the height of the structure in meters and Ng is the ground flash density
in km-2 year-1.

IEC [6] recommends that wind turbines on a flat terrain be modeled as a tall
mast with a height equal to the hub height plus one rotor radius, the equivalent
attractive or collection area being defined as a circle with a radius of three times
the turbine height

Ra ¼ 3 � hs ð10:3Þ

In IEC [6], the overall number of lightning flashes to the wind turbine is
calculated using the expression

N ¼ Ng � p � 3 � hsð Þ2�10�6 ð10:4Þ

It should be especially noticed that in the IEC standard [6], the term ‘equivalent
attractive radius’ is used for calculating the overall lightning incidence and not
only downward flashes as it is used in other methods [17] where the number of
upward and downward flashes to the structure is calculated separately. Note that
the empirical expression of Eriksson (10.2) is very similar to (10.4). To show this,
we can rewrite (10.2) as

N � Ng � p � 3:2 � hsð Þ2�10�6 ð10:5Þ
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Wind turbine failures due to lightning depend strongly on the terrain where the
wind parks are installed. As reported in [2], wind turbines installed in the low
mountain areas in Germany have a higher risk of lightning damage (14 faults per
100 unit years) compared to wind turbines installed in the coastal areas (5.6 faults
per 100 unit years).

The evaluation of lightning incidence to wind turbines situated in mountainous
regions is much more difficult than on flat ground due to the fact that topological
factors will play a major role in the enhancement of the electric field at the top of
the wind turbine. Therefore, the structure’s actual height above ground level
should be replaced with the effective height heff, whose evaluation is a very
complex task and calls for further research [19].

Four methods have been reported by Theethayi [19] for the evaluation of heff

and applied to the Gaisberg tower which is 100 m tall and is situated on a
mountain of about 750 m height. The resultant heff varies from 300 to 1000 m.
Another example is Berger’s 70 m tall tower [20] situated on a prominent summit
of the Monte San Salvatore, which rises 640 m above Lake Lugano. Eriksson [18]
evaluated its effective height to be 350 m. A summary of the different techniques
for the estimation of heff can be found in [21].

For complex terrains, IEC [6] recommends to add the height of the wind turbine
position to the actual height of the turbine for the evaluation of heff. This rec-
ommendation is reasonable for the particular example shown in the standard,
where the wind turbine is situated on a hill with a height comparable to that of the
blade length. However, for wind parks situated on mountains, this recommenda-
tion could give an overestimated value of lightning incidence and, therefore, will
complicate and increase the cost of required lightning protection measures.

10.3 Impact of Rotating Tower Blades

The fact that the blades in wind turbines rotate introduces new effects and complexity to
the design of efficient lightning protection systems for them as discussed in what follows.

Lightning can be initiated by fast, upward moving objects connected to the
ground (e.g., [22]). Small rockets trailing grounded wires have been used for many
years to trigger lightning for research purposes (e.g., in France, at St. Privat
d’Allier, in the United States at the Kennedy Space Center, at Camp Blanding’s
ICLRT in Florida and at Fort MacLellan in Alabama, and in Japan at Okushishiku
[23]). A number of similarities between rocket triggered lightning and tall wind
turbines with their rotating blades suggest that wind turbines may trigger their own
lightning. Indeed, just like the small rockets used in classical triggered lightning,
the tips of the rotating blades in wind turbines are connected to the ground by way
of a down conductor which, in wind turbines, is used for lightning protection
purposes. In rocket triggered lightning, the rockets reach an altitude of 200 m or so
before setting off a lightning. The tips of the rotating blades are beginning to reach
similar altitudes, as the height of the nacelle is higher than 100 m and the blades
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themselves are as long as 60 m or even longer, as mentioned earlier in this chapter.
For classical rocket triggered lightning, the average speed of the rockets can be
estimated by dividing the 200 m distance the rockets reach before the initiation of
the lightning by the time it takes from the launch of the rocket to the initiation.
This time is of the order of 2 s, as can be inferred from filmed sequences shot at
the ICLRT in Camp Blanding, Florida, resulting in an average speed estimate of
100 m/s. The maximum speed of the tip of wind turbines is 80 m/s.

A number of differences between rocket triggered lightning and wind turbines
must however be pointed out. The bottom 100 m or more of the ground conductor
in wind turbines is fixed. In addition, the moment at which the tip of a particular
blade in a wind turbine attains its highest vertical speed corresponds to the blade
being horizontal and, therefore, at the height of the hub which, at least for current
turbines, is much lower than 200 m. When the tip of the blade is at its highest
point, the speed of the tip is purely horizontal. Moreover, the down conductor is
designed to withstand lightning currents and it therefore may not vaporize when
the continuous current from the initial phase of the lightning passes through it.
As a consequence, the initial part of the current, called by Wang et al. [24, 25] the
initial current variation ICV, will only seldom exhibit a current drop due to the
melting of the wire. The question arises as to the way one could test the hypothesis
that rotating blades on wind turbines trigger lightning. One possible test method is
to compare the number of strikes to rotating blades with the number of strikes to
still turbines in the same wind turbine park. The strike frequency for the operating
blades should be statistically higher than that for inactive ones. Another possible
method is to correlate the instantaneous position and sense of movement of blades
struck by lightning to determine whether blade tips that are moving up are struck
more often than descending blades.

Figure 10.1 presents the basic geometry for studies of lightning strikes to wind
turbine systems particularized for the case where one of the blades points straight
up at the time of a strike.

With the tip of the blades moving at speeds of up to 80 m/s and with inter-
stroke intervals lasting from a few milliseconds to many tens of milliseconds or
more, the angular position of a blade for two different strokes in the same flash
may vary as much as tens of degrees, creating the conditions for the effects to be
discussed in the following paragraph and in Sect. 10.4.

It is possible that different return strokes within the same flash flow down
different blades as illustrated in the following scenario: Suppose one return stroke
strikes the tip of a blade near the blade position shown in Fig. 10.1. If the inter-
stroke interval is long, the continuing current (if present) may extinguish and the
ionized channel that led to the original blade may shift as the rotating tip moves
away from it. A subsequent leader may, in that case, attach to a different blade as
illustrated in Fig. 10.2.
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Fig. 10.1 Geometry for
studies in lightning to wind
turbine systems. (Adapted
from [7] �2010 IEEE)

Fig. 10.2 Geometry for
studies in lightning to wind
turbine systems—rotation of
the blades for subsequent
lightning returns strokes.
(Adapted from [7] �2010
IEEE)
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10.4 Lightning Current Transient Behavior
Within the Turbine

When lightning strikes an elevated tower or wind turbine, the transient phenomena in
the strike object introduce changes in the original lightning current waveform. The
observed current parameters within the structure of the strike object are therefore
‘disturbed’ by the presence of current reflections and the degree of disturbance
depends on the physical and electrical characteristics of the strike object.

The influence of the strike object on the current waveform has been recently
investigated by a number of research groups around the world and several of the
so-called engineering return-stroke models have been extended to take into
account the presence of the elevated strike object (see e.g., [26]). In some of these
studies, the strike object was modeled as an ideal, uniform transmission line.
Figure 10.3 presents a typical geometry employed for studies in lightning to ele-
vated strike objects.

We can use the models developed for lightning return strokes to static elevated
strike objects such as towers to discuss the way in which they should be adapted to
the case of wind turbines.

In the return stroke models that take into account the strike structure, it is often
assumed that the propagation speed of current pulses along the strike object is equal
to the speed of light c and that the current reflection coefficients at its extremities (qt at

Fig. 10.3 Typical geometry
for studies in lightning to
elevated strike objects.
(Adapted from [7] �2010
IEEE)
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the top and qg at the bottom) are constant. Further, the existence of upward-con-
necting leaders and any reflections at the return stroke wavefront are neglected.

The bottom reflection coefficient for the current in the tower can be expressed in
terms of the characteristic impedance of the tower, Zt, and the grounding system
impedance, Zg, as follows

qg ¼
Zt � Zg

Zt þ Zg

ð10:6Þ

Similarly, the top reflection coefficient for the current in the tower can be
expressed in terms of the characteristic impedance Zt and the equivalent imped-
ance of the lightning return stroke channel Zch,

qt ¼
Zt � Zch

Zt þ Zch

ð10:7Þ

For a lightning return stroke initiated at the top of the strike object, the current
along it and along the lightning channel for a given height z were derived by

Rachidi et al. [27] and it is given by
For0� z� h :
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and for h\z\Htot :

iðz; tÞ ¼ Pðz� hÞ io h; t � z� h
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ð10:9Þ

where io(h, t) is the so-called ‘undisturbed’ current, defined as the current that
would be measured at the top of the strike object (lightning attachment point) if
both reflection coefficients qt and qg were equal to zero, z is the height along the
strike object for Eq. (10.8) and along the channel for Eq. (10.9), c is the speed of
light, v is the return stroke speed, Htot is the total height, obtained by adding the
lengths of the lightning channel and of the elevated strike object, Pðz0Þ is a model-
dependent attenuation function, v* is the current-wave speed in the lightning
channel, and u(t) is the Heaviside unit step function.
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Expressions for Pðz0Þ and v* for some of the most commonly used return- stroke
models are summarized in Table 10.1, in which k is the attenuation height for the
MTLE model.

In Table 10.1, the different return-stroke models are defined as Bruce-Golde
(BG) model [28], Traveling Current Source (TCS) model [29], Transmission Line
(TL) model [30], MTLL model [31], and MTLE model [32, 33].

For lightning to wind turbines, the previous model needs to be adapted to take
into account the discontinuity between the body and the blades of the wind turbine
system at the hub. The value of the discontinuity is a function of a number of
electrical and geometrical parameters of the blades, of the hub, of the nacelle and
of the base. The instantaneous angle of the struck blade with respect to the base
may strongly influence the reflection and transmission coefficients at the discon-
tinuity. This last parameter introduces a level of complexity that is specific to wind
turbines since, as discussed in Sect. 10.3, the angle (and, therefore, the reflection
coefficient) can vary appreciably from one stroke to another within the same
lightning flash.

10.5 Impact of Carbon Reinforced Plastic

In [6], Carbon Reinforced Plastic materials are considered as electrical conductors
and it is recommended to bond CRP to other conducting components for lightning
protection purposes. However, this recommendation raises two questions which
need to be addressed: (1) are CRP components able to conduct lightning current
without being damaged? and, (2) how should the bonding between CRP and LPS
be made?

Another issue related to the use of CRP in wind turbine blades is their response
to the static electric field below a thundercloud. It is indeed well known [17] that
the electric field Eg at ground level below thunderclouds can reach values of about
-5 to -15 kV/m. It is likely that the CRP material in the blade experiences fields
which vary (with the rotation of the blade) from Eg (when the blade tip is near the
ground) to a value than can reach a few times Eg, due to the field enhancement
effect, when the blade tip is at its highest position. Further testing is needed to
evaluate the behavior of CRP materials in the presence of such electric fields.
Another important issue is the mechanical stresses resulting from the energy

Table 10.1 Pðz0Þ and v* for different return-stroke models (Adapted from [34])

Model Pðz0Þ v*

BG 1 ?
TCS 1 -c
TL 1 v
MTLL 1�z0/Htot v
MTLE Expð�z0=kÞ v
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dissipation in CRP laminates due to the circulation of eddy currents, which are
induced by magnetic field changes produced by lightning currents flowing in other
conductive parts within the blade. The circulation of eddy currents results in an
energy dissipation as heat, which can generate mechanical stresses. To evaluate
the eddy current losses in CRP laminates, we consider the geometry presented in
Fig. 10.4.

The CRP laminate is defined by a volume of thickness d, width l and length h,
parallel to, and at a distance R from the lightning down conductor. The average
loss due to eddy currents in a laminate is given by [35, 36]:

Pðf Þ ¼ kðf Þdf

2
BmavðxÞ2

sinhðkðf ÞdÞ � sinðkðf ÞdÞ
coshðkðf ÞdÞ � cosðkðf ÞdÞ ð10:10Þ

where

Bmavðf Þ ¼ l
Iðf Þ
2pR

tanh
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2pf lr
p d

2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2pf lr
p d

2

ð10:11Þ

kðf Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2pf lr

2

r
ð10:12Þ

l is the medium permeability and r is the conductivity of the CRP.

Fig. 10.4 Geometry for the
evaluation of eddy currents in
a CRP laminate. (Adapted
from [7] �2010 IEEE)
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The dissipated energy per unit volume is given by

W 0 ¼ 2
Zfmax

0

Pðf Þj j df ð10:13Þ

and the total dissipated energy in the laminate is, therefore

W ¼ W 0 � l � d � h ð10:14Þ

Figure 10.5 presents the specific energy Wo = W/(l.h) in J/m2 as a function of
width d and considering the following parameters used in [7]: R = 0.2 m,
r = 7.246 9 104 S m-1 and lr = 1. The return stroke current corresponds to a
typical first return stroke and has an amplitude of 30 kA.

It can be seen that the resulting energy could reach significant values. One way
of reducing the dissipated energy is the use of two down conductors instead of one,
as illustrated in Fig. 10.6b, which results in a considerable reduction of magnetic
field inside the blade.

One could think of two ways to orient carbon fiber laminates within the blades:
either parallel or perpendicular to the plane formed by the conductors (see
Fig. 10.7). Increasing the resistance of the circuit associated to the eddy currents
results in a decrease in the dissipated energy. This corresponds to the perpendic-
ular orientation illustrated in Fig. 10.7b.

10.6 Effect of Indirect Lightning on a Wind Turbine

Since lightning flashes to the ground in the vicinity of a wind turbine or to other
turbines belonging to the same wind farm are more frequent than direct flashes,
they are believed to constitute a higher risk than direct strikes [37]. Scheibe et al.
[38] state that 30% of the damages to wind turbines are caused by direct lightning
and the remaining 70% is due to indirect lightning.

Fig. 10.5 Specific dissipated
energy Wo in a CRP laminate
of width d. (Adapted from [7]
�2010 IEEE)
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A lightning discharge generates electric fields in its immediate vicinity of
several hundreds of kV/m. These strong fields could cause severe stress to
dielectric materials of conductive parts to be insulated. Electric and magnetic
fields near a wind turbine will also cause a number of electromagnetic compati-
bility (EMC) problems to the various electronic control systems of a wind turbine.
In order to avoid wind-turbine outages or more severe damages due to control
malfunctions, control devices and their layout should be designed to enable them
to work properly under these electromagnetic perturbations. For EMC design of
susceptible circuitry, IEC standards (e.g., [4–6]) would be applied, and also several
aeronautic standards and guides could be useful (e.g., [39,40]).

10.7 Conclusions and Recommendations

Lightning protection of wind turbines presents a number of new challenges due to
the geometrical, electrical, and mechanical particularities of the turbines. This is
especially true for modern units since they are becoming taller and because carbon
fiber composite materials are being used to reinforce them. The main conclusions
of the chapter are summarized hereunder:

(a) (b)Fig. 10.6 a One down
conductor. b Two down
conductors. The magnetic
field inside the blade is
reduced for configuration
b. (Adapted from [7]
�2010 IEEE)

I
1

I
2

Conductor 1 Conductor 2

I
1

I
2

Conductor 1 Conductor 2

(a)

(b)

Fig. 10.7 Location of the
fiber laminates inside the
blade: a Parallel to the plane
formed by the conductors.
b Perpendicular to the plane
formed by the conductors.
(Adapted from [7] �2010
IEEE)
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1. The risk assessment for the purpose of lightning protection system design is
based on empirical formulas for the estimation of the number of flashes to a tall
object on a flat terrain. Therefore, the risk analysis for the modern wind turbines
located in mountainous regions is a difficult task since it involves the evaluation
of the ‘‘effective height’’, which is not clearly defined, and thus may result in
both over- and underestimation of the actual number of strikes to a tall wind
turbine.

2. The rotation of the blades may have a considerable influence on the number of
strikes to the blades of large wind turbines as these may be triggering their own
lightning. The impact of this mechanism on the overall lightning incidence to a
tall turbine can be evaluated by comparing the number of strikes to rotating
blades with the number of strikes to still turbines in the same wind turbine park
or by studying the probability of strikes to blade tips as they move compared to
the frequency of strikes to blades when the tip is moving down.

3. Since wind turbines are tall structures, the lightning currents that are injected by
return strokes into the turbines are affected by reflections at the top, at the
bottom, and at the junction of the blades with the static base of the turbine. This
is of capital importance when calculating the protection of internal circuitry
that may be affected by magnetically induced electromotive forces that depend
directly on the characteristics of the current in the turbine.

4. The presence of carbon reinforced plastics in the blades introduces a new set of
problems to be dealt with in the design of the turbines’ lightning protection
system. In particular, the way in which these laminates are bonded to other
conducting components in the blade has to be carefully considered. Questions
about the influence of the high static fields under thunderclouds on the moving
carbon fiber parts need to be addressed by lightning protection researchers and
engineers.

5. The presence of eddy currents in CRP laminates causes important energy
dissipation, which might result in mechanical stresses. In order to reduce such
effects, it is desirable to have two lightning down conductors (instead of one),
allowing a reduction of the magnetic field inside the blade. Moreover, a per-
pendicular orientation of laminates with respect to the plane formed by the
down conductors allows additional reduction in energy dissipation.

Acknowledgment This chapter is partially based on the Ref. [7] �2010 IEEE. Thanks are due
to J. Montanya, J.L. Bermudez, R. Rodríguez Sola, G. Solà, and N. Korovkin.
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Chapter 11
Lightning Surge Analysis of a Wind Farm

Yoh Yasuda

Abstract The rapid expansion of wind power generation has brought problems
involving lightning strikes to the fore. Many such incidents have damaged not only
the wind turbine that was actually struck but also other turbines that were not, a
phenomenon that is yet to be fully explained. In this chapter, the author presents
a case study using a wind farm model with multiple wind turbines connected to a
power system. The aim is to clarify the influence of the earthing system on surge
propagation from a wind turbine that has been struck to others which have not,
during a winter lightning strike. When one of the wind turbines in a wind farm is
struck by lightning, the phenomenon of surge invasion to the collection system is
categorised as ‘‘back-flow surge’’. It has been reported that this back-flow surge
sometimes burns out surge protection devices (SPDs) or breaks low-voltage cir-
cuits even far from the point where the lightning struck. In practice, many such
incidents that have occurred not only involved the wind turbine that was actually
struck but also other affected wind turbines that had not been struck. This chapter
will analyse incidents of burnout to SPDs resulting from winter lightning at wind
farms using ARENE and PSCAD/EMTDC. Calculations were performed to clarify
the mechanism of how the back-flow surge propagates to other turbines from the
directly struck wind turbine. The calculations also clarified that burnout incidents
could easily occur even in a turbine that had not been struck by the lightning.
It also became evident that burnout incidents can be reduced when interconnecting
earthing wires are installed between wind turbines.
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11.1 Introduction

11.1.1 Incidents Due to Lightning in Wind Turbines

As wind power generation undergoes rapid, worldwide growth, lightning incidents
involving wind turbines have come to be regarded as a serious problem. Because
of their distinctive shape and the fact that they are very tall, open-air structures,
wind power generators are often struck by lightning. It has been suggested that
such facilities tend to be vulnerable to lightning damage because of their config-
uration. It is thought that it will be necessary to employ protective measures of a
different kind from those used with conventional electrical equipment.

In addition to serious damage to blades, breakdown of low-voltage and control
circuits have frequently occurred in many wind farms throughout the world.
According to a report from NEDO (New Energy and Development technology
Organization, Japan) [1], the most frequent failures, more than 50%, in wind
turbine equipment are those occurring in low-voltage, control, communication
circuits. Indeed, many dielectric breakdowns of low-voltage circuits and burnout
incidents of surge protection devices (SPDs) in wind turbine are reported. Such
frequent problems in the low-voltage circuits may cause a deterioration of the
utilisation rate and consequently cause increases in the cost of power generation.

11.1.2 Winter Lightning and ‘‘Back-Flow Surge’’

Although some reports describe these incidents and suggest methods for lightning
protection system (LPS), there appear to have been few investigations into insu-
lation schemes, earthing designs and transient analysis for the latest generation of
apparatuses. A vigorous debate on LPS for wind turbines is currently underway,
especially in Japan, which has a unique and somewhat relentless environment that
includes the notorious ‘‘winter lightning’’ in the coastal area of the Sea of Japan
[2–5]. While blade protection has been relatively well discussed, the behaviour of
wind farms experiencing surge invasion during a lightning strike has not been
clarified. Thus much work remains to be done in this area.

Winter lightning is a special lightning that typically has upward flashes initiated
by an upward leader from an earthed structure and has a duration longer than
several ten milliseconds. Therefore, winter lightning sometimes has heavy electric
charge more than 300 coulombs, which is the maximum value specified in IEC
61400-24:2010 [6]. In fact, a lot of incidents of wind turbine blades have been
reported due to the winter lightning in the coastal area of the Sea of Japan during
the last two decades [7–9].

NEDO has investigated the damages of wind turbines from April 2002 to March
2006 and obtained the interesting result that the number of damages in control and
electric facilities is shared in 42% in the summer season and 58% in the winter
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season. One of NEDO’s reports [1] shows that lightning in winter season is more
dangerous for wind turbines than in summer.

The phenomenon of surge invasion from a wind turbine that is struck by winter
lightning to the collection system in a wind farm is quite similar to the case of
‘‘back-flow surge’’, where the surge is that flowing from a customer’s structure
such as a communication tower to the distribution line [10]. High resistivity soil
often makes SPDs at tower earthing systems operate in reverse and allow back-
flow of surge current to the grid. It is reported that this back-flow surge can
sometimes burn SPDs or break down low-voltage circuits even on an electric pole
far from the point where the lightning struck.

Several breakdown and burnout incidents in low-voltage circuits and SPDs at
wind farms are thought to be the result of the above-mentioned ‘‘back-flow surge’’.
In practice, many of the incidents not only involved the wind turbine that had
actually been struck by lightning but also other wind turbines that had not been
struck. The reason why turbines that were not struck were nevertheless damaged
has not been fully explained.

11.1.3 Necessity of Reinforcement of a Collection System
in Wind Farm

The author has, therefore, concentrated on investigating surge analysis on a wind
farm since 2000 [11–13]. In this chapter, the author presents a case study of surge
analysis using a wind farm model with multiple wind turbines connected to a
power system. The aim of the present analysis is to clarify the influence of the
electrical and geometrical configuration of a wind farm when lightning surge is
propagated through a collection system from a wind turbine that has been struck to
other turbines that have not.

11.2 Wind Farm Model for Lightning Surge Analysis

11.2.1 Wind Farm Model

Figure 11.1 shows a wind farm model made up of ten wind power generators,
identical in performance and condition. In this model, it is assumed that;

• A high-voltage transformer (6.6 kV/66 kV) interconnects the power grid system
and an array of ten wind power generators of the 1 MW class at 0.6 km
intervals.

• Although a wind power generator consists of a gearbox, a synchronous or an
induction generator, rectifier, 3-phase inverter and so on, for this simulation a
stable synchronous generator is presumed for simplicity.
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• Boost transformers for the generators (660 V/6.6 kV) are installed inside the
wind turbine towers, or in their vicinity. SPDs are attached to the primary and
secondary terminals and connected to a common earth, as shown in the detailed
diagram in Fig. 11.2.

• The earth resistance of each earthing point is simulated as 20 or 50 X. Thus, the
total value of the interconnected earthing system of the wind turbines becomes
6.67 or 16.6 X.

• Other details and constants used in the model are shown in Table 11.1.

In addition, since what we wished to observe in this simulation was the burnout
of SPDs at wind turbines that had not themselves been struck, we assumed that

Fig. 11.1 Wind farm model with ten wind turbines

Fig. 11.2 Wind turbine
model for surge analysis
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blade burnout or explosive destruction and dielectric breakdown at the turbine that
had actually been struck was prevented by certain measures.

11.2.2 Model for Winter Lightning

A standard summer lightning event is generally assumed to have a crest peak of
30 kA, a crest width of 2 ls and a wave tail of 70 ls. By contrast, since winter
lightning has varying crest widths and crest peaks, a standardised model has not
been established. Therefore, in this report, the modelling of winter lightning is
based on the model described in Ref. [10]. The parameters for crest peak and
duration of wave tail are determined from a cumulative frequency distribution of
the lightning current wave shape.

The assumptions concerning lightning in the present analysis are as follows;

• Summer lightning:

• Crest peak: 30 kA
• Crest width: 2 ls
• Duration of wave tail: 70 ls
• Polarity: positive (for comparison with winter lightning)

• Winter lightning:

• Crest peak: 51 kA (the 16% value of the cumulative frequency distribution of
lightning)

Table 11.1 Analysis conditions

Wind turbine (synchronous generator) model
Rating power (MVA) 1.00
Direct-axis reactance Xd, Xd

0, Xd
0 0 (p.u) 2.00, 0.25, 0.20

Quadrature-axis reactance Xq, Xq
0, Xq

0 0 (p.u) 1.90, 0.50, 0.20
Time constants Tdo

0, Tdo
0 0, Tqo

0, Tqo
0 0 (s) 6.0, 0.03, 0.50, 0.06

Transformer model Boost Grid-interactive
Connection method Y (neutral earthing)/D
Rating power (MVA) 1.0 10.0
Rating voltage (V) 600/6,600 6,600/66,000
Frequency (Hz) 60 60
Percentage impedance (%) 15.7 1.57
Mutual leakage inductance (mH) 18.2 18.2
Collection line model

Positive-/zero- phase resistance (X/km)* 0.00105/0.0210
Positive-/zero- phase inductance (mH/km)* 0.83556/2.50067
Positive-/zero- phase capacitance (nF/km) * 12.9445/6.4723
Frequency-dependent characteristics Considered

* : values at 60 Hz
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• Crest width: 2 ls
• Duration of wave tail: 631 ls (the 16% value of the cumulative frequency

distribution of lightning)
• Polarity: positive
• Phase angle at lightning strike: h = 0�.

11.2.3 Model for Surge Protection Device

To provide protection from surge invasion, it was assumed that SPDs were
installed in both the primary (low-voltage side; wind turbine side) and secondary
(high-voltage side; grid side) terminals of the boost transformer near to each wind
turbine. The nominal discharge current of the SPD was assumed to be 2.5 kA and
its characteristic curve, starting at V1mA = 8 kV, is shown in Fig. 11.3.

The burnout of an SPD depends on whether the heat produced by the current
flowing through the SPDs exceeds the thermal limit of the SPD. To calculate the
total heat absorbed by the SPD Ear (kJ) in the present analysis, it is necessary to
specify the simultaneous power par(t) (W) derived from the SPD’s terminal voltage
var(t) (V) and the current flowing through the SPD iar(t) (A). Then, the total electric
energy War (Wh) can be calculated by integrating par(t) from 0 to the time T(s)
when iar(t) converges to 0 kA. The total thermal energy absorbed in the SPD Ear

(kJ) is given by unit conversion from War (Wh). This sequence is described by the
following equations:

parðtÞ ¼ varðtÞ � iarðtÞ ð11:1Þ

War ¼
ZT

0

parðtÞdt=3; 600 ð11:2Þ

Ear ðkJ) ¼ 3:6 � War ðWh) : ð11:3Þ

Fig. 11.3 SPD model for
surge analysis
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11.2.4 Model Description by ARENE and PSCAD/EMTDC

In the present analysis, two different digital transient simulators were employed;
ARENE (non real-time PC version) produced by EDF and PSCAD/EMTDC by
Manitoba HVDC Research Centre. Both the simulators have similar algorism of
Schneider–Bergeron method as well as the conventional EMTP. Figure 11.4
illustrates each GUI (Graphical User Interface) description of the present wind
farm model by ARENE and PSCAD/EMTDC, respectively. Of course, it is
possible to simulate the above-proposed model by the conventional EMTP and
ATP.

11.3 Lightning Surge Analysis I: Comparison Between
ARENE and EMTDC

11.3.1 Basic Comparison of the Surge Waveforms

The results of the two simulators are shown in Fig. 11.5. The figure displays the
analysis results of surge voltage at the boost transformer’s secondary terminal on
each turbine’s when a lightning strikes wind turbine (WT) #1, which is the nearest
turbine to the grid. The graphs in column (1) show the results calculated by
ARENE and those in column (2) correspond to that by PSCAD/EMTDC. Both
results indicate that the further the turbine from the lightning-struck turbine is, the
larger the magnitude of surge that the turbine suffers. Comparing the waveforms
calculated by both ARENE and EMTDC, it is recognised that the surge altitudes
and wave shape by both simulators are relatively close to each other in spite of
slight differences in surge durations and the complexity of reflection waveforms.

Fig. 11.4 User interface of ARENE and PSCAD/EMTDC. a ARENE. b PSCAD/EMTDC
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Fig. 11.5 Comparison results of voltage waveforms (lightning strikes at WT#1, Rg0= 6.77). a by
ARENE. b by EMTDC
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11.3.2 Comparison of the Surge Propagations
in the Wind Farm

Summarising the results of the surge altitudes reaching at each wind turbine, the
graph can be drawn as Fig. 11.6. The figures illustrate the graphs of impulse height
of surges reaching at each wind turbine. Figure 11.6 gives clearly the coincidence
from the viewpoint of aspect of surge propagation calculated by two different
simulators, ARENE and EMTDC. It shows the accuracy of the present model and
the calculation for the lightning analysis on the wind farm.

11.3.3 Tendency of the Surge Propagations
in the Wind Farm

Figure 11.6 also shows the interesting tendency of the surge propagation in the
wind farm. It is clear that the surge from WT#1, which was struck by lightning,
propagated to not only the adjacent turbine but also to quite distant turbines far
from the lightning-struck one. Moreover, it is recognised that the further the wind
turbine from the lightning-struck one, the longer the surge duration reached to the
turbine. It suggests that a turbine that was not struck by lightning directly even at
the farthest point from the lightning-struck one has the possibility to suffer from
discharge incident due to the ‘‘back-flow surge’’ propagating along the collection
line within the wind farm.

The mechanism of the back-flow surge propagation and SPD’s incidents will be
discussed in detail in the following chapter.

11.4 Lightning Surge Analysis II: SPD’s Incidents
Due to Back-Flow Surge

11.4.1 Analysis of the Surge Propagations in the Wind Farm

In this chapter, a comparison is made between the energy consumption of SPDs
during a summer lightning strike and that during a winter lightning one. It is
supposed that the lightning strikes either wind turbine No.1 (WT#1), which is the
nearest turbine to the grid, or wind turbine No.10 (WT#10), the furthest turbine
from the grid.

Figures 11.7 and 11.8 are the results of analyses done by ARENE in the cases
of summer and winter lightning strikes, respectively, to a wind turbine with an
earth resistance of 6.67 X. In both figures, graphs (a) and (b) indicate the results in
the cases of lightning strikes to WT#1 and WT#10, respectively.

11 Lightning Surge Analysis on Wind Farm 251



Second, the effect on the different phases should be discussed. As can be seen in
both Figs. 11.7 and 11.8, the SPD in phase b at the wind turbine that was actually
struck consumed the largest energy. This is because the potential difference of
phase b is the largest at the moment of the lightning strike. In contrast, at the other
turbines, the SPD in phase c tends to absorb the most energy. The further the
turbine is from the turbine that was struck, the more evident this tendency
becomes. The reason why the energy absorbed in the SPD of phase c tends to be
the largest is thought to be the fact that the energy imbalance among three phases
depends upon the timing of lightning strike, i.e. phase angle of each phase con-
ductor, at the struck turbine. When the line voltage in phase c at the moment of the
lightning strike is the highest among the three phases at the struck turbine, the
voltage between both terminals of the SPD tends to become the highest among the
three phases. The further away the turbine is, the stronger the tendency becomes.

Further, to examine in more detail the results for winter lightning, another
analysis was performed. Figure 11.9 is the result of the case where the earth
resistance of the wind turbines was set at 16.7 X. In Case 1, the energy con-
sumption of the SPDs surpassed their thermal limitation only in the WT#1, which
had been directly struck, as shown in Fig. 11.9a.

Fig. 11.6 Comparison results of surge propagations (Rg0 = 1.68 X). a Case 1: Lightning on
WT#1. b Case 2: Lightning on WT#10

Fig. 11.7 Energy absorbed by SPDs in each wind turbine (Summer lightning Rg0 = 6.77 X).
a Case 1: Lightning on WT#1. b Case 2: Lightning on WT#10
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On the other hand, in the case of a lightning strike to WT#10, the energy
consumption in phase c of the SPDs is higher than the limit not only at WT#10
itself, but also at WT#1, the turbine furthest away from the lightning strike. As can
be seen in Fig. 11.9b, it is not always the case that the further a wind turbine is
from the turbine that was struck, the lower the energy absorbed by the SPD. From
Fig. 11.9b, it is evident that, as far as the energy absorbed by phase c is concerned,
from WT#6 onwards the further away the turbine is, the higher the energy
absorbed. This tendency was also observed using other values of earth resistance.
The longer the tail of the lightning strike, the clearer the tendency of this
phenomenon becomes.

11.4.2 Analysis of Surge Waveforms

To clarify the reason for the reversal phenomenon, waveforms of voltage, current
and simultaneous power at each wind turbine need to be drawn. Figure 11.10 is a
set of graphs of the waveforms at WT#5 and WT#10 in the case of a lightning
strike to WT#1 (Case 1). Correspondingly, Fig. 11.10 is also the set of waveforms

Fig. 11.8 Energy absorbed by SPDs in each wind turbine (Winter lightning Rg0 = 6.77 X).
a Case 1: Lightning on WT#1. b Case 2: Lightning on WT#10

Fig. 11.9 Energy absorbed by SPDs in each wind turbine (Winter lightning Rg0 = 16.6 X).
a Case 1: Lightning on WT#1. b Case 2: Lightning on WT#10
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at WT#1 and WT#5 when WT#10 has been directly struck (Case 2). Comparing
the two graphs, it is evident that the summation of SPD’s absorbed energy of all
phases at any wind turbine is almost the same value of about 26 kJ. What is
interesting is that the simultaneous power curve of phase c at WT#1 in Case 2
(Fig. 11.10a3) exceptionally forms into a large arc and makes a large area. The
absorbed energy calculated from the integrated area is up to 15 kJ which is a
thermal limitation of the present 2.5 kV class SPD. In this case, the current
inrushing to WT#1 did not flow through the SPD in phase b but in phase c. The
reason is considered to be the difference in the potential at the moment of the
lightning strike, where the initial phase h of phase a in the present calculation is set
at 0�, i.e. Va = 0 V.

Thus, from the above discussion, it becomes clear that during strong winter
lightning strikes with a long tail there is a possibility of SPD burnout incidents not
only at the turbine that the lightning strikes and those nearby, but also at turbines
far away from the one that was actually struck.

First, comparisons between the case of summer lightning and winter lightning
are discussed. Comparing Figs. 11.7 and 11.8, it is clear that the energy absorbed
by each SPD is 10–30 times larger in the case of winter lightning than in the case

Fig. 11.10 Waveforms of voltage, current and simultaneous consumption power at SPDs in each
wind turbine (Winter lightning Rg0 = 16.6 X, Case 1). a WT#5. b WT#10

254 Y. Yasuda



of summer lightning. Since the wave tail of winter lighting is 631 ls, which
is about nine times longer than that of summer lightning, even more than the
1.7-times higher crest peak, it is likely that the energy absorbed becomes signif-
icantly larger.

11.4.3 Analysis of Burnout Ratio of SPDs

In this section, the burnout ratio of the SPDs installed between the high-voltage
terminal of the boost transformer of each wind turbine and the low-voltage
terminal of the grid-interactive transformer during a winter lightning strike to
either WT#1 or WT#10 is analysed.

The definition of the burnout ratio of an SPD is essentially that obtained from
Ref. [10]. The burnout ratio is defined as ‘‘the probability that a SPD suffers from
burnout during a lightning stroke’’. First, ‘‘a limit curve of SPD burnout’’ should
be drawn, which is the curve connecting the minimum limit crest peak for each
lightning event that causes SPD burnout against the corresponding wave tail.
The curve is obtained by repetitive calculation using digital transient simulators by
ARNE. Thus, the burnout ratio Pf can be given by the following equation:

Pf ¼
Zþ1

0

Zþ1

yðTtÞ

f ðIpÞdIp

8><
>:

9>=
>;gðTiÞdTi ð11:4Þ

where, f(Ip) is a probability density function of the crest peak of lightning Ip, g(Tt)
is a probability density function of the wave tail of lightning Tt, y(Tt) is a function
curve of the burnout ratio of the SPD Ip (A) against a certain wave tail Tt (ls).
In addition, the common logarithm of both probability density functions is
assumed to be normally distributed obeying the parameters in Table 11.2.
As indicated in Fig. 11.11, the probability density is distributed according to a
surface of normal distribution function whose centre is 89 ls of wave tail and
24 kA of crest peak. Hence, it is evident that the lower the position on the burnout
limit curve, the higher the burnout ratio of the SPD.

In the present analysis, since the SPDs installed at the high-voltage terminals of
the boost transformer of each wind turbine are of the 2.5-kA class, the threshold
energy for burnout is estimated to be 15 kJ. To simplify the modelling and the
present calculation, the SPDs after burnout are assumed not too short and continue
to conduct current according to the characteristic I–V curve shown in Fig. 11.3.

Table 11.2 Cumulative
distribution of lightning
current parameters

50% value 16% value

Peak (kA) 24 51
Wave tail (ls) 89 631
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Table 11.3 shows sample results for the calculation of ‘‘minimum crest peak for
burnout against wave tail’’ as defined by Eq. 11.4. After calculation for each wind
turbine, a burnout limitation curve for each turbine can be plotted, as shown in
Fig. 11.12. In the present analysis, phase h at the moment of lightning stroke is set
as p/2, which is the strictest case whether burnout will occur or not at phase
a. Also, crest width is assumed to be 1 ls as the strictest condition.

Figure 11.12 shows two graphs of burnout ratio against earth resistance in the
case of winter lightning strikes to WT#1 and #10, respectively. From both graphs,
it is confirmed that, when earth resistance is 2 X, the burnout ratio is less than 2%
even in the turbine that was struck. It can also be seen from Fig. 11.12 that the
ratio in the adjacent WT#2 becomes higher than 10% in case of 8 X when
lightning strikes WT#1; moreover, the ratio in the adjacent WT#9 reaches 10% in
the case of even 5 X when lightning strikes WT#10. This suggests that there
certainly is a possibility of SPD burnout even in case of relatively low resistance.
It is remarkable that the possibility of burnout at the furthest away turbine, WT#1,

Fig. 11.11 Limitation curve
for SPD burnout

Table 11.3 Minimum peak for burnout against each wave tail

Earth resistance (X) Peak (kA)

Wave tail
10 ls 20 ls 50 ls 100 ls 200 ls 500 ls 1,000 ls

WT #1 50 65 47 31 24 18 14 13
30 85 61 41 30 23 18 15
20 110 77 51 37 28 22 19
10 184 120 76 56 42 32 27
5 322 200 121 89 66 50 43

WT #10 50 1,635 797 317 162 85 39 21
30 2,691 1,308 513 255 128 52 28
20 3,881 1,887 737 363 177 68 35
10 6,939 3,375 1,319 645 311 113 54
5 12,300 5,990 2,349 1,154 556 203 95
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becomes higher than that at the centre (WT#6) in the case of a lightning strike to
WT#10 at the end of the wind farm. This tendency is also confirmed by the results
shown in the previous section.

11.4.4 Conclusive Discussions

This chapter described an analysis of incidents of burnout to SPDs resulting from
winter lightning at wind farms. Calculations were performed to clarify the
mechanism of how ‘‘back-flow surge’’ propagates to other turbines from the wind
turbine that has been directly struck by winter lightning.

The calculations demonstrated, with various lightning point and earth resistance
values, from which it becomes clear that burnout incidents could quite easily occur
even in a turbine far from the lightning-struck turbine. Consequently, it also
becomes evident that the possibility of burnout incidents can become high in the
case of high resistance and/or long-tail winter lightning.

11.5 Lightning Surge Analysis III: Effect of Overhead
Earthing Wire(s)

The aim of the analysis in this chapter is to clarify the influence of earthing wire(s)
of the collection line in a wind farm. Reference [10] also noted that earthing
wire(s) can reduce burnouts of SPDs in the case of a communication tower. This
paper tries to clarify whether there is a similar effect from the installation of
earthing wire(s) for wind farm LPS.

The phenomenon of surge invasion to the collection system from a wind turbine
that is struck by lightning is quite similar to the ‘‘back-flow surge’’ reported in
Ref. [10]. In that report, the surge flowed from a customer’s structure such as a
communication tower into the collection line in a wind farm. High resistivity soil

Fig. 11.12 Possibility of SPD burnout in each wind turbine. a Case 1: Lightning on WT#1.
b Case 2: Lightning on WT #10

11 Lightning Surge Analysis on Wind Farm 257



often creates SPDs for tower earthing systems to operate in reverse and allow
reflux of the surge current to the collection line. It is reported that this back-flow
surge can sometimes burnout SPDs or break down low-voltage circuits even on an
electric pole far from the point where the lightning struck.

Several breakdown and burnout incidents in low-voltage circuits and SPDs at
wind farms are thought to be the result of the above back-flow surge. In practice,
many of the incidents that have occurred not only involved the actual lightning-
struck wind turbine but also other wind turbines that had not been struck. The
reason why turbines that were not struck were nevertheless damaged has not been
fully explained.

11.5.1 Model of a Collection Line in a Wind Farm

Comparing the previous two chapters, the simpler model for a wind farm with two
turbines is employed as illustrated in Fig. 11.13. The main different point of a
model of a collection system is the existence of earthing wire(s) as shown in
Fig. 11.13b. The collection line in the present wind farm model is assumed as an
overhead line with three phase conductors installed 10 m over the ground.
Configuration details are shown in Fig. 11.14 and a set of parameters is shown in
Table 11.4.

The main aim of the present analysis is to confirm the effect of earthing wire(s).
Various conditions, therefore, are simulated: (1) ‘‘Case GW0’’: no earthing wires
are installed above the overhead line. (2) ‘‘Case GW1’’: one earthing wire is
tensioned 1 m above the three phase conductors. Both terminals of the earthing
wire are connected to the common earthing system of the wind turbines and the
grid-interactive transformer. (3) ‘‘Case GW2’’: two earthing wires horizontally
separated at 0.7 m length above the conductors are installed. In PSCAD/EMTDC,

Fig. 11.13 Wind farm and Wind turbine model. a Wind farm model with two turbines. b Wind
turbine model
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the calculation model of an overhead collection line obeys the Bergeron Method,
which is similar to the widely used EMTP/ATP calculation.

In the following section, comparisons will be made between the energy
consumption of the SPDs among the three cases with various number of earthing
wires. It is assumed that the lightning strikes wind turbine No.1 (WT#1), which is
the nearest turbine to the grid.

11.5.2 Observation of Waveforms around SPDs

Figure 11.15 sets out the results of EMTDC calculations in the cases of winter
lightning strikes. Column (A) denotes the various waveforms measured around the
SPD (phase a) installed at the high-voltage terminal of the boost transformer of
WT#1. In the WT#1 SPD, since the lightning surge invades to the common
earthing system and operates the SPD in reverse, from earth to the line, the polarity
of each waveform was inverted. Also, Columns (B) and (C) correspond to the
waveforms around the SPD at WT#2 and the grid-interactive transformer,
respectively. The phenomena of ‘‘back-flow surge’’ in the wind farm can easily be
recognised.

On the other hand, the graphs in Row (1) show voltage waveforms between the
terminals of the respective SPDs. Row (2) is for current waveforms flowing
through the SPD, and Row (3) is for simultaneous power according to Eq. 11.1,
i.q. Every graph in Fig. 11.15 has three curves due to the various conditions,
i.e. Case WG0, Case WG1 and Case WG2.

Comparing Case WG0 and Case WG1, it can be clearly seen that the effect of
the earthing wire to reduce the surge reaching the next turbine and the grid
transformer is quite significant. From the three graphs in Row (1), it is clear that
the surge duration at every point in the wind farm is reduced by half. The surge

Fig. 11.14 Collection line
model in wind farm by
PSCAD description
(Left: 1-earthing-wire model,
Right: 2-earthing-wires
model)
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current passing through the SPD shown in Row (2) is also cut down by almost half
or two-thirds. Consequently, the simultaneous power produced in the SPD
becomes much lower, as shown in Row (3).

11.5.3 Evaluation of the Possibility of the SPD’s Burning out

In Row (3) of Fig. 11.15, the integral area surrounding the simultaneous power
curve becomes equal to the thermal energy produced in the SPD. Summarizing the
above integration, the bar graphs shown in Fig. 11.16 are drawn to evaluate the
possibility of a burnout incident at the SPDs. Column (1) in Fig. 11.16 illustrates
the results of the integration area of simultaneous power curves, i.e. the energy

Table 11.4 Analysis conditions

Wind turbine (synchronous generator) model
Rating power (MVA) 1.0
Rating voltage (kV) 0.66
Impedance (R-L-C model) Resistance (X) 0.002

Inductance (mH) 0.231
Capacitance (lF) 0.001

Transformer model Boost Grid-interactive
Connection method Y/D Y/D
Rating power (MVA) 1.0 10.0
Rating voltage (kV) 0.66/6.6 6.6/66
Frequency (Hz) 60 60
No load losses (p.u.) 0.0 0.0
Copper losses (p.u.) 0.005 0.005
Positive sequence leakage inductance (p.u.) 0.15 0.15
Saturation no no
Aircore reactance (p.u.) 0.2 0.2
Magnetising current (%) 1.0 1.0
Collection line model in wind farm
Phase conductors Height of all conductors (m) 10

Configuration of conductors Horizontal
Spacing between phases (m) 0.7
Conductor radius (mm2) 20.3
Sag for all conductors (m) 0.5
Number of sub-conductors in a

bundle
1

Earthing wire Earthing wire radius (mm2) 5.5
Number of earthing wire(s) 0, 1, 2
Height of earthing wire(s) (m) 11
Spacing between earthing wires

(m) (in case of two wires)
0.7

Sag for all earthing wires (m) 0.5
Resistivity of earth (Xm) 100
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consumption in each SPD. The graph of WT#1, which is directly struck by
lightning, displays a tendency to produce huge thermal energy in the SPDs. This
suggests that there is a definite possibility of burnout incidents under the condi-
tions found with huge winter lightning strikes. Since the total earth resistance of
the wind tower is assumed as 3.33 X in the present case, it becomes clear that a
lower resistance or a higher rate for the SPD is needed to avoid burnouts.

The most important result presented in the present report is shown in Row (B)
in Fig. 11.16. From this graph of the energy consumption in the SPD of WT#2, the
successful effect of installing earthing wire(s) is evident. If an earthing wire was
not installed (Case GW0), a huge quantity of energy could surge in, even to the
adjoining turbine that was not directly struck by the lightning. By contrast, in the
case of earthing wire employment (Case GW1), the surge energy invading to
WT#2 is cut down to less than half. Moreover, the results for Case GW2 shows
that the surge energy can be suppressed by much less than 15 kJ, which is the
thermal limitation of a 2.5 kA class SPD.

A comparison between the different numbers of earthing wires also gives an
interesting result. From the results in Fig. 11.16, a multiple earthing wire strategy
provides a further margin of safety against lightning surge. A similar tendency to
that in the present calculation for the back-flow surge is noted in the case of a

Fig. 11.15 Calculated waveforms at SPDs at various points among the wind farm in case of
winter lightning (2/631 �s, 51 kA). (Column (A) wind turbine No.1 (WT#1), Column (B): wind
turbine No.2 (WT#2), Column (C): grid-interactive transformer (Tr), Row (1): voltage between
terminals of SPD, Row (2): current through SPD, Row (3): simultaneous power consumed at
SPD)

11 Lightning Surge Analysis on Wind Farm 261



communication tower in Ref. [10], it becomes evident that a back-flow surge in a
wind farm can be reduced by the installation of earthing wire(s).

11.5.4 Evaluation of Potential Rise of Earthing System

Finally, we need to also mention that a negative influence from an earthing wire(s)
installation. Column (2) of Fig. 11.16 shows a surprising result. The graph of an
EPR in WT#2 demonstrates an upward trend according to increases in the number
of earthing wires. The same tendency can be recognised in the result in the grid-
interactive transformer (Tr). Even worse is that the additional installation of
earthing wires does not contribute very much to a reduction of the EPR in WT#1’s
earthing system.

Another result of calculation in case of summer lightning (2/70 ls, 30 kA) is
shown in Fig. 11.17, where there is barely any possibility of an SPD’s burnout
because the total energy of back-flow surge due to summer lightning is much
smaller than that of winter lightning. From Fig. 11.17, it is also evident that the
EPR at the equipments that are not struck by lightning tends to increase
because of the installation of earthing wire(s). Comparing with the case of
winter lightning, the altitude of the EPR due to summer lightning is relatively
small. However, there still remains the negative impact given by the earthing
wire(s).

Fig. 11.16 Energy consumption at SPDs and maximum earth potential rise (EPR) at points
around the wind farm in case of summer lightning (2/631 ls, 51 kA). (Column 1: total
consumption energy at SPD, Column 2: maximum EPR, Row A: wind turbine No.1 (WT#1),
Row B: wind turbine No.2 (WT#2), Row C: grid-interactive transformer (Tr).)
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The reason for this negative impact seems to be because an earthing wire of
0.4 km has relatively strong inductive impedance against a high frequency domain
of more than 1 MHz, such as found in a lightning surge. However, since the
current flowing through the interconnecting earthing wire tends to be large, the
EPR of the next turbine or a grid transformer displays an increasing tendency.
This may give rise to a possibility of breakdowns of low-voltage circuits inside the
wind turbine. As indeed already suggested in several reports [14–16], the present
result agrees with these reports and confirms the problem. While it can be
concluded that a earthing wire strategy is very effective against winter lightning, it
may cause unexpected effects in the case of summer lightning.

11.5.5 Conclusive Discussions

This chapter presented an analysis concerning incidents of burnouts of SPDs
resulting from winter lightning at wind farms using PSCAD/EMTDC. Calculations
were performed to clarify the mechanism of how back-flow surge propagates from
the wind turbine directly struck by lightning to other turbines.

The calculations, with various conditions, e.g. the number of interconnecting
earthing wires, demonstrated that burnout incidents can be reduced by installing
multiple earthing wires to the collection line in a wind farm. However from the
viewpoint of the EPR, the earthing wire does not help to reduce the EPR of wind
turbines and the grid- interactive transformer.

Fig. 11.17 Maximum EPR
at points around the wind
farm in case of summer
lightning. (2/70 ls, 30 kA)
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11.6 Conclusions

In this chapter lightning surge analyses on a wind farm was performed using
ARENE and PSCAD/EMTDC. The analyses are simulated using a simple model
with wind turbines, boost transformers, SPDs (surge protection devices) and a
gird-interactive transformer connected with a collection system. From the results
of several analyses the following conclusions were drawn:

1. A ‘‘back-flow surge’’ can propagate to other turbines from the wind turbine that
has been directly struck by winter lightning via the earthing system and the
collection line.

2. Burnout incidents of SPDs could quite easily occur even in a turbine far from
the lightning-struck turbine.

3. Installing multiple earthing wires to the collection line in a wind farm can
reduce the burnout incidents due to winter lightning.

4. The earthing wire does not help, especially for summer lightning, to reduce the
EPR (earth potential rise) of wind turbines and the grid- interactive transformer.

Consequently, the results of the present calculations suggest that an accurate
earthing design and an LPS (lightning protection system) strategy must be
implemented for wind turbines situated in wind farms. If a wind farm is to be
constructed in an area affected by heavy winter lightning, multiple earthing wires
and higher rated SPDs should be installed to avoid burnouts of the SPDs and other
equipment. If the wind farm also potentially suffers from summer lightning, the
installation of earthing wire(s) is not recommended because the interconnection of
earthing wires does not have a good effect on reducing the EPR. In both cases,
trials to reduce earth resistance should be selectively done for the particular turbine
that would tend to suffer from lightning because of the prevailing wind direction or
geographical condition.
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power penetration level is increasing continuously. New grid codes are being set
up to specify the relevant requirements for efficient, stable, and secure operation of
power system and these specifications have to be met in order to integrate wind
power into the electric grid. This chapter discusses several issues of advanced grid
codes relating to the wind turbines integration into power system. New grid codes
for wind power integration of different countries are presented and compared.
In India, share of wind power as percentage of installed generation capacity has
exceeded 10% in many states and grid connection standards for wind power are in
the process of establishment. Grid code requirements for wind power for Indian
power sector have been suggested. System operational aspects of wind power
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12.1 Introduction

Grid integration is one of the major concerns in recent years as wind power
generation level keeps on increasing continuously in the power system. Therefore,
wind farms will have a significant influence on the operation and control of
emerging power system which is expanding in terms of interconnections, network
capacity, load demand, and addition of new devices for improving the performance
of the system. New grid codes are being set up in several countries by specifying
the relevant requirements for efficient, stable, and secure operation of power
system and these specifications have to be met in order to integrate wind power
into the modern electric grid. Several states of India have high penetration of wind
power and specific grid connection requirements (GCR) for wind power are yet to
be established. This work proposes GCR for wind power integration in India and
discusses several technical and operational issues arising due to high penetration of
wind power generation in Indian power systems [1].

During the last decade, the installed capacity of wind power generation has
been increased tremendously all over the world. Wind power, which is the fastest-
growing source of electric power generation, is proved to be a potential source for
generation of electricity with minimal environmental impact. At the end of 2010,
the wind installed capacity stands at over 194.4 GW, worldwide, which is more
than 35.8 GW from the capacity in 2006. Global growth of installed capacity of
wind power is shown in Fig. 12.1 [2].

Wind projects, today, are large enough to have a significant impact on trans-
mission network security, operation, and planning. Rapid installation, increased
turbine size, and large-scale wind farms development worldwide demand an
integration of wind power projects in the existing power system. Increased
penetration of wind power into the electricity grid gives rise to new challenges for
the entire system and, in particular, to the transmission system operators in
maintaining reliability and stability of electricity supply. Due to the intermittent
nature of wind power generation, maintaining frequency and voltage within the
prescribed operating limits become difficult task. The number of medium and large
wind farms (more than 50 MW) connected to the high voltage transmission system
is likely to increase dramatically, especially with offshore wind farms.

In the past, GCR for wind turbines or wind farms was not necessary due to low
level of wind power penetration. IEEE Standard 1001 ‘IEEE Guide for Interfacing
Dispersed Storage and Generation Facilities with Electric Utility Systems’ was the
only guideline for the connection of generation facilities to the distribution
networks. The standard included the basic issues of power quality, equipment
protection, and safety. The standard expired and, therefore, in 1998, the IEEE
Working Group SCC21 P1547 started to work on a general recommendation for
the interconnection of distributed generation, i.e., IEEE Standard for Intercon-
necting Distributed Resources with Electric Power Systems [3].

Conventional power plants employ synchronous machines, which assist in
maintaining transient stability, voltage control, reactive power support, frequency
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control, and fault ride-through capabilities defined by the transmission system
operators (TSOs). The counterpart to synchronous machines in wind farms are
mainly fixed speed asynchronous generators, doubly fed induction generators
(DFIGs) and synchronous generators with back to back converters. The first gen-
eration of commercial grid connected wind turbines in the 1980s was dominated by
the fixed speed concept mainly using asynchronous induction generators, which
were supplemented with a capacitor bank for reactive power compensation.
Through the 1990s, different types of variable speed concepts became popular in the
market. According to the trends, the DFIG concept was the most successful variable
speed concept with more than 45% market share in 2002. Technical characteristics
of DFIG can be made very close to those of synchronous machines by employing
power electronic converters and proper control mechanism, thus being able to
enhance the performance to meet the connection requirements defined by TSO.

The interconnection rules were continuously reformulated because of the
increasing wind power penetration and the rapid development of wind turbine
technology, as shown in Fig. 12.2. Not only was the increased size of the wind
turbines but also was the increased size of the wind farms, which resulted in
interconnection requests at the transmission level. Hence, interconnection rules for
wind farms to be connected to the transmission level are required. The main focus
in the electricity grid codes has been on the fault ride-through issue, where the
TSO requires wind power generators to stay connected to the grid during and after
a fault in the transmission system. Another important requirement to the wind

Fig. 12.1 a Global cumulative installed capacity 1996–2010. b Global annual installed
capacity 1996–2010 [2]
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power installations is on active and reactive power (voltage) control capability, to
make the wind power installations able to support the control of grid frequency and
grid voltage. New grid codes are being set up to specify the relevant requirements
for efficient, stable, and secure operation of power system and these specifications
have to be met in order to integrate wind power generation into the electric grid.

In this chapter, several issues of advanced grid codes relating to the wind
turbines integration into power system have been presented. GCR of several
countries (India, Denmark, Germany, USA, Ireland, UK, Sweden, and Scotland),
which are proactively meeting the challenge of considerable wind power pene-
tration, are analyzed. Some countries have more than one power system operators.
Table 12.1 presents the GCR issued by different TSO in the world. In India, with
increasing penetration of wind energy, share of wind power as percentage of
installed generation capacity has exceeded 10% in many states and grid connection
standards for wind power are in the process of establishment. Grid code require-
ments for wind power for Indian power sector have been suggested. System
operational aspects of wind power generation with Indian experience have
discussed.

12.2 Grid Connection Requirements

This section will provide a brief description of various controls which are required
for reliable and secure operation of power system. The normal practices for wind
power control adopted in various countries are also discussed. Owing to the
complexity of the regulations, only a few specific interconnection procedures
are explained.

12.2.1 Active Power Control

This is a requirement for generating units to be able to deliver power and remain
connected to the network even if the system frequency deviates from specified one.
Active (real) power control is used to control the system frequency by changing

Fig. 12.2 Technology
development of single wind
turbine from 1985 to 2003
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the power injected into the grid. Using real power control, overloading of lines can
also be minimized, power quality standards can be maintained, and large voltage
steps and inrush currents during start-up and shutdown of wind turbines can be
avoided. Modern technologies allow some control over the active power to
improve frequency of the network; however, this is not always possible as wind
generators are normally operated at their maximum power point.

Active power control is also important for transient and voltage stability
enhancement. If the power can be reduced efficiently as soon as a fault occurs, the
over-speeding of turbines can be prevented. Another concern from the viewpoint
of the power system operator is the rate at which power is ramped up after clearing

Table 12.1 Grid codes from different TSO

Country TSO Author Title Issue
year

China All CEPRI Technical rules for
connecting wind farm
to power system

2005

Canada Alberta electric
system operator

Alberta electric
system operator,

Wind power facility,
technical requirements

2004

Denmark Eltra/Elkraft Eltra/Elkraft Regulation TF 3.2.5, wind
turbines connected to
grids with voltages
above 100 kV

2004

Finland (Nordic
countries)

FINGRID OYJ FINGRID OYJ Connection code for
connection of wind
power plants to finnish
power system

2009

Germany E.ON. E.ON. Grid code high and extra
high voltage

2006

Ireland EirGrid EirGrid EirGrid grid code:
WFPS1- Wind farm
power station grid code
provisions (ver. 3)

2007

Poland PSE PSE Traffic and maintenance
manual transmission

2006

Scotland Scottish hydro
electric

Scottish hydro
electric

Guidance note for the
connection of wind
farm

2002

Sweden Svenska kraftnät
(SvK)

Svenska kraftnät
(SvK)

Swedish power
transmission utility
regulations and general
advice on the
reliability design of
generating

2005

U.K. NGET NGET Grid code 2008
U.S.A. FERC FERC order No. 661-A,

interconnection for
wind energy

2005
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a fault. The requirement for ramp up rates is made to avoid power surges and ramp
down rates to avoid generation unavailability [4]. Real power control is one of the
required controls in all considered GCRs. It is noticed that the Scottish guidance
note and ESBNG (Electricity supply board national grid) in Ireland set require-
ments on maximum active power change during start-up, shutdown, and wind
speed change in order to avoid impacts on system frequency.

Eltra & Elkraft of Denmark and SvK of Sweden require active power change in
order to ensure sufficiently fast down regulation in case of necessity (e.g., over
frequencies). E.ON. of Germany regulations define both maximum permissible
active power change and minimum required active power reduction capability.
Eltra and Eltra & Elkraft require active power control such that 1 min average of
active power should not exceed the set-point by more than 5% of maximum power
of the wind farm. E.ON. requires active power reduction of minimum 10% of
registered capacity per minute. In the case of grid voltage loss, power has to be
ramped up with a gradient of not more than 10% of rated power per minute. This
ramp can be realized in steps (reconnection of single WT) if the step size does not
exceed 10% of rated power per minute. ESBNG of Ireland requires that, in any
15-minute period, the active power output change is limited as follows: 5% of
registered capacity per minute for WFs \ 100 MW, 4% for WFs \ 200 MW, and
2% for WFs [ 200 MW.

For Indian grid scenario, the following active power control mechanism is
suggested. The wind power generating units are normally operated to maximum
power using maximum power point tracking algorithm and remain connected to
the network even if the system frequency deviates from specified one. Active (real)
power control is used to control the system frequency by changing the power
injected into the grid. The active power production from the wind farm must be
controllable to maintain the security and stability of the electric grid. The
following control functions must be available [5].

• An adjustable upper limit to the active power production from the wind farm
shall be available whenever the wind farm is in operation. The upper limit
control of active power production, measured as a 15 min average value, does
not exceed a specified level and the limit shall be adjustable by remote signals.
It must be possible to set the limit to any value with an accuracy of ±5%, in the
range from 20 to 100% of the wind farm rated power.

• Ramping control of active power production must be possible to limit the
ramping speed of active power production from the wind turbine in upwards
direction (increased production due to increased wind speed or due to changed
maximum power output limit) to 10% of rated power per minute. There is no
requirement to down ramping due to fast wind speed decays, but it must be
possible to limit the down ramping speed to 10% of rated power per minute,
when the maximum power output limit is reduced by a control action.

• Fast down regulation should be possible to regulate the active power from the
wind turbine down from 100 to 20% of rated power in less than 5 s. This
functionality is required for system protection schemes. Some system protection
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schemes implemented for stability purposes require the active power to be
restored within short time after the down regulation. For that reason, discon-
nection of a number of wind turbines cannot be used to fulfill this requirement.

• Automatic control of the wind turbine active power production as a function of
the system frequency must be possible. The control function must be propor-
tional to the frequency deviations with a dead-band. The detailed settings can be
provided by the State utilities (SU).

• During under-frequency (it shows the deficit in the generation), wind power can
increase the power output without affecting the network congestion.

In India, the system frequency has controlled by the State Load Dispatch
Centers (SLDC) in coordination with Regional Load Dispatch Centers (RLDC) at
about 50 Hz, within the range of 49.2–50.3 Hz band [5]. Wind farms must be
capable of operating continuously for 49.2–50.3 Hz frequency band and allowed
to be disconnected during over frequency as per the wind turbine specifications.
In addition, the wind turbines can reduce power at frequency of above 50.3 Hz as
detailed settings provided by the SU.

12.2.2 Frequency Control

This is a requirement for generating units to be able to increase or decrease power
output with falling or rising frequency. In the power system, the frequency is an
indicator of the imbalance between production and consumption. For the normal
power system operation, the frequency should be close to its nominal value. In the
case of an imbalance between supply and demand, the primary and secondary
controls are used to reduce the imbalance of power.

In a power system, conventional generating units are normally equipped with
the governor control which works as primary load frequency control. The time
span for this control is 1–30 s. In order to restore the frequency to its nominal
value and release of used primary reserves, the secondary control is employed
with a time span of 10–15 min. The secondary control, thus, results in a slower
increase or decrease of generation. Some regulation requires wind farms to be
able to participate in secondary frequency control. During the over-frequencies,
this can be achieved by shutting down some of the turbines in the wind farm or
by reducing the power output using pitch control. Since wind cannot be con-
trolled, power production at normal frequency would be intentionally kept lower
than possible in order for the wind farm to be able to provide secondary control at
under-frequencies [6].

Following major disturbances, power system may experience large excursions
in the voltages and frequency. Beyond specific frequency limits, system stability
cannot be guaranteed and generators as well as consumers may be at the risk of
equipment damage. In this case, disconnection from the grid seems to be the best
strategy. Figure 12.3 shows the overview of frequency control requirements in
different counties [3].
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According to the E.ON., wind turbines have to stay connected in the grid
within the frequency range of 47.5–51.5 Hz. Outside this range, disconnection
without any time delay is necessary. Figure 12.4 shows the active power reduc-
tion allowed (Fig. 12.4a) and the available voltage (operation) range (Fig. 12.4b)
depending on the frequency. Also the minimum time span for guaranteed oper-
ation under the various scenarios is shown in these figures. In addition, the wind
turbines have to reduce power at frequency of about 50.2 Hz as shown in
Fig. 12.5 [7, 22].

Fig. 12.3 Overview of frequency control requirements [3]
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12.2.3 Voltage Control

The voltage control requirement is used for generating units to supply lagging/
leading reactive power at the grid connection point. Wind turbine should be
capable of supplying a proportion of the system’s reactive capacity, including the
dynamic capability and should contribute to maintain the reactive power balance.
Requirements of the grid codes for reactive power capability demand that the
power factor be maintained in the specified range.

Fig. 12.4 a, b Operating requirements depending on network frequency [7]
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In Fig. 12.6, the reactive power requirements are compared in terms of power
factor [4]. Note that ‘lagging’ refers to the production of reactive power, and
‘leading’ to the absorption of reactive power. In Fig. 12.6, only the operating
limits are considered without considering the voltage conditions. According to the
German grid code, the wind turbines must provide, as a mandatory requirement,
voltage support during voltage dips. The corresponding voltage control charac-
teristics are summarized in Fig. 12.7 [7]. According to this requirement, the wind
turbines have to supply at least 1.0 pu. reactive current when the voltage falls
below 50%. A dead band of 10% is introduced to avoid undesirable control
actions. However, for the wind farms connected to the high voltage grid, the
continuous voltage control without dead band is also under consideration.

Voltage regulators and the control of reactive power at the generators and at the
connection points are used in order to keep the voltage within the required limits
and avoid voltage stability problems. Wind turbines have to contribute to voltage
regulation in the system to either maintain voltage at the point of connection of a
wind turbine or to compensate reactive power [3].

Fig. 12.5 Frequency
characteristic of wind power
generation [9]

Fig. 12.6 Comparison of
power factor ranges as
required by the different
GCR [4]
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Older wind turbines based on conventional induction generators require a
reactive power support from the power systems. These often degrade the system
voltage performance rather than supporting it. Several grid codes require the need
for wind plants to support power system voltage by having the capability to control
their reactive power within the 0.95 leading to 0.95 lagging range. Many modern
wind generators provide this dynamic capability directly from the power elec-
tronics devices that control the real power operation of the machine. These can
provide excellent voltage control for the power system. The majority of modern
wind turbines use doubly-fed induction generator (DFIG). The stator of these
machines is connected directly to the grid, whereas the three phase rotor windings
are supplied through a voltage source converter. By varying the voltage magnitude
and frequency, the active and reactive power generated can be controlled and thus,
the optimal rotor speed can be adjusted for any wind speed. Because of the limited
speed variability required for wind turbines, the converters have to be designed for
20–30% of the total generator power only [1].

In the Danish grid code for wind farms connected to the transmission system,
it is required that a wind farm owner supplies a PQ diagram showing the regulation
capability for reactive power of the installation at the connection point. This is
understood as the steady-state capability, because there are other requirements to
the dynamic behavior during the faults. The reactive power capability of a wind
farm depends a lot on the capability of the wind turbines, although the impact of
the grid should also be considered in a PQ diagram for the whole wind farm. The
reactive power capability of the wind turbines depends on its type or technology
for grid connection. For the synchronous generator, the boundaries defined by the
field current limitation, the armature current limitation and the mechanical power
limitation can easily be calculated from the ratings and the reactance. A similar
description of a DFIG is presented in literature, as shown in Fig. 12.8 [8].

Fig. 12.7 Voltage control
requirements [9]
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For Indian grid conditions, wind farms shall be capable of operating at rated
output for power factor varying between 0.9 lagging (over-excited) and 0.95
leading (under-excited). Figure 12.9 shows the operating range of wind farms at
different voltage levels. The above performance shall also be achieved with
voltage variation of ±10% of nominal, frequency variation of +1.6%, and -0.06%
and combined voltage and frequency variation of ±10%. Wind farms are required
to have sufficient reactive power compensation to be neutral in reactive power at
any operating point. In India, the SLDC (and users), ensure that the grid voltage
remains within the operating limits as specified in Indian Electricity Grid Code
(IEGC) Sect. 5.2, as shown in Table 12.2, and hence it is required from the wind
turbine to remain connected and deliver power for the specified voltage ranges and
put efforts to maintain it.

Also, wind farms shall make available the up-to-date capability curves indi-
cating restrictions to the SLDC/RLDC, to allow accurate system studies and
effective operation of the state transmission system. The reactive power output of
the wind farm must be controllable in one of the two following control modes
according to SU specifications.

Fig. 12.8 Capability curve
of DFIG [8]
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• The wind farm shall be able to control the reactive exchange with the system at
all active power production levels. The control shall operate automatically and
on a continuous basis.

• The wind farm must be able to automatically control its reactive power output as
a function of the voltage at the connection point for the purpose of controlling
the voltage.

The detailed settings of the reactive power control system will be provided by
the respective SU. The wind farm must have adequate reactive power capacity to
be able to operate with zero reactive exchange with the network measured at the
connection point, when the voltage and the frequency are within normal operation
limits.

12.2.3.1 Wind Farm Protection and Fault Ride-Through

This is the requirement for generating units to revert to normal operation when
fault on power system is cleared. Fault ride-through (FRT) requirement is imposed
on a wind power generator so that it remains stable and connected to the network
during the network faults. Disconnection from grid may worsen a critical grid
situation and can threaten the security standards when wind penetration is high.

In Germany, the wind generating plants are expected to acquit themselves
during a low-voltage disturbance as summarized in a voltage versus time curve
shown in Fig. 12.10 [9]. Wind turbines are required to stay on the grid within areas
1 and 2. If a wind turbine faces overloads, stability or other kinds of technical
problems in area 2, it can be disconnected itself from the grid provided a resyn-
chronization can take place after 2 s. Moreover, it must be able to increase the
active power output following the resynchronization by gradients of at least 10%
of the nominal power per second. The comparison of the different under-voltage
operating ranges only the outermost operating limits and their corresponding trip
times shown in Fig. 12.11 [4].

Eltra, Eltra & Elkraft, Scottish grid code and E.ON specify not only voltage
operating limits, but also mentions specifically ride-through of transient faults to
sustain generation. When a voltage dip occurs during normal operation of the WT,
the current rises in order to export the same amount of power as before the voltage
dip. This implies that the whole WF must be designed for currents bigger than the

Table 12.2 Grid voltage operating limits [5]

Nominal system voltage (kV) Grid voltage

Variation limits (%) Maximum (kV) Minimum (kV)

400 +5/-10 420 360
220 ±10 245 200
132 ±10 145 120
33 ±10 36 30
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rated current. Similar discussion is applied for high voltage ride through (HVRT).
Situations with over-voltages may arise due to load shedding or unbalanced faults.
The resulting over-voltages may have different magnitudes and durations,
depending on the disturbance scenario. Therefore, the international grid code
requirements concerning HVRT slightly differ. In Australia, grid codes stipulate
the wind turbines to withstand even an overvoltage of 1.3 pu. for 60 ms
(Fig. 12.12) [10, 11].

For Indian grid conditions, disconnection from grid may worsen the situation
and can threaten the security standards at high wind penetration. The wind farm
must be able to operate satisfactorily during and after the disturbances in the

Fig. 12.11 Requirement for
voltage operating range [4]

Fig. 12.10 Definition of FRT requirements [7]
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distribution/transmission network. This requirement applies under the following
conditions:

• The wind farm and the wind turbines in the wind farm must be able to stay
connected to the system and to maintain operation during and after clearing
faults in the distribution/transmission system.

• The wind farm may be disconnected temporarily from the system, if the voltage
at the connection point during or after a system disturbance falls below the
certain levels.

The fault, where the voltage at the connection point may be zero, duration is
100 ms for 400 kV and 160 ms for 220 and 132 kV. Wind turbines are required to
be equipped with under-frequency and over-frequency protection, under-voltage
and over-voltage protection, differential protection of the generator transformer,
and backup protection (including generator over-current protection, voltage-
controlled generator over-current protection, or generator distance protection).
Prevalent practice shall be followed according to Regulations 2007 [15].

12.2.4 Communication Requirements

Wind farms must be controllable from remote locations by telecommunication
system. Control functions and operational measurements must be made available
to the Load Dispatch Centers (LDCs). The TSO specifies the required measure-
ments and other necessary information to be transmitted from the wind farm.
Reliable and efficient communication systems shall be provided to facilitate
necessary communication and data exchange, and supervision/control of the grid
by the dispatch centres, under normal and abnormal conditions.

12.2.5 Supervisory Control and Data Acquisition (SCADA)

SCADA is recommended for the remote control of wind power and telemetry of
the parameters important for scheduling and forecasting is obtained. In most

Fig. 12.12 HVRT
requirement in the Australian
grid code [10, 11]
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regulations, the wind farm owner is required to provide the signals necessary for
the operation of the power system. The requirements on communication are quite
similar in all considered documents. Information’s required generally from wind
farms are voltage, current, frequency, active power, reactive power, operating
status, wind speed, wind direction, regulation capability, ambient temperature and
pressure, frequency control status and external control possibilities.

12.2.6 Other Requirements

12.2.6.1 Metering

Recording instruments such as data acquisition system/disturbance recorder/event
logger/fault locator (including time synchronization equipment) shall be installed
at each wind farm for recording of dynamic performance of the system.
Agencies shall provide all the requisite recording instruments as specified in the
connection agreement according to the agreed time schedule. These requirements
are similar for conventional power sources and mentioned in detail in Central
electricity authority (CEA) (Installation and operation of meters, Regulation
2006) [18], Indian electricity grid code (IEGC) [14], and respective state elec-
tricity grid codes [16].

12.2.6.2 Start and Stop

It is recommended, that the wind farms be designed so that the wind turbine does
not stop simultaneously within the wind farm due to high wind speeds.

12.2.6.3 Modeling and Validation

Prior to the installation of a wind turbine or a wind farm, a specific test programme
must be agreed with the SU in the area regarding the capability of the wind turbine
or wind farm to meet the requirements in this connection code. As a part of the test
programme, a simulation model of the wind turbine or wind farm must be provided
to the SU in a given format and the model shall show the characteristics of the
wind turbine or wind farm in both static simulations (load flow) and dynamic
simulations (time simulations). The model shall be used in feasibility studies prior
to the installation of the wind turbine or wind farm and the commissioning tests for
the wind turbine or the wind farm shall include a verification of the model. These
requirements are similar to the conventional power sources and mentioned in
detail in IEGC and respective state electricity grid codes.
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12.3 System Operational Aspects of Wind Power Generation:
Indian Experience

Wind power program in India is highly successful and occupies the fifth position in
the world having wind power installed capacity of 13 GW as on March 2011.
However, the percentage of wind power generation is very small due to heavy
generation from other sources of energy. Indian government policy and regulatory
framework both at the state and central levels are encouraging power generation
from new and renewable energy sources. This sector has been growing at over
35% in the last four years. The wind power program in India was initiated towards
the end of the sixth five-year plan (1983–1984) and aims at catalyzing commer-
cialization of wind power generation in the country [13]. In India, with increasing
penetration of wind energy, share of wind power as percentage of installed
generation capacity has exceeded 10% in many states, however, the common
specific grid connection standards for wind power are in the process of estab-
lishment. Technical guidelines and requirements for wind power generation are
varying with one state to other states and not good enough for the large wind
power integration into the grid.

In order to promote wind power and to maintain common grid discipline Indian
agencies have issued several notifications and regulations. In this work, Indian
experience of system operational aspects of wind power generation are summar-
ized and some technical and operational issues of high penetration of wind power
are addressed.

12.3.1 Remuneration for Wind Power

The national tariff policy, which was notified by the Ministry of Power in
January 2006, in continuation with the Electricity Act 2003 and the National
Electricity Policy 2005, emphasizes the importance of setting renewable energy
targets and preferential feed-in tariffs for renewable energy procurement by
the respective State electricity regulatory commission (SERC). Several SERC,
in turn, provided details on concessional feed-in tariffs (mostly decided by
cost-based approach), wheeling (transporting electric power over transmission
lines), banking of energy for future use, third party sale and power evacuation
facilities, as shown in Table 12.3 with other fiscal incentive, as shown in
Table 12.4. Recently, Central electricity regulatory commission (CERC) issues
regulations of terms and conditions for tariff determination from renewable
energy sources, Regulations 2009 [19] which is single part tariff consisting of the
following fixed cost components:

• Return on equity;
• Interest on loan capital;
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• Depreciation;
• Interest on working capital;
• Operation and maintenance expenses.

It also considers the incentive or subsidy offered by the Central/State govern-
ment to the renewable energy power plants while determining the tariff under these
regulations. Wind power is fed into the grid when and where available on priority
basis and these shall be treated as must run power plants and shall not be subjected
to ‘merit order dispatch’ principles in order to maximize generation and to gainfully
utilize wind power already installed. Recently government of India announced

Table 12.3 Preferential tariffs/policy introduced announced by the SERC’s for wind

Sources Wind power

Items states Wheeling charges Banking Buy-back (INR/kWh)

Andhra
Pradesh

2% of energy 12 months 3.37

Gujarat 4% of energy – 3.37 fixed for 20 years.
Haryana 2% of energy Allowed 4.08 ? Escalation 1.5%
Karnataka 2% of energy 2%/month for

12 month
3.40 fixed for 10 years

Kerala 5% of energy 9 months (Jun–Feb) 3.14 fixed for 20 years
Maharashtra 2% of energy

+5%trans.loss
12 months 3.50 ? Escalation of 0.15 for

13 years from documentation of
the project

Madhya
Pradesh

2% of energy Not allowed 3.97 (with decrease of 0.7 up to 4th
year) then fixed at 3.30 from 5th
year onwards uniformly for
20 years

Rajasthan 10% of energy 3 months 3.59 for Jaisalmer, Jodhpur etc. and
3.67 for other districts

Tamil Nadu 5% of energy 5%, 12 months 2.90 (levelised)
West-

Bengal
INR 0.3/kWh 6 months To be decided on case to case with a

cap of 4

Table 12.4 Implemented fiscal incentives for wind power generation

Item Description

Accelerated
depreciation

80% depreciation in the first year can be claimed for the following
equipment: for Wind: Extra 20% after march 2005 for new plant &
machinery

Tax holiday Ten years tax holidays.
Customs duty Concessional customs and excise duty exemption for machinery and

components for initial setting up of projects.
Sales tax Exemption is available in certain states
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generation based incentives (GBI) schemes for new wind farms. Under this scheme,
a GBI will be provided to wind electricity producers INR 0.50 per unit of electricity
fed into the grid for a period not less than 4 years and a maximum period of
10 years in parallel with fiscal incentives such as accelerated depreciation on a
mutually exclusive manner, with a cap of INR 6.2 million per MW.

Recently, CERC issued a notification, terms and conditions for recognition and
issuance of renewable energy certificate for renewable energy generation, regu-
lations, 2010 [20]. The concept of REC seeks to address the mismatch between
availability of renewable energy sources and the requirement of obligated entities
to meet their renewable purchase obligations. The REC mechanism mainly aims
at promoting investment in the renewable energy projects and to provide an
alternative mode to the RE generators for recovery of their costs.

There are two categories of certificates. First, solar certificates issued to eligible
entities for generation of electricity based on solar as renewable energy source, and
non-solar certificates issued to eligible entities for generation of electricity based
on renewable energy sources other than solar. The solar certificate shall be sold to
the obligated entities to enable them to meet their renewable purchase obligation
for solar, and non-solar certificate shall be sold to the obligated entities to enable
them to meet their obligation for purchase from renewable energy sources other
than solar.

But the condition laid down is that these renewable energy sources do not have
any power purchase agreement for the capacity related to such generation to sell
electricity at a preferential tariff.

Reactive power compensation should ideally be provided locally, by generating
reactive power as close to the reactive power consumption as possible. The
regional entities except generating stations are therefore expected to provide local
VAr compensation/generation such that they do not draw VArs from the EHV
grid, particularly under low-voltage condition. To discourage VAr drawals by
regional entities except generating stations, VAr exchanges with ISTS shall be
priced as follows:

• The regional entitiy except generating stations pays for VAr drawal when voltage
at the metering point is below 97%;

• The regional entitiy except generating stations gets paid for VAr return when
voltage is below 97%;

• The regional entitiy except generating stations gets paid for VAr drawal when
voltage is above 103%;

• The regional entity except generating stations pays for VAr return when voltage
is above 103%;

• Provided that there shall be no charge/payment for VAr drawal/return by a
regional entitiy except generating stations on its own line emanating directly
from an ISGS.

The charge for VArh shall be at the rate of 25 cent INR/kVArh w.e.f.
01.04.2010, and this will be applicable between the regional entity, except
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generating stations, and the regional pool account for VAr interchanges. This rate
shall be escalated at 0.25 cent INR/kVArh per year thereafter, unless otherwise
revised by the Commission.

12.3.2 Operational Issues

With increasing penetration of wind power, it is equally important to address
concerns of grid operations. In case, information about likely wind power gen-
eration forecast is available then, it will facilitate grid operation. Internationally,
such information about wind energy generation forecast is available through
sophisticated software and extensive data analysis and simulation techniques.
In Indian system, it should be made mandatory for all non-firm renewable energy
generating sources (RES), especially wind power, shall furnish the tentative
day-ahead hourly generation forecast (MWh) for the energy availability at
inter connection point to the concerned RLDC/SLDC to facilitate better grid
co-ordination and management. Also with the provisions to update and correct
forecast it by hour-ahead forecast to minimize the real time scheduling error.
Further, it has been clarified that above forecasts shall be used for calculating
deviation from such scheduled forecasts and must be subjected to unscheduled
interchange (UI) mechanism outlined under CERC UI Regulations 2009 [17], but
with suitably selected price cap on wind power generation decided in conjunc-
tion with fixed price paid for wind power. The argument for putting such ceiling
for wind power generators is that cost of energy generation through wind is
lower than the ceiling price specified by the CERC and it was considered that
there is sufficient incentive for the wind power generator even with a low ceiling
price and more important to prevent any gaming. Wind farm owners are
in-charge of balancing its own production balance by market-based means or by
developing technical capabilities. Unscheduled interchange mechanism is a best
mechanism, exercised in India, and can make wind power (or other non-firm
renewable energy sources) semi-competitively dispatchable. In this proposed
manner, wind farm owners continually get fixed return on wind power accurately
dispatched and get paid/charges for UI power. Wind farm owners can optimally
schedule their generation slightly lower than actually forecasted wind power to
avoid any charges. Sufficient return on wind power will ensure promotion to
wind power in longer term and UI mechanism will ensure the competitiveness
and technological innovation. As there is huge demand-supply gap prevails in
India, frequency remains mostly in lower side of range specified for UI mech-
anism and hence remunerate much more, for UI injection of power, compare to
fixed price received by wind power in next future. Recently CERC introduces
complementary commercial mechanisms (discussed in Sect. 1.3.4) to schedule
wind and solar power into the Indian grid.
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12.3.3 Grid Connectivity and Evacuation Arrangements

Grid connectivity has posed a major challenge in harnessing the renewable energy
as most of the renewable energy sources, particularly wind and small hydro sites are
in remote areas wherein transmission and distribution network is sparse. As per the
provisions of Electricity Act 2003, it is the responsibility of concerned licensee or
respective State utility (SU) to provide grid connectivity to the generating stations.
However, due to various reasons, there have been difficulties for developing the
infrastructure for evacuation of energy generated from renewable energy sources.
Further, Electricity Act 2003 under Section 86(1) (e) specifically empowers State
electricity regulatory commission (SERC) to take suitable measures for ensuring
the grid connectivity to the renewable energy projects or wind farms. However, in
most of the cases, responsibility of licensee and wind farm developer in developing
the evacuation infrastructure varies across the states.

In most of the states, inter connection point stretches up to nearest grid sub-
station and associated cost for development of such evacuation infrastructure is
required to be borne by the wind farm developer. Inter connection point can be
defined as an interface point to the transmission or distribution network, to which
the wind turbine or wind farm is to be connected. For wind energy projects, inter
connection point is to be located and specified by the respective SU. General
connectivity conditions elaborated in Regulations 2007 must be held valid for
wind farms.

Therefore, it is preferred that evacuation infrastructure from generator terminal
up to grid inter connection point shall be developed by the wind farm developer
and beyond inter connection point the concerned licensee shall develop the
network. The concerned licensee or SU shall be responsible for providing grid
connectivity to the wind farms from the inter connection point, on payment of
wheeling or transmission charges as the case may be, in accordance with the
regulations of the respective SERC.

12.3.4 Complementary Commercial Mechanisms [21]

Wind and solar energy being of variable nature, needs to be predicted with rea-
sonable accuracy for proper scheduling and dispatching of power from these
sources in the interconnected system. Hence wind and solar generation forecasting
is necessary for increased penetration. Wind power generation forecasting can be
done on an individual developer basis or joint basis for an aggregated generation
capacity of 10 MW and above connected at a connection point of 33 kV and
above. If done jointly, the wind/solar forecasting facility shall be built and oper-
ated by wind/solar developers in the area and sharing of the cost shall be mutually
agreed. The wind/solar energy forecasting system shall forecast power based on
wind flow/solar insolation data at the following time intervals:
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• Day ahead forecast: Wind/solar power forecast with an interval of 15 min for
the next 24 h for the aggregate wind/solar farms.

• The schedule of wind and solar power generating stations supplying inter-state
power under long-term access and medium-term and short-term open access
may be revised by giving advance notice to RLDC. Such revisions by wind and
solar power generating stations shall be effective from sixth time-block, the first
being the time-block in which notice was given. There may be maximum of 8
revisions for each 3 h time slot starting from 00:00 h during the day.

The wind and solar generators shall be responsible for forecasting their gen-
eration up to an accuracy of 70%. Therefore, if the actual generation is beyond
±30% of the schedule, wind or solar generator would have to bear the UI charges.
For actual generation within ±30% of the schedule, no UI would be payable/
receivable by generator, The state which purchases power from the wind gener-
ators, shall bear the UI charges for this variation, i.e., within ±30%. Examples for
commercial settlement for wind generation are given as: (cases 12.1, 12.2, 12.3,
12.4, 12.5, 12.6)

• For all of the above scenarios, the UI rate shall be the normal UI rate applicable
at that particular time block except in case 6 i.e., for over injection beyond 50%.
In this case the wind generator shall get UI for injection beyond 50% of the
schedule at the UI rate applicable for frequency interval below 50.02 and not
below 50.00 Hz, in accordance with the CERC unscheduled interchange charges
and related matters Regulations 2009, as amended from time to time.

• The balance in the renewable regulatory fund (RRF) on account of UI by the
wind generators in all states, whether surplus or deficit, shall be shared by all
the states of India in the ratio of their peak demands in the previous month.
The RRF shall be operated by the NLDC on a national basis.

• For all above cases, it is assumed that purchasers drawl is as per schedule.

12.3.5 Special Dispensation for Scheduling of Wind
and Solar Generation

Scheduling of wind and solar power generation plants would have to be done where
the sum of generation capacity of such plants connected at the connection point to
the transmission or distribution system is greater than 10 MW and connection point

Case 12.1 Actual as per generation schedule

Schedule
(MW)

Actual
generation
(MW)

Implication on purchaser UI

Implication on
host state

Implication on
wind generator

100 100 Purchaser to pay wind generator
for 100 MW at contracted
rate.

No implication
on host
state.

No implication on
wind
generator.
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Case 12.2 Under injection by the wind generator within 30% variation

Schedule
(MW)

Actual
generation
(MW)

Implication on purchaser UI

Implication on host state Implication on
wind generator

100 70 Payment to be made by
purchaser for 70 MW
(as per actual) at
contracted rate and
for 30 MW to
Renewable
Regulatory Fund
(RRF) at UI rate of
his region.

For 30 MW UI liability
on the host state, as a
result of under
generation by the
wind generator
embedded in the state
system, the same shall
be received by the
host state from RRF.

No implication
on wind
generator.

Case 12.3 Under injection by the wind generator beyond 30% variation

Schedule
(MW)

Actual
generation
(MW)

Implication on purchaser UI

Implication on host state Implication on
wind generator

100 60 To pay for 70 MW to
wind generator (since,
in this range, the wind
generator comes under
UI mechanism) at
contracted rate.
30 MW by purchaser
at UI rate in his region,
to RRF

Out of 40 MW liability of
UI on host state on
account of under
generation by wind
generator, UI for
30 MW shall be
received by the host
state from RRF and UI
of 10 MW would be
received from the UI
pool.

UI rate for
10 MW
payable by
wind
generator to
UI Pool

Case 12.4 Over injection by the wind generator within 30% variation

Schedule
(MW)

Actual
generation
(MW)

Implication on purchaser UI

Implication on host state Implication on
wind generator

100 130 To pay for 130 MW to
wind generator at
contracted rate.
purchaser shall
receive payment for
30 MW from RRF at
UI rate of his region.

For 30 MW, UI benefit
for the host state on
account of
overgeneration by
wind generator to be
passed on to the RRF.

No implication
on wind
generator.
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is 33 kV and above, where PPA has not yet been signed. For capacity and voltage
level below this, as well as far old wind farms, it could be mutually decided between
the wind generator and the transmission or distribution utility, as the case may be.
The schedule by wind and solar power generating stations supplying inter-state
power under long-term access and medium-term and short-term open access may
be revised by giving advance notice to RLDC. Such revisions by wind and solar
power generating stations shall be effective from sixth time-block, the first being
the time-block in which notice was given. There may be maximum of 8 revisions
for each 3 h time slot starting from 00:00 h during the day.

Concerned RLDC and SLDC shall maintain the record of schedule from
renewable power generating stations based on type of renewable energy sources
i.e., wind or solar from the point of view of grid security. While scheduling
generating stations in a region, system operator shall aim at utilizing available
wind and solar energy fully.

Case 12.5 Over injection by the wind generator from 130 to 150% generation

Schedule
(MW)

Actual
generation
(MW)

Implication on purchaser UI

Implication on host state Implication on
wind generator

100 140 To pay for 130 MW at
contracted rate.
Purchaser shall receive
payment for 30 MW
from RRF at UI rate of
his region.

For 40 MW UI benefit for
the host state on
account of over
generation by wind
generator, UI for
30 MW to be passed
on to the RRF and UI
for 10 MW to be
passed to UI pool.

UI for 10 MW
to be
received
from UI
pool.

Case 12.6 Over injection by the wind generator beyond 150% (as compared to schedule)

Schedule
(MW)

Actual
generation
(MW)

Implication on
purchaser

UI

Implication on host
state

Implication on wind
generator

100 160 To pay for 130 MW at
contracted rate.
Purchaser shall
receive payment
for 30 MW from
RRF at UI rate of
his region.

For 60 MW benefit
for the host state
from UI Pool on
account of higher
generation by
wind, UI for
30 MW to be
passed on to RRF
and UI for 30 MW
to be passed on to
UI pool.

UI for 20 MW to be
received by wind
generator from UI
pool at the UI rate
applicable at that
particular time and
for 10 MW UI to be
received by wind
generator from UI
pool at the UI rate
applicable for
frequency interval
below 50.02 and not
below 50.00 Hz.
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12.4 Discussion

From the information presented above, it can be observed that the interconnection
regulations vary considerably from country to country. It is often difficult to find a
general technical justification for the exiting technical regulations that are
currently in use worldwide due to the different wind power penetration levels in
different countries and operational methodology of power systems. For instance,
countries with a weak power system, such as Scotland or Ireland, have considered
the impact of wind power on network stability issues, which means that they
require fault ride-through capabilities for wind turbines already at a lower wind
power penetration level compared with countries those have very robust systems.
It is interesting to know that inclusion of FRT regulations for DFIG increase
overall cost by 5%.

European wind energy association (EWEA) recommends that European grid
connection (or other nations) regulations are to be developed in a more consistent
and harmonized manner [12–23]. Harmonized technical requirements will bring
the maximum efficiency for all parties and should be employed wherever possible
and appropriate. While this applies for all generation technologies, there is a
particular urgency in the case of wind power. As wind penetration is forecasted to
increase significantly in the short to medium term, it is essential that grid code
harmonization process is to be done immediately. It will help the manufacturers to
internationalize their products/services, the developers to reduce the cost and the
TSO’s to share experience, mutually, in operating power systems.

It is also important that national GCR should aim at an overall economically
efficient solution i.e., the costly technical requirements such as ‘fault ride-through’
capability for wind turbines should be included only if they are technically
required for reliable and stable power system operation. Hence, it can be
summarized that GCR should be harmonized at least in the areas that have little
impact on the overall costs of wind turbines. In other areas, GCR should take into
account the specific power system robustness, the penetration level and/or the
generation technology. Moreover, interconnection standards of different countries
may also vary in future.

Several states of India have high penetration of wind power and it is expected
that this share will increase with time. Present scenario can be observed that the
interconnection regulations vary considerably from state to state. Harmonized
technical GCR are required and it will bring the maximum efficiency for all parties
and should be employed wherever it is possible and appropriate. While this applies
for all generation technologies, there is a particular urgency in the case of wind
power. As wind penetration is forecasted to increase significantly in the short-
to-medium term, it is essential that grid code harmonization process is to be done
immediately. It will help the manufacturers to internationalize their products/
services, the developers to reduce the cost and the system operators to share
experience, mutually, in operating power systems.
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It can be stated that GCR should be harmonized at least in the areas those have
little impact on the overall costs of wind turbines. In other areas, GCR should take
into account the specific power system robustness, the penetration level and/or the
generation technology. The technical harmonization in the following areas is
recommended [4]

• Wind power farm behavior in normal network conditions;
• Behaviour during and after network disturbances;
• Frequency response/active power control;
• Voltage control/reactive power;
• Verification and testing;
• Site-related aspects;

Harmonization in GCR will help in achieving following goals:

• For setting of proper regulations for the connection of wind power technology to
the electricity grid;

• For facilitating the internationalization of manufacturers and developers; and
• For developing new standards, codes and verification procedures, interaction

between GCR issuing working groups.

12.5 Conclusions

The use of renewable energy resources is growing in electric power generation and
the emphasis is given to the cost effective utilization of these energy resources.
Wind power is one of the most popular renewable energy sources as it provides a
number of economic and technical advantages. With increased penetration of wind
power generation in the electric power system, the efficient, stable, economical,
and secure operation of power systems is becoming a major concern.

Wind farms have a significant influence on the operation of power systems.
Grid codes are being set up to specify the relevant requirements for efficient and
secure operation of power system for all network users and these specifications
have to be met in order to integrate wind turbines into the grid. In this chapter,
existing GCR of several countries, which are proactively meeting the challenge of
considerable wind power penetration, are analyzed.

GCR’s discussed, in this chapter, are active power control, frequency control,
voltage control, wind farm protection (fault ride-through control) etc. These
interconnection regulations for wind turbines or wind farms tend to add the
following requirements:

• to maintain operation of the turbine during a fault in the grid, known as ‘fault
ride-through’ capability;

• to operate the wind turbine in the predefined frequency range;
• to control the active power during frequency variations (active power control);
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• to limit the power increase to a certain rate (power ramp rate control);
• to supply or consume reactive power depending on power system requirements

(reactive power control);
• to support voltage control by adjusting the reactive power, based on grid

measurements (voltage control).

These interconnection requirements can increase the total cost of a wind turbine
or wind farm. Hence, interconnection regulations should be enforced for secure
and economic operations of power system.
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Chapter 13
Application of Pumped Storage
to Increase Renewable Energy
Penetration in Autonomous Island
Systems

Stefanos V. Papaefthymiou, Stavros A. Papathanassiou
and Eleni G. Karamanou

Abstract Pumped storage is generally viewed as the most promising technology
to increase renewable energy source (RES) penetration levels in power systems
and particularly in small autonomous island grids, where technical limitations are
imposed by the conventional generating units. In this chapter, an operating policy
is proposed for hybrid wind-hydro power stations (HPS) in island grids, in order to
increase wind penetration levels, while at the same time minimizing the impact on
the conventional generation system and ensuring the viability of the HPS invest-
ment. The proposed operating strategy is applied to different autonomous island
systems using a dedicated logistic model, in order to evaluate the effect on the
overall operation and economics of the island systems and to assess the feasibility
of HPS investments. In addition, the real study case of the HPS in Ikaria island,
Greece, which is currently in the construction stage and will be one of the first
wind-hydro-pumped-storage hybrid stations in the world, is examined and the
expected benefits from its operation according to the proposed policy are pre-
sented. The material presented in this chapter is based on publications
Papaefthimiou et al. (IET Renew Power Gener 3:293–307, 2009, IEEE Trans
Sustainable Eng 1:163–172, 2010) available in IET-Renewable Power Generation
and IEEE Transaction on Sustainable Energy.
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13.1 Introduction

In the Aegean Sea, there exist today more than 50 islands, which are not inter-
connected with the mainland power system. These island systems isolated or
interconnected to each other in groups, present a peak load demand from a few
hundred kW up to approximately 700 MW in the case of Crete and are currently
powered by oil-fired autonomous stations. High generation costs, dependence on
oil products and environmental considerations have been a powerful driver for the
increasing exploitation of the renewable energy potential of the islands during the
last decades [1–3], wind energy being the most significant. Nevertheless, in spite
of the high wind potential existing in the Aegean Sea, wind penetration levels in
autonomous island grids are currently limited, as a result of the output power
limitations imposed on the installed wind farms [4, 5]. These limitations are
related to the technical constraints introduced by the conventional generating units
(typically diesel generators) and specifically to their minimum loading limit and
dynamic response considerations. Based on the current operating practices, a
realistic upper limit for RES energy penetration is estimated around 15–20% of the
annual load demand.

The effect of high wind penetration on the operation and control of power
systems has been the subject of numerous publications, e.g. [6–8], where the
technical, operational and economic implications have been identified, mainly
resulting from the intermittency and limited predictability of wind power gener-
ation. The introduction of energy storage is considered as the most effective means
to remove obstacles in order to significantly increase wind penetration levels in
electric power systems, particularly in the case of isolated island grids [9–29]. For
power system sizes of a few MW and beyond, conventional battery storage, fly-
wheels and other similar means become unappealing, pumped storage being the
most mature and economically viable alternative. Such systems require in concept
a pump/turbine station and two water reservoirs at sufficient altitude separation
(typically a few hundred meters), as it is schematically illustrated in Fig. 13.1. The
concept underlying the introduction of pumped storage is that wind energy which
would otherwise be discarded, due to the penetration limits imposed (e.g. during
periods of low load and high wind), can be stored by pumping water to the upper
reservoir. This energy is subsequently recovered via the hydro turbines, in a
controllable manner, permitting thus the substitution of thermal energy and
capacity. Notably, the combination of wind and hydro generation, even in the
absence of storage facilities, may contribute to the reduction of wind power var-
iability and uncertainty. This renders possible the provision of firm capacity by the
combined wind-hydro generating plant and entails significant economic benefits in
the electricity market environment [30, 31].

Small isolated systems combining renewable and conventional generation and
usually energy storage, as well, are referred to as hybrid systems. Here the term
Hybrid Power Station (HPS) is used to describe a combined station, comprising a
wind farm and pumped storage facilities, which is owned and operated by a single
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entity, the HPS producer. This reflects the current legal framework in Greece [33,
34], which sets the landscape for such investments in the existing electricity
market environment. Notably, this definition implies that the storage facilities are
perceived by the law-maker as the tool for introducing significant additional wind
capacity in saturated island systems, rather than as a means for increasing the
energy yield of wind farms already existing on the islands.

Over the past years, application of pumped-storage to facilitate wind power
integration has been analysed from several perspectives. The impact of wind
power penetration in electricity grids from an economic perspective is analysed in
[9], where hydraulic storage is presented as the optimum solution to constrain the
rising system costs due to high wind penetration levels, by alleviating the need for
additional peak-load generation. In [24], the operation of a hybrid wind/hydro
power system is examined for the Greek island of Ikaria, concluding that the
cost of electricity is considerably reduced when conventional thermal units are
replaced by the hybrid system. In [25], the strategy for maximizing the profit of a
combined wind-hydro pumped storage plant is investigated, taking into account
the Portuguese energy remuneration rules. In [26], the sizing of a hybrid system
and the applicable operating policy is investigated for the Canary islands, to
optimize exploitation of the available hydraulic and wind potential, with no
adverse effect on the reliability of the power system. Application of pumped-
storage has been analysed for several autonomous island grids in Greece, adopting
a variety of operating policies, which however lack a concrete correlation to a
specific regulatory framework [17–24]. In [29], an operating strategy is presented,

Upper Reservoir

Lower Reservoir

Penstock

Turbines Pumps

HPS Wind Farm

Wind Farms
(W/F)

Thermal 
Power Station

Hybrid Power 
Station (HPS)

Fig. 13.1 Schematic of a hybrid power station (HPS) in an isolated island system ([32],
� [2009] IET)
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based on the current legislation in Greece, according to which the plant is required
to provide firm power during certain periods of the day, while it may also generate
over the remaining hours, if the stored energy suffices. Sizing of the hybrid system
components, given a specific operating policy, is another perspective investigated
in the literature. In [27, 28], a numerical methodology is presented for the optimum
sizing of the various components of an HPS, adopting a simple operating policy,
where the pumps consume excess wind energy and the hydro-turbines provide firm
power over an agreed time interval every day.

In this chapter, an operating policy for hybrid wind-hydro power stations in
island grids is proposed, which ensures satisfactory HPS economics and increase of
RES penetration levels, without disturbing the operation of the conventional gen-
eration system and the existing wind farms (WFs) of the island. It is directly
correlated to the existing legal framework in Greece [33, 34], which is briefly
outlined in Sect. 13.3, and has provided the basis for the formulation of a specific
regulatory framework on hybrid power stations [35, 36]. The rationale and the
details of the operating strategy for the overall generation system of an island
including HPS, as well as the internal management of the HPS for maximization of
its expected benefit, are described in Sect. 13.4. The proposed policy is applied to
three islands of different sizes and characteristics, using a dedicated logistic model
with wind and load time series as inputs, to simulate the operation of the system
over long time periods (typically one year). The simulation results, presented in
Sect. 13.5, demonstrate the impact from the introduction of HPS on the operation of
conventional generation and existing wind farms, as well as on the overall system
economics. They also provide the basis for assessing the feasibility of HPS
investments under the current regulatory framework, as it is presented in Sect. 13.6.
In Sect. 13.7, the Ikaria HPS, the first HPS project under construction in Greece and
probably worldwide, is described and the expected benefits from its operation
according to the proposed policy are presented and analyzed. A brief discussion on
regulation and control issues is presented in Sect. 13.8 and the main conclusions
from the analysis presented in this chapter are summarized in Sect. 13.9.

13.2 Short Description of the System

A conceptual representation of the simulated autonomous island power systems
is presented in Fig. 13.1. The size of the autonomous grids in Greek islands varies
from the sub-MW level up to several hundred MWs. In Fig. 13.1, the system is
supplied from a conventional thermal power station, which typically comprises
several internal combustion engines. Larger island systems, such as those of
Crete and Rhodes, include also steam turbines, combined-cycle plants and gas
turbines for peaking duty. Heavy oil is the primary fuel, while light diesel is used
as well. Several wind farms are already installed on the islands and operated
by independent power producers. Currently, installed wind capacities vary up to
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approximately 30% of the annual peak load, while wind energy penetration levels
reach 15% of the annual load demand.

The HPS includes one (or possibly more) wind farms and pumped storage
facilities, which are not necessarily installed at the same or adjacent locations.
The turbine and pump station typically comprises several individual turbine and
pump units. The components of the HPS are directly connected to the grid
and include independent energy metering facilities. The lower and upper water
reservoirs are located at sufficient altitude separation, to ensure a hydraulic head of
several hundred meters (typically more than 300 m), and their capacity depends on
the available head and the energy storage specifications of the station.1 An HPS
with double penstock and separate turbine and pumping facilities, as shown in
Fig. 13.1, has the capability of simultaneously generating and absorbing power, a
characteristic important for its performance, as will be explained in the following
sections. On the other hand, the HPS might comprise a single penstock arrange-
ment and reversible pump-turbine units, reducing thus the investment cost but
lacking the advantage of simultaneous pump and turbine operation.

The main operating modes of an HPS are the following:

• Turbine Mode: Energy stored at the upper water reservoir is recovered via the
hydro turbines. HPS pumps and wind turbines are idle.

• Pumping Mode: Wind energy produced by the HPS wind farm is stored via
pumping action (essentially a Wind-Pumping Mode). Hydro turbines are not
operating.

• Grid Pumping Mode: A variation of the Pumping Mode, where the energy stored
is produced by conventional generation, rather than by the HPS wind farm.

The following additional operating modes are also possible:

• Wind Generation Mode: The HPS wind farm injects power directly to the grid
(i.e. without simultaneous pumping, as in the Pumping Mode). This is per-
missible only when the wind power absorption margin of the system exceeds the
capacity of all wind farms external to the HPS. This mode is of minor signifi-
cance, as it occurs infrequently in saturated island grids.

• Turbine-Pump Mode: A combination of the Turbine and Pumping Modes, where
energy is simultaneously drawn by the pumps and produced by the turbines
(water is circulated within the HPS storage system). Its significance lies with the
fact that, when the station operates in Turbine Mode, available wind energy
from the HPS wind turbines can be stored via pumping action. This mode is
feasible with double penstock arrangements and constitutes an advantage of this

1 The storage capacity is often stated as the equivalent operating time (number of hours) at the
rated turbine output. In the case of relatively large HPS, rated more than 10 MW, physical
limitations and cost considerations reduce the storage capacity to less than one day. Values
around 20 h are encountered in many design studies available in practice. In any case, this will
depend very much on the topography of the location and the possible utilization of water
reservoirs, already existing for irrigation purposes.
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configuration, since the Turbine Mode is active for several hours per day
(typically 4–8 h).

• Hydro-Wind Mode: When the hydro turbines are in operation, providing firm
power, part of their output is substituted by wind power generated by the HPS
wind farm. The hydro turbines provide the primary reserve to compensate
variations of wind power, a concept already explored in the literature [30, 31]. In
this way, wind power is provided directly to the load, avoiding the energy losses
in the pumped storage facilities. Single-penstock plants can also make use of the
available wind power when the hydro turbines are operating (since the Turbine-
Pump Mode is not feasible in this case).

13.3 Outline of the Regulatory Framework

A brief description is provided in this section of the regulatory framework recently
introduced in Greece for HPS operating in isolated island grids [33, 34]. As
already mentioned, pumped storage is viewed as a means to install additional wind
capacity in saturated island grids (rather than to increase the efficiency of existing
installations, i.e. reduce their energy curtailments). Hence, an HPS comprises
storage facilities and one (or more) new RES stations, all connected to the island
network. The fundamental operating principle is that the energy generated by the
HPS wind farm is stored, rather than directly fed to the load, since the latter would
reduce the penetration margin available to other existing or licensed wind power
stations. The energy thus stored at the upper water reservoir can be subsequently
recovered via turbine action, in a fully dispatchable manner, preferably during the
peak load hours of each day, substituting expensive peak units.

Since hydro turbines are fully dispatchable generation, they can substitute not
only energy but also installed capacity of conventional (thermal) units. To make
this possible, the provision of ‘‘guaranteed power’’ (i.e. firm capacity) needs to be
ensured in case of prolonged low-wind periods, in which case the reserves of the
HPS storage system are exhausted. For this purpose, a limited amount of ‘‘grid-
pumping’’ is allowed, using conventional energy from the grid, which essentially
constitutes a peak shaving mode of operation, transferring energy from the peak to
the valley of the daily load curve. Obviously, grid pumping is reasonable to be
scheduled at low load intervals, such as the late night hours.

Remuneration of an HPS is based both on energy and capacity payments.
Energy is metered independently for the wind farm, the hydro turbines and the
pumps. Pricing is related to the avoided system costs by the operation of the HPS:

• Wind energy is sold at the standard wind energy tariff for islands (currently
99.44 €/MWh).

• Hydro turbine energy pricing is based on the mean annual variable operating
cost of the peak units of the system (defined as the units operating for less than
30% of the time over the year).
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• Pump energy pricing is based on the mean annual variable operating cost of the
base units of the system (defined as the units operating for more than 70% of the
time over the year).

Variable operating costs include fuel, operation and maintenance (O&M)
expenses and the cost for CO2 emissions rights. All tariffs are fixed over the year
and are the same for all HPS operating on an island. Notably, ‘‘net metering’’ is
allowed for wind farm and pump energy, in which case the HPS is billed for the
net energy produced or consumed, after deducting the energy drawn by the pumps
from that generated by the HPS wind farm. Obviously, net-metering would be
chosen by the HPS producer when the cost for pumping (i.e. the variable cost of
the base thermal units) exceeds the wind energy tariff, which is the case in most
islands today.

Since an HPS can provide firm capacity to the island system, capacity payments
are also foreseen based on the declared ‘‘guaranteed power’’ of the HPS, which is
typically the rated capacity of its hydro turbines. Remuneration for capacity credit
corresponds to the annualized capacity cost of an equivalent conventional power
station (including the annual capital amortization expenses and its fixed operating
cost).

13.4 Operating Policy for Autonomous Island Systems with HPS

13.4.1 Discussion of Alternative Policies

The regulatory framework outlined in the previous section is quite general and
does not stipulate any specific operating policy for the HPS. Space limitation
reasons do not permit an extended presentation of alternative policies modelled
and simulated [35]. Instead, a general discussion is first made on the principles and
available options, leading to the proposed operating policy, presented in the
following section.

A simple operating policy for HPS, already evaluated in relevant studies (e.g.
[26–28]), is the ‘‘peak-shaving’’ mode, which consists in scheduling operation of
the hydro turbines at a fixed power (usually the rated) during the peak load hours,
on a daily basis. The energy required for this purpose is stored by pumping wind
power, but also via a large extent of grid pumping during the low-load hours. This
is a fundamentally simple concept, as it creates a standard and dependable income
from the daily disposal of hydro energy, while grid pumping may also be profitable
when the gap between turbine and pump energy tariffs is large (typically in excess
of 1.5:1, as often happens in island systems).

This policy presents serious drawbacks, particularly when dealing with large
HPS. First of all, excessive grid pumping results in a waste of conventional energy
and fuel. For this reason it should be allowed only in periods of high system load
(e.g. in the summertime tourist season), when the provision of guaranteed capacity
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from the HPS is indeed necessary, rather than on an everyday basis. This reduces
dramatically the extent of grid pumping, from around 30% to less than 5% of the
total energy absorbed by the pumps on an annual basis.

A second drawback of this simple policy is that dispatch of the hydro turbines at
a fixed output power reduces the penetration margin for wind farms external to the
HPS. This happens because the hydro turbines substitute conventional thermal
units, which provide flexibility in their loading and the required spinning reserve
for the integration of wind power to the system. This drawback is quite essential,
because it conflicts with the contractual provisions of existing wind power stations.
To effectively resolve this issue, dispatched hydro turbines should operate in
exactly the same manner as the substituted thermal units, i.e. they should provide
primary reserve and balancing power for the integration of wind power, rather than
operate at a fixed output power. Further, they must provide ancillary services, such
as frequency and voltage regulation, under the same regime as the conventional
units.

The operating policy to be adopted should also exhibit flexibility in the dispatch
and operation of all units and fit in the framework of a daily market operation,
where applicable. Two families of operating policies can be envisaged:

• Policies in which the HPS producer submits hourly power bids for the hydro
turbines and load declarations for the pumps, when grid pumping is foreseen,
based on the internal optimization of the HPS operation, as assumed in [29].
Dispatch of the turbines is performed according to the schedule submitted by the
producer, since the hydro turbines have precedence over the thermal units, on
the grounds that they utilize clean wind energy previously stored.

• Policies in which the HPS producer submits a daily energy offer, as well as a
daily load declaration for grid pumping, whenever applicable. The Island
System Operator (ISO) has to respect the submitted daily energy offer, but the
hourly dispatch schedule is determined so as to optimize the operation of the
overall system. Similarly apply for the pump energy, when a load declaration
has been submitted.

Evaluation of the two families of operating policies has shown that the hourly
power bid strategy is more profitable for the HPS, particularly in the case of
relatively small water reservoirs, because it permits the HPS to fully optimize its
intra-day operation, even when employing a moderately accurate wind power
forecasting. With this strategy, the HPS turbines are practically dispatched at full
capacity as soon as the water reservoir is full, freeing up storage capacity for
subsequent pumping of wind energy. Thus the amount of wind energy discarded is
minimized.

However, when dealing with large HPS, this strategy has a very adverse effect
on the conventional generation, which has to adapt to the operating schedule of
the hydro turbines. For illustration purposes, a characteristic example is shown in
Fig. 13.2a, from the simulation of the operation of the power system of Crete
with a 250 MW HPS, during one week in the year 2012. Apparently, the
operation of the thermal units is entirely disrupted, due to the high frequency of
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the start–stop operations and the high output power ramp rates. Therefore,
adoption of this policy drastically limits the size of the HPS that can be inte-
grated in the island systems.

The daily energy offer policy, on the other hand, achieves a far superior quality
of operation for the generation system of the island, as is evident from Fig. 13.2b,
where the HPS effectively shaves the peaks of the load curve, permitting a more
efficient operation of the conventional units. The only drawback of this policy is
that the required reservoir capacity of the HPS is relatively increased (indicatively
by 25–30% [35]), for achieving the same results as the hourly power bid strategy.
The reason is that the hydro turbines are dispatched by the Island System Operator
only at peak load hours, i.e. at noon and in the evening. Hence, all wind energy
generated during the night and morning hours has to be stored, until the turbines
are dispatched. Nevertheless, this drawback is fully offset by the great

Fig. 13.2 Simulation of the power system of Crete in year 2012 (one week of operation),
assuming a 250 MW HPS and two operating policies. a The HPS submits hourly power bids.
b The HPS submits a daily energy offer. Brown/red/yellow hues used for thermal units, green for
wind farms external to the HPS and blue for the HPS hydro turbines, ([32], � [2009] IET)
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flexibility offered by this policy, which improves essentially the operation of the
conventional generation system and permits the integration of large HPS to the
island grid.

13.4.2 Proposed Operating Policy for the Island System

Based on the discussion of the previous section, a specific policy can now be
formulated for an island system with HPS, based on a daily generation dispatch
schedule, determined by the ISO at the end of each day, for the next 24 h interval.
More specifically, the operating policy consists of the following steps:

Step 1: Guaranteed power and energy request from the ISO

The ISO demands guaranteed power and energy, PG and EG, from the HPS for
the next dispatch day (24 h). This occurs only at high load periods (rather than on a
daily basis), to cover deficits in conventional generation capacity. The guaranteed
power requested cannot exceed the declared ‘‘guaranteed power’’ of the HPS.

Step 2: HPS energy offer

The HPS submits an energy offer (EO) for the next 24 h, based on the hydraulic
energy available for electricity generation. Possibly, wind power forecasts for the
HPS WF may also be included in the energy offer, applying suitable safety factors.
The daily energy offer cannot be less than the guaranteed energy, EG, demanded by
the ISO.

Step 3: HPS load declaration

If the guaranteed energy, EG, requested by the ISO exceeds the potential energy
production, EH, of the HPS using the water already available in the upper reser-
voir, then grid pumping is allowed for the HPS to secure the provision of the
requested energy, EG. In this case, the HPS will submit a load declaration2 for
the energy, ED, to be drawn from the grid during the next 24 h. To avoid excessive
grid pumping, ED is limited to the amount of energy required to complement EH up
to EG. Hence:

ED ¼ max 0;
EG � EH

nP�H

� �
ð13:1Þ

where nP-H is the overall round-trip efficiency of the pumped storage facilities.
A load declaration cannot be submitted if the ISO has not requested the provision
of guaranteed energy (EG = 0 ) ED = 0).

2 The term ‘‘load declaration’’ signifies the declared intention of the HPS producer to dispatch
pumps in order to absorb energy from the grid (rather than its own wind production) during the
next day. This additional pumping load will increase the total demand of the system.
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Step 4: Dispatch of HPS turbines and pumps by the ISO

The ISO determines the dispatch of the HPS hydro turbines over the next 24 h,
in order to absorb the energy offered by the HPS. Scheduling is performed by the
ISO, typically at peak load hours, to optimize the operation of the overall system,
rather than at specific intervals selected by the HPS producer. Similarly, the ISO
schedules the dispatch of the pump units, according to the load declaration sub-
mitted by the HPS, in the valley of the load curve (night hours).

Step 5: Dispatch of APS conventional units by the ISO

The ISO proceeds to the dispatch of conventional units, to meet the forecasted
load demand. If PL,i is the demand for hour i, PPV,i the forecasted PV generation,3

PE,i the scheduled generation of the HPS turbines and PD,i the pump load, then the
required conventional capacity PCn,i is given by:

PCn;i�ð1þ eÞ � ½ðPL;i � PPV;iÞ þ PD;i � PE;i� ð13:2Þ

where e reflects the spinning reserve policy followed by the power station oper-
ators (e.g. e = 10%).

Step 6: Output power constraints for WFs external to the HPS

Given the load demand and the dispatch schedule for conventional and hydro
generators, output power limitations can then be calculated for wind farms external
to the HPS. For this purpose, the standard practice is applied [4], to ensure that the
minimum loading restriction of thermal units is observed and an ‘‘instantaneous’’
wind power penetration upper limit is not exceeded:

PW;i�PT
Wmax;i ¼ ðPL;i � PPV;iÞ þ PD;i �

X
j2AC;i

cTjPCnj � cHT;e

X
j2AH;i

PHnj ð13:3Þ

PW;i�PD
W max;i ¼

X
j2AC;i

cDjPCnj þ cHD

X
j2AH;i

PHnj ð13:4Þ

PW max;i ¼ min PT
W max;i;P

D
W max;i

n o
ð13:5Þ

where (index i denotes in all cases the hour i of the next day):

PT
W max;i

wind power restriction due to the minimum loading constraint of
conventional units

PD
W max;i

wind power restriction due to dynamic response constraints of
conventional units

PWmax,i overall wind power penetration limit for hour i
PW,i output of all WFs external to the HPS

3 Power limitations are not imposed to PV stations. PVs are practically embedded in the total
load of the island and therefore forecasting of the net demand PL-PPV may also be performed,
[37, 38].
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PCnj rated power of conventional unit j
PHnj rated power of hydro turbine j
cTj minimum loading of conventional unit j (% of rated)
cDj dynamic reserve of conventional unit j (% of rated)
cHT,e equivalent minimum loading of hydro turbines (% of rated), selected to

match the technical minimum of the substituted conventional units
cHD dynamic reserve of hydro turbines (% of rated)
AC,i,AH,i set of conventional units and hydro turbines dispatched for hour i

Equation 13.3 signifies that hydro turbines operate in the same mode as the
substituted conventional units, i.e. providing reserve for wind power absorption.
Hence, hydro turbines may be dispatched for their rated power, but they may
operate at reduced output to accommodate wind power from WFs external to the
HPS. Equation 13.4 ensures that wind power injected to the system will not exceed
the dynamic reserve capabilities of the regulating units (conventional and hydro
units4).

The overall constraint, PWmax,i, of (13.5) is then allocated to the various WFs in
proportion to their installed capacity. If the penetration limit exceeds the installed
WF capacity, the residual (excess) margin is made available to the HPS WF, in
order to inject power directly to the load. WF set-point calculations may be per-
formed during operation of the system, i.e. in real time, rather than in the
previous day.

13.4.3 HPS Internal Management Decisions

After determination by ISO of the 24 h generation and pump load (if grid pumping
is needed) schedule for HPS, the producer will proceed to the dispatch of turbine
and pump units according to this schedule and will also decide the exploitation
mode of the available wind power in order to maximize the expected benefits, as
explained hereafter.

Regarding the exploitation of the available wind power from the HPS WF, in
principle there exist three possibilities:

Mode 1 Available wind power is stored via pumping
Mode 2 Direct supply of wind power to the load when a set-point (penetration

margin) is allocated to the HPS WF

4 The dynamic response of hydro turbines is a serious concern, both for the integration of wind
power external to the HPS, as well as for the hydro-wind mode of operation discussed in
Sect. 13.2. Generally, the speed of response of hydro turbines and the level of fast primary
reserves they can afford depends on the hydraulic configuration of the hydroelectric plant and it
may be faster or slower than the response of conventional units. In present analysis, it has been
assumed that hydro turbines respond fast enough to provide a similar level of primary reserve as
the conventional thermal units they substitute.
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Mode 3 Direct supply of wind power to the load, substituting scheduled hydro
generation. In this mode, hydro turbines and the HPS WF operate as a
combined ‘‘virtual’’ power plant, generating the scheduled HPS output.
This mode is subject to additional control requirements and it also
presupposes a rapid dynamic response of the hydro turbines to
compensate fast variations of wind power

Selection of wind power exploitation mode depends on the applicable energy
tariffs. If the tariff for hydroelectric energy is higher than the fixed wind energy
tariff, divided by the round-trip efficiency (nP-H) of the storage facilities, which
is often the case in island systems, directing all available wind power to
the storage facilities is preferred. Otherwise, supplying wind power directly to the
load (Mode 3) would be more profitable. The examined island systems in the
subsequent sections are saturated and practically all wind penetration margin is
dispensed to WFs external to the HPS, hence Mode 2 operation is rather infre-
quent. Mode 3 is also not favored, being selected only when the available wind
power would otherwise be discarded (e.g. due to insufficient pumping capacity or
the water reservoir being full or during hydro-turbine operation for single-penstock
stations).

A basic idea underlying the proposed operating policy is that, during operation,
the HPS will be neutral to the overall power equilibrium of the system, i.e. the net
HPS generation or load will track the scheduled values.5 To maintain this
equilibrium in Mode 1 operation, wind and pump powers need to be balanced. For
this purpose, short-term wind power forecasting is employed (up to 1 h ahead,
using the persistence method), to schedule the dispatch of pump units. Wind
power variations are tracked by the pumping station, using the regulation margin
provided by variable speed pumps (*40-50% of their rated capacity). With
fixed-speed pumps, this is possible to a certain extent by switching in and out the
appropriate number of pump units. Large wind power increases, exceeding
the capacity of operating pumps, are dealt with by curtailing wind power. Large
unforeseen reductions are dealt with by disconnecting pump units (should the
regulation margin provided by the variable speed pumps in operation not suffice).

In case of Mode 3 operation, hydro turbines should compensate for wind power
variations, so that the net power delivered to the system follows the scheduled
generation level. For this purpose, hydro turbines need to participate in the primary
frequency regulation or their output power should be controlled using direct
measurements of the HPS WF output power. When hydro turbines reach their
technical minimum, wind power will be curtailed.

5 Mode 2 operation is the only exception, since wind power from the HPS WF is directly injected
into the system, in excess of the HPS generation schedule, exploiting the capability of the system
to absorb additional wind power.
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13.5 Evaluation of the Proposed Policy

13.5.1 Modelling of the System

To evaluate the proposed operating strategy, a time-series based simulation model is
used, which reflects the power equilibrium in the system, ignoring all dynamic
phenomena. Hence, long time simulations (typically annual) are possible. The
simulation model structure is outlined in the flowchart of Fig. 13.13 and it reproduces
as faithfully as possible the operating strategy presented in the previous Section.

Load demand is represented by time series, expressed as hourly average values
and interpolated to the simulation time-step (typically 20 min). Conventional
generating units are described by their basic characteristics (maximum and min-
imum output power, specific fuel consumption as a function of their output power,
start–stop and operating time restrictions, CO2 emissions etc.).

Wind farms are represented by the power curves of individual wind turbines.
Inputs to the model are the wind speed time series, referred to the hub height of the
turbines, which are translated into output power time series after deducting the
various losses (here considered equal to 10%).

For PV stations, the annual time series of meteorological data (insolation,
temperature etc.) are used to derive time series of PV output power (hourly
values), using the model of [39].

Pump and hydro turbine units can be simulated by simplified models, charac-
terized by their average efficiencies. The capacity of the water reservoirs is then
expressed in energy units (MWh). This approach is adopted for the modelling of
HPS in this section.

On the other hand, in Sect. 13.7, dealing with the real study case of the Ikaria HPS,
more detailed hydraulic models are employed, which take into account the efficiency
curves of hydro turbines and pumps as a function of their operating point and the
variations of the net hydraulic head (see Appendix 1, Tables 13.1, 13.2). Given the
electrical power, the water flow rates of a turbine or pump unit are calculated from:

PH ¼ q � g � QH � ðH0;H � KH � Q2
HÞ � nH � nG � nHtr ð13:6Þ

PP ¼
q � g � QP � ðH0;P þ KP � Q2

PÞ
nP � nM � nPtr

ð13:7Þ

where:
PH, PP electric power of hydro turbines and pumps
QH, QP discharge rates of hydro turbines and pumps
H0,H, H0,P hydraulic heads of hydro turbines and pumps (dependent on altitude

separation and reservoir water levels)
KH, KP friction coefficients of turbine penstock and pump discharge pipes
nH, nP hydro turbine and pump unit efficiencies
nG, nM electrical generator and pump motor drive efficiencies
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nHtr, nPtr hydro turbine and pump transformer efficiencies
p water density (1,000 kg/m3) and
g gravity acceleration (9.81 m/s2)

In the case of constant speed pumps, from their technical specifications the
relation is known between input power and resulting water discharge rate, given
the total head, including pipe losses (Appendix 1, Table 13.6). In the simulation,
the water levels of the reservoirs are known (and hence the head H0,P), but the
resulting flow rate cannot be directly calculated, because the head losses are
needed (term KP�QP

2). For this purpose, an iterative solution is implemented in the
model, employing (13.7) and the pump characteristics.

Table 13.1 Basic characteristics of the study case island systems, ([32], � [2009] IET)

Large island Medium island Small island

Island system data
Max load 820 MW 78 MW 11.9 MW
Min load 200 MW 14.4 MW 1.6 MW
Load factor 53.3% 51.0% 42.7%
Installed wind capacity 220 MW 20 MW 2.45 MW
Mean annual wind speed 8.5 m/s 8.5 m/s 11 m/s
HPS data
Turbines 4 9 25 MW 4 9 5 MW 2 9 1 MW
Pumps 5 9 25 MW 9 9 2.5 MW 3 9 0.75 MW
Wind farm 130 MW 25 MW 2.4 MW
Reservoir(*) 18 h 18 h 18 h
Energy losses HPS: * 30%, WF: 10%
Penstock Single/Double

Pricing

Turbine energy 137 €/MWh 166 €/MWh 183 €/MWh
Pump energy 81 €/MWh 100 €/MWh 146 €/MWh
Wind energy 87.4 €/MWh 87.4 €/MWh 87.4 €/MWh
Capacity credit 103 €/kW year 186 €/kW year 186 €/kW year

*Capacity given in equivalent turbine operating time at rated power

Table 13.2 Maximum capacity credit and HPS component sizing restrictions for each island,
([32], � [2009] IET)

Large island Medium island Small island

Max load MW 820 78 11.9
Min load MW 200 14.4 1.0
Load factor % 53.3 51.0 42.7
Min conventional capacity (Pconv,min) MW 652.3 59.9 8.4
Max capacity credit (PCC,max) MW 167.7 18.2 3.5
Required pump rating (PPump,min) MW 223.2 25.8 3.2
Min reservoir capacity h 6.5 6.3 4.4
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13.5.2 Case Studies

The proposed operating strategy is applied to three different Greek islands,
representative of the small, medium and large island cases. The basic charac-
teristics of the three island systems and HPS data used in the simulations are
presented in Table 13.1. The HPS energy and capacity tariffs calculated for the
three island systems [35], are also included in the table.6 The large island has an
extended generation system, including many different types of units (steam
turbines, combined cycle plants, internal combustion engines and gas turbines,
using heavy oil and diesel fuel oil). The medium-size island includes heavy oil-
fired diesel engines, as well as gas turbines for peaking service. The small island
is powered by internal combustion engines, using diesel fuel oil. In all cases,
HPS with single and double penstock arrangements have been simulated. The
configuration of the HPS in each case has been selected by a sizing analysis
[35], such as presented in [27–29].

Indicative simulation results are illustrated in Fig. 13.3 for the medium-size
island. In diagram 13.3a, the output of the conventional units, the HPS and the
wind farms is shown, summing up to the total load demand. The effective
smoothing of the load curve is apparent (basically peak shaving, but also valley
filling, during the third night, where grid pumping takes place). In the other three
diagrams, the operation of the HPS is presented in more detail. In diagram 13.3b,
the output of the hydro turbines is shown, operating when scheduled by the ISO.
Hydro-Wind mode of operation does not occur, as a result of the applicable tariffs,
as discussed in Sect. 13.4.3. The operation of the HPS pumps is presented in
diagram 13.3c. While their energy is mainly provided by the HPS wind turbines,
an occasion for grid pumping occurs at the beginning of the 3rd day, when wind
generation is not enough to ensure availability of guaranteed power and energy,
requested by the ISO. Simultaneous hydro generation and pumping (Turbine-
Pump mode) is possible for the double penstock HPS simulated here. The fourth
diagram illustrates the variation of the HPS reservoir capacity over the simulated
interval.

The main purpose for introducing HPS in island grids is to increase wind energy
penetration and therefore reduce the use of conventional fuel. This is illustrated in
Fig. 13.4, where the energy annually produced by the conventional units is shown
for the three island systems, with and without an HPS. The achieved reduction
depends on the size of the HPS. The significant reduction after installation of the
HPS indicates a corresponding increase in RES penetration, which is substantial

6 Calculation of energy and capacity prices was performed via simulation of each island system
without an HPS over a year. Actual or realistic data was employed for each conventional
generating unit, including specific fuel consumptions, GHG emission coefficients, operation and
maintenance variable costs, costs for CO2 emission rights etc. From the simulation, the peak and
base-load generating units are identified (defined as mentioned in Sect. 13.3) and the respective
mean annual variable operating costs are calculated to determine the tariffs for turbine and pump
energy.
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comparable to the wind energy penetration achieved by all other wind farms on the
island. The double penstock arrangement is much more efficient, since wind
energy available when the hydro turbines are in operation can be better exploited
(Turbine-Pump Mode).

The effect from the operation of an HPS on the overall generation cost of the
system, although not dramatic, is still noticeable, as the pricing of the HPS
energy does not reflect exactly the avoided conventional generation cost. This is
shown in Fig. 13.5, where the annual operating cost includes fuel, O&M and
CO2 emission costs of thermal units, energy payments to the existing wind farms
and the HPS energy and capacity remuneration. Ignoring the HPS capacity
payments (Fig. 13.5a), the increase in the overall cost of each system is rather
small. Inclusion of the HPS capacity payments (as in Fig. 13.5b) creates a more
significant effect on system cost. Nevertheless, this may be misleading, because
the firm capacity provided by the HPS permits deferral of conventional gener-
ation investment, whose cost is comparable to the annual capacity payments to
the HPS.

Figure 13.6 confirms that the integration of an HPS, which operates according
to the principles described, does not affect considerably the efficiency of wind
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Fig. 13.3 Medium-size island system with an HPS. Operation during a typical week. a Output
power of conventional units, hydro turbines and wind farms. b Output of HPS hydro turbines and
wind farm. c HPS pump load and origin of pump energy. d Level of the HPS water reservoir,
([32], � [2009] IET)
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power stations external to the HPS. Any changes in the capacity factor are related
to differences in the technical characteristics of HPS hydro turbines and the
substituted conventional units.

In Fig. 13.7 the efficiency of the HPS wind farm is examined, to ensure that the
proposed policy results in the expected utilization of the installed wind capacity.
It is observed that the wind farm of the double-penstock HPS is as efficient as the
other wind farms on the island (Fig. 13.6). However, for the single-penstock
configuration a large amount of wind energy is discarded when the hydro turbines
are in operation, resulting in a capacity factor reduced by approximately 1/3.
Notably, the energy eventually delivered to the load is further reduced, by the
amount of losses in the pumped storage station (approximately 30%).

Regarding the extent of grid pumping, i.e. the conventional energy stored and
then returned to the system, this is negligible in all cases (less than 2% of the total
energy stored by pumping), especially in the case of double-penstock arrange-
ments, where the utilization of available wind energy is optimized.

As a rule of thumb, the simulation results indicate that, for double penstock
arrangements, the HPS wind farm will operate with approximately the same
capacity factor as the wind farms external to the HPS.7 Since the generated
wind energy will be circulated in the pumped storage facilities, the net energy
yield of the HPS is approximately 2/3 of the energy generated by the HPS
wind farm. The net income of the HPS is then equal to this energy times the
tariff applicable for the hydro turbine output energy (assuming that net metering
is adopted for the wind farm and pump energy), plus the income due to
guaranteed capacity payments.

Fig. 13.4 Conventional energy savings due to the operation of the HPS. Annual energy production
of conventional units for the three study case islands

7 For single-penstock arrangements the wind farm capacity factor can be reduced by
approximately 1/3.
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13.6 HPS Investment Evaluation

13.6.1 Capacity Credit Calculation

The capacity payments to an HPS are based on its ‘‘guaranteed power’’, i.e. the
firm capacity provided to the system via the hydro turbines, which permits
deferring the installation of equivalent conventional generation. Guaranteed peak
capacity is creditable only when the associated peak energy is also guaranteed,
regardless of the prevailing wind conditions. For this reason grid pumping is
allowed, effectively shifting load energy from the peak to the valley of the load
curve, reducing the day-time peak, but increasing at the same time the demand
during the night hours. This is illustrated in Fig. 13.8a, for a typical daily load

Fig. 13.5 Annual operating cost of the three island systems (variable cost of conventional units,
including CO2 emission rights and payments to wind farms and to the HPS). a Only energy
payments to the HPS. b Energy and capacity payments to the HPS
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curve. The presence of the HPS transforms the load curve, reducing the required
conventional generation capacity by Pconv,0 - Pconv, i.e. by an amount equal to the
maximum power PH delivered by the hydro turbines (typically their rated
capacity). Therefore, the capacity credit attributable to the HPS should be equal to
the rated capacity of its hydro turbines.

However, this rationale is not applicable when the size of the HPS becomes
large compared to the size of the system. In Fig. 13.8b the transformation of the
daily load curve is shown for increasing HPS sizes. For the largest HPS (curve 3) it
is observed that the curve of the resulting net load now presents a new peak during
night-time. Hence, although the day-time peak is indeed reduced by an amount
equal to the rated capacity of the HPS turbines, PH3, the capacity credit of this HPS

Fig. 13.6 HPS effect on the capacity factor of existing wind farms on the three island cases

Fig. 13.7 Capacity factor of the HPS wind farm in each of the three island cases
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is lower than PH3, because additional thermal capacity is necessary to meet the
new night-time peak.

From Fig. 13.8b it is observed that the minimum conventional generation
requirements, Pconv,min, ideally occur when the load curve becomes flat (curve 2 in
the diagram). This determines the maximum capacity credit attributable to a HPS,
regardless of its size. Notably, in these calculations the no wind (worse case)
scenario is adopted, i.e. it is assumed that all energy supplied in the peak hours is
pumped during the previous night hours. Energy losses in the pumped storage
facilities are taken into account.

Based on this reasoning, it is clear that large HPS do not necessarily receive
capacity payments for their total installed turbine capacity. Rather, there exists a
capacity credit limit which is characteristic for the island (being determined by the
shape of the load curve) and needs to be calculated on an annual basis. For this
purpose, the daily calculation outlined in Fig. 13.8b needs to be repeated for all the
365 days of a year. Then, the minimum conventional generation requirements on
an annual basis, PA

con;min; are found from the respective minimum daily require-

ments, Pj
conv;min :
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PA
conv;min ¼ max

j
Pj

conv;min ð13:8Þ

In the absence of an HPS, the conventional generation requirements of the
system are conceptually determined by the peak annual load demand, PL;peak:

Hence the maximum capacity credit, PCC,max, attributable to any HPS on this
island is

PCC;max ¼ PL;max � PA
conv;min ð13:9Þ

It is interesting to note that the line of thought followed for determining PCC,max

also generates restrictions on the sizing of the other components of the HPS, if the
latter is to be eligible for full compensation. First of all, the energy provided during
the peak hours needs to be previously stored in the upper water reservoir, which
must have the required capacity. Then, pumping of this energy during the low-load
night hours, implies that the HPS pumps have the required capacity for this pur-
pose, as shown in Fig. 13.8b (their electrical rating should exceed the difference
between the flat load curve 2 and the minimum load demand).

This investigation has been performed for the study case island systems and the
results are summarized in Table 13.2. Apart from the maximum capacity credit for
each island, the associated sizing requirements are also included for the pumps and
the water reservoir of an HPS, in order for it to be eligible for maximum capacity
payment.

13.6.2 Economic Evaluation of HPS Investments

The economic feasibility of the HPS investments in the three islands is investi-
gated in this section. Data and assumptions of the analysis are presented in

Table 13.3 Basic assumptions for the economic evaluation, ([32], � [2009] IET)

Large island Medium island Small island

Capital investment €/kW 3,000 4,000 5,000
Annual income M€/MW 0.48 0.59 0.68
Net annual energy yield MWh/MW 2,553 2,518 2,690
O&M cost (% investment) % 2%
Discount rate % 7.4%
Economic life Years 20
Tax rate % 25%
Equity % 30%
Subsidy % 25%
Loan % 45%
Loan interest rate % 6%
Loan duration Years 15
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Table 13.3. For the evaluation, the basic financial indices of Appendix 2 are
calculated, namely the net present value (NPV) of the investment, its internal
rate of return (IRR), the discounted payback period (DPP) and the HPS generation
cost (c).

The annual HPS income in each case is calculated from the simulation results of
Sect. 13.5 and the applicable pricing for energy and capacity on each island
(Table 13.1). The restrictions of the previous section regarding the HPS capacity
credit have been taken into account (in the medium-size island, the HPS receives
only partial remuneration for the installed capacity of its hydro turbines). The
resulting annual income of the HPS is presented in Fig. 13.9, per installed MW of
the hydro turbines. It is observed that the double-penstock configurations yield a
significantly higher income, which compensates for their increased initial invest-
ment cost.

Based on these results, the economic evaluation indices are then calculated and
presented in Fig. 13.10 for double-penstock HPS configurations. The HPS
investments are highly attractive in all cases. In the small island case, the payback
period is comparatively longer, although the annual income is higher, because the
initial investment is much higher. For the same reason the HPS generation cost is
higher in this case. For single-penstock arrangements the economics are less
favorable, particularly in the small island case, where the calculated IRR is below
10%.

A sensitivity analysis has been conducted for the IRR and the NPV of the
investments in the case of the medium-size island, with respect to variations of the
initial capital investment, the annual income, the O&M expenses and the invest-
ment subsidy rate. The results presented in Fig. 13.11 indicate that the feasibility
of the project is influenced considerably by variations in the capital investment
and the annual income, which constitute the most decisive factors. Subsidy rates
are translated into corresponding reductions of the capital investment and therefore
also affect the economics of the projects, while the O&M expenses have a
negligible impact, being relatively low. In any case, however, the HPS investments
remain highly profitable, exhibiting IRR values in excess of 10%.

13.7 A Real-World Study Case: The HPS of Ikaria Island

In spite of the great potential promised by pumped-storage, no such installation has
been put in operation so far and the reported investigations mostly deal with
hypothetical case studies (with the exception of the El-Hierro station in the Canary
Islands [40]). Therefore, both field experience and detailed feasibility studies of
mature projects are still missing, to provide realistic data or reliable and concrete
study results.

Such a project is currently under way in Greece, for the construction of the first
hybrid wind-hydro-pumped storage power station in the isolated island grid of
Ikaria. The station is already in the construction stage, by PPC Renewables S.A.,
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subsidiary of the Greek utility PPC S.A. Licensing of the station according to the
specific regulatory framework for Hybrid Power Stations (HPS) in Greece [33, 34,
36], necessitated extended feasibility studies, including the determination of a
specific operating policy for the station and the island system and the evaluation of
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the expected benefits to the energy equilibrium of the island [41, 42]. Results
from these studies are presented in this section, based on the actual station
characteristics and island power system data.

13.7.1 Description of the Ikaria HPS and Power System

The generation system of Ikaria, including the HPS, is presented in Fig. 13.12. The
conventional autonomous power station (APS) at Agios Kirikos comprises heavy
fuel oil (mazut) diesel engines, with a total installed capacity of 15.85 MW.
Existing or licensed wind farms on the island amount to 1,835 kW. A foreseen
photovoltaic (PV) station capacity of 1,040 kW is also taken into account. The
peak load demand of the island for the future year when the HPS is expected to
enter into service, is estimated at 9 MW, with a load factor of 42%. All stations are
connected to the Medium Voltage (MV) distribution network of the island.

The Ikaria HPS, shown in Fig. 13.12, comprises three water reservoirs at
sufficient altitude separation (elevations above sea level are noted in Fig. 13.12):

• An existing reservoir at Pezi (900,000 m3), currently used for irrigation and
water supply. Excess water from this reservoir will be exploited for energy
generation purposes.

• Two new reservoirs at Proespera and Kato Proespera (approx. 80,000 m3 each), for
pumped storage purposes. The two pumped storage reservoirs are hydraulically
connected using double penstock, to make turbine and pumping operation inde-
pendent of each other.

The HPS includes two small hydroelectric plants (SHP), both equipped with
Pelton turbines, one at Proespera (1 9 1.05 MW), to exploit excess water from
Pezi dam and another at Kato Proespera (2 9 1.55 MW), which exploits excess
water from Pezi and also participates in pumped storage operation. A pumping
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station is located at Kato Proespera, comprising 8 9 250 kW constant speed
and 4 9 250 kW variable speed pumps (rated electric motor capacities).
A 3 9 900 kW WF at Stravokoundoura is also part of the HPS. Technical data
is given in the Appendix 1.

A particularity of the Ikaria HPS, which differentiates it from the usual HPS
configuration described in Sect. 13.2, is that it combines two forms of renewable
energy (wind via pumped storage and hydroelectric, via exploitation of excess
water from the uppermost reservoir), using the same hydraulic infrastructure. This
calls for a suitable internal operating policy of the HPS which will permit efficient
exploitation of both resources.

The operation of the SHPs is subject to restrictions imposed by the environ-
mental terms of the station. While the pumped-storage mode of operation, cycling
water between the two lower reservoirs, is permitted throughout the year,
hydroelectric operation is only possible from October 1 to April 30 (in the
so-called ‘‘winter period’’). During this period, a specified minimum water level
must be ensured at the Pezi reservoir, while all excess water can be used for energy
generation (hydro operation). In the ‘‘summer period’’ (May 1–September 30) the
SHP at Proespera does not operate.

13.7.2 Internal Operating Policy of Ikaria HPS

Following the procedure described in Sect. 13.4.2, the ISO determines a generation
schedule (also a pump load schedule, if grid pumping is needed) for the HPS hydro
turbines. The HPS producer will then decide the allocation of the scheduled
generation to the turbines of the two SHPs, as well as the exploitation mode of the
available wind power, in order to maximize the expected benefit. A distinction is
made between summer (May–September) and winter (October–April) periods,
since the Proespera SHP operates only during the latter period (see Fig. 13.13).

Fig. 13.12 HPS and other power stations on Ikaria island (future situation)
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When the operation of Proespera SHP is not possible (during summer season, as
well as in the days of the winter period when no excess water is available in the
Pezi dam), the internal operating policy of the HPS is exactly as described in
Sect. 13.4.3 for the typical HPS configurations.

On the other hand, when excess water is available in the Pezi dam, the need
arises to allocate the scheduled HPS generation to the two SHPs. Prioritizing
operation of the Proespera SHP, improves the exploitation of excess water for
hydro generation. At the same time, however, the water level of the Proespera
reservoir increases, reducing the potential for pumped-storage operation, which is
more profitable. Hence, the objective is to maintain the capacity of the Proespera
reservoir high enough to maximize exploitation of excess water from Pezi, without
compromising the pumped-storage potential, i.e. rejecting wind power available
for pumping.

To achieve this objective, a target water level is set for the Proespera reservoir,
equal to 85% of its capacity, and the dispatching and loading priorities of the two
SHPs are alternated to maintain this level (the Kato Proespera SHP is prioritized to
release water from the middle reservoir, while the Proespera SHP is prioritized to
increase its level). A 5% hysteresis margin is used to avoid continuous priority
alterations. This practice leaves a margin of about 12,000 m3 (15% of the total
reservoir capacity) for pumped storage purposes, which proves to be sufficient for
the characteristics (discharge rates) of the installed pumps.

Concerning the exploitation of the available wind power during winter season,
priority is given to pumping (Mode 1) because direct injection of wind power to
the load via Mode 3 operation leads to frequent de-loading of the Proespera SHP
and hence to unsatisfactory exploitation of the available water in the Pezi dam.

13.7.3 Results Achieved by the Operation of the HPS

In order to evaluate the effects of the HPS on the energy equilibrium of the island,
the power system of Ikaria including the HPS was modelled according to
Sect. 13.5.1 and simulated for the future year, when the HPS is expected to enter
into service. The simulation model structure is outlined in the flowchart of
Fig. 13.13.

Island load demand presents a peak of 9 MW and a load factor of 42%.
Hydrological data, based on long-term measurements, includes time series of
water inflow to the upper reservoir (Pezi). Three typical annual time series,
characterized by high, medium and low inflows, are employed in the simulations.
Regarding wind data, a measured high wind speed time series (mean annual speed
9.75 m/s at 55 m) is used for all WFs on the island. For the HPS WF at
Stravokoundoura, a second, lower speed series is also used (mean annual speed
7.95 m/s at 55 m), to provide the envelope of the expected wind potential at
Stravokoundoura. All technical data of the Ikaria HPS and APS used in the
simulations are provided in Appendix 1.
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In Figs. 13.14 and 13.15, the operation of the Ikaria system is presented for two
indicative weeks, considering low wind and average hydrological conditions.
Figures 13.14a and 13.15a show the contribution of each station to the load
demand (APS, HPS, other WFs and PV stations). During low-load periods in
winter (Fig. 13.14), the load is primarily served by the HPS turbines, since water
levels in the Pezi reservoir are high and operation of both SHPs is permitted.
Conventional units operate only in the high load hours of each day, typically at
their technical minimum. During the high-load summer season (Fig. 13.15),
hydroelectric operation using water from Pezi is not permitted. Hence, energy
offers of the HPS are based only on pumped wind energy and the HPS turbines are
dispatched only at the peak load hours of each day, shaving the peaks of the load
curve. It is important that, in spite of the relatively large HPS size, the dispatch and
operation of the hydro turbines has no adverse effect on the conventional units
(actually, it effectively smoothes the load curve of the APS).

Diagrams 13.14b and 13.15b present the hydro turbine output power (blue area)
and the portion of the HPS WF power that is directly delivered to the load (green
area), in operating Modes 2 and 3. The scheduled HPS generation is provided
mainly by the hydro turbines. The variations of pump input power are shown in
Figs. 13.14c and 13.15c, along with the water level in the Proespera reservoir.
In the low-load week (Fig. 13.14c), pump energy is exclusively provided by the
HPS wind turbines (green area). On the other hand, during the high-load week
(Fig. 13.15c), grid pumping (black area) does occur at the beginning of the sixth
day. This happens because the ISO demands guaranteed supply from the HPS,
while the water level in the Proespera reservoir is not enough to ensure availability
of the requested energy. In diagram 13.15a, grid pumping results in valley-filling
of the load curve.

The reservoir water level regulation policy followed in the winter is evident in
Fig. 13.14c. The reservoir level normally fluctuates between 80 and 90%,
increasing further during high wind intervals, such as at the end of the week, when
the full pumped storage potential is exploited. During the summer period,
Fig. 13.15c, water levels remain lower and are fully used when guaranteed supply
is requested.

In the following, the benefits from the operation of the HPS are quantified on an
annual basis, for various operating scenarios.

The resulting increase in RES penetration is illustrated in Fig. 13.16, which
presents the contribution of all generating stations of the island to the annual load
demand. Results for the base case scenario of operation without the HPS are shown
by the left group of bars. Operation with the HPS, for the three hydrological and
the two wind regime conditions, are presented by the other six groups.

In the absence of the HPS, the wind and PV stations operating on the island
result in an annual RES energy penetration around 17%, which is close to the
maximum achievable limit without storage, following the current operating
practice of island systems. The capacity factor (CF) of the installed wind farms is
approximately 25%, in spite of the favourable wind potential, due to the imposed
output power curtailments (up to 40% of their potential annual energy yield).
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Increasing the installed wind capacity to achieve higher penetrations would
decrease further the wind farm CF, denying the viability of the investments. The
HPS drastically boosts the total RES penetration by 18–36%, depending on the
assumed hydrological and wind conditions, reaching overall penetration levels
even in excess of 50%. It is important that this increase comes with no adverse
effect on the operation of existing or licensed WFs on the island, whose CF

Fig. 13.14 Operation of the system for a typical low-load week (in January). a Output power of
conventional units (pice), HPS (phybrid), WFs external to the HPS (pwind) and PV stations (ppv).
b Contribution of hydro turbines and WF to the HPS output. c HPS pump power origin (wind/grid
pumping) and proespera reservoir level (1 = max reservoir capacity), ([42], � [2010] IEEE)
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remains practically unaffected in the simulated scenarios. Obviously, the same
applies for PV stations, whose output is not subject to curtailments.

As commented in Sect. 13.4.2, grid pumping is permitted to ensure guaranteed
supply of power and energy from the HPS, but should be minimized to reduce
waste of conventional fuel. The proposed operating policy indeed results in

Fig. 13.15 Operation of the system for a typical high-load week (in August). a Output power of
conventional units (pice), HPS (phybrid), WFs external to the HPS (pwind) and PV stations
(ppv). b Contribution of hydro turbines and WF to the HPS output. c HPS pump power origin
(wind/grid pumping) and Proespera reservoir level (1 = max reservoir capacity), ([42], � [2010]
IEEE)
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negligible grid-pumping, representing 0.5–2.5% of the total energy absorbed by
the pumping station over the year. The higher percentage occurs in the low wind
regime, when availability of stored wind energy is generally reduced.

Besides the energy benefits, the Ikaria HPS will also provide firm capacity to
the island system, relaxing the need for installation of new thermal capacity in the
future. The guaranteed capacity of the HPS is 2.655 MW (rather than the rated of
2 9 1.55 MW), which is the maximum output power of the Kato Proespera
SHP at lowest hydraulic head conditions (minimum water level at the Proespera
reservoir).

Fig. 13.16 Contribution of conventional units, HPS and RES stations (WFs, PVs) to the annual
load demand without and with the HPS, under different hydrological and wind regime conditions
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In wind-pumped-storage mode of operation, the Ikaria HPS essentially con-
stitutes a wind power station, equipped with storage facilities in a virtual ‘‘series
connection’’ to the wind farm, since practically all wind energy produced is
pumped and then delivered to the load. An efficient operating policy should ensure
the best possible utilization of the installed wind capacity. Indeed, the achieved CF
values are approximately 29 and 43% for the low and high wind time series,
whereas the discarded wind energy on an annual basis is only 1.5 and 3.5% of that
available. Obviously, the energy eventually delivered to the load is reduced, due to
the inevitable losses in the pumped storage facilities (average full cycle efficiency
less than 60% for the particular station).

In Fig. 13.17, the annual duration curves of the pumping station input power
and the HPS WF potential and actual output power are shown. Available wind
power is discarded mainly when it exceeds the actual maximum pump power
(approx. 2.2 MW). The largest part of the excess wind power (area in Fig. 13.17
between potential WF output and pump power) is delivered to the load, via
operation in Mode 2 or 3, whenever this is possible. Hence the actual losses are
drastically reduced (small area in Fig. 13.17 between potential and actual WF
output).

Wind energy losses also occur due to storage reservoir capacity limitations.
However, the sizing of reservoirs and the adopted water level regulation policy
result in very low losses of this type. This is verified by the duration curves of the
Proespera reservoir water level, shown in Fig. 13.18 for all simulated scenarios.
The capacity of the reservoir is exhausted for a very small fraction of the time (less
than 2%) and even then, a certain potential for wind power exploitation still exists,
via operation in Mode 3.

The efficiency of the HPS as a small hydroelectric station is evaluated by
analysing water overflows8 from the Pezi reservoir, whose annual duration curves
are presented in Fig. 13.19 for the average hydrological year, with and without the
HPS. The area between the solid and dashed lines in Fig. 13.19 represents the
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Fig. 13.17 Annual duration
curves of the pumping station
input power and the HPS WF
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8 Water overflows occur when inflows to the reservoir exceed outflows through the penstock and
the maximum water level is reached. Then, excess water overflows via the dam spillway, without
being exploited for energy generation (or any other purpose, such as irrigation).
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amount of overflows exploited by the HPS (approx. 48%). The dotted line
corresponds to the hypothetical case of unconstrained hydro turbine operation,
whenever there is excess water in Pezi. This sets an upper limit for water overflow
exploitation, for the given dimensioning of the hydro plants (82%), which is not
achievable in practice due to power system restrictions and the need to accom-
modate the pumped storage mode of operation, using the same hydraulic infra-
structure (reservoirs, turbines, penstock).

13.8 Discussion on Technical Issues

The implementation of the proposed operating strategy necessitates the presence of
an advanced Energy Control Centre (ECC), which will automate decision making
and management of the HPS and APS units. A SCADA system for monitoring and
control of all generation and storage facilities will be an essential part of the ECC.
To permit fast and reliable communication among the individual components,
fibre-optics will be installed along the interconnecting lines of the HPS compo-
nents, to ensure real-time communication capabilities, which are essential e.g. for
maintaining the power balance between pumping and wind generation.
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Fig. 13.18 Annual duration curves of the Proespera reservoir water level for the simulated
scenarios

Fig. 13.19 Hydro potential
exploitation. Annual duration
curves of water overflows
from the Pezi dam (average
hydrological year), with and
without the HPS, ([42], �
[2010] IEEE)
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Operation of the island system under the strategy described in this chapter
imposes requirements on the control systems of the HPS individual units, in order
to ensure the satisfactory dynamic behaviour of the system. Although dynamic
response and regulation issues are under investigation and are not dealt with in this
chapter, a brief commentary is possible. Since the HPS hydro turbines are going to
substitute conventional generators, they must be equipped with speed governors
and voltage regulators, which should provide similar regulation and response
capabilities to the diesel units they replace. This is particularly important for
periods when the island system is supported only by the HPS turbines. Such
requirements need to be considered in the hydraulic design and selection of
mechanical equipment for such a plant. Active power regulation capability is
needed for the pumps (variable speed units), to effectively track the available wind
power. Pumps might further be required to provide primary frequency response
and dynamic reserve for balancing wind power variations, as the island system will
operate at very high wind power penetration levels. For the same reason it is
essential that the WF of the HPS exhibits full grid code compatibility [43]. Besides
the Low-Voltage-Ride-Through (LVRT) capability, which is essential, the WTs
should demonstrate fast output power control, accept max power and ramp-rate
limits and provide fast frequency response in order to contribute to the primary
frequency control of the system.

13.9 Conclusions

In this chapter, the prospect of implementing wind-hydro hybrid power stations
(HPS) in autonomous island grids, in order to achieve high RES penetration levels,
has been discussed and a specific operating policy has been proposed
and evaluated. Three specific island systems of different sizes and characteristics
were used as case studies and the benefits provided by the installation of HPS,
along with their effect on the operation and economics of the island systems, have
been investigated. Then, the HPS currently under construction on the island of
Ikaria, Greece, was presented and the expected effects from its operation on the
energy equilibrium of the island power system have been quantified.

The simulation results indicate that the HPS can increase substantially wind
energy penetration in saturated autonomous power systems, while they can also
provide firm capacity, substituting expensive peak units. The proposed operating
policy permits the integration of large HPS in isolated island grids, minimizing
their impact on conventional generation, as well as on the existing wind farms.
Further, under the current pricing framework for energy and capacity, HPS con-
stitute attractive investments, without penalizing excessively the operating cost of
the overall island systems.
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Appendix 1: Technical Data of the Ikaria HPS and APS

All data presented in this Appendix come from the technical specifications of the
HPS project under construction in Ikaria island, Greece, by PPC Renewables S.A.

A. Water reservoirs

The exploitable capacities of the three water reservoirs are noted in Fig. 13.13a.
Specific relations between measured water level and volume of water in each
reservoir are also available, based on the reservoir geometric characteristics.

B. Proespera SHP

It comprises one vertical shaft, four-nozzle Pelton turbine. Guaranteed
efficiencies are given in Table 13.3 for various loading levels and net heads
(including head losses between water intake and turbine distributor, equal to
30.82�Q2). It is located at 555.20 m above sea level (a.s.l.) and its maximum and
minimum water discharge rates are 0.7 and 0.07 m3/s respectively. The turbine is
directly coupled to a synchronous generator, rated 1,300 kVA at 0.80 power
factor, with 95.83% average weighted efficiency. A 6.3/20 kV, 1,300 kVA unit
transformer is used, with an average weighted efficiency of 98.70%.

C. Kato Proespera SHP

It comprises two horizontal shaft, two-nozzle Pelton turbines. Guaranteed
efficiencies are given in Table 13.4. The same apply as for Table 13.3 (head losses
are 79.18�Q2). The turbines stand at 50.70 m a.s.l. and their maximum and
minimum water discharge rates are 0.35 and 0.035 m3/s. Turbine generators are
rated 1,900 kVA at 0.80 power factor with an average weighted efficiency of
94.30%. Unit transformers 6.3/20 kV, 1,900 kVA are used with an average
weighted efficiency of 98.78%.

D. Pump station

It comprises 8 constant speed and 4 variable speed pumps. Table 13.6 refers to
constant speed pumps and gives efficiencies, discharge rates and input powers for
different net heads (taking into account head losses, equal to 185�Q2). Variable
speed pumps have the same characteristics and a minimum acceptable loading
50% of their rated capacity. Each pump is driven by a squirrel cage induction
motor, rated 250 kW with average weighted efficiency 96%. Pump motors are
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connected to the grid via two transformers 0.4/20 kV, 2,000 kVA each, with
98.96% average weighted efficiency.

E. HPS wind farm

It consists of 3 9 900 kW variable speed WTs (Enercon E44). Power curve is
available at [44].

F. Full-cycle efficiency of the HPS

The full-cycle efficiency of the HPS depends on the loading level of the
generating units and pumps, as well as on water levels of the reservoirs. The
minimum overall efficiency, needed for determining the load declaration upper
limit of (1.1), is calculated equal to 50.3%. The mean annual efficiency is
approximately 56%, as calculated using the simulation results.

G. APS generator data

The composition of the Ikaria APS in the future reference year and the basic
characteristics of the conventional units are presented in Table 13.7. All units con-
sume heavy fuel oil (mazut), with a CO2 emission coefficient of 3.109 kg CO2/kg

Table 13.5 Efficiencies of hydro turbines in the Kato Proespera SHP, ([42], � [2010] IEEE)

Turbine power (% of max turbine output for a given
head)

Max turbine output (kW) Net head (m)

10 20 40 50 60 70 80 90 100
82.0 87.0 90.1 90.1 89.6 90.2 90.5 90.6 90.4 1,563 503.4
82.0 87.0 90.1 90.1 89.7 90.3 90.5 90.6 90.4 1,521 490.0
81.8 87.0 90.1 90.0 89.7 90.3 90.5 90.6 90.4 1,490 480.0
81.5 86.8 89.8 89.7 89.6 90.2 90.4 90.5 90.2 1,406 454.0

Table 13.4 Efficiencies of hydro turbine in the Proespera SHP, ([42], � [2010] IEEE)

Turbine power (% of max turbine output for a given
head)

Max turbine output (kW) Net head (m)

10 20 40 50 60 70 80 90 100
89.8 89.5 89.9 89.9 89.9 89.8 90.1 90.0 89.8 1,031 167.2
90.1 89.8 90.2 90.2 90.2 90.1 90.4 90.3 90.1 928 150.0
89.6 89.3 89.7 89.7 89.8 89.6 89.9 89.8 89.6 841 136.7

Table 13.6 Basic characteristics of constant speed pumps, ([42], � [2010] IEEE)

Net head (m) Efficiency (%) Discharge rate (m3/h) Input power (kW)

525.40 70.94 85 171.54
509.00 73.37 95 179.58
494.30 74.64 102 184.06
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fuel. It is noted that the installed thermal capacity reflects the current planning of the
ISO and does not constitute the necessary or optimal APS synthesis. In the simula-
tions performed, only the first three diesel units in Table 13.7 are dispatched, for the
given load demand of the island.

Appendix 2: Basic Financial Indices

The basic financial indices used for the evaluation of the HPS investment are
briefly presented in the following. More details can be found in any financial
mathematics textbook (e.g. [45]).

The net present value (NPV) of an investment is calculated from the following
equation:

NPV ¼ �K0 þ
XN

t¼1

Ft

ð1þ iÞt
ð13:10Þ

where K0 is the equity
Ft is the net annual income for year t (after taxes and loan amortization)
N is the economic lifetime of the investment and
i is the annual discount rate

The Internal Rate of Return (IRR) is the discount rate that makes the present
worth of the investment over the entire evaluation period equal to zero. The IRR is
the solution of (13.11) for the discount rate i, given the investment lifetime N:

Table 13.7 Basic characteristics of APS conventional units, ([42], � [2010] IEEE)

Dispatch
order

Type Max power
(kW)

Min power
(kW)

Fuel consumption
(gr/kWh)

50% 75% 100%

1A CEGIELSKI
SULZER

3,500 1,750 235.7 226.5 224.3

1B CEGIELSKI
SULZER

3,500 1,750 235.7 226.5 224.3

2 CEGIELSKI
SULZER

2,900 1,550 235.7 226.5 224.3

3 CEGIELSKI
SULZER

2,200 1,100 245.4 225.8 220.9

4A FIAT 750 500 255.0 239.0 237.5
4B FIAT 750 500 255.0 239.0 237.5
4C FIAT 750 500 255.0 239.0 237.5
4D FIAT 750 500 255.0 239.0 237.5
5 SACM 750 600 267.5 252.6 246.0

332 S. V. Papaefthymiou et al.



�K0 þ
XN

t¼1

Ft

ð1þ iÞt
¼ 0 ð13:11Þ

The Discounted Payback Period (DPP) is the time required for the present
worth of the investment to become zero. It is the solution of (13.11) with respect to
the lifetime N, given a specific discount rate i. If Ft is constant over the whole
period, then (13.11) is transformed into (13.12), from which the analytical solution
of (13.13) is derived for the DPP.

XN

t¼1

1

ð1þ iÞt
¼ K0

F
ð13:12Þ

DPP ¼
� lnð1� i K0

F Þ
lnð1þ iÞ ð13:13Þ

The generation cost c of the HPS is calculated from (13.14):

c ¼ K0;tot � Rþ OMC

Enet
ð13:14Þ

where K0,tot is the total investment cost
OMC is the annual operation and maintenance cost
Enet is the net annual energy yield and
R is the annuity factor, given by:

R ¼ i

1� ð1þ iÞ�N ð13:15Þ
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Chapter 14
Grid Frequency Mitigation Using SMES
of Optimum Power and Energy Storage
Capacity

M. R. I. Sheikh and J. Tamura

Abstract Considering the viewpoint of cost-effectiveness, a computational
method to determine the SMES power rating needed to minimize the grid fre-
quency fluctuation is analyzed in this chapter. Moreover, the required minimum
energy storage capacity of SMES unit is determined. Finally, simulation results
using pulse width modulation (PWM) based voltage source converter (VSC) and
two-quadrant DC–DC chopper-controlled SMES system are presented. It is seen
that the proposed SMES system with required minimum energy storage capacity
can significantly decrease the voltage and output power fluctuations of wind farm,
which consequently mitigate the grid frequency fluctuation.

14.1 Introduction

14.1.1 Renewable Energy

We are now at a crucial cross board of our global energy scenario. Energy has been
the life hood of the continual progress of human civilization. Since the industrial
revolution of the two centuries ago, global energy consumption has increased by
leaps and bounds to improve our living standards, particularly in the industrialized
nations of the world.
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According to the current energy resources used in United States as shown in
Fig. 14.1, about 86% of the total energy is generated from fossil fuels, 8% is
generated in nuclear plants, and remaining 6% comes from renewable sources
(mainly hydro, biomass and wind power) [1]. Unfortunately, the world has limited
amounts of fossil fuel and nuclear power resources. According to current esti-
mates, natural uranium for nuclear power will last only about 50 years; oil will last
no more than 100 years; gas, 150 years; and coal, 200 years [2]. Will the wheels of
our civilization come to a screeching halt after the twenty-third century when
fossil and nuclear fuels become totally exhausted?

Besides, our overdependence on fossil and nuclear fuels is causing environ-
mental pollution and safety problems, which are now becoming dominant issues in
our society. Rising pollution levels and worrying changing climate, arising in great
part from energy-producing process, demand the reduction of ever-increasing
environmentally damaging emissions. This impact of environmental pollution on
global warming and resulting climate changes can have serious disastrous
consequences in the long run [2].

At this juncture, we should be turning more and more to environmentally clean
and safe renewable energy sources. Generating electricity, particularly by making
use of renewable resources, allows the attainment of notable reductions of envi-
ronmental pollution. Thereby, in addition to hydro-power used all over the world,
the immense potentials of solar and wind energies assume great importance. Their
promise is, however, subject to time-dependent process of nature. The systems
needed to exploit them are still in their infancy. To establish themselves in a
marketplace of high technical standards, a corresponding period for the develop-
ment of these environmentally friendly technologies is particularly necessary [3].

The world has enormous resources of wind energy. This worldwide potential of
wind power means that its contribution to electricity production can be of
significant proportions. In some countries, the potential for wind energy

Fig. 14.1 Energy resources used in the United States [1]
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production exceeds by far the local consumption of electricity. It has been esti-
mated that tapping barely 10% of the wind energy available could supply all of the
electricity needed in the world [3]. Good prospects and economically attractive
expectations for the use of wind power are, however, linked to the incorporation of
this weather-dependent power source into existing distribution networks.

14.1.2 The Scenarios for the Future on Wind Energy
in the World

The worldwide market for wind energy has been growing faster than any other
form of durable energy. Its installed power capacity in the world grew from only
4,800 MW in 1995 to 59,000 MW at the end of 2005 [4] that is, an increase of
more than 1,200% in ten years. In the mean time, there are three scenarios worked
out about how we can further expand wind energy and what benefits it will bring.
Figure 14.2 shows the predicted world total installed capacity that is around
203,500 MW in 2010 [5]. Thus the total wind capacity will exceed 200,000 MW
within the year 2010. Based on the accelerated development and further improved
policies, world wind energy association (WWEA) is predicting that a global
capacity of 1,900,000 MW will be possible by the year 2020 [5].

These predictions are impressive. In the expanding scenario we will be able to
deliver 34% of our electricity from the wind energy by 2050 [4]. The cost price of
wind energy can drop to 3 cents/kWh, the amount of jobs in the wind energy
industries will result in a growth of 2.1 million, and the CO2 emissions will
decrease by 3,100 million tons. Wind energy is perhaps the most advanced among
the ‘‘new’’ renewable energy technologies, but there is still much work to be done.

Fig. 14.2 World total wind power installed capacity [5]
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This identifies the key tasks that must be undertaken in order to achieve a vision of
over 2,000 GW of wind energy capacity by 2050 [6]. Figure 14.3 shows the world
total new installed capacity up to 2010.

Therefore, a large number of wind turbine generators are going to be connected
to the power system in the near future, percentage of wind farm output to the total
power system capacity is expected to be fairly large. Wind farm composed of
induction generators is considered in this work as it has some superior charac-
teristics such as brushless and rugged construction, low cost, maintenance, and
operational simplicity. But wind power is unsteady because wind speed is influ-
enced by natural as well as meteorological situations. As the output power from
wind farm fluctuating due to wind speed variations becomes large, fluctuations of
the network frequency and voltage also become large. Though speed-governor
system and pitch control system [7] can smooth the grid frequency and the wind
farm output fluctuations up to a certain percentage, however, they are not sufficient
to maintain network frequency to the desired level when the total wind power
penetration into the grid is high. In this case, FACTS/ESS, i.e., FACTS with
energy storage system (ESS), have recently emerged as more promising devices
for power system applications [8].

Though every system has some advantages and at the same time some disad-
vantages, comparing among the ESS, superconducting magnetic energy storage
systems (SMES) have received much attention among the researchers. The SMES
is well known to be a system where energy is stored within a magnet that is
capable of quickly releasing megawatt amounts of power. Since the successful
commissioning test of the Bonneville Power Administration (BPA) 30 MJ unit [9],
SMES systems have received much attention in power system applications. Thus
SMES applications have been considered as new options to solve a variety of
transmission, generation, and distribution system problems such as improvement

Fig. 14.3 World total new installed capacity [5]
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of voltage and angular stability, increasing power transfer capability of existing
grids, damping subsynchronous oscillations, damping inter-area oscillations, load
leveling, etc. [10–12]. The SMES system is combined with the voltage-source
IGBT converter which is capable of effectively controlling and instantaneously
injecting both active and reactive powers into the power system. This ability of
injecting/absorbing real or reactive power substantially enhances the controlla-
bility and provides operation flexibility to a power system and is therefore a
prospective option in building FACTS. Therefore, SMES seems to be a viable and
alternate solution to resolve the frequency fluctuation caused by wind farm.

Therefore, in this chapter, a relationship between SMES power rating and the
smoothing ability is analyzed considering multiple wind generator-based wind
farm model. Because the output power of real wind farm is, in general, much
smoother than that of a single wind generator [13], and hence the required SMES
power rating can be smaller than 55%, which is the result in [14]. It is expected
that large SMES capacity gives better smoothing performance. However, large
capacity will definitely increase the system overall cost. Therefore, the optimum
size determination of SMES is one of the key points from the viewpoint of cost-
effectiveness. So, in this chapter, an evaluation method of SMES power rating is
presented in light of wind farm real power fluctuation. Moreover, the minimum
energy storage capacity of SMES unit to mitigate the frequency fluctuation is
determined. Finally, performances of the proposed SMES with required power
rating and minimum energy storage capacity to mitigate the frequency fluctuation
are evaluated by using PSCAD/EMTDC [15].

14.2 Overview of SMES

A superconducting magnetic energy storage system is a DC current device for
storing and instantaneously discharging large quantities of power. The DC current
flowing through a superconducting wire in a large magnet creates the magnetic
field. The large superconducting coil is contained in a cryostat or Dewar consisting
of a vacuum vessel and a liquid vessel that cools the coil. A cryogenic system and
the power conversion/conditioning system with control and protection functions
[16] are also used to keep the temperature well below the critical temperature of
the superconductor. During SMES operation, the magnet coils have to remain in
the superconducting status. A refrigerator in the cryogenic system maintains the
required temperature for proper superconducting operation. A bypass switch is
used to reduce energy losses when the coil is on standby. And it also serves other
purposes such as bypassing DC coil current if utility tie is lost, removing converter
from service, or protecting the coil if cooling is lost [17].

Figure 14.4 shows a basic schematic of a SMES system [18]. Utility system
feeds the power to the power conditioning and switching devices that provides
energy to charge the coil, thus storing energy. When a voltage sag or momentary
power outage occurs, the coil discharges through switching and conditioning
devices, feeding conditioned power to the load. The cryogenic (refrigeration)
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system and helium vessel keep the conductor cold in order to maintain the coil in
the superconducting state.

14.2.1 Advantages of SMES

There are several reasons for using superconducting magnetic energy storage
instead of other energy storage methods. The most important advantages of SMES
are that the time delay during charge and discharge is quite short. Power is
available almost instantaneously and very high power output can be provided for a
brief period of time. Other energy storage methods, such as pumped hydro or
compressed air have a substantial time delay associated with the conversion of
stored mechanical energy back into electricity. Thus if a customer’s demand is
immediate, SMES is a viable option. Another advantage is that the loss of power is
less than other storage methods because the current encounters almost zero
resistance. Additionally the main parts in a SMES are motionless, which results in
high reliability. Also, SMES systems are environmentally friendly because
superconductivity does not produce a chemical reaction. In addition, there are no
toxins produced in the process.

The SMES is highly efficient at storing electricity (greater than 97% efficiency),
and provide both real and reactive power. These systems have been in use for
several years to improve industrial power quality and to provide a premium-quality
service for individual customers vulnerable to voltage and power fluctuations. The
SMES recharges within minutes and can repeat the charge/discharge sequence
thousands of times without any degradation of the magnet [19]. Thus it can help to
minimize the frequency deviations due to load variations [20]. However, the
SMES is still an expensive device.

14.2.2 SMES for Load Frequency Control Application

A sudden application of a load results in an instantaneous mismatch between
the demand and supply of electrical power because the generating plants are

Power
Conditioning
and Switching

Devices

Cryogenic
Cooling
System

Helium Vessel

Superconductive Coils

UTILITY SYSTEM

Load

Fig. 14.4 Schematic
diagram of the basic SMES
system

342 M. R. I. Sheikh and J. Tamura



unable to change the inputs to the prime movers instantaneously. The immediate
energy requirement is met by the kinetic energy of the generator rotor and speed
falls. So system frequency changes though it becomes normal after a short period
due to Automatic Generation Control. Again, sudden load rejections give rise to
similar problems. The instantaneous surplus generation created by removal of
load is absorbed in the kinetic energy of the generator rotors and the frequency
changes. The problem of minimizing the deviation of frequency from normal value
under such circumstances is known as the load frequency control problem. To be
effective in load frequency control application, the energy storage system should
be fast acting i.e., the time lag in switching from receiving (charging) mode to
delivering (discharging) mode should be very small. For damping the swing
caused by small load perturbations, the storage units for LFC application need to
have only a small quantity of stored energy, though its power rating has to be high,
since the stored energy has to be delivered within a short span of time.

14.3 Model System Considered for Simulation Analyses

The model system shown in Fig. 14.5 has been used in the simulation analyses in
this chapter [13]. The model system consists of a wind farm (WF), a hydropower
generator, SG1, two thermal power generators, SG2 and SG3, a nuclear power
generator, SG4, and a load. The wind farm consists of five wind power generators
(squirrel-cage induction machines, IGn, n = 1,2,…,5). SG1 and SG3 are operated
under Load Frequency Control (LFC) mode, SG2 is under Governor Free (GF)
control mode, and SG4 is under Load Limit (LL) operation [21]. LFC is used, in
general, to control frequency fluctuations with a long period more than a few
minutes, and GF is used to control fluctuations with a short period less than a
minute. LL is used to output constant power. A SMES is connected to the wind
farm terminal bus.

QWF and QLoad are capacitor banks. QWF is used at the terminal of WF to
compensate the reactive power demand of the wind generators at steady state. The
value of the capacitor (0.45 pu) is chosen so that power factor of the wind power
station during the rated operation without SMES installed becomes unity [13, 22].
QLoad is used at the terminal of load to compensate the voltage drop by the
impedance of transmission lines. The initial conditions and parameters of IG’s and
SG’s are shown in Tables 14.1 and 14.2, respectively.

14.4 Governor and AVR Systems

In this study, different types of AVR and Governor Systems are considered for
synchronous generators as explained below:
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Fig. 14.5 Model system

Table 14.1 Initial conditions IG SG1 SG2, SG3, SG4

P 0.1 1.00 1.00
V 1.00 1.05 1.05
Q 0.00 – –
s(slip) -1.733% – –
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14.4.1 Governor for Hydro, Thermal, and Nuclear Generators

The IEEE ‘‘non-elastic water column without surge tank’’ turbine model and ‘‘PID
control including pilot and servo dynamics’’ speed-governing system [23] shown
in Fig. 14.6 is used for synchronous generator, SG1. The IEEE generic turbine
model and approximate mechanical-hydraulic speed-governing system [24] shown
in Fig. 14.7 is used for synchronous generators, SG2, SG3, and SG4. In the
governor models shown in Figs. 14.6 and 14.7, the values of Pref, initial output, P0,
and turbine maximum output torque, Tm,max, are shown in Table 14.3, where,
Dx = xref-x: the revolution speed deviation (pu), is set zero for SG1 and SG3
because these generators are operated under LFC to control frequency fluctuations
with a relatively long period.

14.4.2 Automatic Voltage Regulator

Automatic Voltage Regulator (AVR) is used to keep the voltage of the synchronous
generators constant. In the simulation analyses, IEEE alternator supplied rectifier
excitation system (AC1A) [25] shown in Fig. 14.8 is used in the exciter model of all
synchronous generators. Parameters of AVR model are shown in Table 14.4.

Table 14.2 Parameters of generators [13]

Wind generator (induction generator)

squirrel-cage type (IGn, n = 1,2…5)

MVA 2 (each)
R1 (pu) 0.01
X1 (pu) 0.10
Xm (pu) 3.5
R21 (pu) 0.035
X21 (pu) 0.03
R22 (pu) 0.014
X22 (pu) 0.098
2H s 1.5

Synchronous generators

Salient pole type (SG1) Cylindrical type

SG2 SG3 SG4

MVA 20 30 20 30
Xd (pu) 1.2

2.11
Xq (pu) 0.7

2.02
H s 2.5

2.32
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14.4.3 Load Frequency Control Model

In the Load Frequency Control (LFC), the control output signal is sent to LFC power
plant when the frequency deviation is detected in the power system. Then, governor
command signal and thus the output of LFC power plant is changed according to LFC
signal. The frequency deviation is input into Low Pass Filter (LPF) to remove
fluctuations with short period because the LFC is used to control frequency fluctu-
ations with a long period. The LFC model used in this study is shown in Fig. 14.9,
where, Tc: the LFC period = 200 s; xc: the LFC frequency = 1/Tc = 0.005 Hz;
f: the damping ratio = 1.

14.5 Method of Calculating Power System Frequency

In this study, the index of the smoothing effect is used in power system frequency
analysis. Power system frequency fluctuation is occurred due to unbalance between
supply and load power in power system [26, 27]. Then, the frequency fluctuation
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can be described by using two components, the rate of generator output variation,
KG (MW/Hz), and load variation, KL (MW/Hz), respectively. They are represent-
ing the amount of power variation causing 1 (Hz) frequency fluctuation. When
generator output variation, DG (MW), and load variation, DL (MW), are occurred,
frequency fluctuation of the power system, DF (Hz), is expressed as follows:

DF ¼ DG� DL

KG þ KL

ð14:1Þ
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Fig. 14.7 Thermal and nuclear governors [24]

Table 14.3 Values of Pref, P0 and Tm,MAX [13]

Load
(MVA)

Frequency
control

Pref P0 Frequency
control

P0 Tm,max

SG1(Hydro) SG2(Thermal)

100 LFC LFC
signal

0.75 GF 0.8 No limit governor
completely free60 0.4

SG3(Thermal) SG4(Nuclear)

100 LFC LFC signal 0.70 LL 0.90 0.80
60
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K ¼ KG þ KL ð14:2Þ

where, K is frequency characteristic constant.
In general, frequency characteristic is expressed as percentage KG (expressed as

%KG) for the total capacity of all generators and percentage KL (expressed as
%KL) for the total load. In general, it is known that %KG and %KL are almost
constant and generally take a value of 8–15 and 2–6% (MW/Hz) , respectively.
However, KL and KG change greatly during a day because the number of parallel
generators changes depending on the amount of load during a day. And, when
power imbalance DP is occurred in power system, frequency fluctuation
DP/K cannot occur immediately due to the governor characteristic and generator
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Table 14.4 Parameters of AVR

VREF (pu) 1.05 KC(pu) 0.20
KA(pu) 400 KD(pu) 0.38
TA s 0.02 KE(pu) 1.00
TB s 0.00 TE s 0.80
TC s 0.00 KF(pu) 0.03
VAMAX(pu) 14.5 TF s 1.00
VAMIN(pu) -14.5 SEVE1(pu) 0.10
VRMAX(pu) 6.03 SEVE2(pu) 0.03
VRMIN(pu) -5.43 VE1(pu) 4.18
VUEL, VOEL Not applied VE2(pu) 3.14
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inertia. Normally, DF converges to a new steady state value in 2–3 s. In general,
when DP is changing slowly, relationship between DP and DF can be expressed as
follows:

DF

DP
¼ 1

K 1þ sTð Þ ð14:3Þ

where, DP = DG-DL.
Since changing load is not considered in this study, DL is ‘‘0’’. Time constant,

T (s), depending on the setting of generator governor and generator inertia, is
generally 3–5 (s). In this study, power system capacity is assumed to be 100 (MW)
and frequency characteristic K (MW/Hz) is selected to 8 (MW/Hz). This selection
means that adjustability of the system frequency is weak, resulting a severe
situation. Similarly, time constant T is selected to 3 s. In this study, frequency
fluctuation in power system is evaluated by using Eq. 14.3. Therefore, frequency
fluctuation, DF, is obtained as shown in Fig. 14.10.

14.5.1 Control System of SMES

The SMES system used is coupled (in Fig. 14.5) to the 66 kV line through a single
step-down transformer (66/1.2 kV) with 0.384615 pu leakage reactance on the
base value of 10 MVA, in this study. The proposed SMES [13] has the power
rating and energy capacity of 2.6 MW and 312 MJ respectively, which will be
explained later. Though SMES has virtually no resistance, the consideration of
local LC resonance might be needed. However, as sub-synchronous resonance or
shaft torsional oscillations are not the objective of this study, it is not considered
here for simplicity. The control system of VSC used in this study is shown in
Fig. 14.11. The SMES coil is charged or discharged by using the DC–DC chopper
duty cycle (shown in Fig. 14.12). The parameters of PI controllers used in
Figs. 14.11 and 14.13, which was determined by trial and error method are shown
in Table 14.5.

14.5.2 Generation of Line Power Reference, PLref

IG line output power reference signal, PLref, is generated by the following way:
It is known from the results presented [28] that Low Pass Filter (LPF) method

provides the best performance among the various reference generation methods

ΔP ΔF( )
1

1K sT+

Fig. 14.10 Frequency
calculation model
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from the view points of the smoothing ability and energy storage capacity.
Therefore, reference value of the transmission line power, PLref, is determined by
using the LPF as shown in Fig. 14.14. The LPF suggests an increase or a decrease
in the level of wind power output, which corresponds to charging or discharging of
the stored energy.

Though it is very simple, it can be understood from Fig. 14.15 that reference
value with enough smoothing effect can be obtained by using this type of LPF.
Figure 14.15 shows an example how the time constant,T, affects the filtered wind

Fig. 14.11 Control system of the VSC [13]
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power in practice. The values of T in the Fig. 14.15 correspond to energy storage
system with different energy capacities. It is seen that the wind power fluctuation
decreases as the LPF time constant increases. Therefore, if the transmission line
power, PLref, is compensated according to the reference value, PLref, it is possible
to decrease the system frequency fluctuation due to the wind generator output
fluctuations.

The first-order passive low pass filter can be mathematically described as;

PIG ¼ PLref þ T � P0Lref ð14:4Þ

where T is the filtering time constant corresponding to energy storage capacity,
PLref is the filter output function corresponding to the wind turbine output together
with the storage unit, P0Lref is the derivative of PLref and PIG is the filter input
function that corresponds to the wind turbine output without energy storage. When
discrete data with a time step Dt are applied to a low pass filter and the derivative
of PLref is expanded into a discrete form, Eq. 14.4 can be written for step k as

T
P0Lref;k � P0Lref;k�1

Dt
þ P0Lref;k ¼ PIG;k ð14:5Þ

Table 14.5 Parameters of PI Controllers

PI-1 PI-2 PI-3 PI-4 PI-5

KP 2.0 0.1 2.0 0.1 1.0
Ti 0.01 0.7 0.01 0.7 0.02

1

1+sT PLrefPIG

Fig. 14.14 Determination of
reference line power
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Solving for PLref, k gives

PLref; k ¼
T

T þ Dt
PLref; k�1 þ

Dt
T þ Dt

PIG; k ð14:6Þ

Defining a constant b ¼ T
TþDt, Eq. (14.6) can be rewritten as

PLref; k ¼ bPLref; k�1 þ ð1� bÞPIG; k ð14:7Þ

Now Eq. (14.7) has the form of an exponentially weighted moving average
(EWMA) filter [29]. The subscript k corresponds to time, i.e. t k = t0 ? kDt, where
Dt is the time step and t0 is the starting point of the analysis.

With an EWMA filter the response of the energy storage system is

Pst;k ¼ PIG; k � PLref; k ð14:8Þ

where Pst,k is the power absorbed by the storage unit. Thus, the level of the stored
energy in the system is in discrete form as

Ek ¼
Xk

m¼1

Pst;mDt ð14:9Þ

The energy storage capacity used for damping the fluctuations is then defined as

Estorage = maxEk �minEk; for k ¼ 1. . .:n ð14:10Þ

where n is the total number of time points in the data sample.

14.6 Analysis of SMES Power Rating

Since a large number of wind turbine generators are going to be connected to
power system in the near future, percentage of wind farm output to the total power
system capacity is expected to be fairly large, and thus 10% (10 (MW)) wind
power penetration is assumed in this study [13]. In this section, the relationship
between SMES power rating and the smoothing ability is investigated by evalu-
ating a wind farm output, PWF, and reference value of transmission line power,
PLref.

An interesting study has been performed in [14], where the SMES power rating
to minimize the frequency fluctuation is determined by using single wind generator
model which represents the aggregated wind farm. It is reported therein that SMES
power rating of 55% of that of the wind farm is required to mitigate the frequency
fluctuation of the grid. However, aggregated model of wind farm is not sufficient
for the analysis because the output power of real wind farm is, in general, much
more smooth than that of a single wind generator, and hence the required SMES
power rating can be smaller than 55%, which is the result in [14]. Therefore, in this
chapter the multiple wind generator-based wind farm model is used instead of a
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single wind generator to determine the power rating of SMES unit more precisely.
Then, the minimum energy storage capacity of SMES unit is also determined.

In this study, a wind farm of five wind generators with different wind speed
patterns with relatively large fluctuations shown in Fig. 14.16 and Table 14.6,
respectively is used in the analysis. In order to estimate a required power rating of
the SMES, smoothing effect of the wind farm output is investigated by using PLref

which is obtained through EWMA filter with considering several time constants.
The effect of energy storage capacity on grid frequency fluctuations is also
discussed.

SMES output is obtained as Pst,k of Eq. (14.8) in this analysis, and then a
standard deviation of the SMES output, r, is calculated. In addition, smoothing
effect is evaluated by using frequency fluctuation, Df. Power rating of the SMES
required for smoothing wind farm output and EWMA time constant suitable for
the reference value with enough smoothing effect are investigated by using r and
Df in this analysis. Table 14.7 shows r and maximum Df for each EWMA time
constant.

Figure 14.17 shows the maximum frequency fluctuation with respect to EWMA
time constant. Table 14.7 shows that the frequency fluctuation decreases as
EWMA time constant increases. Therefore, if the transmission line power is
compensated according to the reference value, PLref, it is possible to decrease the
system frequency fluctuation due to the wind farm output fluctuations. It is clear
from Fig. 14.17 that the maximum frequency fluctuation is very small when
EWMA time constant is over about 120 s.

Figure 14.18 shows standard deviation, r, of the SMES output with respect to
EWMA time constant. r increases as EWMA time constant increases. However, as
can be seen from the figure, the function of r is not monotonous and it saturates
where EWMA time constant is over about 120 s. Therefore, almost no improve-
ment can be obtained by adopting longer EWMA time constant than 120 s and
corresponding power rating of SMES. From these results, the reference value of
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transmission line power corresponding to r for 120 s of EWMA time constant can
be considered sufficient for the smoothing control. Consequently it can be said
that, if 120 s time constant is adopted in EWMA filter, the suitable reference value
with enough smoothing effect can be obtained.

If the power rating of SMES is determined based on the value of 3r, approx-
imately 99.7% of necessary smoothing effect can be achieved according to the
characteristics of standard deviation as shown in Fig. 14.19. Therefore, if the

Table 14.6 Wind speed condition of each generator [13]

Wind data’s name Average wind speed (m/s) Standard deviation of wind speed (m/s)

Wind-1 Medium 9.44 Medium 1.39778
Wind-2 Medium 9.20 Medium 1.28063
Wind-3 Medium 9.30 Large 1.79351
Wind-4 Medium 8.27 Large 1.98949
Wind-5 Medium 9.42 Medium 1.55302

Table 14.7 Standard deviation of SMES output and maximum frequency fluctuation [13]

EWMA time constant (s) 10 MW wind farm

Df (Hz) r (MW)

0 0.04320 0.00000
30 0.00651 0.65140
60 0.00419 0.75406
90 0.00317 0.84607
120 0.00253 0.86469
150 0.00209 0.86984
180 0.00178 0.87161
210 0.00154 0.87786
240 0.00135 0.88310
270 0.00120 0.88631
300 0.00108 0.88813
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SMES power rating is determined to 2.6 (MW) (3r = 3 9 0.86469 = 2.59407
&2.6), it can be considered to be sufficient for the smoothing control of
10 (MW) wind farm. In the following simulation analyses, the SMES with
2.6 (MW) power rating is used with considering the same wind speed patterns
and the effect of energy storage capacity of SMES on grid frequency fluctuations
is investigated. Finally, the minimum energy storage capacity of SMES unit is
determined.

14.7 Simulation Results

Simulation analyses are carried out to investigate the performance of the proposed
controlled SMES [13]. The power capacity of SMES is 26% of that of the wind
farm and several values are considered for its energy capacity in the analyses to
determine its optimal value. The analyses have been performed by using PSCAD/
EMTDC. Two cases are considered as given below:

Case-I, light load: The load is 60 MVA and all generators are in service except
SG3. This case is more severe than Case-II from a viewpoint of system frequency
control.

Case-II, heavy load: The load is 100 MVA and all generators are in service.
The real wind speed data shown in Fig. 14.16 is applied to each wind generator.

The time step and simulation time have been chosen as 0.00001 and 600 s,
respectively. Three energy capacities are considered for SMES in the analyses,
which are 60, 90, and 120 s of the power rating (for example, the capacity is
2.6 MW 9 120 s = 312 MJ in the case of 120 s). Figure 14.20 shows the
responses of SMES energy storage level for the wind speed data of Fig. 14.16.
Figures 14.21 and 14.22 show the responses of the line power in the cases of
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SMES energy capacity of 60 and 90 s for Case-I. It is clearly seen from the figures
that the wind farm output cannot be smoothed in these cases. Also the system
frequency cannot be maintained within the acceptable range as seen from
Fig. 14.23. Similarly, it is seen from Fig. 14.24 that the system frequency cannot
be maintained within the acceptable range also for Case-II.

As a result, 120 s can be expected to be optimal for the energy capacity of
SMES unit, and detailed simulation analyses are performed using this value as
shown in the following:

Figure 14.25 shows the wind farm output, which is fluctuating due to the wind
speed variations in the case without SMES. But when SMES of 120 s energy
capacity is installed, the line power can be smoothed effectively. Figures 14.26
and 14.27 show the output of hydro-power generator (SG1) and thermal power
generator (SG3) respectively in the cases with and without SMES considered
which are comparatively smooth. This is because these generators are operated
under LFC to control the electric power fluctuations with long period. As SMES
provides proper compensation for randomly varying wind farm output, SG1 and
SG3 are generating comparatively less power to supply to the load as shown in
Figs. 14.26 and 14.27 respectively for both cases. Figure 14.28 shows the thermal
power generator (SG2) output. The response without SMES is fluctuating so much

Fig. 14.19 Characteristics of
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0 100 200 300 400 500 600

0

40

80

120

160

200

240

280

320
S

M
E

S
 e

ne
rg

y 
st

or
ag

e 
[M

J]

Time [sec]

 Energy capacity of 60s
 Energy capacity of 90s
 Energy capacity of 120s

Fig. 14.20 Responses of
SMES energy storage level
[Case-I & II]

356 M. R. I. Sheikh and J. Tamura



0 100 200 300 400 500 600
2

3

4

5

6

7

8

W
in

d 
fa

rm
 o

ut
pu

t p
ow

er
 [M

W
]

Time [sec]

 Wind farm line power reference
 Line power with SMES of 60s energy capacity

Fig. 14.21 Responses of
wind farm line real power
[Case-I]

0 100 200 300 400 500 600
2

3

4

5

6

7

8

W
in

d 
fa

rm
 o

ut
pu

t p
ow

er
 [

M
W

]

Time [sec]

 Wind farm line power reference
 Line power with SMES of 90s energy capacity

Fig. 14.22 Responses of
wind farm line real power
[Case-I]

0 100 200 300 400 500 600
49.25

49.50

49.75

50.00

50.25

50.50

50.75

F
re

qu
en

cy
 [

H
z]

Time [sec]

 With SMES of 60s energy capacity
 With SMES of 90s energy capacity

Fig. 14.23 Responses of
power system frequency
[Case-I]

14 Grid Frequency Mitigation Using SMES of Optimum Power 357



because this generator is operated under GF to control the electric power fluctu-
ations with short period.

However, in the case with considering SMES, the response does not vary so
much because the grid power from the wind farm is smooth as shown in
Fig. 14.25. Figure 14.29 shows the nuclear power generator (SG4) output, where
the responses are maintained almost constant because this generator is operated
under LL operation for both cases. Figure 14.30 shows the response of the SMES
real power. It is seen that under the condition of randomly varying wind speed the
SMES provide proper compensation of real power according to the variation of
line power to maintain the grid frequency. Figures 14.31 and 14.32 show the
power system frequency with and without using SMES for Case-I and II,
respectively. When the power capacity of the wind farm is relatively large
compared with that of the power system, the power system frequency cannot be
maintained well by the frequency control of synchronous generators. But it can be
maintained well to the rated value by the proposed controlled SMES. Moreover,
frequency fluctuation without SMES is bigger in Case-I (light load) than in Case-II
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(heavy load) as shown in Figs. 14.31 and 14.32, respectively. This is because one
of the LFC synchronous generators must be stopped during the light load.
Table 14.8 shows the maximum frequency fluctuation in the cases without and
with SMES unit for each energy storage capacity.

Wind farm grid voltage can also be maintained constant by using the proposed
SMES system as seen from Fig. 14.33. This fact indicates that the proposed
controlled SMES can also decrease the voltage fluctuations.

From the simulation results shown in Figs. 14.25, 14.26, 14.27, 14.28, 14.29,
14.29, 14.30, 14.31, 14.32 and 14.33 and Table 14.8, it is seen that suitable ref-
erence value for the wind farm output can be obtained and then sufficient
smoothing effect can be achieved by using the proposed SMES system.

Finally, it is concluded that the line power reference generation scheme using
EWMA is very effective and the proposed SMES system can provide sufficient
smoothing effect on the wind farm output as well as the grid system frequency
fluctuations.
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Table 14.8 Maximum frequency fluctuation in each condition [13]

Wind farm capacity 10 MVALoad (MVA)

Df (Hz) without SMES SMES energy capacity (s) Df (Hz) with SMES

60 0.83671 60 0.53416
90 0.55683
120 0.02408

100 0.62123 60 0.43312
90 0.44866
120 0.02275
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14.8 Conclusions

This chapter presents a sinusoidal PWM voltage-source converter and two-
quadrant DC–DC chopper-controlled SMES for smoothing output power fluctua-
tions of wind farm in order to maintain the grid frequency deviation within an
acceptable range. The method of determining the power rating of the SMES is also
presented. An EWMA filter is used to generate the reference value for the wind
farm output. The effect of the smoothing control is evaluated using a power system
model installed with the SMES unit, which has a power rating of 26% of the wind
farm capacity and an energy capacity of 2 min multiplied by the power rating.
These values of the SMES power rating and energy capacity are found to be
optimum for the wind speed pattern obtained in Hokkaido, Japan, in which the
speed fluctuation is very large compared with that in Europe. The simulation
analyses show that, using the proposed SMES system, the wind farm output
fluctuations can be decreased, and hence the frequency of the grid system, can be
maintained within an acceptable range. Therefore, the integration of the proposed
SMES system into a wind farm can be an effective means of mitigating the
frequency fluctuations of the grid system.
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Part III
Offshore Trends



Chapter 15
Space-Based Observation of Offshore
Strong Wind for Electric Power
Generation

W. Timothy Liu and Xiaosu Xie

Abstract To optimize the deployment of offshore wind farms for electric power
generation, the geographical and seasonal distributions of strong wind over global
oceans were examined using nine years of equivalent neutral winds measured by a
space-based scatterometer. The relation between scatterometer measurement and
surface wind vector is explained. The dependence of wind strength on height and
stability is examined. Near-shore locations of strong wind are identified.

15.1 Introduction

Offshore wind farms, together with better power transmission and storage
technology, will lessen our dependence on fossil fuel. With the increasing demand
of electric power and the need for reducing greenhouse gas emission, the impor-
tance of turning wind energy at sea into electric power has never been more
evident. New technology has also enabled floating wind farms in the open seas to
capture the higher wind energy and reduce the environmental impact. Knowledge
of the distribution of wind strength at sea is needed to optimize the deployment of
such wind farms [16, 18].

Just a few decades ago, almost all ocean wind measurements came from
merchant ships. However, the quality and geographical distribution of these wind
reports were uneven. Today, operational numerical weather prediction (NWP) also
gives us wind information [2], but NWP depends on numerical models, which are
limited by our knowledge of the physical processes and the availability of data.
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Recently, space-based scatterometers are giving us wind speed and direction with
sufficient temporal and spatial sampling, night and day, under clear and cloudy
conditions. The principles of wind retrievals are described in Sect. 15.2. The
scatterometer measures ocean surface stress [19]; the relation between stress and
wind depends on atmospheric stability (governed by vertical wind shear and
density stratification); the stability effect is described in Sect. 15.4. The effective
heights of various designs of the wind turbines, from the lower floating turbine
that spins around a vertical axis to the higher anchored one that spins around a
horizontal axis, are likely to be different. The dependence of power generation on
turbine height has been recognized (e.g., [1]). Vertical wind shear that causes the
dependence of wind strength on height is discussed in Sect. 15.3.

The climatology of scattorometer data in forms of mean wind (e.g., [21]),
frequency of strong wind [22], and power density [17] has been produced. Global
distribution of wind strength is discussed in Sect. 15.5. What is most relevant to
power generation is not the distribution of wind strength in the open ocean, but the
locations of strong winds near land where the power transmission problem is not
prohibiting. Such strong winds are caused by the presence of land mass and will be
discussed in Sect. 15.6.

15.2 Scatterometer

The capability of the space-based scatterometer in measuring wind vector at high
spatial resolution is discussed by Liu [9] and Liu and Xie [12]. The scatterometer
sends microwave pulses to the Earth’s surface and measures the backscatter power.
Over the ocean, the backscatter power is largely caused by small centimeter-scale
waves on the surface, which are believed to be in equilibrium with stress (s). Stress
is the turbulent momentum transfer generated by vertical wind shear and buoy-
ancy. Liu and Large [10] demonstrated, for the first time, the relation between
measurements by a space-based scatterometer and surface stress measured on
research ships. Although the scatterometer has been known to measure s, it has
largely been promoted as a wind-measuring instrument because the public is more
familiar with wind than stress. The geophysical data product of the scatterometer is
the equivalent neutral wind, UN, at 10 m height [11], which is uniquely related to s
by definition, while the relation between s and the actual winds at the reference
level depends on atmosphere stability and ocean’s surface current. UN has been
used as the actual wind, particularly in operational weather applications. The
difference between UN and the actual wind is assumed to be negligible because the
marine atmosphere has near neutral stratification, and the magnitude of ocean
current is small relative to wind speed over most ocean areas.

Because stress is small-scale turbulence generated by buoyancy (vertical den-
sity gradient) and wind shear, its magnitude should have strong spatial coherence
with sea surface temperature and its direction should show influence by current.
These small turbulences are driven by ocean processes and may not be fully
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represented in winds that are subjected to larger scale atmospheric factors,
particularly over ocean fronts that have strong temperature gradient and current
shears [13, 15]. Traditional concept of the increase of wind with stress may
also break down under hurricane scale strong wind because of flow separation
[19].

NASA launched a Ku-band scatterometer, QuikSCAT, in June 1999. Level-2
data at 12.5 km resolution are obtained from the Physical Oceanography
Distributed Active Archive Center. Nine years of the data, from January 2000 to
December 2008, organized in wind vector cells along satellite swath, are binned
into uniform 1/8� grids over global oceans and used in this study.

15.3 Height Dependence

There is a long history of studying the wind profile in the atmospheric surface
(constant flux) layer in terms of turbulent transfer. The flux-profile relation (also
called similarity functions) of wind, as described by Liu et al. [14], is

U � Us

U�
¼ 2:5

�
ln

Z

Z0
� w

�
¼ 1ffiffiffiffiffiffi

CD
p ð15:1Þ

where Us is the surface current, U* = (s/q)1/2 is the friction velocity, q is the air
density, Zo is the roughness length, W is the function of the stability parameter, and
CD is the drag coefficient. The stability parameter is the ratio of buoyancy to shear
production of turbulence. The effect of sea state and surface waves (e.g., [3]) are
not included explicitly in the relation. U* and Zo are estimated from the slope and
zero intercept respectively of the logarithmic wind profile. The drag coefficient is
an empirical coefficient in relating s to qU2 [7, 8, 24] and is often expressed as a
function of wind speed. An alternative to using the drag coefficient is to express Zo

as a function of U*. For example, Liu and Tang [11] incorporated such a relation in
solving the similarity function. They combined a smooth flow relation with
Charnock’s relation in rough flow to give

Zo ¼ 0:11
t

U�
þ 0:011

U2
�

g
ð15:2Þ

.where v is the kinematic viscosity and g is the acceleration due to gravity.
In general oceanographic applications, the surface current is assumed to be

small compared with wind and the atmosphere is assumed to be nearly neutral.
With the neglect of Us and W in Eq. 15.1, U becomes UN by definition. The wind
speed at a certain height z, Uz, relative to UN at 10 m, U10, is given by

Uz

U10
¼ 1þ 2:5

ffiffiffiffiffiffi
CD

p
ln
� z

10

�
ð15:3Þ
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and z is in meter. Figure 15.1 shows the variation of wind speed at 80 m as a
function of wind speed at 10 m, under neutral conditions for three formulations of
the drag coefficient. For example, the 80 m wind exceeds U10 of 10 m/s by 5% and

Fig. 15.1 Wind speed at 80 m height as a function of wind speed at 10 m under neutral stability
for three formulations of drag coefficient

Fig. 15.2 Comparison of wind profiles under various stability conditions
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U10 of 30 m/s by 20%, according to the drag coefficient given by Kondo [7].
The horizontal axis wind turbines, which are anchored to ocean floor, may catch
stronger winds with a higher structure, but the small vertical axis wind turbine,
which are mostly floating, have lighter structure, and better air foils, may be more
efficient and cost effective.

15.4 Stability Dependence

Typical wind profiles at various stabilities are shown in Fig. 15.2. At a given level,
UN is larger than the actual wind under unstable condition but lower under stable
condition.

From Eq. 15.1 the difference between UN and the actual wind U is

dU ¼ UN � U ¼ 2:5U�W ð15:4Þ

As described by Liu et al. [14] and Liu and Tang [11], the flux-profile relations for
wind (Eq. 15.1), temperature, and humidity could be solved simultaneously for

Fig. 15.3 Difference between equivalent neutral wind and actual wind at 10 m for (a) January
and (b) July, averaged from 2003 to 2005
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inputs of wind speed, temperature, and humidity at a certain level and the sea
surface temperature to yield the fluxes of momentum (stress), heat, and water
vapor. The value of W is a by-product. Using UN provided by QuikSCAT, sea
surface temperature from AMSR-E, air temperature, and humidity from the
reanalysis of the European Center for Medium-Range Weather Forecast, dU at
10 m averaged over a three-year period, for January and July, are computed and
shown in Fig. 15.3. The distribution of stability effect shown in Fig. 15.3 closely
follows the distribution of sea–air temperature difference shown in Fig. 15.4.
The formulation of W is based largely on experiment data on land, validated only
with small amount of measurements over ocean. Although there have been many
investigations to improve flux parameterization in the past few decades, there is no
significant change in the formulation of W.

Figures 15.3 and 15.4 show that UN is higher than U by as much as 0.7 m/s in
January over the western boundary currents in winter. It is also higher than U over
the intertropical convergence zone, the South Pacific convergence zone, and the
South Atlantic convergence zone. These are the regions with unstable atmosphere.
UN is lower than U in stable regions, such as over the circumpolar current,
particularly in the Austral summer, and in the North Pacific and Atlantic,

Fig. 15.4 Difference between sea surface temperature and air temperature (2 m) for (a) January
and (b) July, averaged from 2003 to 2005
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particularly during Boreal summer. Figure 15.3 shows the inherent error of using the
scatterometer measurements as the actual wind. In the unstable regions, higher sea
surface temperature and atmospheric buoyancy generate turbulent momentum
transport and increase stress magnitude. The higher wind stress affects atmospheric
circulation aloft, as modified by atmospheric factors, and may be associated with high
winds [15]. Atmospheric temperature varies at a much larger scale and mesoscale
variations of stability is dominated by the small-scale sea surface temperature. The
observed coherence between scatterometer measurements with sea surface temper-
ature changes is an inherent characteristic of turbulent transfer [19]. Sea surface
temperature has been suggested as an indicator of high wind occurrence [16, 22].

15.5 Climatological Distribution

The distributions of scatterometer winds UN, as shown in Fig. 15.5, confirm the
conventional knowledge—strongest winds over the mid-latitude storm tracks of
the winter hemisphere, the relatively steady trade winds over the tropical oceans,

Fig. 15.5 Distributions of wind speed for (a) January, and (b) July, for a nine-year average from
2000 to 2008. Boxes indicate areas where regional wind characteristics are discussed in Sect. 15.6
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and the seasonal monsoons. At mid-latitude in the winter hemisphere, UN is much
larger than those in the tropics, making the display of the major features with the
same color scale extremely difficult. The trade winds, particularly in the Western
Pacific and Southern Indian Oceans are stronger in winter than summer, but the
seasonal contrast is much less than those of the mid-latitude storm track. In the
East China Sea, particularly through the Taiwan and Luzon Strait, the strong UN is
caused by the winter monsoon. In the Arabian Sea and Bay of Bengal, it is caused
by the summer monsoon. The South China Sea is influenced by both summer and
winter monsoons, the wind has two peaks. QuikSCAT data also reveal detailed
wind structures not sufficiently identified before. The strong winds of transient
tropical cyclones are not evident in UN derived from the decadal ensemble.
Nearshore regions of strong wind, marked by rectangles in Fig. 15.5, are discussed
in Sect. 15.6.

Fig. 15.6 (a) Wind speed (color) averaged for July from nine years of QuikSCAT data
(2000–2008), with superimposition of QuikSCAT equivalent neutral wind vectors (arrows) for
the same period, around New Zealand. (b) and (c) are time series of monthly mean wind speed at
two selected locations marked in (a)
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15.6 Regional Features

15.6.1 Aerodynamics

Regions with high UN associated with the acceleration of strong prevailing winds
when deflected by protruding landmass are ubiquitous. When the westerlies over
the southern oceans blow around New Zealand (Fig. 15.6a) and Tierra del Fuego
(Fig. 15.7a), they create wind shadows as well as strong jets. The winds are strong
year-round except for slight weakening during a few Austral summers (Figs. 15.6c
and 15.7b). Similarly strong winter jets are formed when the southeast trade wind
is deflected at Cape d’Ambre and Cape Sainte Marie at the north and south tips of
Madagascar (Fig. 15.8). Summer weakening is more prominent at the north tip.
Asian summer monsoons are strengthened offshore of Somalia and Socotra Island
(Fig. 15.9) and at Dandra Head in Sri Lanka (Fig. 15.10). Both summer and winter
monsoons are strengthened at Phan Rang in Vietnam (Fig. 15.11), with double
peaks in the time series (Fig. 15.11b). Strong winds are found near the north tip of
Luzon Island of the Philippines, largely caused by the strengthening of the winter
monsoons (Fig. 15.12). Strong winter monsoons are also found in the Taiwan
Strait in the same figure. Strong wind is found downwind of Cape Mendocino in
the United States (Fig. 15.13), with northerly winds year-round (strongest in
summer). Similar features are found downwind Peninsula de La Guajira in
Columbia (Fig. 15.14), with easterly winds year-round (weakest in fall). Very
strong winter jets are found when the along shore wind coming south from the

Fig. 15.7 Same as Fig. 15.6,
except for a region around
Tierra del Fuego
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Fig. 15.8 Same as Fig. 15.6,
except for a region around
Madagascar

Fig. 15.9 Same as Fig. 15.6,
except in the Indian Ocean of
Somalia
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Fig. 15.10 Same as
Fig. 15.6, except in the Indian
Ocean around Sri Lanka

Fig. 15.11 Same as
Fig. 15.6, except off the coast
of Vietnam
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Fig. 15.12 Same as
Fig. 15.6, except north of
Luzon Island and around
Taiwan

Fig. 15.13 Same as
Fig. 15.6, except off the west
coast of United States

378 W. T. Liu and X. Xie



Labrador sea along the West Greenland coast accelerates as it passes over Cape
Farewell meeting with the wind blowing south along the East Greenland coast
facing the Atlantic (Fig. 15.15).

Fig. 15.14 Same as
Fig. 15.6, except for a region
in the Carribean

Fig. 15.15 Same as
Fig. 15.6, except in the North
Atlantic Ocean
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15.6.2 Land Topography

Strong UN is also found (Fig. 15.5) when strong wind blows offshore, channeled
by topography. There are many studies on the wind jets through the mountain gap

Fig. 15.16 Same as
Fig. 15.6, except off the west
coast of Central America

Fig. 15.17 Same as
Fig. 15.6, except in the
Mediterranean Sea
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of Tehuantepec in Mexico and Papagayo of Costa Rica (e.g., [23, 25]). The jet
is strongest when the northeast winds are strong in the Gulf of Mexico and the
Caribbean Sea (Fig. 15.16). The well-known mistral blowing down to the Mediter-
ranean from the gaps between Spain and France (e.g., [4]) is also obvious in Fig. 15.5
and Fig. 15.17 during winter. Another example is shown in Fig. 15.18, with strong
wind blowing through the mountain gap south of Vladivostok causing cooling in the
Sea of Japan [6]. These north/northwesterly winds then blow across the mountain of
Japan and form strong wind jet west of Izu Islands [22]. Transient wind jets, such as the
Santa Ana winds through the mountain passes and canyons of Southern California [5],
do not significantly affect the long-term averages. Small-scale gap winds have also
been identified using synthetic aperture radars, which usually require a priori knowl-
edge of wind direction for wind speed retrieval (e.g., [20]).

15.7 Conclusions

We have gone from the old era of sailing and windmills as major wind applications
to a new era of large-scale electric power generation. As a renewable energy, wind
power has become an important factor, not only in reducing anthropogenic climate
changes, but also in economy and employment. Although wind is not as inter-
mittent as many people believe, it has strong spatial and temporal variations.
Continuous monitoring of ocean surface wind from space would help in the
optimal integration of wind into the power generation system.

Fig. 15.18 Same as
Fig. 15.6, except for a region
around Japan
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A QuikSCAT follow-on mission is yet to be approved. The Advanced
Scatterometer (ASCAT) operated by the Europeans has less coverage and spatial
resolution. The scatterometers of India’s Oceansat-2 and China’s Haiyang-2 were
launched in September 2009 and August 2011. The accuracy and data accessibility
of the retrieved wind vector from these two missions have not been ascertained.
Maintaining an accurate, consistent, and continuous ocean surface wind vector
data set, with open accessibility, remains a technical and programmatic challenge.

Acknowledgment This study was performed at the Jet Propulsion Laboratory, California
Institute of Technology under contract with the National Aeronautics and Space Administration
(NASA). It was jointly supported by the Ocean Vector Winds and the Physical Oceanography
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Chapter 16
Power-Flow Control and Stability
Enhancement of Four Parallel-Operated
Offshore Wind Farms Using
a Line-Commutated HVDC Link

Li Wang, Kuo-Hua Wang, Wei-Jen Lee and Zhe Chen

Abstract This chapter presents an effective control scheme using a line-
commutated high-voltage direct-current (HVDC) link with a designed rectifier-
current regulator (RCR) to simultaneously perform both power-fluctuation
mitigation and damping improvement of four parallel-operated 80 MW offshore
wind farms delivering generated power to a large utility grid. The proposed RCR
of the HVDC link is designed by using modal control theory to contribute adequate
damping to the studied four offshore wind farms under various wind speeds.
A systematic analysis using a frequency-domain approach based on eigenvalue
analysis and a time-domain scheme based on nonlinear model simulations is
performed to demonstrate the effectiveness of the proposed control scheme. It can
be concluded from the simulation results that the proposed HVDC link combined
with the designed RCR can not only render adequate damping characteristics to
the studied offshore wind farms under various wind speeds but also effectively
mitigate power fluctuations of the offshore wind farms under wind-speed distur-
bance conditions (Wang et al., IEEE Trans Power Delivery 25(2):1190–1202,
2010).
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16.1 Introduction

An offshore wind farm that is located a distance of less than 25 km away from
seashore consists of several parallel-operated wind-turbine generators (WTGs).
The use of several wind induction generators (IGs) and doubly-fed induction
generators (DFIGs) connected directly to a power grid is the simplest way of
running an offshore wind farm because wind IGs have the inherent advantages
of cost effectiveness, less maintenance, and robustness, etc. However, operation of
an offshore wind farm with a group of wind IGs requires large reactive power for
magnetization, and the absorbed reactive-power of the offshore wind farm can
severely affect the voltage magnitude of the bus to which the wind farms are
connected under random wind-speed variations. This chapter proposes an effective
control strategy using a line-commutated high-voltage direct-current (HVDC)
link joined with a modal control designed RCR to perform both reactive-power
compensation and stability enhancement of parallel-operated IG-based offshore
wind farms and control the generated active power delivered to the onshore
substation. The use of an HVDC link for the offshore wind farms has several
advantages such as fast active-power modulation, effective reactive-power com-
pensation, and less voltage drop on an onshore substation when comparing with
the use of conventional long-distance AC transmission cables that contain higher
inductive reactance and cause larger voltage drop.

To evaluate the performance of current controllers operated in the control loops
of an HVDC link, the characteristics of using different types of current regulator
were compared [2]. A novel current controller that was designed based on a
linearized AC/DC system model and a pole-placement technique for an HVDC
link was presented in [3]. The influence of the control loops of an HVDC link on
dynamic stability of an HVDC-HVAC system was discussed in [4]. The design
and implementation of an AC voltage dependent current order limiter at the Pacific
HVDC Intertie was presented in [5] to demonstrate the consistent benefit of the
proposed control scheme on enhancing stability and dynamic performance of the
studied system. The potential of the fast growing offshore and onshore wind farms
as well as the quick development of larger-capacity higher-efficiency WTGs in the
whole world today can be obviously anticipated when an HVDC link is utilized to
effectively control the generated power of the wind farms [6]. A time-domain
model of an HVDC link using voltage-source converters (VSCs) for real-time
simulations and its application to a wind energy conversion system were presented
in [7]. An HVDC link combined with a capacitor commutated converter (CCC)
model that was suitable for power flow and transient stability studies was proposed
in [8].

The exploitation of an offshore wind farm was addressed in [9], and the
proposed multiterminal VSC-HVDC system connected at the AC terminals of the
WTGs enabled optimal acquisition and aggregation of wind power. The devel-
opment of a linear continuous-time state model for analyzing small-signal
dynamics of an HVDC transmission system was presented in [10], and a
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small-signal state-space model of the CIGRE benchmark HVDC transmission
system was employed. The modeling and control design of a VSC-based HVDC
using 12-pulse three-level converter topology was proposed in [11], and eigen-
value analysis, controller design, and transient simulations were performed.
A linear time-invariant small-signal dynamic model for the main circuit of an
HVDC link under synchronous rotating d-q reference frame by means of sampled-
data modeling approach was proposed in [12], and the linearized model was
validated by time-domain simulations.

The operation characteristics of a wind farm that was made up of several IG-
based WTGs and modeled by an equivalent large IG incorporated VSC-HVDC
were analyzed in [13]. Characteristics of a VSC-based HVDC link, an HVAC
cable interconnection, and a synchronous generator under a faulted condition were
compared, and the analyzed results showed that the VSC-based HVDC link
demonstrated the ability to provide fault ride-through capability for the studied
wind farm consisting of simple IG-based WTGs [14]. An improved model for the
transient energy functions (TEFs) of integrated AC/DC power systems involved
the omission of DC control dynamics was presented in [15]. The control
requirements of a DFIG-based wind farm connected to a grid through a conven-
tional thyristor-based HVDC link were investigated in [16]. The performance of a
large IG-based offshore wind farm connected to a long-distance weak AC grid was
studied, and the simulation results showed that the proposed HVDC link was able
to supply the variable active power of the offshore wind farm to the weak grid and
keep the AC voltage fluctuations at the point of common coupling (PCC) at an
acceptable level [17].

A large 200 MW offshore wind farm consisting of 100 individual 2 MW WTGs
connected to the grid through a multiterminal HVDC link with 25 VSCs was
presented in [18]. A large 200 MW offshore wind farm consisting of 100 indi-
vidual 2 MW WTGs connected to the grid through a multiterminal HVDC
link with 25 current source inverters (CSIs)s was studied in [19]. A detailed
technical–economic analysis of three transmission strategies (150, 400 kV AC,
and VSC-HVDC) on benefits and drawbacks of onshore grid connection of
three offshore wind farms (100, 200, and 500 MW) was evaluated and compared
in [20]. The control system for a large offshore wind farm with an HVDC link
using line-commutated converter (LCC) connection to the main onshore network
using an aggregate system under operational and faulted conditions was proposed
in [21].

A solution for integration of large DFIG-based offshore wind farms with a
common collection bus controlled by a static compensator (STATCOM) into the
main onshore grid using line-commutated HVDC link was presented in [22].
The control paradigm using the grid frequency control to regulate the rectifier
firing angle or dc-link current to control the power flow of an offshore wind farm
connected with line-commutated HVDC link was examined in [23]. A frequency
controller in the converter to increase the ride-through capability of the
VSC-HVDC-supplied industrial system was proposed in [24] to exploit the iner-
tia energy of rotating masses in case of voltage disturbances. Three different
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frequency controllers and their effects on the voltage-disturbance ride-through
capability of a VSC-HVDC-supplied industrial system were proposed in [25].
A new concept applicable to large power converters consisting of two series-
connected twelve-pulse groups and a new type of converter control applicable
to multilevel HVDC schemes with two or more 12-pulse groups per terminal
were shown in [26]. Two types of FACTS devices, STATCOM and VSC-HVDC
system, were presented in [27] to offer a realistic alternative to conven-
tional network reinforcement to solve a range of operational problems in power
systems.

This chapter presents damping controller design of rectifier, steady-state
eigenvalue analysis and transient time-domain simulations of four parallel-oper-
ated IG-based offshore wind farms connected to an onshore substation through an
HVDC link. For steady-state analysis, system eigenvalues, eigenvalue sensitivity,
and design of RCR of the HVDC link are performed. For time-domain simulations,
transient responses of the studied offshore wind farms with and without the
designed RCR subject to different wind-speed disturbances are also carried out.
This chapter is organized as follows. Section 16.3 introduces the configuration and
the employed mathematical models for the offshore wind farms with an HVDC
link in this chapter. Section 16.4 demonstrates the design procedure for the RCR
of the HVDC link using pole-placement technique. Section 16.5 describes the
results of eigenvalue analysis under various wind speeds and eigenvalue sensitivity
with respect to the parameters of the designed RCR. Section 16.6 compares
dynamic responses of the studied offshore wind farm with and without the
designed RCR under wind-speed disturbance conditions. Specific important con-
clusions of this chapter are drawn in Sect. 16.6.

16.2 Configuration of the Studied System

Figure 16.1 shows the configuration of the studied four 80 MW offshore wind
farms connected to an onshore power grid through an HVDC link. The four
80 MW offshore wind farms are represented by four equivalent wind IGs
(IG1–IG4) connected to a common AC bus. Each equivalent 80 MW IG that is
driven by an equivalent variable-speed wind turbine through an equivalent gearbox
(GB) is obtained by aggregating forty 2 MW IGs together.

The output of each equivalent 80 MW IG is connected to the common AC bus
through an excitation capacitor bank C and a step-up transformer with an equiv-
alent impedance of RT ? jXT. The HVDC link consisting of an AC-to-DC con-
verter (or rectifier), a T-equivalent DC line, and a DC-to-AC inverter delivers the
generated power of the four offshore wind farms to the onshore power grid through
a step-down transformer and an AC transmission line. The equivalent impedance
of RL ? jXL in Fig. 16.1 is used to represent the combined impedance of the step-
down transformer and the AC transmission line. The employed system parameters
are listed in Appendix for conciseness and the mathematical models for the

388 L. Wang et al.



subsystems shown in Fig. 16.1 are described as below. The equations in the
following subsections are expressed in per-unit or MKS quantities except that the
time variable t is in second.

Fig. 16.1 Configuration of the studied four parallel-operated offshore wind farms with a line-
commutated HVDC link (�2010 IEEE. Reprinted from IEEE Trans. Power Delivery, vol. 25, no.
2, April 2010)
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16.2.1 Wind Speed Model

The wind speed is modeled as the algebraic sum of base wind speed, gust wind
speed, ramp wind speed, and noise wind speed [28]. The base wind speed can be
expressed by

VWB ¼ KB ð16:1Þ

where KB is a constant. It is assumed that VWB is always present in the study of
wind-turbine systems. The gust wind speed can be described by

VWG ¼
0;

Vcos;
0;

8<
:

t\T1G

T1G\t\T1G þ TG

t [ T1G þ TG

ð16:2Þ

where

Vcos ¼
MAXG

2
1� cos 2p

t

TG

� T1G

TG

� �� �
; ð16:3Þ

TG, TlG, and MAXG are the period, the starting time, and the peak of the gust
wind speed, respectively. The gust wind is the usual (1 - cosine) gust used in
wind studies. The ramp wind speed can be depicted by

VWR ¼
0;

Vramp;
0;

8<
:

t\T1R

T1R\t\T2R

t [ T2R

ð16:4Þ

where

Vramp ¼ MAXR 1� t � T2R

T1R � T2R

� �
ð16:5Þ

MAXR, T1R, and T2R are the maximum, the starting time, and the maximum
time of the ramp wind speed, respectively. The noise wind speed can be expressed
by

VWN ¼ 2
XN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SVðxiÞDx

p
cosðxit þ uiÞ ð16:6Þ

where xi = (i - 0.5)Dx, ui is a random variable with uniform probability density
on the interval [0, 2p],

SVðxiÞ ¼
2KNF2 xij j

p2 1þ Fxi=lpð Þ2
h i4=3

ð16:7Þ

is the spectral density function, KN is the surface drag coefficient, F is the
turbulence scale, and l is the mean speed of wind at the reference height. Various
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researchers used N = 50 and Dx = 0.5 - 2.0 rad/s to obtain excellent results.
According to the above four wind speeds, the employed wind speed model in this
chapter can be defined as

VW ¼ VWB þ VWG þ VWR þ VWN ð16:8Þ

16.2.2 Wind Turbine Model

The mechanical power produced by a wind turbine is given by

PW ¼
1
2
qArV

3
WCpðk; bÞ ð16:9Þ

where PW is the mechanical power in W, q is the air density in kg/m3, Ar is the
blade impact area in m2, VW is the wind velocity in m/s as depicted in (16.8), and
Cp is the power coefficient [29] that can be expressed by

Cpðwk; bÞ ¼ c1
c2

wk

� c3b� c4b
c5 � c6

� �� �
exp � c7

wk

� �
ð16:10Þ

in which

1
wk

¼ 1
kþ c8b

� c9

b3 þ 1
ð16:11Þ

k ¼ RBxB

VW

ð16:12Þ

where xB and RB are respectively the blade angular velocity in rad/s and blade
radius in m, k is the tip speed ratio, b is the blade pitch angle in degrees, and c1–c9

are the constant coefficients for power coefficient Cp.

16.2.3 Mass-Spring-Damper Model

Figure 16.2 shows the simplified equivalent mass-spring-damper model of a three-
blade wind turbine coupled to the rotor of the studied wind IG [30]. The masses of
gearbox and IG are combined together. The per-unit mechanical equations of each
blade are described by

ð2HBkÞpðxBkÞ ¼ TWk � DBkxBk � dBkHðxBk � xHÞ � KBkHðhBk � hHÞ ð16:13Þ

pðhBkÞ ¼ xbðxBk � xBk0Þ ð16:14Þ
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where x and h are respectively the per-unit angular speed and angle displacement
of each mass, TW is the per-unit input mechanical torque from wind, D is the per-
unit self damping coefficient, d is the per-unit mutual damping coefficient, K is the
per-unit spring constant or stiffness, xBk0 is the per-unit initial angular speed of the
k-th blade, and k = 1, 2, and 3 refers to the quantities of blades 1, 2, and 3,
respectively. The per-unit mechanical equations of the hub are given by

ð2HHÞpðxHÞ ¼
X3

k¼1

KBkHðhBk� hHÞþ dBkHðxBk�xHÞ½ � �DHxH � dHGðxH �xGÞ

�KHGðhH � hGÞ ð16:15Þ

pðhHÞ ¼ xbðxH � xH0Þ ð16:16Þ

where xH0 is the per-unit initial angular speed of the hub. The per-unit mechan-
ical-torque equations of the IG are determined by

ð2HGÞpðxGÞ ¼ DGxG þ dHGðxH � xGÞ þ KHGðhH � hGÞ � Te ð16:17Þ

pðhGÞ ¼ xbðxG � xG0Þ ð16:18Þ

where xG0 is the per-unit initial angular speed of the IG, and Te is the per-unit
electromagnetic torque of the IG and it can be expressed by [31]

Te ¼ Xmðidriqs � iqridsÞ ð16:19Þ

Fig. 16.2 Simplified
equivalent mass-spring-
damper model of a three-
blade wind turbine coupled to
the shaft of an induction
generator (�2010 IEEE.
Reprinted from IEEE Trans.
Power Delivery, vol. 25, no.
2, April 2010)
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16.2.4 Induction Generator Model

Figure 16.3 shows the d-q axis equivalent circuit of an IG with an excitation
capacitor bank C under a synchronously rotating reference frame [32, 33]. The per-
unit voltage-current equations of the studied IG can be described by

XsspðiqsÞ � XmpðiqrÞ ¼ ð � rsiqs � xeXssids þ xeXmidr � vqsÞxb ð16:20Þ

XsspðidsÞ � XmpðidrÞ ¼ ð � rsids þ xeXssiqs � xeXmiqr � vdsÞxb ð16:21Þ

XrrpðiqrÞ � XmpðiqsÞ ¼ �rriqr þ ðxe � xGÞXmids � ðxe � xGÞXrridr

� �
xb ð16:22Þ

XrrpðidrÞ � XmpðidsÞ ¼ �rridr � ðxe � xGÞXmiqs þ ðxe � xGÞXrriqr

� �
xb ð16:23Þ

where Xm is the per-unit mutual reactance between stator and rotor windings,
Xss = Xls ? Xm and Xrr = Xlr ? Xm are respectively the per-unit self (leakage)
reactances of stator and the rotor windings of the studied IG, and Xls and Xlr are
respectively the per-unit leakage reactances of stator and the rotor windings of the
studied IG.

16.2.5 Excitation Capacitor Bank Model

The per-unit voltage-current equations of the excitation capacitor bank C shown in
Fig. 16.3 can be expressed by

iqC ¼ ðC=xbÞpðvqsÞ þ xeCvds ¼ iqs � iqT ð16:24Þ

Fig. 16.3 d-q axis equivalent
circuit of the studied IG
(�2010 IEEE. Reprinted
from IEEE Trans. Power
Delivery, vol. 25, no. 2, April
2010)
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isdC ¼ ðC=xbÞpðvdsÞ � xeCvqs ¼ ids � idT ð16:25Þ

where iqC and idC are respectively the per-unit q- and d-axis excitation capacitor
currents while iqT and idT are the per-unit q- and d-axis currents flowing through
the step-up transformer, respectively.

16.2.6 Step-up Transformer, AC Line, and Power Grid Models

The per-unit voltage-current equations from the output terminals of the inverter to
the power grid through the step-up transformer and the AC transmission line are
given by

vq;INV ¼ vq;grid þ RLiqL þ ðXL=xbÞpðiqLÞ þ xeXLidL ð16:26Þ

vd;INV ¼ vd;grid þ RLidL þ ðXL=xbÞpðidLÞ � xeXLiqL ð16:27Þ

where iqL and idL are respectively the per-unit q- and d-axis line currents, vq,grid

and vd,grid are respectively the per-unit q- and d-axis grid voltages, and vq,INV and
vd,INV are the per-unit q- and d-axis output voltages of the inverter, respectively.

16.2.7 Line-Commutated HVDC Link Model

The line-commutated HVDC link model consists of an AC-to-DC converter, a DC
line, and a DC-to-AC inverter [34–39]. The base values for the AC and DC
quantities should be properly selected such that the pu values of DC quantities
remain unchanged when they are converted to the synchronous reference frame of
the AC system [35, 37, 39]. The pu output DC voltage and current of the rectifier
can be properly converted with reference to the common reference frame of the
dq-axis of the AC system according to the phasor diagram shown in Fig. 16.4 [37–39].

VqR ¼ Vq cos dR þ Vd sin dR ð16:28Þ

VdR ¼ �Vq sin dR þ Vq cos dR ð16:29Þ

IqR ¼ Iq cos dR þ Id sin dR ð16:30Þ

IdR ¼ �Iq sin dR þ Iq cos dR ð16:31Þ

where dR is the angle by which qR-axis lags the q-axis as shown in Fig. 16.4. Since
the reference direction of the qR-axis with respect to the q-axis is arbitrary, the
operation of the converter can be easily expressed when VdR = 0 is properly
chosen. Under this particular selection for the reference frame, we have
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cos dR ¼ Vq=VqR ð16:32Þ

sin dR ¼ Vd=VqR ð16:33Þ

Iq ¼ IqRcos dR ��IdRsin dR ð16:34Þ

Id ¼ IqRsin dR þ IqRcos dR ð16:35Þ

The pu dR- and qR-axis components shown in Fig. 16.4 can be expressed by

IqR ¼ IRsin wR ð16:36Þ

IdR ¼ IRcos wR ð16:37Þ

The DC line is represented by a T-equivalent circuit that has two identical series
impedances of (RDC ? jXDC) placed on both sides of a lumped charging capacitor
CDC. The per-unit voltage-current equations of the rectifier and inverter can be
written as, respectively [37–39],

VR ¼ VqRcos aR � ðp=6ÞXCRIR ð16:38Þ

VI ¼ VqIcos cI � ðp=6ÞXCIII ð16:39Þ

where aR is the delay angle of the converter, cI is the extinction angle of the
inverter, XCR and XCI are respectively the per-unit commutation choke reactance of
the converter and inverter, VqR and VqI are respectively the per-unit AC-side
voltage of the converter and inverter, VqR = [(Vq,REC)2 ? (Vd,REC)2]1/2, and
VqI = [(Vq,INV)2 ? (Vd,INV)2]1/2.

Figures 16.5 and 16.6 show the block diagrams of the rectifier-current regulator
(RCR) of the converter and the inverter-current regulator (ICR) of the inverter

Fig. 16.4 Phasor diagram
for transformation of d-q and
dR-qR quantities (�2010
IEEE/. Reprinted from IEEE
Trans. Power Delivery, vol.
25, no. 2, April 2010)
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[37–39], respectively. The per-unit equations for the RCR and the ICR can be
expressed by, respectively,

pðaRÞ ¼ ðKR=TRÞðIRref � IR þ ICÞ � ð1=TRÞaR ð16:40Þ

pðcIÞ ¼ ðKI=TIÞðIIref � IIÞ � ð1=TIÞcI ð16:41Þ

where the per-unit damping control signal IC is generated by the PID controller
that will be designed in the next section.

16.3 Design of a PID RCR Using Modal Control Theory

This section presents a unified approach based on modal control theory to design a
PID RCR for the proposed HVDC link. To have a clear observation of the
damping effect contributed by the proposed PID RCR, the eigenvalues to be
assigned on the complex plane are properly selected. The design procedures and
results are given as below [37–39].

Fig. 16.5 Block diagram of the rectifier-current regulator (RCR) of the converter including the
designed PID RCR (�2010 IEEE. Reprinted from IEEE Trans. Power Delivery, vol. 25, no. 2,
April 2010)

Fig. 16.6 Block diagram of
the inverter-current regulator
(ICR) of the inverter (�2010
IEEE. Reprinted from IEEE
Trans. Power Delivery, vol.
25, no. 2, April 2010)
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16.3.1 Linearized System

The nonlinear system equations developed in the previous section are first line-
arized around a nominal operating point to obtain a set of linearized dynamic
equations of the form:

pX ¼ AXþ BUþ VW

Y ¼ CXþ DU
ð16:42Þ

where X is the state vector, Y is the output vector, U is the external or compen-
sated input vector, W is the disturbance input vector while A, B, C, and D are all
constant matrices of appropriate dimensions. To design a damping controller for
the proposed RCR, the variation term V and the external input D in (16.42) are
properly neglected by letting D = V = 0. The state vector X can be partitioned
into four substate vectors as X = [XIG, XLC, XWT, XHVDC]T, where XIG, XLC,
XWT, and XHVDC are referred to the state vectors of the four wind IGs, the exci-
tation capacitor banks and the transmission line, the mechanical systems of four
wind turbines, and the HVDC link, respectively.

Since the wind speed of the studied four offshore wind farms seldom reaches
the rated wind speed of 15 m/s of the WTGs, VW of 12 m/s is properly selected as
the operating point for the PID RCR design in the next subsection. The eigen-
values of the studied four offshore wind farms with the proposed HVDC link under
VW of 12 m/s are listed in the second column of Table 16.1. The eigenvalues listed
in Table 16.1 with ( )9 n, n = 3 or 4 represent the repeated eigenvalues or modes
of the studied four offshore wind farms since the studied four offshore wind farms
have identical WTG-IG sets and parameters. An examination of these eigenvalues
listed in Table 16.1 reveals that the damping of both K11 and K12 can be improved
by adding a damping controller to the HVDC link. The PID RCR will be designed
by using modal control theory in the next subsection.

16.3.2 Design of a PID RCR

Figure 16.5 showed the control block diagram of the RCR of the converter
including the designed PID RCR. It is seen that the PID damping controller
employs DP as a feedback signal to generate a damping control signal IC in order
that the damping characteristics of the poorly damped modes listed in Table 16.1
can be improved. The block diagram for determining DP was given in Fig. 16.5,
where the reference values for active-power of four IGs (Pref1–Pref4) can be
determined from the rotor speeds of the four wind IGs.

Hence, the output signal in (16.42) is

Y ¼ DP ð16:43Þ
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and

U ¼ IC ð16:44Þ

is the input vector. The transfer function H(s) of the proposed PID RCR in
s domain is given by

HðsÞ ¼ UðsÞ
YðsÞ ¼

ICðsÞ
DPðsÞ ¼

sTWa

1þ sTWa

KP þ
KI

s
þ sKD

� �
ð16:45Þ

where TWa is the time constant of a washout term, and KP, KI, and KD are gains of
the damping controller. The four unknowns for the PID damping controller can be
determined by using modal control theory and the first step is to obtain the state
equations in s domain by taking Laplace transformation from (16.42) to (16.44).
The second step is to derive an algebraic equation of the feedback system using
eigenvalue analysis in s domain and the unknown parameters can be solved. The
input signal in s domain can be expressed by

UðsÞ ¼ HðsÞDPðsÞ ¼ HðsÞYðsÞ ¼ HðsÞCXðsÞ ð16:46Þ

Combining (16.42), (16.43), (16.45) and (16.46), we have

Table 16.1 Eigenvalues (rad/s) of the studied system under wind speed of 12 m/s

Four offshore wind farms with
the HVDC link only

Four offshore wind farms with the HVDC link and
the designed PID RCR

K1 -887.11 ± j11336 -886.88 ± j11336
K2 -870.88 ± j10779 -870.52 ± j10779
K3 -535.17 ± j7355.2 -535.17 ± j7355.2
K4 (-728 ± j5653.7) 9 3 (-728 ± j5653.7) 9 3
K5 -58.878 ± j1590.1 -58.911 ± j1590.3
K6 -71.556 ± j1245.8 -71.581 ± j1245.6
K7 (-728.29 ± j4899.8) 9 3 (-728.29 ± j4899.8) 9 3
K8 -110.97 ± j581.83 -110.92 ± j581.78
K9 (-13.226 ± j538.8) 9 4 (-13.226 ± j538.8) 9 4
K10 (-69.316 ± j359.14) 9 3 (-69.316 ± j359.14) 9 3
K11 -54.32 ± j45.735 -55.0 ± j45.0*
K12 -1.5245 ± j44.32 -2.0 ± j43.0*
K13 -10.0 -14.173 ± j35.967
K14 (-128.89, -117.54) 9 3 (-128.89, -117.54) 9 3
K15 (-7.0228 ± j46.429) 9 3 (-7.0228 ± j46.429) 9 3
K16 -1.4865 -1.4865
K17 (-0.80404 ± j133.44) 9 4 (-0.80404 ± j133.44) 9 4
K18 (-0.80402 ± j133.44) 9 4 (-0.80402 ± j133.44) 9 4

*denotes exactly assigned eigenvalues
�2010 IEEE. Reprinted from IEEE Trans. Power Delivery, vol. 25, no. 2, April 2010
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sXðsÞ ¼ fAþ B½HðsÞC�gXðsÞ ð16:47Þ

The block diagram of the studied system with the designed damping controller
is given in Fig. 16.7. The characteristic equation of the closed-loop system with
the designed PID damping controller is given by

detfsI� ½Aþ BHðsÞC�g ¼ 0 ð16:48Þ

Since the studied system with the proposed PID RCR constitutes a single-input
single-output (SISO) system, (16.48) is a scalar equation. The parameters of the
PID controller can be determined by substituting two pairs of prespecified com-
plex-conjugated eigenvalues corresponding to the assigned poles into (16.48). Four
simultaneous algebraic equations with the four unknowns, KP, KI, KD, and TWa,
can then be solved to obtain a unique solution. The design results are presented as
follows.

Eigenvalues of four offshore wind farms with the HVDC link

K11 ¼ �54:32� j45:735 K12 ¼ �1:5245� j44:32

Prespecified eigenvalues

K11 ¼ �55:0� j45:0 K12 ¼ �2:0� j43:0

Parameters of the PID RCR

KP ¼ 3:0; KI ¼ 114:1; KD ¼ 0:06; and TWa ¼ 0:01 s

The system eigenvalues of the studied four offshore wind farms with the
designed PID RCR are listed in the third column of Table 16.1. It can be obviously
found from Table 16.1 that the eigenvalues of both modes K11 and K12 have been
exactly assigned on desired locations of the complex plane.

16.4 Steady-State Analysis

This section examines the effectiveness of the proposed HVDC link joined with
the designed PID RCR on dynamic-stability enhancement of the studied four
offshore wind farms. The variations of the designed PID RCR’s parameters on the

Fig. 16.7 Block diagram of
the studied system with the
designed damping controller
(�2010 IEEE. Reprinted
from IEEE Trans. Power
Delivery, vol. 25, no. 2,
April 2010)
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closed-loop eigenvalues are also carried out using relative sensitivity coefficients
(RSCs).

16.4.1 Steady-State Operating Conditions under
Various Wind Speeds

Table 16.2 lists the computed steady-state operating conditions of the studied four
offshore wind farms. Since four wind farms have identical parameters, the cal-
culated results for a single wind farm are listed in Table 16.2. These steady-state
results are useful for determining the eigenvalues of the studied system under
different wind speeds in the next subsection.

16.4.2 Dynamic Stability under Various Wind Speeds

Table 16.3 lists the calculated eigenvalues of the studied four offshore wind farms
with the designed PID RCR when wind speed increases from 4 m/s (the cut-in
wind speed of wind turbine) to 24 m/s (the cut-off wind speed of wind turbine).
The eigenvalue results listed in Table 16.3 are analyzed as below according to
different wind-speed ranges. The root-loci plots of these eigenvalues when wind
speed varies from 4 to 24 m/s are also shown in Fig. 16.8.

(a) When VW B 12 m/s, the damping of both K12 and K16 gets worse when wind
speed becomes lower. All system modes are located on the left half of the
complex plane. Some mechanical modes are close to the imaginary axis of the
complex plane but they are nearly fixed on the complex plane.

(b) When VW [ 12 m/s, the damping of K12 initially drops at VW of 14 m/s and
then increases to a higher value at VW of 15 m/s. When VW [ 15 m/s, the
damping of K12 gets worse as wind speed becomes higher. The damping of K16

gets better before VW reaches 18 m/s. When VW is higher than 18 m/s, the
damping of K16 becomes worse. Again, all system eigenvalues are positioned
on the left half of the complex plane and some mechanical modes are nearly
fixed on the complex plane.

16.4.3 Eigenvalue Sensitivity of PID RCR’s Parameters

Whenever there is a small change in one of the system parameter f, the system
matrix A in (16.42) and the associated system eigenvalues will vary accordingly.
The eigenvalue sensitivity can be determined by
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oKi

of
¼

VT
i

oA
of Ui

VT
i Ui

ð16:49Þ

where Ui (Vi) is the eigenvector of A (AT) associated with the ith eigenvalue
Ki. Since the parameter f in (16.42) may range from a very small value to very
large one, it is more meaningful to determine the fractional variation of the
parameter. The relative sensitivity coefficient (RSC) is defined by [40]

RSC ¼ oKi

of
f � DKi

Df=f
ð16:50Þ

Table 16.4 lists the RSCs of the closed-loop eigenvalues with respect to the
four PID RCR’s parameters (KP, KI, KD, and TWa). It is clearly found from the RSC
results listed in Table 16.4 that only K11–K13 are more sensitive to the variations
of KI, KD, and TWa while all RSCs are very small. Hence, a small variation of four
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parameters of the designed PID RCR will not cause severe variations on the
closed-loop eigenvalues. The closed-loop system can maintain stable operation
subject to a small variation of the PID RCR’s parameters.

16.4.4 Summary of the Analyzed Results

The major constraints for selecting the assigned eigenvalues in this chapter are
analyzed as below.

(a) The obtained parameters of the PID RCR should be reasonable. For example,
the time constant of the washout term must be positive and the gains of the PID
RCR should be as small as possible.

(b) The eigenvalues of the closed-loop system including the designed PID RCR
must be completely located on the left half of the complex plane under diff-
erent operating conditions.

(c) The eigenvalues of the closed-loop system should be insensitive to the varia-
tion of all parameters of the designed PID RCR.

(d) According to the closed-loop eigenvalues with the designed PID RCR at the
selected operating point listed in the third column of Table 16.1, all eigenvalue
results of the closed-loop system under various wind speeds listed in
Table 16.3, the designed parameters of the PID RCR, and all RSCs of the
closed-loop eigenvalues with respect to the parameters of the PID RCR listed
in Table 16.4, it can be obviously concluded that all system eigenvalues have
adequate damping under various wind speeds and the parameters of the
designed PID RCR are also appropriate.

(e) The eigenvalues of the closed-loop system including the designed PID RCR
must be completely located on the left half of the complex plane under
different operating conditions.

(f) The eigenvalues of the closed-loop system should be insensitive to the varia-
tion of all parameters of the designed PID RCR.

16.5 Dynamic Simulations under Various Wind-Speed
Disturbance Conditions

This section employs the nonlinear model developed in Sect. 16.3 to compare the
damping effect contributed by the designed PID RCR on dynamic behaviors of the
studied four offshore wind farms subject to different wind-speed disturbances.
Since the wind speed of the studied four offshore wind farms seldom reaches
WTG’s rated wind speed of 15 m/s, base wind speed of 12 m/s is properly selected
as the nominal operating point in this section.
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16.5.1 Identical Wind-Speed Disturbance Applied
to Four Wind IGs

Figure 16.9 shows the comparative dynamic responses of the studied four offshore
wind farms with and without the designed PID RCR when the same wind-speed
disturbance is applied to the blades of the four equivalent 80 MW wind IGs.
Because the four identical wind IGs are subject to the same wind-speed distur-
bance, only the active-power and reactive-power responses of one IG are shown in
Fig. 16.9. The simulated wind-speed conditions are described as below.

(a) When 0 s \ t \ 1.0 s, the four offshore wind farms operates under a base wind
speed of VW = 12 m/s.
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Fig. 16.9 Dynamic responses of the studied system with and without the designed PID RCR
when the studied four equivalent 80 MW wind IGs are subject to the same wind-speed
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(b) When 1.0 s \ t \ 4 s, the wind speed initially drops, then gradually rises to
12.1 m/s, and finally step drops to 12 m/s.

(c) When 4 s \ t \ 20 s, the wind speed gradually drops toward the final value of
11.8 m/s but some sudden rises can also be observed during the time interval.

It is clearly seen from the comparative transient responses shown in Fig. 16.9 that
the designed PID RCR can effectively mitigate the variations of all quantities of the
studied offshore wind farm such as active powers of each wind IG and grid, reactive
powers of each wind IG and grid, dc voltage of the HVDC line, firing angle of the
converter, and extinction angle of the inverter. Since the variations of the studied
offshore wind farm are obviously reduced by the employment of the designed PID
RCR, the fluctuating amplitude of all quantities of the studied four offshore wind
farms subject to random wind-speed disturbances can be effectively decreased and
the dynamic stability of the four offshore wind farms can be effectively enhanced.

16.5.2 Different Wind-Speed Disturbances Applied
to Four Wind IGs

Different wind-speed disturbances of the studied four offshore wind farms with and
without the PID RCR are simulated and compared. The comparative dynamic
responses of the studied four offshore wind farms are shown in Fig. 16.10.
Table 16.5 also lists the maximum errors between the transient responses of the
system with and without the designed PID RCR. The simulated wind-speed
conditions for the four wind IGs are analyzed as below.

(a) Four wind speeds VW1–VW4 shown in Figs. 16.10a, d, g, and j are applied to the
blades of wind IG1–IG4, respectively.

(b) For 0 \ t \ 1 s, the initial wind speeds for the four wind IGs are identical base
wind speeds of VW = 12 m/s.

(c) When 1 s \ t \ 10 s, both VW1 and VW4 have the same variations and their
wind speeds gradually drop toward 11.5 m/s while both VW2 and VW3 gradu-
ally rise toward 13.5 and 12.5 m/s, respectively.

(d) The selected wind speeds can be used to examine identical wind speeds and
different wind speeds on power fluctuations of the studied four offshore wind
farms. This selection is also a practical consideration that different offshore
wind farms are located at various sites with different wind directions and wind
speeds. Moreover, several offshore wind farms could have different distances
away from one another, and the wind-speed characteristics of various offshore
wind farms could be quite different.

(e) The generated power of various offshore wind farms subject to different and
identical wind-speed characteristics can be integrated together to deliver to the
onshore substation through the HVDC link. The active-power fluctuations of
the integrated four offshore wind farms can be effectively reduced by the
designed PID RCR.
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It can be clearly seen from the comparative dynamic waveforms shown in
Fig. 16.10 and the maximum errors listed in Table 16.5 that, again, the designed
PID RCR can effectively mitigate the variations of all quantities of the studied four
offshore wind farms even if different wind speeds are simultaneously applied to the
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blades of the four wind IGs, respectively. The dynamic results shown in Fig. 16.10
show that the employment of the designed PID RCR has the ability to reduce
random fluctuations of the studied four offshore wind farms. The amplitude of
power fluctuations of the studied four offshore wind farms with an HVDC link
subject to different random wind-speed disturbances can be effectively mitigated
and the dynamic stability of the four offshore wind farms can be effectively
improved provided that the designed PID RCR is employed to join with the
proposed line-commutated HVDC link.

16.6 Conclusion

This chapter has presented both damping enhancement and mitigation of power
fluctuations of four parallel-operated offshore wind farms using a line-commutated
HVDC link joined with a modal control designed PID RCR. Pole-assignment
technique has been effectively applied to the design of the PID RCR to exactly
locate the specified poles of the studied four offshore wind farms on the desired
locations of the complex plane to achieve damping improvement. Steady-state
operating conditions and eigenvalue analysis of the studied offshore wind farms
under various wind speeds and relative sensitivity coefficients of the closed-loop
eigenvalues with respect to four parameters of the PID RCR have been both
performed to validate the effectiveness and advantages of the proposed HVDC
joined with designed PID RCR on damping enhancement of the offshore wind
farms. Comparative dynamic responses of the studied offshore wind farms subject
to wind-speed disturbances have demonstrated the effectiveness of the proposed
HVDC link joined with the designed damping PID RCR on mitigating power
fluctuations of the four parallel-operated offshore wind farms.
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Appendix

System Parameters

Reference [1]

Vb ¼ 161 kV; Sb ¼ 80 MW One of four offshore wind farmsð Þ; xb ¼ 2pfb;

fb ¼ 50Hz

(a) Single 2 MW wind induction generator (IG) (per-unit) Vb ¼ 690V;
Sb ¼ 2MW; xb ¼ 2pf ; fb ¼ 50Hz rs ¼ 0:00488;Xss ¼ 0:09241; rr ¼ 0:00549;
Xrr ¼ 0:09955;Xm ¼ 3:95279;HG ¼ 3:5s
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(b) Excitation capacitor bank and AC transmission line (per-unit) XC ¼ 0:375;
RT ¼ 0:01;XT ¼ 0:04;RL ¼ 0:02;XL ¼ 0:08

(c) Line-commutated HVDC link (per-unit) RDC ¼ 0:05;XDC ¼ 0:2; CDC ¼ 0:6;
CI ¼ 0:3; CR ¼ 0:6; Ta1 ¼ 0:05s; Ka1 ¼ 0:1; TR ¼ 0:1s; KR ¼ 1:0; TI ¼ 0:1s;
KI ¼ 1:0; ICmax ¼ 0:1; ICmin ¼ �0:1; aRmax ¼ 35�; aRmin ¼ 15�; cImax ¼ 45�;
cImin ¼ 25�

(d) Wind-turbine characteristics and coefficients (Fig. 16.11, Table 16.6).

Fig. 16.11 Characteristics of the employed wind turbine model for simulations (�2010 IEEE.
Reprinted from IEEE Trans. Power Delivery, vol. 25, no. 2, April 2010) (a) CP versus k (b)Tm

versus xr
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Chapter 17
Fault Ride-Through of HVDC Connected
Large Offshore Wind Farms

Lie Xu and Liangzhong Yao

Abstract Voltage source converter-based HVDC systems have been proposed for
connecting large offshore wind farms. Fault ride-through during onshore ac fault is
one of the main grid code requirements and technical challenges. Due to the
reduction of transmitted grid power during such faults, the wind farm generated
power must be either reduced or damped to ensure continuous system operation.
Three different strategies, i.e., telecommunication based, offshore frequency
modulation, and DC damping resistor are investigated.

17.1 Large Offshore Wind Farm Integration
Using HVDC

Large offshore wind farms have attracted a lot of attention in the last few years and
the European wind energy association estimates that 120 GW of offshore wind
power will be installed in the next two decades, amounting to 10% of the installed
generation capacity. The integration of such large offshore wind farms to the grid
over distances of tens, and sometimes hundreds, of kilometers is one of the main
challenges facing developers and system operators [1, 2]. It has been well accepted
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that HVDC transmission technology will become attractive and likely to be the
only feasible option for connecting large remote offshore wind farms [3–5].

HVDC technologies based on both the line commutated converter (LCC) [4–8]
and the voltage source converter (VSC) [4, 9–12] have been proposed for wind
farm integration. It has been identified that VSC scheme is superior to LCC
systems in terms of independent reactive power control, no need for external
voltage source, less harmonic pollution, and fast system control. Apart from the
common point-to-point system,a multi-terminal VSC-based HVDC system which
contains an offshore DC grid has also been proposed for connecting large wind
farms [13–16].

Similar to ac connection, offshore wind farms connected using HVDC system
are also required to meet the grid code requirement at the onshore ac connection
point. Among the grid code requirements, fault ride-through (FRT) is one of the
main challenges when HVDC connection is used. The key issue is how to balance
the generated and transmitted power immediately after grid fault while main-
taining the offshore ac network considering the fact that the wind farms and the
faulty ac system are decoupled by the DC connectors.

17.2 System Outline and Operation Principles

Figure 17.1 shows the single-line diagram of a point-to-point VSC-based HVDC
system for integrating offshore wind farms. The wind farm considered in this
example is rated at 500 MW and consists of wind turbines with a power
electronics converter interface. The HVDC system contains a wind farm VSC
substation (WFVSC), a grid side VSC substation (GSVSC), and a pair of dc XLPE
cables. The high frequency filter (HFF) shown in Fig. 17.1 might not be required if
the converters generate near-sinusoidal ac waveforms due to the use of a multi-
level converter structure. Based on the point-to-point system shown in Fig. 17.1, a
multi-terminal HVDC system can be envisaged. Figure 17.2 shows a ‘‘typical’’
four-terminal system which contains an offshore DC grid and connects two
500 MW offshore wind farms to two ac networks. For the following studies,the
two-terminal system shown in Fig. 17.1 will be used as the bench mark but the
adopted methodology can also be applied to multi-terminal systems.

+/-150 kV 
1.67 kA Grid side VSC 

substation

HFF

Two DC XLPE 
Cables

500 MW Offshore 
Wind Farm

400 kV

PCC

(Optional)

Wind farm VSC 
substation

HFF

150 kV

(Optional)

500 MW

offshore onshore

Fig. 17.1 Single-line diagram of wind farm integration using VSC-based HVDC transmission
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The wind turbines in each offshore wind farm are considered to be connected
together using a local ac network. The WFVSC collects energy from the offshore
wind farm and then converts ac into dc. The WFVSC also controls the ac voltage
and frequency of the wind farm ac network. The power transmitted through the dc
cables is then converted back into ac via the GSVSC. The GSVSC can also
provide network support, e.g., reactive power / ac voltage control, power oscil-
lation damping etc., to the onshore ac network [17].

Under normal operation, the dc voltage of the HVDC system must be main-
tained at a set value with limited variation range. Abnormal dc link voltage can
cause the system to trip and disrupt its operation. Furthermore, a constant dc
voltage indicates balanced active power flow between the wind farm input
(WFVSC) and the grid output (GSVSC). To achieve this balance, the GSVSC is
controlled as the dc voltage regulator ensuring that the generated wind energy is
fully transmitted to the onshore grid network.

17.2.1 GSVSC Modeling and Control

For the GSVSC, Fig. 17.3a, b show its equivalent ac and dc circuits respectively
where Vs and Vc refer to the source and converter generated voltages. L and R are
the inductance and equivalent resistance of the AC coupling inductor, and Is is the
converter ac output current. C is the capacitance of the main dc capacitor and Vdc

is the dc link voltage. Referring to Fig. 17.3a, in the synchronous d-q reference
frame rotating at the supply frequency of xs where the d-axis is fixed to the source
voltage Vs and usually obtained by a phase-locked loop, the system on the ac side
can be expressed as:

d

dt
isd

isq

� �
¼ A½ � isd

isq

� �
þ 1

L
�vsd þ vcd

�vsq þ vcq

� �
ð17:1Þ
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Fig. 17.2 Single-line diagram of wind farm integration using a four-terminal HVDC system
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where A½ � ¼ �R=L xs

�xs �R=L

� �
.

Using the power balancing equation, the dc side system as shown in Fig. 17.3b
is expressed as:

Pac ¼
3
2

vcd � isd þ vcq � isq

� �
; Pdc ¼ Idc � Vdc ð17:2aÞ

Idc � Vdc ¼
3
2

vcd � isd þ vcq � isq

� �
þ C

dVdc

dt
� Vdc ð17:2bÞ

Under Pulse Width Modulation (PWM) control, the amplitude of the converter
output fundamental voltage is controlled by the modulation index as

Vc ¼ M � Vdc=2 ð17:3Þ

Assuming an ideal converter model, the ac and dc side systems showing in
(17.1) and (17.2a, 17.2b) can be expressed as:

d

dt

isd

isq

� �
¼ A½ �

isd

isq

� �
� 1

L

vsd

vsq

� �
þ Vdc

2L

Md

Mq

� �

dVdc

dt
¼ 1

C
� Idc �

3
4C

Md � isd þMq � isq

� � ð17:4Þ

where the d- and q-axis modulation indices are defined as
Md ¼ 2 � vcd=Vdc and Mq ¼ 2 � vcq

�
Vdc .

Thus the main requirement of the GSVSC controller is to control isd, isq and
Vdc [18]. Figure 17.4 shows the block diagram of a typical control system for
GSVSC. As shown, an outer dc/ac voltage loop and an inner current loop are used
where VG refers to the grid ac voltage.

17.2.2 WFVSC Modeling and Control

The WFVSC can be modeled in a similar way as for the GSVSC [16]. By con-
sidering the wind farm as a controlled current source, Fig. 17.5a, b show the
schematic diagram and the ac equivalent circuit of the WFVSC in the d-q

Fig. 17.3 Equivalent circuit of the GSVSC. a AC. b DC
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synchronous reference frame. Vw is the wind farm ac voltage. Ic and Iw are the
converter output and total input currents respectively whereas If is the current
flowing into the filter. At the fundamental frequency, the high frequency ac filter is
dominated by its capacitance. Thus it is represented by a simple capacitor Cf as
shown in Fig. 17.5.

As there is no synchronous generator in the offshore wind farm network, the
frequency and phase of the ac voltage are determined solely by the control of the
WFVSC, and therefore can be set directly by the controller. Based on Fig. 17.5b,
the system on the ac side can be expressed in the synchronous d-q reference
frame as: [16]

Vc ¼ RIc þ L
dIc

dt
þ jxsLIc þ Vw

If ¼ Ic þ Iw � jxsCf Vw ¼ Cf
dVw

dt

ð17:5Þ

Separating (17.5) into d-q components yields:

d

dt

icd

icq

� �
¼
�R=L xs

�xs R=L

� �
icd

icq

� �
� 1

L

vwd

vwq

� �
þ Vdc

2L

Mcd

Mcq

� �

d

dt

vwd

vwq

� �
¼

0 xs

�xs 0

� �
vwd

vwq

� �
þ 1

Cf

icd þ iwd

icq þ iwq

� � ð17:6Þ

where Mcd ¼ 2 � vcd=Vdc and Mcq ¼ 2 � vcq

�
Vdc.
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Fig. 17.4 Block diagram for GSVSC controller
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Fig. 17.5 Equivalent circuit of the WFVSC. a Schematic diagram. b ac equivalent circuit
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WFVSC operation requires icd and icq to follow varying reference points. In
addition, the wind farm side ac voltages vwd and vwq need to be controlled to the set
points. Similar to the GSVSC, the WFVSC system control involves two control
loops, i.e., an outer ac voltage loop and an inner current loop as Fig. 17.6 shows.
As shown, vwd

* refers to the reference ac voltage for the wind farm ac network.
An alternative control method for the WFVSC is for it to resemble an infinite

voltage source with constant frequency, voltage amplitude, and phase angle. Thus,
as in the case when a wind farm is connected to an infinite ac system, the power
generated by the wind farm is automatically absorbed by the source resembled by
the WFVSC and then transmitted to the dc side. The control system for the
WFVSC does not need to identify whether the power is active or reactive and no
extra frequency or active power control loops are required [4]. The schematic
diagram of such a control strategy for the WFVSC is shown in Fig. 17.7 where it is
controlled and operated as a voltage source with constant ac frequency (f) and
phase angle (h). The only feedback control loop used is the ac voltage control via
the modulation index Mc of the converter. This is similar to a synchronous gen-
erator but with improved frequency control capability as the output ac frequency is
set directly by the output of the WFVSC.

17.3 System Fault Ride-Through During Onshore AC Fault

To ensure FRT of the HVDC system during close fault on the onshore ac network,
the following two requirements must be met:

1. Generated and transmitted/consumed active power must be balanced during
fault. During an onshore ac fault, active power transmitted by the GSVSC to the
grid may be significantly reduced due to the reduced ac voltage. Consequently,
the total generated wind power could exceed the maximum power being
transmitted to the onshore network. This could result in dc over-voltage and
necessiate the shutdown of the whole system. It is thus important that either the
wind farm generated active power is being reduced or active power is being
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Mcd,q
PWMicd , icq

control
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+

+

-
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+
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-
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vwq

vwq
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dq
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Fig. 17.6 Schematic diagram of the control system for the WFVSC
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damped (consumed) in a separate device such that the dc voltage of the HVDC
system can be maintained.

2. Offshore AC systems need to be maintained with limited frequency and voltage
variations such that when onshore fault is cleared, the system can go back to
normal operation quickly.

Under normal operation, the mean value of the dc voltage is well controlled by
the GSVSC and the variation range is limited. During grid fault, the dc voltage
could exceed its normal variation range and thus abnormal dc voltage can be used
as an indication of fault condition on the grid side.

17.3.1 GSVSC

During onshore ac fault, the GSVSC is no longer able to control the dc voltage due
to the reduction of its terminal ac voltage. Its dc voltage controller will push it into
current limit operation automatically. However, in order to avoid the unnecessary
interaction between GSVSC’s dc voltage controller and WFVSC’s control system,
the GSVSC’s dc voltage controller is bypassed and is switched to current limit
operation upon the detection of abnormal dc voltage. The schematic diagram
shown in Fig. 17.8a illustrates this approach.

After fault clearance, the onshore ac voltage recovers quickly. Consequently,
the active power output from the GSVSC to the grid increases rapidly as the
controller is unlikely to change the converter current under such fast transient. This
could result in a rapid reduction of the dc voltage, and its value could drop to a
very low level if both the converter current and the increase in ac voltage were
high. In order to limit the impact of the rapid increase in ac voltage and active
power on system control and operation during recovery, a voltage dependent
current limit is employed as schematically shown in Fig. 17.8b [12]. As shown, the
lower the fault ac voltage is which indicates a possible larger step change in ac
voltage during recovery, the lower the current limit is set. Thus the increase of
active power output and the resulted converter dc voltage drop can be limited
during recovery.

WFVSC
Modulation
waveform
generation

PWM
f

θθ

PI
VW

*

*=

VW

M

fW
*=const

W const

+

-

Fig. 17.7 Simplified control blocks for WFVSC controlled as an infinite source

17 Fault Ride Through of HVDC Connected Large Offshore Wind Farms 421



17.3.2 WFVSC

Since the GSVSC is now operated at current limit mode, the WFVSC must
regulate the dc voltage. In order to maintain the dc voltage, the active power
generated by the wind farm must match the total transmitted/consumed power
by the system. In the following studies, the WFVSC is assumed to be con-
trolled as an infinite voltage source shown in Fig. 17.7. A number of options
exist: [19].

Option 1: Fast telecommunication between the WFVSC and individual wind
turbine. Once dc over-voltage is detected, signals are sent to each wind turbine
using telecommunications such that the active power output from the wind
turbines are reduced immediately. The main issue for this option in practical
systems is that small signal delay could result in excessive dc over-voltage.

Option 2: Offshore wind farm network frequency modulation. In this approach,
the offshore ac system frequency is increased using the WFVSC during fault, and
the active power from the wind turbines is automatically reduced upon the
detection of abnormal ac frequency. While this approach does not require extra
hardware, its reliability would be one of the main concerns. In addition, the wind
turbines must be specially designed to respond to fast frequency variation.

Option 3: DC damping resistor on the GSVSC substation. A damping resistor is
placed on the dc side of the GSVSC and is switched in to consume the surplus
power upon the detection of dc over-voltage. Thus the wind farm and WFVSC can
operate as normal with no disruption. The scheme is very reliable and there is no
need for wind turbines to adopt special designs. However, this method incurs extra
hardware cost as the damping resistor and switch have to be rated properly.
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Fig. 17.8 a GSVSC control switch during grid fault, b Voltage dependent current limit
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17.3.2.1 Option 1: Communication based

The schematic diagram of the control process under Option 1 is shown in
Fig. 17.9. As shown, when the dc over-voltage reaches a certain threshold, the
control flag SW is set to 1 and the WFVSC is switched from infinite voltage source
to dc voltage control by regulating its phase angle in order to reduce the power
import from the wind farm. The dc voltage reference during fault Vdcf

* can be set
slightly above its nominal value (say +3%). At the same time a reduced power
order signal is sent to individual wind turbine using fast telecommunication, to
temporarily over-ride the nominal power order. The wind farm power output is
reduced in accordance with the new power order and consequently the dc voltage
of the VSC-HVDC system is regulated. The ac frequency/voltage of the wind farm
network stays at its nominal value. When the fault is cleared the onshore ac
voltage recovers rapidly. Consequently, the power output from the GSVSC to the
grid is also significantly increased and this causes the dc voltage to drop. The
voltage drop is detected by both converters and the GSVSC and WFVSC return to
dc voltage control and infinite voltage source modes, respectively. The imposed
wind farm power limit is also removed. The wind generator will speed up during
the fault due to the reduced electric power output. However, this is unlikely to be a
major concern due to the variable speed wind turbine operation.

17.3.2.2 Option2: offshore frequency modulation

Instead of using telecommunication, Option 2 uses the offshore ac network for
transmitting the requirement for power reduction between the WFVSC and

Nominal power order

WFVSC

VW
*

VW

VW ac control
M*

PWM

+ -

Vdc
*

+

Vdc
-

Δ
Δ

Vdc
0

1

Vdc

SW
Yes

No

Vdcf
*

Vdc fW
*

+ -

Infinite voltage source
fW

* = =const, W const

fW
*

W

θ

θθ

W

fW
* = const

Vdcf
*

Vdc

Vdc droop Tele-com
PW

*

PW
*

PW
*

SW = 0?

Yes

No

SW = 0?

+

-

Angle
modulation
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individual wind turbine. AC frequency, rate of ac frequency change, rate of ac
voltage change, etc., can all be used as the indication of fault. However, the study
here only utilizes the ac frequency.

Figure 17.10a shows the control diagram for the WFVSC. As can be seen, once
abnormal dc voltage is detected, the controller is switched from infinite voltage
source to frequency modulation. Thus the frequency reference for the WFVSC
output is increased according to the pre-set droop characteristic. Again, an extra dc
voltage control loop regulating the phase angle of the WFVSC output is also
employed. As usual, the ac voltage Vw is controlled through the modulation index.
Once the fault is cleared and the dc voltage back to its nominal value, the WFVSC
is switched back to infinite voltage source mode with constant frequency and phase
angle.

As ac frequency plays no direct part in active and reactive power in wind
turbines with power electronics interface, it is essential that an extra outer
frequency loop is added to the nominal power controller at each turbine as
Fig. 17.10b shows. As seen, upon detecting abnormal frequency at each turbine,
the nominal wind turbine active power order, e.g. from maximum power point
tracking curve, is replaced immediately by the output from the frequency droop
controller. Thus the wind farm output active power is reduced immediately.
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17.3.2.3 DC Damping Resistor

The principle of this method is to dissipate excessive energy in the system into dc
resistors during onshore ac fault. The dc resistor can be connected to the dc
terminals of the GSVSC via a controllable power device such as an IGBT valve. If
the dc damping resistor is rated at the full system rating, the power output from the
wind farm through WFVSC will not be affected and their normal operation
undisrupted even during a close ac fault to the GSVSC terminal. A simple hys-
teresis control can be used to control the power switch as schematically shown in
Fig. 17.11. As seen, by repeatedly switching the dc damping resistor in and out
during the ac fault period, the dc voltage can be maintained within the control band
of Vdc_h. The method requires no coordination between the WFVSC and individual
wind turbines and provides a reliable and secure way of operation. The drawback
for this method is the extra cost of the dc damping resistor and switching devices
which all have to be rated at the full system rating.

17.4 Case Studies

Simulation studies of the HVDC system for integrating a 500 MW wind farm
based on doubly fed induction generators have been performed. The system
comprises a 500 MW wind farm and a 500 MW/300 kV HVDC system based on
conventional 2-level converter switched at 2 kHz. The main dc capacitor on each
side is 100 lF and the length of the dc cables is 100 km. The GSVSC is connected
to an ac source with a short circuit ratio of five. One HFF rated at 75 MVar is used
at each end and is connected permanently to the respective networks as shown in
Fig. 17.1. The wind farm is simulated as one lumped 500 MW wind generator
model with an inertia constant of 3 s. During the simulation, a 100 ms solid
3-phase to ground fault is applied to the primary side of the GSVSC coupling
transformer at 0.5 s.

17.4.1 Option 1

Figure 17.12 shows the simulated results with Option 1 during the 100 ms ac fault.
Prior to the fault, the system operates around its full capacity of 500 MW. Upon
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the ac fault, the rapid reduction of the power export by the GSVSC causes the dc
voltage to rise quickly, as can be seen from Fig. 17.12d, e, j. When the dc over-
voltage reaches 8%, the WFVSC switches to dc voltage control and generates the
active power order for the wind farm which is transmitted to the turbines using
telecommunication. Only a very small telecom delay of 0.5 ms is used in the
simulation. As can be seen in Fig. 17.12h, k, the wind farm output active power is
reduced and so is the dc voltage. During the fault, the GSVSC operates in current
limit mode. The maximum dc over-voltages for this study are around 27% and
22% for the GSVSC and WFVSC, respectively. Due to the reduced electric power
output during the fault the wind turbine speeds up as shown in Fig. 17.12d.

When the fault is cleared at 0.6 s, the dc voltage drops and the WFVSC and the
GSVSC switch back to infinite ac voltage source mode and dc voltage control
mode respectively. A 20% over-load capability is assumed for the whole system.
As can be seen, the accumulated energy in the turbine during the fault period is
transferred back to the grid and the system eventually back to normal operation.

As can be seen, FRT is achieved although considerable dc over-voltage is
observed. System operation with larger communication delay was found to be
more problematic.

Fig. 17.12 Simulation results with grid side ac fault with Option 1: a Grid ac voltage, b Wind
turbine speed c Converter dc current, d GSVSC dc voltage e GSVSC active power output,
f GSVSC phase current g Wind farm ac voltage h Wind farm power reference i Wind farm ac

frequency j WFVSC dc voltage k Active power from the wind farm l WFVSC phase current
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17.4.2 Option 2

Under the same operating condition, Fig. 17.13 shows the system response with
Option 2. Again, the ac fault caused the dc voltages on both converters to increase
quickly and exceed the upper threshold of 1.08 pu. The control mode for the
GSVSC was then switched to current limit. Meanwhile, the WFVSC was switched
to frequency modulation and dc voltage control mode. The wind farm ac frequency
started to rise due to the control action by the WFVSC as can be seen in
Fig. 17.13h, i. The abnormal ac frequency was detected by the wind turbines and
once the threshold of 1.03 pu is exceeded, their output active power is reduced.
Consequently, the dc over-voltage is reduced. The maximum dc over-voltages for
this study are about 32% and 23% for the GSVSC and WFVSC respectively. The
maximum ac frequency increase on the wind farm is about 16%.

When the fault is cleared, the dc voltage on both converters drops and causes
the GSVSC and the WFVSC to switch back to dc voltage control and infinite
voltage source mode respectively. The wind farm ac frequency also returns to its

Fig. 17.13 Simulation results with grid side ac fault with Option 2 a Grid ac voltage, b Wind
turbine speed, c Converter dc current, d GSVSC dc voltage, e GSVSC active power output,
f GSVSC phase current, g Wind farm ac voltage, h Wind farm ac frequency reference, i Wind

farm ac frequency, j WFVSC dc voltage, k Active power from the wind farm, l WFVSC phase
current
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nominal value. Again, FRT is achieved with this method although higher dc over-
voltage is noticed.

17.4.3 Option 3

In this case, a dc damping resistor of 180 X was connected to the GSVSC’s dc
terminal via a controllable switch such that the full 500 MW could be consumed
by the dc resistor under the most critical condition. The dc voltage was fed through
a low pass filter with a time constant of 0.0015 s before feeding to the hysteresis
controller with the band being set at 1.05 pu and 1.04 pu respectively. As can be
seen in Fig. 17.14d, h, j, when ac fault occurs, the energy generated by the wind
farm is consumed by the dc damping resistor and the dc over-voltage is limited.
The WFVSC and the turbines operate unaffected with little voltage and frequency
variation for the offshore ac network. As the turbines continue to generate power,
their speeds do not increase as previously seen with Options 1 and 2.

Fig. 17.14 Simulation results with grid side ac fault with Option 3: a Grid ac voltage, b Wind
turbine speed, c Converter dc current, d GSVSC dc voltage, e GSVSC active power, f GSVSC
phase current, g Wind farm ac voltage, h dc damping resistor current, i Wind farm ac frequency,
j WFVSC dc voltage, k Active power from the wind farm, l WFVSC phase current
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Once the fault is cleared, the dc voltage drops and the dc damping resistor
automatically comes out of operation. The system can return to normal operation
very quickly and the transition is very smooth and satisfactory.

Although the case studies for the four-terminal HVDC system shown in
Fig. 17.2 have not been provided, the system model and control strategies
described in this chapter can be directly applied to a multi-terminal HVDC system.
The detailed models and case study results of a multi-terminal system can be found
in [16] and [17].

17.5 Conclusions

Fault ride-through of VSC-based HVDC systems used for connecting large off-
shore wind farms is one of the main grid code requirements and technical chal-
lenges. To ensure safe operation of the HVDC system, the total generated and
transmitted/consumed power must be balanced under all conditions. Three
different strategies, i.e., telecommunication based, offshore frequency modulation,
and dc damping resistor, for ensuring satisfactory fault ride-through are investi-
gated. The dc damping resistor option is the simplest and most reliable among the
three methods. It requires no coordination between the VSC converters and the
wind turbines, and also results in least disturbance to the offshore network.

References

1. Eriksson E, Halvarsson P, Wensky D, Hausler M (2003) System approach on designing an
offshore windpower grid connection. In: Proceedings of the fourth international workshop on
large-scale integration of wind power and transmission networks for offshore wind farms,
Sweden

2. Bolik SM (2003) Grid requirements challenges for wind turbines. In: Proceedings of the
fourth international workshop on large-scale integration of wind power and transmission net
works for offshore wind farms, Sweden

3. Ackermann T (2002) Transmission systems for offshore wind farms. IEEE Power Eng Rev
22(12):23–27

4. Xu L, Andersen BR (2006) Grid connection of large offshore wind farms using HVDC. Wind
Energy 9(4):371–382

5. Kirby N, Xu L, Lucket M, Siepmann M (2002) HVDC Transmission for large offshore
windfarms. IEEE Power Eng J 16:135–141

6. Xiang D, Ran L, Bumby JR, Tavner P, Yang S (2006) Coordinated control of an HVDC link
and doubly fed induction generators in a large offshore wind farm. IEEE Trans Power Deliv
21(1):463–471

7. Bozhko S, Blasco-Gimenez R, Li R, Clare J, Asher G (2007) Control of offshore DFIG-based
wind farm grid with line-commutated HVDC connection. IEEE Trans Energy Convers
22(1):71–78

8. Foster S, Xu L, Fox B (2008) Control of an LCC HVDC system for connecting large offshore
wind farms with special consideration of grid fault. In: Proceedings of the IEEE PES general
meeting, Pittsburgh, USA

17 Fault Ride Through of HVDC Connected Large Offshore Wind Farms 429



9. Sobrink KH, Sorensen PL, Christensen P, Sandersen N, Eriksson K, Holmberg P (1999) Dc
feeder for connection of a wind farm. In: Proceedings of Cigre symposium, Malaysia

10. Skytt AK, Holmberg P, Juhlin LE (2001) HVDC Light for connection of wind farms. In:
Proceedings of the second international workshop on transmission networks for offshore wind
farms, Sweden

11. Koutiva XI, Vrionis TD, Vovos NA, Giannakopoulos GB (2006) Optimal integration of an
offshore wind farm to a weak grid. IEEE Trans Power Deliv 21(2):987–994

12. Xu L, Yao L, Sasse C (2007) Grid integration of Large DFIG based wind farms using VSC
transmission. IEEE Trans Power Syst 22(3):976–984

13. Lu W, Ooi BT (2003) Optimal acquisition and aggregation of offshore wind power by
multiterminal voltage-source HVDC. IEEE Trans Power Deliv 18(1):201–206

14. Jiao L, Joos G, Abbey C, Zhou F, Ooi BT (2004) Multi-terminal dc (MTDC) systems for
wind farms powered by doubly-fed induction generators (DFIGs). In: Proceedings of the
IEEE power electronics specialist conference, Aachen, Germany

15. Lu W, Ooi BT (2002) Multiterminal LVDC system for optimal acquisition of power in wind-
farm using induction generators. IEEE Trans Power Electron 17(4):558–563

16. Xu L, Yao L, Bazargan M, Williams BW (2008) Control and operation of multi-terminal dc
systems for integrating large offshore wind farms. In: Proceedings of the seventh
international workshop on large-scale integration of wind power and transmission
networks for offshore wind farms, Spain

17. Xu L, Wang Y, Yao L, Rasolonjanahary JL (2009) Multi-terminal HVDC system for large
offshore wind farm integration and transmission network support. In: Proceedings of the
eighth international workshop on large-scale integration of wind power and transmission
networks for offshore wind farms, Germany

18. Xu L, Andersen BR, Cartwright P (2005) VSC Transmission system operating under
unbalanced network conditions—analysis and control design. IEEE Trans Power Deliv
20(1):427–434

19. Xu L, Yao L, Bazargan M (2009) Fault ride through of large offshore wind farms using
HVDC transmission. In: Proceedings of power tech conference, Romania

430 L. Xu and L. Yao



Chapter 18
Connection of Off-Shore Wind Farms
Using Diode Based HVDC Links

R. Blasco-Gimenez, S. Añó-Villalba, J. Rodríguez-D0Derlée,
S. Bernal-Perez and F. Morant

Abstract The development of off-shore wind farms located at a large distance
from the coastline imposes a series of technical challenges. At distances larger
than 50–70 km and installed powers larger than 500 MW, the use of HVDC links
based on line commutated converters (LCC-HVDC) is the most advantageous
solution for the connection to the on-shore transmission grid. At the same time, the
market share of wind turbines with fully rated converters is increasing. Currently,
manufacturers are offering either direct-drive, single-stage or double-stage gearbox
multi-megawatt wind turbines for off-shore applications. The additional fault-ride
through and control capabilities of wind turbines with fully rated converters can be
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exploited to control off-shore ac-grid voltage and frequency. Moreover, the wind
turbine front-end converters can also be used to control the power transmited
through the HVDC link. At this stage, the use of a controlled rectifier is no longer
needed, and a diode-based rectifier can be used at the off-shore side of the HVDC
link. This chapter shows how an adequate control system on each wind turbine can
be used to enable the diode-based HVDC rectifier to be operated in voltage or
current control mode, in a similar way as standard HVDC links. Moreover, the
proposed control strategy includes adequate protection and fault ride-through
capability against most common grid disturbances.

18.1 Introduction

Most of the currently installed wind generation capacity is based on Doubly Fed
Induction Generator (DFIG) based wind turbines, as they allow the use of fractional
power converters. However, there is a strong trend on the development and instal-
lation of wind turbines based on fully rated converters. Table 18.1 shows a list of
major manufacturers currently offering wind turbines with fully rated converters.

The main reasons for this trend are more stringent grid codes, together with
falling power electronic prices, with additional technological advantages such as
weight reduction when using Permanent Magnet Synchronous Generators
(PMSG), reduced stage gearboxes or direct connection to the rotor.

The use of full power inverters allows for much greater control flexibility. For
example, this kind of wind turbines can be controlled as traditional power plants, in order
to provide grid support capability, while exhibiting a much faster speed of response.

These additional control capabilities are specially relevant for HVDC-connected
off-shore wind farms, where an integrated control of wind turbines and HVDC
converter can lead to substantial installation, operation and maintenance savings.

This chapter introduces an integrated control strategy for a large off-shore wind
farm and its corresponding HVDC rectifier which allows the substitution of the
traditional thyristor based rectifier for a more reliable and inexpensive diode based
rectifier.

18.1.1 HVDC Connection of Large Off-Shore Wind Farms

When large off-shore wind farms are installed further than 50–70 km from the
coastline, the most economical solution for the connection of such wind farms is
the use of HVDC links [12, 15]. The technical alternatives for such HVDC
connection consist on the use of Voltage Source Converters (VSC) [23] or Line
Commutated Converters (LCC). VSC-HVDC rectifiers exhibit desirable charac-
teristics for off-shore applications, such as the use of smaller filters and the
capability of operation without a relatively strong ac-grid. Therefore, there is
no need for additional equipment to provide a strong off-shore ac-grid voltage
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regulation. These two characteristics allow for significant reductions in weight and
volume, which are extremely important for off-shore applications.

However, VSC-HVDC converters exhibit higher losses than their LCC-HVDC
counterparts. Moreover, the voltage and power ratings of LCC-HVDC links are
still higher than those achievable with VSC-HVDC links.

On the other hand LCC-HVDC rectifiers require a relatively strong off-shore
ac-grid voltage, relatively large filters and transformers with tap-changers for
optimal rectifier operation. All these elements add to the weight of the off-shore
rectifier station. Nevertheless, the smaller converter losses and higher operating
voltages and power ratings still suggest that LCC-HVDC links have some eco-
nomic advantage over SVC-HVDC links [15].

18.1.2 Diode-Based HVDC Links

Several researchers have proposed the use of diode-based HVDC rectifiers for
links with unidirectional power flow [3, 10, 17]. The reported advantages over
thyristor-based HVDC rectifiers being smaller conduction losses, smaller instal-
lation cost and higher reliability. To overcome the lack of control of diode-based
rectifiers, generator excitation regulation was proposed in order to control the
rectifier side HVDC voltage. The power transmitted by the HVDC link being
regulated by on-shore inverter current control. This mode of operation leads to
lower efficiency and higher chance of commutation failure.

The short circuit current of a diode rectifier HVDC link during faults is only
limited by the transient inductance of the generator. Generators can be designed
with an adequate transient inductance, however, relatively long recovery times
(around 1.5 s) have been reported [17].

The aforementioned drawbacks have been the important deterrents to the use of
diode rectifier HVDC links. Moreover, in submarine lines linking two relatively
large networks, there is need for bidirectional power flow and large cable cost
offset possible savings obtained from the use of diode rectifiers.

However, installation and maintenance costs of off-shore installations are much
higher than their on-shore counterparts. Therefore, reduction in equipment weight and
maintenance requirements have a large impact on overall HVDC rectifier station costs.

Table 18.1 Major manufacturers offering full-rated converter wind turbines

Manufacturer Turbine
model

Rated power
(MW)

Rotor diameter
(m)

Generator type Drive-
train

Enercon E126 7.5 127 Separately excited
SG

direct-
drive

Gamesa G128-4.5 4.5 128 PMSG 2-stage
GE wind 4.0-110 4.0 110 PMSG direct-

drive
Siemens SWT-3.6 3.6 107 Squirel cage 3-stage
Vestas V112-3 3.0 112 PMSG 4-stage
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18.1.3 Proposed Solution

As previously mentioned, the use of wind turbines with fully rated, paralleled
converters [6, 7] offers the possibility of tight control of the off-shore ac-grid
voltage and frequency. Several alternatives for the control of inverter-based
islanded grids have been proposed for distributed generation and microgrids
[1, 8, 11, 14, 19, 21] , generally using standard P=f ;Q=V droop control.

In the present work, the characteristics of the off-shore ac-grid are known to a
great extent. Therefore, from the analysis of the network dynamics, a P=V;Q=f
control strategy has been developed, similar to that in [21], leading to a relatively
straight forward decoupling of P and Q sharing from grid dynamics and from
frequency and voltage regulation.

The present work is an extension of that in [2] and will introduce an integrated
control strategy for the distributed regulation of both off-shore ac-grid voltage and
frequency in islanded and connected modes of operation. The proposed control
strategy allows the joint off-shore wind farm and HVDC diode rectifier to operate
either in voltage control mode or in current control mode, in a similar way as
standard fully controlled LCC-HVDC links. Moreover, a new protection strategy is
introduced so the behaviour of the overall system is comparable to that of fully
controlled rectifiers in the event of on-shore faults.

18.2 Overall System Description and Modeling

18.2.1 General Overview

Figure 18.1 shows the diagram of the proposed off-shore wind farm, consisting of
a number of SG-based wind turbines with fully rated converters, with their
corresponding medium voltage transformers TW which connect them to the vari-
able voltage off-shore ac-grid. The 12-pulse HVDC diode-based rectifier station is
connected to the off-shore ac-grid by means of the transformer without a tap
changer ðTRÞ: Harmonic filtering and reactive power compensation for the diode
rectifier and transformer is carried out by the capacitor and filter bank ðCF ; ZFÞ:
The on-shore inverter is a standard 12-pulse thyristor-based converter.

The specific details of the different components are covered below.

18.2.2 Wind turbine

Each aggregated wind turbine i ði ¼ 1; . . .; nÞ corresponds to a direct-drive per-
manent magnet synchronous generator with mechanical and electrical parameters
extrapolated from [20].
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18.2.2.1 Wind Turbine Rotor

The wind turbine rotor converts the kinetic wind power into mechanical-rotational
power. The relationship between wind speed ðVwind;iÞ and the mechanical wind
turbine rotor output power ðPmiÞ is:

Pmi ¼
1
2
qAiV

3
wind; iCPi ð18:1Þ

where q is the air density, Ai is the area covered by the wind turbine rotor of radius
R and CPi is the power coefficient that depends on the wind rotor design. For the
present dynamic studies, the following expression of CPi is used:

CPi ¼ 0:5176
116
k0i
� 0:4bi � 5

� �
e
�21
k0i þ 0:0068ki ð18:2Þ

Fig. 18.1 SG-Based off-shore wind farm with HVDC connection
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where:

1
k0i
¼ 1

ki þ 0:08bi
� 0:035

b3
i þ 1

ð18:3Þ

and ki is the tip-speed ratio defined by:

ki ¼
xTiR

Vwind;i
ð18:4Þ

where xTi is the wind turbine rotor angular speed. This is a modified version of the
general equation proposed for CP in [9]. The wind turbine rotor radius R is 60 m
and the rated power is 5 MW. The torque is obtained as follows:

TTi ¼
Pmi

xTi
ð18:5Þ

18.2.2.2 Mechanical Drive Train

The mechanical dynamics of the drive train is described by the following two-mass
representation:

TTi � DTi
dhTi

dt
� ki hTi � hrið Þ ¼ JTi

d2hTi

dt2
ð18:6Þ

TGi � DGi
dhri

dt
þ ki hTi � hrið Þ ¼ JGi

d2hri

dt2
ð18:7Þ

where the subscripts T and G stand for wind turbine rotor and generator rotor,
respectively. J is the moment of inertia, D is the damping constant and k is the
shaft stiffness. T is the torque and h is the mass angle. The angular speeds are:

xTi ¼
dhTi

dt
ð18:8Þ

xri ¼
dhri

dt
ð18:9Þ

Table 18.2 shows the values of the mechanical parameters used for the wind
turbine model.

18.2.2.3 Permanent Magnet Synchronous Generator

A permanent magnet synchronous generator is used to convert the mechanical-
rotational power into electrical power. The dynamics of the generator in a
synchronous-frame (d-q axis) rotating at xri can be written as:
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Vsdi ¼ RsIsdi þ Lsd
dIsdi

dt
� xrikGqi ð18:10Þ

Vsqi ¼ RsIsqi þ Lsq
dIsqi

dt
þ xrikGdi ð18:11Þ

where Rs is the stator resistance, and Lsd and Lsq are the d-q stator leakage
inductances, respectively. kGdi and kGdi are the flux linkages defined by the
following equations:

kGdi ¼ LsdiIsdi þ km ð18:12Þ

kGqi ¼ LsqiIsqi ð18:13Þ

where km is the flux linkage due to the rotor permanent magnets. The character-
istics of the 5 MVA generator are shown in Table 18.3. The following equation
gives the internal electromechanical torque of the generator:

TGi ¼ 3p kGdiIsqi � kGqiIsdi

� �
ð18:14Þ

where p is the number of generator pole pairs.

18.2.2.4 Back-to-Back Converter

The full-scale back-to-back converter extracts the energy from the generator and
delivers it to the off-shore ac-grid. The dc-link voltage ðEDCiÞ dynamics can be
expressed as:

Table 18.3 PMSG
characteristics

Generator parameters Value

Base L–L voltage (kV) 2
Rated frequency (Hz) 20
Rs (mohm) 13.6
Lsd (mH) 5.09
Lsq (mH) 6.37
km (Wb) 9.31
pole pairs p 80

Table 18.2 Mechanical
parameters

Parameter Value

Wind turbine inertia JT (kg.m2Þ 10� 106

Generator rotor inertia JG (kg.m2Þ 100� 103

Shaft stiffness k (N.m/rad) 1:6� 109

Wind turbine damping DT (N.m/rad/s) 20
Generator rotor damping DG (N.m/rad/s) 100
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IDC1i � IDC2i ¼ CDCi
dEDCi

dt
ð18:15Þ

The rated value of EDCi is 5.4 kV and the dc-link capacitance CDCi is set to store
115 kJ at rated voltage. Neglecting losses in the back-to-back converter, the
following power balance equations are obtained:

�3 VsdiIsdi þ VsqiIsqi

� �
¼ EDCiIDC1i ð18:16Þ

EDCiIDC2i ¼ 3 VWdiIFdi þ VWqiIFqi

� �
ð18:17Þ

If the front-end converter current IWi is scaled, the result is an aggregated wind
turbine; for example to obtain a 100 MW aggregated wind turbine the current is
multiplied by a factor 100

5 :

18.2.2.5 Transformer

The front-end converter voltage is stepped up by the wind turbine transformer TWi

which is modelled neglecting its shunt branches. The dynamics of this simplified
model in a synchronous-frame rotating at xF; can be written as:

VWdi ¼ RTWi IFdi þ LTWi

dIFdi

dt
� LTWi IFqixF þ VFd ð18:18Þ

VWqi ¼ RTWi IFqi þ LTWi

dIFqi

dt
þ LTWi IFdixF þ VFq ð18:19Þ

where RTWi and LTW i values are 0.005 and 0.06 pu, respectively.

18.2.3 Off-Shore Ac-Grid and Diode-Based HVDC Link

The off-shore ac-grid connects the wind turbines to the off-shore rectifier trans-
formers through submarine cables. The parameters of the cable have been
neglected as its serial and parallel impedances can be lumped into the wind
transformer ðTwÞ and the rectifier capacitor ðCFÞ.

The main components of the HVDC transmission system are shown in
Fig. 18.1. The system configuration and parameters (except when noted) are those
from the CIGRE benchmark model for HVDC system studies [22].

The off-shore rectifier is a 12-pulse diode bridge, and the on-shore inverter is a
12-pulse controlled line commutated thyristor bridge. The values of the off-shore
rectifier harmonic and reactive power compensation banks have been modified
with respect to the original CIGRE benchmark model (Table 18.4).

The filter has been retuned as the wind turbines offer better voltage regulation than
that obtained from the original Thevenin equivalent of the rectifier ac-grid. Therefore,
with wind farm voltage regulation, the full load off-shore ac-grid voltage is closer to
its base value, and the values of the filter components had to be redesigned.
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For the dynamic analysis, the base value for the off-shore ac-grid has been
assumed to be 345 kV. Clearly, this value is not realistic, as typically, the wind
turbines would be connected to a medium voltage grid (33–66 kV) and the wind farm
substation would rise that voltage to a level suitable for HVDC rectification and
transmission. Generally, a single transformer stage is not sufficient to rise the off-
shore ac-grid voltage (33–66 kV) to the high voltage required by the HVDC rectifier.
However, only two transformer stages have been assumed for the present dynamic
study. This simplification is valid for dynamic studies, provided that the additional
reactance and resistance introduced by the extra transformer are taken into account.

18.3 Integrated Wind Farm and HVDC Control

18.3.1 Overall Control Strategy

The use of an uncontrolled HVDC rectifier places important restrictions both on
the control of the HVDC link and of the off-shore ac-grid. Therefore, all the
different control tasks have to be performed by the wind turbine converters.

The wind turbine control system should be able to perform standard control
duties, such as wind turbine torque and speed control, converter dc-link voltage
ðEDCiÞ control and converter current control. Additionally, the wind turbines should
provide ac-grid voltage and frequency control, HVDC-link current limitation,
optimal wind power tracking and adequate fault protection. Wind turbine speed
control is based on standard pitch control, which will prevent turbine overspeeding.

The synchronous generator is controlled using standard vector control, with
synchronous frame PI current controllers. Usually, the front-end active current ðIFdiÞ
is used to control the dc-link voltage ðEDCiÞ; whereas the synchronous generator
torque current ðIsqiÞ is used for optimum power tracking. However, in our case, the
wind turbine converter dc-link voltage is controlled by changing the reference of the
synchronous generator torque current ðIsqiÞ [5]. This choice of control action allows
EDCi to be controlled without relying on the off-shore ac-grid, contributing deci-
sively to the individual wind turbine black-start capability. On the other hand, this

Table 18.4 Parameters of
the off-shore rectifier filter
bank

Component Original value New value

CFðlF) 3.342 2.856
Ca1ðlF) 6.685 5.714
Ca2ðlF) 74.28 63.49
Ra1ðXÞ 29.76 34.82
Ra2ðXÞ 261.87 306.4
La (mH) 136.4 159.6
CbðlF) 6.685 5.714
RbðXÞ 83.32 97.49
Lb (mH) 13.6 15.91
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control alternative leads to a somehow more complex plant, but allows both front-
end active and reactive currents to be used for off-shore ac-grid control.

In this way, when the wind farm is operating in islanding mode, the active and
reactive power delivered by each wind turbine can be used to control the voltage
and frequency of the off-shore ac-grid. Depending on the grid dynamics, standard
P=f and Q=V droop control can be used. In our case, the off-shore ac-grid
dynamics are well known and are dominated by the HVDC rectifier capacitor and
filter banks. Therefore, it has been found that a P/V and Q/f control is more suitable
in this particular case.

Once the HVDC link is conducting, the HVDC diode rectifier acts as a voltage clamp
on the off-shore ac-grid voltage. Therefore, the power reference of each wind turbine is
no longer used to control the ac-grid voltage, and instead is used to set an individual
wind turbine optimal power reference depending on the particular wind condition.

Current limit during on-shore or HVDC cable faults is also provided by the
individual wind turbines. A novel distributed protection algorithm is also intro-
duced, based on standard Voltage Dependant Current Order Limit (VDCOL). With
this kind of algorithm, the current limit of each wind turbine depends on the actual
off-shore ac-grid voltage, preventing damaging overcurrents.

The following sections offer a detailed description of the aforementioned
control strategy.

18.3.2 Wind Turbine Control

The proposed wind turbine control strategy consists of two main tasks. Namely a
speed control to prevent the wind turbine from overspeeding and a generator side
converter control to achieve back-to-back dc-link voltage ðEDCiÞ regulation.

18.3.2.1 Wind Turbine Speed Control

For high wind speeds the extracted wind power has to be limited via blade
pitching. Additionally, the wind turbine might not be able to deliver active power
to the grid (i.e. when the HVDC link is disconnected or during faults). A speed
controller is used to prevent overspeeding when the wind turbine cannot deliver all
the available wind power.

Considering the model of the mechanical drive train described in (18.6) and
(18.7), and only for control purposes, it is possible to simplify the analysis
assuming a rigid shaft, i.e. hTi ¼ hGi; thus the new model will be equivalent to
one-mass model and can be written as:

TTi þ TGi � ðDTi þ DGiÞ
dhTi

dt
¼ ðJTi þ JGiÞ

d2hTi

dt2
ð18:20Þ

Defining a decoupling input UTi ¼ TTi þ TGi , a moment of inertia J ¼ JTi þ JGi

and damping constant as Di ¼ DTi þ DGi; Eq. 18.20 turns to:
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J
dxTi

dt
þ DxTi ¼ UTi ð18:21Þ

Note TGi is set indirectly by the EDCi control strategy covered in Sect. 18.3.2.3 and
cannot be used for speed control. On the other hand, the wind turbine torque TTi can
be modified by means of pitch control. For operation at rated power and rated speed,
the linearised function relating the pitch angle reference to the torque reference has
been obtained from the wind turbine aerodynamic characteristics b�i ¼ f T�Gi

� �
.

Therefore, the individual wind turbine speed xTi can be controlled to follow
desired speed references with simple PI controllers, with the aforementioned
linearised expression acting as a nonlinear gain. The proposed xTi control loop is
depicted in Fig. 18.2.

Moreover, limits on the pitch angle range (0�30�) and its maximum rate of
change (14 deg/s) are included in the model. The rate of change limitation is
particularly relevant during grid faults because it will determine the wind turbine
maximum transient speed.

18.3.2.2 PMSG Current Control

Permanent magnet synchronous generator current control has been carried out by
defining:

Vsdi ¼ �xriLsqiIsqi þ udi ð18:22Þ

Vsqi ¼ xriLsdiIsdi þ xrikm þ uqi ð18:23Þ

Therefore, the dynamics defined by (18.10) and (18.11) become:

udi ¼ RsIsdi þ Lsdi
dIsdi

dt
ð18:24Þ

uqi ¼ RsIsqi þ Lsqi
dIsqi

dt
ð18:25Þ

Fig. 18.2 Wind turbine speed control
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The resulting first order systems are easily controlled by synchronous-frame PI
controllers (Fig. 18.3). The controller parameters are shown in Table 18.5.

The field current reference is set to zero ðI�sdi ¼ 0Þ: Therefore the electromag-
netic torque will be proportional to Isqi:

TGi ¼ 3pkmIsqi ð18:26Þ

18.3.2.3 Back-to-Back Converter DC-Link Voltage Control

From the power balance between AC and DC sides of the back-end converter
(18.16) and neglecting losses, we have:

�3 IsdiVsdi þ IsqiVsqi

� �
¼ EDCiIDC1i ð18:27Þ

Fig. 18.3 Wind turbine control system

Table 18.5 PMSG current
controller parameters

Parameter Value

KPd 0.8157
TId 1:594� 10�2 s
KPq 1.0362
TIq 1:255� 10�2 s
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Substituting IDC1i ¼ CDCi
d
dt EDCið Þ þ IDC2i; and assuming Isdi ¼ 0; we have:

d

dt
E2

DCi

� �
¼ � 1

CDCi
6IsqiVsqi þ 2IDC2iEDCi

� �
ð18:28Þ

Using simple decoupling techniques, the plant to be controlled becomes a simple
integrator and the PMSG torque current reference can be calculated as:

I�sqi ¼ �
CDCi

6Vsqi
ui �

IDC2iEDCi

3Vsqi
¼ � CDCi

6Vsqi
ui þ 2IDC2iEDCið Þ ð18:29Þ

where ui is the output of the E2
DCi PI controller. The generator torque current ref-

erence I�sqi is limited so the generator never operates in the motoring region. The EDCi

control loop is depicted in Fig. 18.3, and its parameters are shown in Table 18.6.
Figure 18.4 shows the performance of the speed and back-to-back converter

dc-link control against large load variations. Initially, the system is operated at
rated wind and power. At t ¼ 0:1 s, the load is suddenly disconnected. After
disconnection, the PMSG torque current Isq is rapidly reduced and the wind turbine
speed ðxTÞ steadily increases. At this point, pitch control will act to bring the
turbine back to rated speed. At t ¼ 5:1 s, rated power operation is restored, leading
to decreased turbine speed, as the pitch angle returns to zero. The maximum speed
excursion clearly depends on the maximum pitch angle rate. Note the generator
oscillations due to the direct-drive relatively low damping.

It is worth stressing that the wind turbine dc-link voltage EDCi remains within
acceptable limits in spite of the large load transients applied to the system.
Therefore, in the following sections, a constant dc-link value EDCi is assumed.

18.3.3 Wind Turbine Grid Integration

For control purposes, the wind farm is modelled as a total of five aggregated wind
turbines of different powers. The total power considered is 1 GW and each
aggregated model corresponds to a number of 5 MW synchronous generators,
modelled as explained in Sect. 18.2.

Figure 18.5 shows a simplified model of the off-shore wind farm depicted in
Fig. 18.1. The HVDC link is modelled using a T-equivalent of both the dc
smoothing reactors and dc transmission line. The on-shore inverter station
is modelled by a variable voltage dc source, since the on-shore inverter would
determine the voltage VIdc when controlled on a constant voltage or minimum�c

Table 18.6 Wind turbine
dc-link voltage ðEDCÞ
controller parameters

Parameter Value

KP 16.0771
TI 8:086� 10�3 s
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strategy [4, 16]. Note the voltage drop caused by the on-shore inverter overlap
angle and transformer leakage inductance in TI can be lumped into RI .

For control purposes, the simplified analysis of the off-shore ac-grid shown in
Fig. 18.5 has been carried out assuming that the off-shore ac-line impedances
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Fig. 18.4 Wind turbine control performance against large load variations

Fig. 18.5 Wind farm simplified model
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are negligible when compared to wind turbine transformer leakage reactance and
neglecting the wind turbine transformer shunt branches.

18.3.3.1 Front-End Converter Current Control

The dynamics of the simplified model in Fig. 18.5 in a synchronous frame rotating
at xF and oriented on VF ; i.e. VFq ¼ 0; can be written as:

d

dt
IFdi ¼ �

RTWi

LTW i
IFdi þ xF IFqi þ

1
LTWi

VWdi �
1

LTWi

VFd ð18:30Þ

d

dt
IFqi ¼ �xFIFdi �

RTW i

LTWi

IFqi þ
1

LTWi

VWqi ð18:31Þ

d

dt
VFd ¼

1
CF

Xn

i¼1

IFdi �
1

CF
IRacd ð18:32Þ

xFVFd ¼
1

CF

Xn

i¼1

IFqi �
1

CF
IRacq ð18:33Þ

A set of decoupling inputs for each wind turbine is defined as follows:

uFdi ¼ LTWixFIFqi þ VWdi � VFd ð18:34Þ

Fig. 18.6 Off-shore IFdi and IFqi current control loops
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uFqi ¼ �LTW ixFIFdi þ VWqi ð18:35Þ

Therefore, the individual wind turbine d-q currents ðIFdi and IFqiÞ can be
controlled to follow desired step references with simple PI controllers. The IFdi and
IFqi control loops of each wind turbine are depicted in Fig. 18.6. The parameters
used for the current controllers are KP ¼ 583:8� 10�6 and KI ¼ 0:048:

Distributed Voltage and Frequency Control

Assuming sufficiently fast current control loops, IFdi ¼ I�Fdi and IFqi ¼ I�Fqi: Hence,
the system dynamics will be:

d

dt
VFd ¼

1
CF

Xn

i¼1

I�Fdi �
1

CF
IRacd ð18:36Þ

xFVFd ¼
1

CF

Xn

i¼1

I�Fqi �
1

CF
IRacq ð18:37Þ

Therefore, the overall front-end inverter active current ð
Pn

i¼1 I�FdiÞ can be used
to control the off-shore ac-grid voltage VFd; whereas the overall reactive current
ð
Pn

i¼1 I�FqiÞ can control the frequency xF: Note this is the opposite to that
commonly used in power systems, where the active power is used to control the
frequency and the reactive power to control the voltage. In our case, the grid
topology and load (capacitor) characteristics are well known, and their dynamics
determine the coupling between

Pn
i¼1 PWi;

Pn
i¼1 QWi;VFd and xF .

Distributed Off-Shore Ac-Grid Voltage Control

Figure 18.7 shows the off-shore ac voltage ðVFdÞ control loops. The distributed
part is local to each wind turbine, whereas the integral part is centralized,
i.e. common to the complete wind farm. The output of each control loop with

Fig. 18.7 Off-shore ac-grid
voltage control
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remote integrator is multiplied by a constant Kdi proportional to the rated power of
each wind turbine so that

Pn
i¼1 Kdi ¼ 1.

The required remote measurement of IRacd can be avoided either by not using
the feedforward term, with the corresponding performance degradation, or by
estimating IRacd from local variables.

The voltage control loop is designed to have a 20 Hz closed loop bandwidth
ðKP ¼ 583:8� 10�6;KI ¼ 0:048Þ: Therefore, communication delays on the
centralised integrator in the range of 5–10 ms can be easily tolerated.

Distributed Off-Shore Ac-Grid Frequency Control

As previously mentioned, (18.37) implies that the wind turbine front-end reactive
current can be used to control the off-shore ac-grid frequency. Moreover, as
(18.37) is just an algebraic equation, the off-shore ac-grid frequency can be con-
trolled by setting:

I�Fq ¼
Xn

i¼1

I�Fqi ¼ VFdCFxF þ IRacq ð18:38Þ

I�Fqi ¼ KqiI
�
Fq ð18:39Þ

where Kqi represents the reactive current contribution factor of each converter, andPn
i¼1 Kqi ¼ 1: However, such an open loop scheme is very sensitive to CF

estimation errors and does require the use of a remote measurement of IRacq.
Alternatively, IRacq can be estimated by using local measurements:

ÎRacq ¼
1

3Kqi

VWqiPWi � VWdiQWi

V2
Wdi þ V2

Wqi

� CFxFVFd ð18:40Þ

Substituting (18.40) in (18.37), we have:

I�Fq ¼ CFVFd x�F � xF

� �
þ 1

3Kqi

VWqiPWi � VWdiQWi

V2
Wdi þ V2

Wqi

ð18:41Þ

The corresponding block diagram is shown in Fig. 18.8. Note the frequency
control loop corresponds to a simple proportional control with a feedforward
compensation term. Moreover, it is clear that the frequency control system is more

Fig. 18.8 Frequency control
loop
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robust to CF estimation errors, as CF now appears within the control loop and can
be considered as a loop gain, rather than a plant parameter.

Note all the variables used in Fig. 18.8 are local to each wind turbine. More-
over, the control design based on the analysis of the off-shore grid dynamics has
led to a scheme similar to traditional droop control.

18.3.4 Integrated Wind Farm and HVDC Control

18.3.4.1 General Description and Modes of Operation

Using the previously explained distributed control system, the off-shore ac-grid
voltage is controlled by the wind turbines. When the HVDC diode rectifier
is conducting, the relationship between the HVDC rectifier dc voltage ðVRdcÞ and
the grid voltage ðVFdÞ is [13]:

VRdc ¼
6
ffiffiffi
6
p

p
NVFd �

6
p

xFLTR IRdc ð18:42Þ

where N is the rectifier transformer turns ratio, VFd represents line to neutral rms
values, and LTR is the rectifier transformer leakage inductance.

Usually, there will be a saturation limit on the overall active current delivered
by the wind turbines IFd max ¼

P
i IFdi max: Assuming no losses on the off-shore

ac-grid, IFd max ¼ IRd max in steady state. Hence, the relationship between IFd max

and IRdc max is:

IRdc max ¼
ffiffiffi
6
p

pVRdc

12NVRdc � 6
ffiffiffi
6
p

xFLTR IFd max

IFd max ð18:43Þ

Fig. 18.9 HVDC-link steady state operation characterstic (mode A: islanded operation)
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Equations 18.42 and 18.43 define the steady state operation characteristic of the
HVDC rectifier (Figs. 18.9, 18.10, 18.11). Clearly, this characteristic can be
modified by changing the set point of the off-shore ac-grid voltage ðV�FdÞ and/or by
modifying the wind farm overall active current limit ðIFd maxÞ.

The intersection between the HVDC diode rectifier and that of the inverter will
therefore define the HVDC link steady state operating point. Figures 18.9, 18.10,
18.11 show the operating points for different off-shore ac-grid voltage values
ðVFdÞ: These figures depict the HVDC rectifier steady state characteristic, as per
(18.42) and (18.43). It is assumed that the inverter would be operating in voltage or
in minimum-c control. The inverter steady state characteristic is represented by an

Fig. 18.10 HVDC-link steady state operation characterstic (operation mode B)

Fig. 18.11 HVDC-link steady state operation characterstic (operation mode C)
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almost horizontal line. Clearly, the slope of this line would be slightly positive for
inverter voltage control and slightly negative for minimum-c control.

A. Islanded operation (rectifier voltage control and inverter voltage control)
Figure 18.9 shows the operation with a low value of VFd such that

VRdc0 ¼ 6
ffiffi
6
p

p NVFd\VRdc (operation mode A). Therefore, the on-shore ac-grid
voltage is not high enough for the HVDC rectifier to conduct. Hence, the off-shore
wind farm will be operating in islanded mode. The off-shore ac-grid voltage and
frequency are controlled by the wind farm front-end converters.

B. Connected operation (rectifier voltage control and inverter voltage control)
Figure 18.10 shows the operation of the HVDC link with an intermediate value

of VFd (operation mode B). Now the off-shore ac-grid voltage is large enough for
the HVDC diode rectifier to conduct. The active current delivered by the front-end
converters have not yet reached its limit IFd max: This fact implies that some of the
the voltage control loops in Fig. 18.7 are not saturated and that the wind farm still
keeps control of the off-shore ac-grid voltage.

C. Connected operation (rectifier current control and inverter voltage control)
If the off-shore ac-grid voltage reference V�Fd is increased beyond a certain point

(Fig. 18.11), then all the voltage control loops in Fig. 18.7 will be saturated
(operation mode C). At this point, the HVDC link current will be determined by
(18.43). Additionally, as the voltage control loops are saturated, the steady state
off-shore ac-grid voltage will be determined by the inverter side dc voltage ðVIdcÞ
and the HVDC link current ðIRdcÞ:

VFd ¼
ffiffiffi
6
p

36
p
N

VIdc þ RR þ RI þ
6
p

LTRxF

� �
IRdc

� �
ð18:44Þ

Therefore, the off-shore ac-grid voltage will be indirectly controlled by
the inverter.

As shown in Figs. 18.10 and 18.11, the transition from operation mode B to
operation mode C can be achieved by either rising V�Fd or by decreasing the front-
end converter active current limits IFdi max(which, in turn, determines IRdc maxÞ.

At this stage, the active current limit on each front-end converter ðI�Fdi max in
Fig. 18.7) can be set to follow the wind turbine optimal characteristic [18]:

I�Fdi max ¼ k2
P�Wi

VFd
¼ k2

Koptix3
ri

VFd
ð18:45Þ

where xri is the wind turbine speed and Kopti is an optimal constant that depends
on the physical characteristics of the wind turbine rotor and the air density.

18.3.4.2 Self-Start Operation

The proposed control system also allows for self-start operation. As a first step, the
on-shore inverter must energise the HVDC line to its rated voltage.
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At the rectifier side, the proposed control strategy allows all the wind turbines to
have grid-forming capability. Therefore, provided that the wind resource is enough
to compensate for system losses, the turbine can start rotating and produce enough
energy to reach a constant dc-link value ðEDCiÞ.

When a constant EDCi has been obtained, the front-end inverters can start
operation at reduced VFd voltage (operation mode A). The voltage VFd can now be
slowly increased until the integrated wind farm and HVDC diode rectifier are in
current control mode (operation mode C). At this point, optimum power tracking
can be carried out as per (18.45).

Before reaching operation mode C, the wind turbines do not operate at its max-
imum capability for a given wind speed. At this stage, pitch control will ensure that
individual wind turbines do not exceed their maximum operational speed.

18.3.5 Protection Using a VDCOL

Similarly to standard practice in thyristor-based HVDC links, a VDCOL has been
included (Fig. 18.7). The VDCOL characteristic is shown in Fig. (18.12). A limit
is imposed on I�Fi

�� �� depending on the measured grid voltage VFd: When used for
VDCOL operation, the measured voltage VFd is rate limited, with a larger limit
value for decreasing VFdð10� 103 kV/s) than for increasing VFd (100 kV/s). The
difference in rate limits is consistent with standard practice to reduce oscillations
and possible instability during fault recovery [13]. As the VDCOL for each wind

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

|I*
Fimax

| (pu)

F
d (

pu
)

Fig. 18.12 VDCOL protection characteristic
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turbine can be calculated locally, this scheme represents a simple distributed
strategy for the protection of the HVDC link.

The limits for the front-end converter currents I�Fdi and I�Fqi in Figs. 18.7 and
18.8 would be:

I�Fqi max ¼ I�Fi

�� ��
max

ð18:46Þ

I�Fdi max ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I�Fij j

2
max�I2

Fqi

q
; k2

Koptix3
ri

VFd

� �
ð18:47Þ

The limit on I�Fdi is the smaller of two quantities, namely
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I�Fij j

2
max�I2

Fqi

q

obtained from the VDCOL characteristic and k2
Koptix3

ri
VFd

which represents the

maximum power that can be extracted for a particular wind speed (18.45).
Alternative protection schemes are possible, as I�Fdi max and I�Fqi max (or even V�FÞ

can be modified using more elaborated schemes. Moreover, other variables such as
the ac-grid frequency xF could also be used as signals for the distributed detection
of the disturbance. However, the proposed VDCOL has been chosen to show that
the wind farm together with the diode rectifier can be operated in a similar way as
traditional thyristor-based HVDC rectifiers.

18.4 System Performance

The control strategies previously described have been validated using PSCAD
simulations. Several scenarios have been considered to check voltage and fre-
quency control during islanded operation, adequate start-up procedure, response to
power generation variations and response during different transient conditions (on-
shore faults, generation disconnection, HVDC rectifier ac-breaker tripping and
reconnection and capacitor bank switching). The parameters of the HVDC link
have been obtained from the CIGRE benchmark model [22], using a diode rectifier
instead of a thyristor rectifier and modelling the on-shore inverter station by the
means of a variable voltage DC source (Fig. 18.5) [4, 16]. The wind farm has been
modelled using a total of five equivalent wind turbines of different rated power
ðSR1 ¼ 390 MVA, SR2 ¼ 300 MVA, SR3 ¼ 200 MVA, SR4 ¼ 100 MVA and
SR5 ¼ 10 MVA). The sharing coefficients are Kdi ¼ Kqi ¼ SRi=SRT ; with the wind
farm rated power being SRT ¼ 1000 MVA, which is also the base power for the
whole system.

A switching frequency of 1 kHz has been assumed for the wind turbine front-
end converters. Therefore, the front-end converter current loop bandwidth has
been designed to be around 180 Hz. The off-shore ac-grid voltage control loop
bandwidth is 20 Hz.
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18.4.1 Islanded Operation (Operation Mode A)

The performance of the proposed voltage and frequency control systems has been
initially tested with the off-shore grid operating in islanded mode, i.e. the HVDC
diode rectifier not conducting. Figure 18.13 shows the response of the proposed
control system to load changes and to frequency reference changes during islanded
operation. Initially, the off-shore grid is operated at no-load and rated voltage and
frequency. At t ¼ 0:1 s, a 0.5 pu resistive load is connected. After a transient
lasting approximately 40 ms, the system returns to the steady state, showing
an excellent sharing of active and reactive power among the different turbines.
At t ¼ 1 s, the resistive load is disconnected. The minimum voltage during load
connection is 0.85 pu and the maximum voltage during load disconnection is
1.15 pu. Note the sudden connection and disconnection of a 500 MW local load on
the off-shore grid represents an extreme scenario, unlikely to happen in an actual
system. Nevertheless the good response to such a load variation proves the good
voltage regulation and load sharing capability of the proposed control strategy.

During the previously mentioned load transient, a frequency reference change
of �2 Hz is carried out in order to show the performance of the frequency control
loop. The frequency reference is reached in 10 ms.
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18.4.1.1 Self- Start Operation

As shown in Fig. 18.6, the wind turbine front-end converter current control
loops are oriented on VFd: Therefore, when the off-shore ac-grid is not oper-
ational ðVFd ¼ 0Þ; an adequate start-up procedure is required for wind turbine
connection.

Figure 18.14 shows the start-up transient, including the HVDC-link energi-
sation. At t ¼ 0 s, the on-shore inverter starts operating, rising the HVDC-link
voltage from 0 to its rated value. At t ¼ 0:3 s, after rated HVDC-link voltage
has been reached, the off-shore ac-grid voltage and frequency control loops are
enabled and the VFd demand is increased linearly from 0 to 1.1 pu. Frequency
reference is kept constant at 50 Hz. From t ¼ 0:3 s to t ¼ 1:7 s, the HVDC
rectifier is not conducting and the off-shore ac-grid is effectively operated in
islanded mode, with a fixed frequency reference and a variable voltage
reference.

Note the reactive current components IFqi are relatively large when the
HVDC diode rectifier is not conducting. Clearly, when the diode rectifier is not
conducting, the capacitor and filter banks are overcompensating and the wind
turbines must balance the excess reactive power produced by the capacitor
banks.

When VFd reaches a value of 0.87 pu (at t ¼ 1:7 s), the off-shore rectifier starts
conducting and currents IFdi and IRdc increase. As current IRdc increases, the VRdc

ripple increases due to the higher harmonic content at higher currents. When IFdi

reaches a value of 1 pu, the voltage control loop in Fig. 18.7 saturates and the
off-shore grid voltage ðVFdÞ does no longer follow its reference. Therefore,
Fig. 18.14 shows a smooth transition between islanded (mode A) and connected
(mode B) operation at t ¼ 1:7 s, as well as a smooth transition between voltage
and current control mode (mode C) operation at t ¼ 1:9 s. The ac-grid frequency
remains close to 50 Hz during the transient.

The transient in Fig. 18.14 shows reliable steady state operation at rated
power and stand alone operation of the wind farm with good voltage and
frequency regulation when the HVDC diode rectifier is not conducting and
excellent active and reactive power sharing during the complete transient. It is
worth stressing that all wind turbine front-end converters are controlled as grid-
forming inverters and therefore all of them contribute to the control of the off-
shore grid during start-up.

18.4.1.2 Self-Start Operation with Power Limits
in Some Wind Turbines

The connection transient shown in Fig. 18.14 assumes that rated active power is
available from all the wind turbines. However, depending on the wind conditions,
wind turbines might not be able to deliver full-rated active power. To consider this
situation, the active power delivered by the 390 MVA wind turbine is limited to
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30% its rated value. The connection of the wind farm with this active power
constraint is shown in Fig. 18.15.

The behaviour of the system is exactly the same as the unconstrained case up to
0.16 s. At this point, IFd1 saturates and stops contributing to the off-shore ac-grid
voltage control. Nevertheless, the rest of the wind turbines would still be keeping
VFd very close to its reference. Notice the increase slope on IFd2 to IFd5 to com-
pensate for IFd1 saturation. At t ¼ 0:24 s, all the wind turbines saturate and the
system can no longer track V�Fd.

During the transient there are no constraints on reactive power components IFqi

and therefore reactive power is shared amongst all wind turbines. Note that, in
contrast with Fig. 18.14, the reactive current components do not reach a zero value
after the transient. This effect is caused again by the overcompensation of
capacitor and filter banks when the HVDC diode rectifier is not operating at full
power.

It is worth stressing that, from t ¼ 0:16 s to t ¼ 0:24 s, some of the wind
turbines are controlling the ac-grid voltage, while some others are saturated due to
insufficient wind resource. As seen in Fig. 18.15, the proposed distributed control
algorithm does handle this situation automatically.
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Fig. 18.14 HVDC link and off-shore ac-grid start-up operation
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18.4.2 Connected Operation

18.4.2.1 Frequency Control

The performance of the frequency control loop is shown in Fig. 18.16, while the
system is operating in current control mode at rated power. At t ¼ 0:1 s the fre-
quency demand rises to 52 Hz (1.04 pu) and then is changed back to 50 Hz
(at t ¼ 0:3 s). Similarly, a reduction on frequency demand (to 48 Hz) is carried out
at t ¼ 0:5 s. In both cases, the actual frequency reaches its reference value in around
12 ms. The wind turbine active currents IFdi remain constant during the transients.
On the other hand IFqi show minor variations, due to the frequency dependant nature
of the reactive power of the capacitor bank, filters and leakage reactances.

18.4.2.2 Power Tracking

Figure 18.17 shows the response of the system to changes in the 390 MVA wind
turbine power reference. The value of I�Fd1 max in Fig. 18.7 has been reduced from
1 pu (390 MW) to 0.51 pu (200 MW) in 0.1 s, kept constant for 0.2 s, ramped
down to 0.1 pu, kept constant again for 0.2 s and then ramped up to 1 pu to
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simulate power variations for changing wind conditions. Note a 351 MW power
transient in 0.2 s might not be realistic, as power generated from a wind farm of
this size does not vary so rapidly. Therefore, the response to realistic power
changes would always be better than that shown in Fig. 18.17.

It should be pointed out that the wind turbine front-end reactive currents
ðIFq1 to IFq5Þ increase as IFd1 decreases, as the capacitor and filter banks are again
overcompensating the reactive power absorbed by the rectifier transformer leakage
reactance. On the other hand, the HVDC-link and off-shore ac-grid voltages decrease
slightly along with IFd1 due to smaller voltage drop on the HVDC-link resistance and
rectifier transformer leakage reactance. During the whole transient, the frequency of
the off-shore ac-grid follows its reference value.

18.4.3 Transient Performance

18.4.3.1 Capacitor Bank Switching

The reactive power absorbed by the leakage inductances of the transformers and
that due to the overlap angle of the HVDC rectifier are functions of the generated
power. Although, as shown in the previous figures, the wind turbine front-end
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converters can compensate for reactive power variations, the capacitor banks would
usually be switched on and off depending on the required overall reactive power.

Figure 18.18 shows the response of the system to the connection of a 100 MVA
capacitor bank at t ¼ 0:05 s and subsequent disconnection at t ¼ 0:25 s, when the
system is being operated at rated power. The connection transient lasts for about
50 ms. When the capacitor bank is connected, the control system reacts by
absorbing the additional reactive power generated by the capacitor bank. Note the
adequate reactive power sharing among the different wind turbines.

During the connection transient, the off-shore ac-grid voltage reaches a maximum
value of 1.1 pu. However, during capacitor bank disconnection, the transient is
almost negligible. This difference in behaviour is due to the fact that all the front-end
converters are initially operating at rated current, therefore, when they are required to
provide additional reactive current, the front-end current references are limited by
(18.46) and (18.47). Note the front-end inverter active current limits are reduced to
provide enough transient reactive current capability for the system to maintain rated
frequency. When the transient is over ðt ¼ 0:1 s), rated power operation is resumed.
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It is worth stressing that the controller parameters have not been modified
during this transient, showing therefore, good robustness to relatively large sudden
changes of the system overall capacitance.

18.4.3.2 Fault Ride-Through Operation

On-Shore Ac-Grid Voltage Sag

Figure 18.19 shows the response of the system to an 80% voltage sag at the
on-shore inverter terminals. The fault has a duration of 500 ms with a 700 ms
recovery time to 100% of the pre-fault voltage. As the HVDC-link voltage
reduces, the off-shore ac-voltage VFd will reduce almost proportionally. This
behaviour is caused by the HVDC diode rectifier voltage clamp on VFd: Therefore,
the VDCOL mechanism on each independent wind turbine will sense the ac-grid
voltage reduction and therefore will decrease the wind turbine active and reactive
currents limits ðIFdi max and IFqi maxÞ: When all reactive current components IFqi

reach their saturation limits, the frequency control loop saturates and the frequency
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of the off-shore ac-grid reaches a maximum of 120 Hz during less than 100 ms.
After 100 ms IFqi are no longer saturated and frequency control is regained.
Full power delivery is resumed as the voltage VRdc recovers its pre-fault value. It is
worth stressing that the peak HVDC-link current is below 2 pu, which is
comparable to the values obtained with fully controlled rectifiers.

Note the wind turbine active currents ðIFd1 to IFd5Þ are positive during the
complete transient, except from few milliseconds right after the fault ðt ¼ 0:1 s).
Therefore, during this period of time, active power will flow into the wind turbine
front-end converters. The maximum power flowing into the wind turbine front end
converters is 60 MW (0.06 pu) and the negative power flow lasts for less than
3 ms. Therefore, the overall energy flowing into the converters is at most 180 kJ
and could be easily absorbed by the dynamic breaking protection of the wind
turbines.

0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

I F
dn

(p
u)

0 0.2 0.4 0.6 0.8 1 1.2

−0.4

−0.2

0

I F
qn

(p
u)

0 0.2 0.4 0.6 0.8 1 1.2
0

0.5

1
V

R
dc

, V
F

d(p
u)

0 0.2 0.4 0.6 0.8 1 1.2
40
60
80

100
120

ω
F
(H

z)

time(s)

0 0.2 0.4 0.6 0.8 1 1.2
0

1

2

I R
dc

(p
u)

V
RdcV

Fd

Fig. 18.19 Response to an 80% voltage sag at on-shore inverter terminals

460 R. Blasco-Gimenez et al.



Disconnection of a Substantial Number of Wind Turbines

The response to a sudden disconnection of 10% of the wind turbines is shown in
Fig. 18.20. At t ¼ 0:1 s wind turbine 4 (100 MVA) breaker is opened. After a
small transient, lasting less than 50 ms, the off-shore ac-grid voltage and current
return to their pre-fault values, while the HVDC current ðIRdcÞ reflects the 10%
reduction in generating power. Again, the remaining wind turbines have to provide
the reactive power required to keep the off-shore ac-grid frequency at 50 Hz. As in
previous transients, the wind turbines have to absorb the reactive power excess
compensation provided by the capacitor and filter banks.

HVDC Rectifier Breaker Trip and Reclosure

Figure 18.21 shows the response of the control system to a sudden trip of the
HVDC rectifier ac-breaker and its subsequent reclosure. At t ¼ 20 ms the HVDC
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rectifier ac-breaker trips, disconnecting the rectifier and the transformer banks
from the off-shore ac-grid. As a consequence of the disconnection, the off-shore
ac-grid voltage ðVFdÞ is no longer limited by the HVDC diode rectifier and
increases up to 1.22 pu. After approximately 40 ms the control system drives VFd

to its reference value (1.1 pu). Note the decrease of the HVDC-link current IRdc

and the front-end active currents. At the same time, the front-end reactive current
increases to compensate for the capacitor bank overcompensation, now that the
HVDC rectifier is not conducting.

At t ¼ 70 ms the HVDC breaker is reclosed and, after a transient lasting
approximately 50 ms, normal operation is resumed with rated active power
transmission. The off-shore ac-grid voltage VFd is again being determined by the
HVDC-link inverter. During the whole transient, both active and reactive currents
are adequately shared among all the front-end inverters.
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18.5 Discussion and Conclusions

The integrated control of wind turbines and off-shore ac-grid, and the diode-based
HVDC link allows for substantial installation and operational cost reduction.

The proposed control strategy includes the use of the Synchronous Generator
torque current to control the wind turbine dc-link EDCi voltage. In this way, both
active and reactive currents of the front-end converters can be used for off-shore
ac-grid control.

A strategy for the distributed control of the off-shore ac-grid voltage and
frequency has been presented, which allows for black-start operation and shows an
excellent performance when in islanded operation. Moreover, the presented con-
trol strategy allows for smooth transition between islanded and connected modes
of operation. The distributed control strategy can perform adequately in the
presence of limited wind resource at the wind turbines.

In connected mode of operation, the joint wind farm and HVDC diode rectifier
can be used to either set the voltage or the current at the dc-terminals of the HVDC
rectifier. This behaviour is similar to industrial practice in LCC-HVDC links.
Moreover, a strategy for optimum power tracking has been developed with the
system operating in current control mode.

The distributed control systems has been designed so most of the variables used
for the different control loops are local to each wind turbine. The remote variables
used in the control system are the feedforward terms IRacd; IRacq and the output of
the integrator in Fig. 18.7. The aforementioned feedforward terms can be
neglected with a slight performance penalty. On the other hand, the frequency
contents of the output of the integrator in Fig. 18.7 are such that relatively slow
communications can be used.

A new distributed fault protection strategy has also been implemented, similar
to standard VDCOL. The proposed protection system keeps all the devices within
their operational limits in the event of a fault, with recovery times comparable to
those achieved with controlled HVDC rectifiers. Moreover, the control system
reacts adequately to substantial generation disconnection, capacitor bank switch-
ing and HVDC rectifier ac-breaker tripping and reclosure.

The presented technical feasibility study shows the advantages of integrated
design of wind turbine and HVDC-link control, allowing, in this case, important
savings by using diode-based HVDC rectifiers.
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Chapter 19
Wind Farm with HVDC Delivery
in Inertial and Primary Frequency
Response

Lingling Fan, Zhixin Miao and Dale Osborn

Abstract In this chapter, investigation of wind farms with line commutated
converter (LCC) HVDC delivery in system frequency response participation is
carried out. While LCC-based high power HVDC is a viable choice to deliver
large-scale wind power, the consequent responsibility of such wind energy systems
in frequency response should be assumed. A coordination control strategy for wind
farms with HVDC delivery for participating in inertial response and primary
frequency control is discussed in this chapter. The coordination philosophy is to
feedback the grid frequency and its derivative and adjust the delivery power of the
HVDC link according to the feedback signals. The feedback loop employing
the derivative of the grid frequency aims to improve the inertial response while
the feedback loop employing the grid frequency deviation introduces a droop at
the rectifier control loop. When the grid frequency is too high or too low, active
power flow through the HVDC link will be ramped down or up. In turn, the wind
generation will increase or decrease the blade angles to reduce or increase the
captured wind power through pitch control. A case study demonstrates the
effectiveness of the inertial enhancement and frequency droop in HVDC control.
Simulation results in TSAT are given.
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19.1 Introduction

Wind energy, one of the most promising renewable energy sources, has been
harvested for decades. With the advances in high power electronic converters, a
single wind turbine can now reach a rating of 2–5 MW, about a hundred time
increase in power ratings from the wind turbines in the 1980s. The power rating of
a wind farm can reach hundreds of MW, e.g., the Buffalo Ridge wind farm in
southwest Minnesota has a power rating of about 600 MW. With such large power
ratings, integration of wind farms usually occurs at a transmission level with
100 kV and above voltage level. In May 2008, the U.S. Department of Energy
(DOE) issued a report [1] entitled ‘‘20% Wind Energy by 2030,’’ which found that
the nation possesses affordable wind energy resources far in excess of those
needed to enable a 20% scenario.

The most urgent problem is how to transport wind energy-based electricity to
millions of users. In the U.S., some of the richest wind resources are far from the
metropolitan areas. For example, the midwest region (North Dakota, South
Dakota, Minnesota and Iowa) has abundant wind power resources, and wind farms
have been installed in a rapid pace. The major load centers are in the East.
Moreover, the current AC system in U.S. is already congested [2]. Therefore, an
enhanced transmission system is the solution.

The Eastern Wind Integration and Transmission Study (EWITS) [3, 4] has
studied transmission scenarios with high wind penetrations (20 or 30%). One
important finding is that the huge difference of the locational marginal prices
(LMP) of generation between the Midwest and the East results in an economic
benefit that can justify the transmission system expansion. Given the recent BP oil
spill, deep sea oil drilling will be restricted in the future, and gas prices will be
even greater for the most expensive gas turbines, which determine the LMPs.
Therefore, building transmission systems to deliver wind power is economical.

One concern is, which transmission system should be used––high voltage DC
(HVDC) or high voltage AC? The answer from the industry is both. Given the
large-scale wind power in the Midwest, ITC proposed the ‘‘Green Express
Project,’’ building a 765 kV AC transmission system as a backbone system to
deliver wind power from the Dakotas and western Minnesota and Iowa toward the
east and the load centers in that direction. In EWITS, an HVDC transmission
overlay is proposed to deliver wind power from the Midwest to the load centers on
the East Coast, while high voltage AC collector systems are used to feed the
HVDC transmission. Whether to use AC or DC depends on distance and needs.
AC transmission systems benefit loads along the transmission paths. Power can be
tapped or diverted along the path. DC transmission systems are more suitable for
long distance point-to-point electricity transportation. Compared to AC trans-
mission, DC transmission is more efficient since there is no reactive consumption
in the lines. However, converters at the terminals are costly. For long distance
transmission over the break-even distance (500–800 km), DC lines are more cost
effective [5].
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Besides the economic reason, there are other justifications for using HVDC.
The technology of HVDC to deliver electric power generated from hydro or fossil
fuel is mature, and there are applications of HVDC around the world [6]. Recent
years have seen a surge of HVDC applications in China and India for long distance
bulk power transmission [7–9]. Further, HVDC systems have excellent control-
lability due to their power electronic devices. HVDC allows power flow control
and provides voltage and stability control [10]. This becomes very important for
wind power delivery. HVDC delivery is also suitable for offshore wind power
delivery. Undersea cables need reactive power compensation due to the high
charges when they are powered by AC voltages, and it is difficult to install reactive
power devices under the sea. A DC grid is preferred for undersea electricity
deployment. Europe has proposed to build an undersea HVDC grid to transport
wind power [11]. Such a grid fits the scope of Smart Grid due to its capability of
power flow control [12].

The coordination between the wind farm maximum power extracting controller
and the HVDC wind farm side converter has been addressed in [13–15]. All of the
above mentioned papers only address the issue of wind farm and HVDC rectifier
coordination. However, the issue not addressed is: When the AC system has a
change in load or generation, synchronous generators will act by first releasing the
kinetic energy (inertial response) from their rotors and then changing the prime
mover power (primary frequency response). It is desirable to have the wind
generators act the same way as the synchronous generators. With inertial response
contribution from wind, the frequency deviation of the system during transients
will be less significant. With primary frequency control, the frequency deviation at
steady state will be less significant and the wind farm can share the active power
demand along with the synchronous generators. How can a wind farm with HVDC
delivery participate in inertial response and primary frequency control? This is the
focus of this chapter.

There are two types of HVDC systems to deliver wind power: line commutated
converter (LCC) based and voltage source converter (VSC) based HVDC systems.
This paper focuses on LCC-based HVDC. The major advantage of LCC-based
HVDC is its high power transfer capability compared with VSC-based HVDC.
Hence LCC-based HVDC is suitable to deliver large-scale wind power to load
centers for a long distance. In the 2008 DOE report [1], 20% of wind power pene-
tration is studied in Eastern Interconnection. The majority of wind farms are located
in Midwest while the load centers are far away. To deliver such large-scale wind
power to the grid, LCC-based HVDC systems are proposed in JCSP report [16].

Research has been carried out on inertial response and active power sharing or
primary frequency response for doubly fed induction generator (DFIG)-based wind
farms directly interconnecting to the AC grids [17–23]. References [17–19] point
out that DFIG-based wind farms have negligible contribution to inertia response
without additional control. However, further study has shown that wind turbine
generators have enough kinetic energy to provide inertia support [21]. A supple-
mentary control loop using the derivative of the system frequency as the input
signal can be introduced to provide additional inertia [17, 20] and the
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improvements on the inertia control loop are reported in [24, 25]. To provide
primary frequency control, a feedback loop with the system frequency deviation as
the input signal is introduced in the wind generator electrical control system
[20, 22].

These approaches, using the derivative and deviation of the system frequency as
the input signals for inertia contribution and frequency control, have also been
applied in full converter permanent magnet synchronous generator (PMSG) based
wind energy systems [26].

The desired operation of a wind farm is to get the maximum output power for a
certain wind speed. Under the above circumstances, the wind farms will have no
reserve to supply more active power when the grid frequency is low. In order to
have improved frequency response, the wind farms should operate with reserves.
Wind farms have pitch controllers to increase or decrease the captured wind
power. This feature can help wind farms to participate in power sharing when the
system frequency is higher or lower than the nominal value. In a Denmark wind
farm, the amount of total power production is reduced by a predefined set point.
The production of the wind farm can be briefly increased and decreased according
to the power system requirement [27] (Chap. 7). In [28, 22], wind farms have been
operated under deloaded maximum power exporting conditions to carry out system
operator requests. Primary frequency control and supervisory wind farm control
are superimposed on the reference power signal for rotor side converter (RSC)
control loops. A 20% reserve margin is assumed in [28, 22]. Operation at deloaded
maximum power extraction is also adopted in [29].

Further, the reserve allocation provided by each DFIG wind turbine is
distributed according to the available wind speed. Fuzzy logic technique is adopted
in [30] to provide primary frequency control without the measurement of wind
speed. In order to have wind farms with HVDC delivery provide inertia contri-
bution and frequency control, the HVDC needs supplementary controls and also
coordination with the wind farm. Power transferred through an LCC-HVDC link is
controlled by the firing angle of the rectifier converter. Hence it is reasonable to
introduce feedback loops with grid frequency derivation and grid frequency
deviation as the input signals.

The next question is: how much can the wind farm with HVDC delivery
contribute to inertial response, and how much should HVDC power transfer or the
wind farm exporting be adjusted?

The inertia response contribution will be determined by the control loop gain
[24, 25], which is determined by the kinetic energy the wind turbines possess [25].
The steady state frequency response will be determined by the droop gain of the
frequency control loop. The concept is similar to the frequency droop in the speed
governor of a synchronous generator. If a frequency-power droop is introduced,
the wind farms with HVDC delivery can successfully participate in primary
frequency response when the system has a load or generation change. The prime
mover (the wind turbine) will change its output through its pitch controller.

In [31], a simple system with a wind farm with HVDC delivery participating in
primary frequency control via., a supplementary frequency droop control is presented.
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In this chapter, work in [32] will be presented, including the detailed modeling,
primary frequency control of LCC-HVDC, and the inertia contribution from wind
farms with HVDC delivery. Wind farms are assumed to operate with enough reserve to
provide frequency control.

The rest of the chapter is organized as follows. Section 19.2 presents the
LCC-HVDC’s average model and conventional controls. Section 19.3 presents the
inertial response enhancement through HVDC and the frequency-power droop
added to the HVDC rectifier. Section 19.4 presents the coordination in wind
generation. Section 19.5 presents simulation results by TSAT [33] and discussion.
Section 19.6 concludes the chapter.

19.2 LCC-HVDC Average Model and Conventional Control

For a monopole, 12-pulse inverter of HVDC link, the expressions for the AC/DC
voltage, current and power considering ignition delay a are given by:

Vdr ¼
3
ffiffiffi
6
p

p
Vac cos a

Idc ¼
ffiffiffi
6
p

p
Iac

Vdr ¼ IdcRþ Vdi

Pdc ¼ VdrIdc

8>>>>>>><
>>>>>>>:

ð19:1Þ

where the leakage inductance of the converter transformer is neglected, Vac is the
rms value of the bus voltage, Iac is the rms value of the bus current, R is the total
resistance of the dc transmission line, Vdr and Vdi are voltages at the dc link
rectifier and inverter sides, Idc is the current through the dc link, and Pdc is the dc
link power flow at the rectifier side.

The power through the dc link is given by:

Pdc ¼ 3VacIac cos a ð19:2Þ

From (19.2), it is seen that the larger the firing angle, the lower will be the
delivered power. Hence in order to increase the power delivered through a HVDC
link, the firing angle should be reduced. Since the DC power is proportional to the
DC current, a feedback control can be implemented to adjust the firing angle based
on the DC current measurement.

The widely used control scheme for the HVDC link is the current control as
shown in Fig. 19.1 [34], where the current reference is determined by the power
reference divided by the measured DC voltage. The measured DC current is then
compared with the current reference and the error is passed through a proportional
integral (PI) controller to generate a firing angle reference.

19 Wind Farm with HVDC Delivery 469



19.3 Inertial Response Enhancement and Frequency Droop
Control via HVDC

19.3.1 Inertial Response Enhancement

In order to have the HVDC converter provide electrical inertia, the control scheme
shown in Fig. 19.2 is proposed. The derivative of the system frequency is obtained
and the power reference is modified. To get rid of impulses like noise measure-
ments due to abrupt wind changes or other system variations, a low pass filter is
used along with the derivative function block [29]. In this paper, the low pass filter
has a transfer function of 1/(1 ? 0.01 s). The bandwidth of the low pass filter is
about 16 Hz. The time frame of the frequency response study is around 30–100 s.
The electromechanical mode, which determines the frequency dynamic response,
has a much lower bandwidth. Therefore the high frequency noise can be filtered
out but the concerned frequency responses will be captured.

The need for the inertial enhancement loop can be explained using the simple
system shown in Fig. 19.3 where a wind farm with HVDC delivery is connected to
a system with an aggregate inertia Hsys.

KP+KI/s
Σ

Vdc Id

Id
* -Pord

+

α

Fig. 19.1 Current control scheme at an HVDC’s rectifier

Kp+Ki /sΣ
α

Vdc Idc

Idc
*

-

+

Pord+
Σ

K fsys

-

d/dtfilterFig. 19.2 Control loop for
HVDC rectifier with
enhanced inertia loop [40]
� [2010] IEEE

Hsys

Pdc

Fig. 19.3 A wind farm with
HVDC delivery connected to
a system with aggregated
inertia Hsys
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The dynamics of the system frequency fsys can be written as:

2Hsys

dfsys

dt
¼ Pm;sys � Pe;sys þ Pdc ð19:3Þ

where Pm,sys is the equivalent prime mover power in the system and Pe,sys is the
equivalent generation output of the system. Assuming that there is no power loss in
the HVDC converters, the power fed from the HVDC is equal to Pdc. With the
inertial enhancement control, Pdc will have the following dynamics:

Pdc ¼ Pord � K
dfsys

dt
ð19:4Þ

Equations 19.3 and 19.4 lead to the following dynamics of the system frequency:

2 H þ K

2

� �
dfsys

dt
¼ Pm;sys � Pe;sys þ Pord: ð19:5Þ

From (19.5), it can be observed that through inertial enhancement control, the
overall inertia of the system with wind generation will be improved. In other
words, the wind generation system with HVDC delivery will now be contributing
to the overall system inertia. A larger inertia means a smaller transient frequency
shift during disturbances.

In the mean time, due to the additional contribution to the inertia, the damping
of the swing mode will be decreased. This can be explained by a simple two-order
linearized swing equation with the equivalent rotor angle d as the state variable
and also by considering the damping of the system. If the mechanical power is
assumed to be constant compared with the electric power, then the linearized
electric power can be expressed as

DPe; sys ¼ D
d
D

ddt þ TSDd ð19:6Þ

where D is the damping coefficient and TS is the synchronizing coefficient. Then,
the linearized swing equation can be written as

2H

xe

d2Dd
dt2
þ D

dDd
dt
þ TSDd ¼ 0: ð19:7Þ

It is found that with an increasing inertia, the eigenvalue moves right toward the
right half plane. Hence it can be reasoned that with an inertia control loop, the system
will have a poor damping. This phenomenon can be observed in the simulation results.

19.3.2 Frequency Droop Control

In order to let wind farms share active power, a frequency droop is introduced to
the HVDC rectifier control loop (Fig. 19.4). The idea is the same as the frequency
droop in the turbine governor in a synchronous generator.
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By introducing a frequency droop loop into the HVDC rectifier control loop, the
total change in system frequency will be reduced as

Df ¼ �DP

ð1=R1Þ þ ð1=R1Þ þ � � � þ ð1=RnÞ þ ð1=RHVDCÞ
ð19:8Þ

where n is the number of synchronous generators. If the system has a high
penetration of wind power, it will be necessary to have frequency droop in the
HVDC loop. Otherwise the frequency variation due to the load change will be too
large.

With the addition of the droop control, the power through the DC link can be
expressed as:

Pdc ¼ Pord �
1

RHVDC

Df : ð19:9Þ

Moreover, the equivalent swing equation can be written as:

2H
dfsys

dt
þ 1

RHVDC

Df ¼ Pm; sys � Pe; sys þ Pord: ð19:10Þ

From (19.10), it is obvious that the introduction of the droop control enhances
the damping of the electromechanical swing mode.

19.4 Coordination in Wind Generation

When there is no HVDC interface, DFIG-based variable-speed wind generators
use supplementary torque or power control loop around RSC for inertia and
frequency regulation [17, 20]. With HVDC interface and supplementary inertia
and frequency regulation loops at HVDC rectifier side, no additional control loops
will be needed for DFIGs. This is because the purpose of these control loops is to
adjust the output power from the wind generators. Whether the control loops are
applied at HVDC converters or DFIG converters, the ultimate purposes are same.
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Vdc Id
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*
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+
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1/R Σ fsys

+-
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α

Fig. 19.4 Control loop for HVDC rectifier [40] � [2010] IEEE
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To coordinate with the inertia and frequency regulation loops in the HVDC
interface, the mechanical power of the wind turbine should match the delivered
power to HVDC. The following paragraphs will discuss the relationship among the
mechanical power, the blade angle and the rotor speed. Insights into the coordi-
nation in wind generation will also be given.

The commercial multi-megawatt variable-speed wind turbine (1.5 MW)
developed by GE is used in this study and the block diagram of the wind turbine
control is shown in Fig. 19.5, where h is the blade angle and x is the rotating speed
of the wind generator. Pitch controllers use the rotating speed of the wind turbines
(x) as the input signal (Fig. 19.5) [35]. If there is a difference between the
mechanical power and the delivered power, the rotating speed will change. Pitch
controllers sense the speed change and regulate the blade angle accordingly.

When the available wind power is above the equipment rating, the blades are
pitched to limit the mechanical power (Pm) delivered to the shaft to the equipment
rating (1.0 pu). When the available wind power is less than rated, the blades are set
at minimum pitch to maximize the mechanical power.

The extracted wind power can be expressed as [35]:

Pw ¼
q
2

ArV
3
wCpðk; hÞ ð19:11Þ

where q is the air density in kg/m3, Ar is the area swept by the rotor blades in m2,
Vw is the wind speed in m/sec, and Cp is the power coefficient (function of k-tip
ratio (k = Vtip/Vw), and h-pitch angle).

A changing power output impacts the speed reference and hence the rotating
speed of wind generators. This will in turn change the extracted wind power. The
reference speed (xref) is generated for maximum power tracking based on the
measured electric power (Pe). When Pe is greater than 75% of the rated power, xref

will be set at 1.2 pu. When Pe is less than 75% of the rated power, xref is given by

xref ¼ 0:67P2
e þ 1:43Pe þ 0:51: ð19:12Þ

Wind Speed Wind Power
Model Rotor Model

+
-

Pm

Pe

Kp+Ki/s1
1+sTf

1
1+sTf

+
-

ref

ω

Fig. 19.5 Block diagram of wind turbine control
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The power setting of the HVDC line Pord in Figs. 19.1, 19.2, and 19.4 depends
on the wind speed. Normally, there are four operation modes:

(1) When the wind speed is less than the cut-in speed, the output of the wind farm
is zero. The power order of the HVDC line is set to zero.

(2) When the wind speed is greater than the cut-in speed and less than 120% of the
nominal wind speed, the wind farm outputs the maximum power. The power
setting of the HVDC line also follows such principle.

(3) When the wind speed is greater than 120% of the nominal wind speed and less
than the cutoff speed, the wind farm exports constant power. When the wind
speed changes, the pitch control adjusts the blade angle so that the output is
kept constant. In turn, the power setting of the HVDC line is set to the same
value.

(4) When the wind speed is greater than the cutoff speed, the wind farm shuts
down. The power setting of the HVDC line is set to zero.

Besides the wind speeds, the power setting of the HVDC line will also be
changed should the system have a load or generation change. HVDC control
makes the power delivered from the wind farm decrease or increase. The
mechanical power from the wind turbines will match the change. Pitch controllers
in wind farms have the ability to adjust the blade angle and change the extracted
wind power. If wind farms are not operated at the maximum power point, then,
when the power delivered through the HVDC increases, the pitch controller should
reduce blade angles to extract more wind power.

Following a drop in the system frequency, the HVDC increases its delivered
power. The increased electric power from the wind generator results in an increased
speed reference. Hence the rotating speed increases while the blade pitch angle
decreases and the extracted wind power increases to match the electric power.

In order to provide improved frequency response to the power system, the wind farm is
operated with reserve. Further, wind farms suffer the risk of stall for inertial control [36].

When the electrical power increases to support the grid, the rotating speed of
the wind turbine decreases for the first several seconds. The pitch controllers deal
with the mechanical systems and their responses are relatively slower than the
electrical responses. This causes the captured wind power decrease too much and
thus exasperates the speed decline.

Hence the inertial control must provide enough margin above stall. When the
wind speed is low, the inertial control has limited usage. Therefore in the test
system study that follows, the assumption of a high wind speed is made to dem-
onstrate the effect of the inertial and primary frequency control.

19.5 Case Study

In the study system shown in Fig. 19.6, a wind farm (330 turbines and 1.5 MW
capacity per turbine. Total rated capacity: 550 MVA, 495 MW) is connected to a
two-area four synchronous generator system via an LCC-based HVDC link. At the
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rectifier side of the HVDC link, a synchronous condenser is installed to provide
reactive power. The four synchronous generators are equipped with IEEE Type 2
speed governors [33].

Since the focus of the paper is on inertial and primary frequency responses, no
automatic generator control (AGC) is included in these generators. Moreover,
AGC is considered to have a much slower response than the inertial and primary
frequency response. This is because the control centers of power systems usually
update area control errors (ACEs), the input signal of AGC every two minutes
[37]. The current-source DFIG wind farm model developed by GE [35] is used in
this paper. The wind speed is assumed to be constant (14 m/s) which is above the
synchronous speed. The wind farm is operated with a 10% margin
(Pe = 445.5 MW). Hence the wind farm can increase or decrease its output power.
The inertial and primary frequency control will be modeled and tested.

In this study, we assume that the wind speed does not change for a period of time
because the focus is on inertial and primary frequency responses. Therefore, the power
setting of the HVDC line (Pord

* ) remains constant throughout the simulation period.
In the AC system, 600 MW generation is tripped. Without any inertial

enhancement and frequency droop included in the HVDC rectifier, the system has

a frequency drop of 1.2764 Hz R 1
Ri
¼ 600 MW

1:2764 Hz ¼ 400 MW
Hz

� �
. During the transient

period, the frequency of Generator 1 can drop to 58.5 Hz (See Fig. 19.7-no
control). The two-area study system is based on the two-area case in TSAT User
Manual [33]. Parameters of the synchronous generators in two-area system are
listed in Table 19.1 (all pu data on generator MVA base).

19.5.1 Discussion on Inertial Enhancement Results

The gain of the inertial enhancement control will impact the transient response of
the system frequency. With a larger gain, more inertia will be contributed to the
system resulting in a lower system frequency deviation during the transient period.

1

2
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G2

6
7 8

9
3

4 G4

G3
10

967 MW 1767 MW
500 MW

Synchronous 
condenser Wind farm

Fig. 19.6 The test system
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The inertia used in this study is H = 4.94 pu for each turbine. For the aggregate
wind farm which is equivalent to a single DFIG with a capacity of 550 MVA, the
inertia is 4.94 pu as well. In the study, the base power is chosen to be 100 MW.

Hence the inertia of the wind farm is 4.94*550/100 = 27.17 pu. The gain
should be at most 2H (54.34 pu). Since the nominal frequency is 60 Hz and the
base power is 100 MW, the maximum gain will be K = 54.34 pu*100 MW/
60 Hz = 90.57 MW/Hz. In this study, K is chosen to be 50 MW/Hz and the
simulation results are shown in Fig. 19.7.

Inertial enhancement control will reduce the frequency deviation during the
transient period. The dynamic responses of the frequencies of the synchronous
generator 1, rotor speeds of the wind generator, and the blade angles are shown in
Fig. 19.7. The dynamics of the HVDC power Pdc and the mechanical power of the
wind turbine Pm are shown in Fig. 19.7. It is observed that an additional 100 MW
can be supplied to the HVDC link during the transient period due to the inertial
enhancement control. As a result, the frequency deviation during transient period
is reduced by about 10%.
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For the initial 2–3 s following the 600 MW generation trip, it is observed that
the wind speed drops. During this time interval, the system frequency drops while
the power from the wind turbines Pm has a slower response and can be assumed
constant. The electric power from the wind farm Pe increases since Pe = Pdc and
the DC power Pdc increases due to the inertial enhancement control. Thus the wind

Table 19.1 Parameters of the synchronous generators in per unit and the HVDC link

Line resistance (ohm) R 15.0 H 6.5 X0 0d 0.25
Line reactance (mH) (L) 1000 D 0 X0 0q 0.25
Capacitance (lF) (C/2) 10.0 Xd 1.8 T0d0 8.0
Number of bridges 2 Xq 1.7 T0q0 0.4
Transformer ratio 0.6 X0d 0.3 T0 0d0 0.03
Commutating reactance (ohm) 15.0 X0q 0.55 T0 0q0 0.05
Desired rectifier power (MW) 500 MVA

Rating
900 1/R 8.0

Desired rectifier firing angle 15.0�
Desired inverter current (A) -1,000
Desired inverter extinction angle 18.0�
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speed drops and the kinetic energy released from the wind turbine blades supplies
the temporary increase in demand. From the simulation results in Fig. 19.7, it is
found that the power through the HVDC link can be changed instantaneously.
However the increase of mechanical power is slower. After the initial period, the
pitch controller will work and the pitch angle will be reduced. The mechanical
power Pm from the wind turbines will be adjusted according to the relationship
among wind power, blade pitch angle, and the rotating speed relationship. The
lower the pitch angle, the higher will be the wind power extracted.

19.5.2 Frequency Droop

With a frequency droop introduced in the HVDC rectifier control loop, the system
frequency response at steady state will be improved. Two droop values are tested
in the simulationI. Simulation results are shown in 19.8, Figs. 19.9 and 19.10. The
computed results agree with the simulation results well.

Figure 19.8 shows the dynamic responses of the synchronous generator speed,
the rotating speed of the wind farm and the blade angle. Figure19.9 shows the
dynamic responses of the firing angles at the rectifier and the inverter sides. Due to
the droop control, it is found that the deviation of the synchronous generator speed

0 10 20 30 40 50 60 70 80 90 100
10

15

20

25
α

1

no control 1/RHVDC =12.5 1/R
HVDC

=25

0 10 20 30 40 50 60 70 80 90 100
142

143

144

145

146

α
2

time (s)

no control 1/R HVDC =12.5
HVDC

=251/R

Fig. 19.9 HVDC converter firing angles at the rectifier side and at the inverter side

478 L. Fan et al.



reduces. The rotating speed of the wind farm stays constant at 72 Hz due to the
setting point of speed. The blade angle reduces to extract more wind power. The
higher the value of 1/RHVDC, the higher will be the participation of the wind farm
with HVDC in active power sharing, and smaller will be the frequency deviation.
Meanwhile, the higher the value of 1/RHVDC, the higher will be the power sent
through the HVDC line and the lower the rectifier side firing angle a1.

The HVDC power, wind turbine mechanical power and wind farm output power
are plotted in Fig. 19.10. It is found that the HVDC power and wind farm output
electrical power have instantaneous changes once there is a generation trip in the
system. The mechanical power is slower to respond following the generator trip.

19.5.3 With Both Inertial Enhancement and Frequency Droop

Finally, both inertial enhancement and frequency droop will be applied to the
HVDC converters. The purpose is to have wind farms with HVDC delivery not
only contribute to the system inertia but also contribute to load sharing. A com-
parison of the system responses without any of the controls and with both controls
are shown in Fig. 19.11.
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It is found that with both inertial enhancement and frequency droop, both the
transient and steady state deviation of the system frequency will be reduced by
allowing the wind farm with HVDC delivery to release kinetic energy during the
transient period and to participate in active power sharing.

19.5.4 Application in VSC-Based HVDC

The basic concept presented in this paper to improve frequency responses is to
modulate the power transferred through the DC link by using feedback signals
such as the deviation of the system frequency or the derivative of the system
frequency.
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This can also be done in VSC-based HVDC system. The only difference is in
the inner control method and the parameter that is controlled. In LCC-based
HVDC, it is the rectifier angle that needs to be controlled. In VSC-based HVDC, it
is the three-phase voltage magnitude and angle of the rectifier converter that will
be controlled. The grid side converter is controlled to have a constant DC link
voltage and a constant AC side voltage output. Additional literature on VSC-based
HVDC power control can be found in [38,39].

19.6 Conclusion

This chapter presents a method to help wind farms with HVDC delivery improve
the inertial response and primary frequency control or active power sharing during
system load or generation change. A case study demonstrates the effectiveness of
the inertial enhancement and frequency droop control in the HVDC rectifier
control loop. With both controls, wind farms can improve the inertial response,
reduce the deviation of the system frequency both during transient period and
steady state, and share the change in the active power of the AC system.
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Chapter 20
HOTT Power Controller With
Bi-Directional Converter (HPB)

Mohammad Lutfur Rahman, Shunsuke Oka and Yasuyuki Shirai

Abstract The innovative renewable energy conversion system called ‘‘hybrid
offshore-wind and tidal turbine power controller with bi-directional converter
(HPB)’’ was proposed. The system was used to evaluate a tidal turbine (induction
machine) with the ability to change the AC frequency reference to a bi-directional
converter for optimal performance. The tidal power generation system consists of
an induction generator/motor connected to a DC capacitor link through an insu-
lated-gate bi-polar–transistor (IGBT) bi-directional converter. Using PWM control
of the bi-directional converter, the speed of the rotating magnetic field (control
by the AC voltage frequency) fed to the induction machine can be controlled.
The generation power can be controlled quickly by only changing the frequency
reference for the PWM converter.

20.1 Introduction

The development of economy, the improvement of living standard, people pay
more and more attention to survive the living environment improvement, envi-
ronmental protection consciousness unceasingly strengthens, need some clean,
renewable new energy. Development and utilization of various renewable energy
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represented by offshore-wind become the strategic choice of human existence
problem solving. Wind power generation technology is currently the most
mature technology and one of the most widely used renewable power generation
technology, many countries focus on developing new energy technology.

Electric power generation using renewable energy sources has been sought for
economic and environmental reasons, mainly since the 1970s [1–3]. In this regard,
great efforts have been carried out to overcome the drawbacks of induction
generators by applying power electronic converters and machine control tech-
niques because induction machines best match the requirements of variable-speed
generation systems.

In this proposed system, the impact of bi-directional converter AC voltage
frequency change on the hybrid power system performance was investigated.
The results and conclusions of this analysis will be applied to the future development
of an HPB system [4–6].

To achieve this purpose, the HPB generator was connected to the power system
through the AC-DC-AC converter, and tidal power can be controlled quickly by
just changing the frequency reference for the PWM converter to clarify the ability
of the proposed system [7–9].

The reference frequency for the PWM of the bi-directional inverter was
manually changed from 60 to 50 Hz and back to 60 Hz. It was assumed that the
servo-motor (tidal) was controlled to maintain a stable rotating speed (1,100 rpm).

20.2 Proposed HPB Model System

20.2.1 Model Setup

Figure 20.1a shows how the hybrid offshore-wind and tidal turbine (HOTT)
system will be set up offshore, and how it will function. A wind and tidal turbine
experimental model plays an important task in the hybrid turbine modeling, par-
ticularly for analyzing the interaction between the tidal and offshore-wind power
systems, which are connected on the DC side.

Figure 20.1a–c shows a photo and schematic view of the small laboratory-
based hybrid power system model that is designed and fabricated. The system has
two types of generation, the tidal motor/generator and the offshore-wind turbine
generator. The tidal turbine (induction machine) can act as either a motor or
generator, depending on the need. The tidal generator provides smooth output
power, whereas the output power of a wind turbine depends on the wind velocity.

Figure 20.1a–d shows how the HOTT system is set up in the laboratory and
how it will function. These figures also show the conceptual schematic of the
proposed HOTT system connected to the power system, and the detailed circuit
configuration. The AC power generated by the wind and tidal turbine generators is
converted into DC power. It is converted again into AC power through the
maximum power point tracking (MPPT) inverter.

486 M. L. Rahman et al.



20.2.2 Offshore-Wind Turbine

Figure 20.2 shows an experimental model of the offshore-wind turbine generator
system. It consists of a coreless synchronous generator and a servo-motor. The
offshore-wind turbine is simulated by the servo-motor. In this model system with
the small servo-motor, the rated rotating speed is 2,500 rpm and the gear ratio is
10.5:1. In the real system, the wind turbine would have a slower rotating speed
without the step-down gear. The rotating speed or the torque of the servo-motor is
controlled by a computer. The electrical energy depends on the rotations per

Fig. 20.1 a HOTT conceptual image ([9], �IEEE 2010), b Photo of laboratory scale prototype
model of hybrid offshore-wind and tidal turbine system with flywheel ([9], � IEEE 2010),
c Schematic of prototype model of hybrid offshore-wind and tidal turbine system with flywheel
([9], � IEEE 2010), d Schematic of prototype model of hybrid offshore-wind and tidal turbine
system with flywheel
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minute (rpm) of the servo-motor that rotates the coreless generator. Wind turbine
generated AC power is converted to DC power with the 6-pulse diode rectifier.

The parameters of the servo-motor and the coreless synchronous generator are
listed in Table 20.1 and 20.2, respectively.

20.2.3 Tidal Turbine (Flywheel)

An induction generator produces electrical power when its shaft is rotated faster
than the synchronous frequency of the equivalent induction motor. Induction
machines are used in tidal system installations because of their ability to produce
useful power at various rotor speeds. Induction machines are mechanically and
electrically simpler than other generator types.

Fig. 20.2 Offshore-wind
turbine generator
experimental model
([9], � IEEE 2010)

Table 20.1 Rating of main
components (offshore-wind
servo-motor) ([9], � IEEE
2010)

Parameter Value

Rated output 3.0 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 2,500 rpm
Gear ratio 10.5:1

Table 20.2 Rating of main
components (coreless
synchronous generator)
([9], � IEEE 2010)

Parameter Value

Rated output 1.5 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 200 rpm
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The energy scenario in the world is calling for efforts toward more efficient use
of electrical energy, as well as improvements in the quality of its delivery. This
issue involves the use of energy storage devices, such as a tidal turbine used as a
flywheel. The demand for and use of such equipment are increasing. One type of
energy storage system is a tidal turbine flywheel energy system (TTFES). Due to
the advancements in machines and power electronics, the flywheel is becoming
more popular. Many feasible projects employing flywheel storage systems have
been implemented all over the world [7–11].

Figure 20.3 shows the experimental model of a tidal turbine induction gener-
ator/motor and a servo-motor. The main concept in this project is to apply and
control a bi-directional (two way) energy flow scheme, so that energy is injected
into the offshore-wind turbine or stored as kinetic energy from/to the tidal system
(induction machine).

Flywheels are one of the oldest forms of energy storage, having been used for
thousands of years. The potter’s wheel is one of the earliest applications of a
flywheel. The kinetic energy stored in the flywheel results from spinning a disk or
cylinder coupled to a machine’s rotor. This energy is proportional to the flywheel
mass and the square of its rotational speed:

E ¼ 1=2 Ix2 ð20:1Þ

where I is the moment of inertia in Kg m2 and x is the rotational speed in rad/s.
The induction machine (tidal system) works as a motor with almost no load, and
the rotational kinetic energy is stored as a function of the square of the rotational
speed. The stored energy is extracted by decelerating the induction machine.

TTFES systems, in comparison with conventional batteries, present some
interesting characteristics when used as an energy source to compensate for
voltage sags and momentary power interruptions. The induction machine is used
for bi-directional energy conversion from/to the tidal turbine. The servo-motor is
used as an input model of tidal energy to the induction generator, which converts
the mechanical energy into electrical energy. The induction machine can work as a
motor by using the bi-directional insulated-gate bi-polar–transistor (IGBT)

Fig. 20.3 Tidal turbine
generator/motor experimental
model ([9], �IEEE 2010)
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converter and a one-way clutch. When the induction machine’s rotational
speed is larger than that of the servo-motor, the servo-motor clutch turns to the
off-state.

The design parameters of the servo-motor and the induction machine are listed
in Tables 20.3 and 20.4, respectively. A speed of 1,110 rpm is selected for the
induction machine to store the rotational kinetic energy. In a real system, the tidal
turbine rotational speed should be much lower than that of the servo-motor, and a
step-up gear will be necessary.

In this application, the TTFES supports the offshore-wind turbine, supplying
power to the DC load in the case of over loads or dips. This occurs when there is a
low wind speed, causing an offshore-wind turbine voltage or frequency dip or
overload in the hybrid side. Thus, an offshore-wind system is not capable to supply
all the power needed by the DC load. The system gets help from the TTFES, which
has stored kinetic energy. Therefore, the main purpose of the flywheel is to
accumulate rotational kinetic energy, which can be injected into or extracted from
the DC side whenever it is required.

20.2.4 Maximum Power Flow Control

The grid connection inverter is a current control type because the AC voltage is
fixed by the grid. Therefore the DC link voltage in the HOTT is kept within a
certain range for stable operation by controlling the AC output current of the grid
inverter. The AC output current of the grid inverter is controlled so as to give the
maximum output power with a certain DC voltage. This control is based on the
MPPT algorithm.

In the MPPT control (Fig. 20.4), in order to search the DC link voltage which
gives the maximum DC output power, small perturbation, DV (± 4 V), is given to

Table 20.3 Rating of main
components (tidal servo-
motor) ([9], �IEEE 2010)

Parameter Value

Rated output 1.5 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 2,500 rpm

Table 20.4 Rating of main
components (induction
machine) ([9], �IEEE 2010)

Parameter Value

Rated output 7,500 W
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 1,110 rpm
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the DC reference voltage and check the DC output change. If the DC power
increases, the perturbation is approved to make a new DC reference voltage.
Conversely, if it decreases, the reference voltage is changed in the opposite
direction. This algorithm makes it possible to find the maximum electric power
point when the characteristic of the DC side changes by wind and tide speed
changes, etc. [12].

MPPT Algorithm
(1)–(8) A series of processes for MPPT

• (1), (4) and (7): Period for calculation of average value of DC voltage, current
and power.

• (3) and (6): Period for DC voltage change (perturbation DV (± 4 V)).
• (2) and (5): Check and memorize the deviation of DC output and voltage by

corresponding perturbation.
• (8): New DC voltage reference is determined by the results at (2), (5) and (8).

– When the DC output power increases with DC voltage change +DV, the new
DC voltage reference moves to (9) and start again from (1).

– Otherwise, it moves to (10) and restart from (1).

20.2.5 Inverter Circuit Configuration

Figure 20.5 shows the HOTT inverter circuit for this method. The output of the
inverter is a single-phase three-wire system. A general domestic power supply is
often a single-phase three-wire system. The inverter has a circuit configuration that
combines two half-bridges. The input can share one line with the output by using
the half-bridge type inverter [13]. In order to meet the grid voltage (200 V),
the boost up chopper circuit is adopted in Fig. 20.5 to increase the voltage of the
DC side.

Fig. 20.4 MPPT electric power follow control algorithm
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20.3 Hybrid System (Circuit Configuration)

This section describes the system and circuit configuration of the proposed HOTT
with TTFES, which was designed and constructed based on the reviews of the
alternatives and the components in the successive sections [6–9, 14].

The following is a block diagram of our TTFES with an offshore-wind system
(also shown in Fig. 20.6). The offshore-wind coreless synchronous generator
output is simply rectified by a 6-pulse diode bridge to charge a DC capacitor. The
tidal turbine induction generator/motor output is connected to the DC capacitor
through a 6-pulse IGBT dual converter. The DC link capacitor is connected to the
commercial grid through a grid-connected, single-phase, 3-wire inverter. The grid-
connected inverter is of a transformer-less half-bridge type with a boost up
chopper circuit. The voltage-source inverter output current is controlled by a PWM
controller under MPPT control. The MPPT control monitors and maintains the DC
link capacitor voltage, providing the maximum output power by controlling the
output AC current. It monitors the DC voltage perturbations of 4 V up and down
(2 V/s) every 4 s, calculates how to change the output power caused by them, and
then determines the DC voltage reference at the next stage to give more power.
Several small controllers are implemented at both ends to provide the required
performance for the system.

20.4 Changing Voltage Frequency 50–46–50 Hz

In order to simplify the description, an autonomous power supply with a limited
capacity is substituted for the HOTT system (Fig. 20.7). A flywheel induction
machine is connected to the offshore-wind system.

Fig. 20.5 Boost up chopper with a half-bridge inverter circuit
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In order to compensate for wind power fluctuation, the output of the induction
generator was controlled so that the total output was steady. The reference
frequency for the PWM inverter signal of the bi-directional inverter was manually
changed from 50 to 46 to 50 Hz; we assumed that the servo-motor (tidal) was
controlled to maintain a stable rotating speed (1,000 rpm) because tidal flow is
more stable than wind flow. This experimental model system was able to keep the

Fig. 20.6 HPB system configuration ([9], �IEEE 2010)

Fig. 20.7 DC power output
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total output steady by controlling the induction generator by changing the AC
voltage frequency input from the bi-directional converter.

20.4 Experimental Results

Figures 20.8, 20.9, 20.10, 20.11, 20.12 show the experimental results obtained
from the system using a coreless generator as an offshore-wind system and an
induction machine as a tidal system, the parameters of which are shown in
Tables 20.3 and 20.4. A commercially available IGBT-based inverter, the vector
modulation technique, was employed as the bi-directional voltage-fed-PWM
inverter.

Figures 20.8, 20.9, 20.10, 20.11, 20.12 show the HPB total system experimental
output for the tidal turbine (induction machine) and offshore-wind turbine (core-
less generator). These figures show the tidal turbine, offshore-wind turbine, and
power system (voltage, current, active power, and reactive power), as well as the
DC side (voltage, current, power) and rotating speed.

Fig. 20.8 Experimental
results for induction machine
(tidal turbine) voltages (Vuv1
& Vwv1), currents (Iu1 &
Iw1), active power (P1), and
reactive power (Q1) when the
reference frequency for the
PWM inverter signal of the
bi-directional inverter was
manually changed from
60 to 50 to 60 Hz
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The HPB bi-directional converter has been designed to be able to vary the AC
voltage frequency between 20 and 100 Hz. This ability to change the stator
frequency of the induction generator makes it possible to optimize the power output
from the wind turbine by adjusting the frequency in relation to the tidal turbine.
With HPB, the frequency was varied between 60 and 50 Hz during commissioning.

As shown in the figure for the tidal turbine (induction machine), Pdc1 works in
motor mode to extract energy by changing the voltage frequency. When the
voltage frequency is 60 Hz, if the tidal turbine rotating speed is less than
1,200 rpm, it works as a motor, and if its rotating speed is more than 1,200 rpm, it
works as a generator. When the voltage frequency is 50 Hz, if the tidal turbine
rotating speed is less than 1,000 rpm, it works as a motor, and if its rotating speed
is higher than 1,000 rpm, it works as a generator.

The reference frequency for the PWM signal of the bi-directional converter was
manually changed from 60 to 50 Hz at 2.2 s, and then back to 60 Hz again at 7 s.
In this test, we controlled the tidal servo-motor to maintain a stable rotating speed
because the tidal flow is more stable than the wind flow. The tidal turbine will help to
balance the distribution of power in the power system. The offshore-wind and tidal
turbines were DC side connected, and the total output load power was 0.4 kW.

Fig. 20.9 Experimental
results for coreless generator
(offshore-wind turbine)
voltages (Vuv2 & Vwv2),
currents (Iu2 & Iw2), active
power (P2), and reactive
power (Q2)
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As shown in Fig. 20.10 for the DC side powers, the offshore-wind generated
power, Pdc2, was almost a constant 190 W, while the tidal generated power, Pdc1,
stepped up from -25 W (motor mode) to 250 W (at 2.2 s), and then stepped back
down to -25 W (at 7 s). The total DC power (Pdc3) was 190 W, 60 Hz during the
motor mode (0.0–2.2 s) of the induction machine, and stepped up to 420 W, 50 Hz
(2.2–7.0 s), and 190 W (7.2–10 s).

As shown in Fig. 20.10 for the DC link voltage, Vdc, the MPPT controller
gave DC voltage perturbations of 4 V up and down (2 V/s) every 4 s. The grid-
connected inverter with MPPT control worked according to the generation
power changes at 2.2 and 7.0 s, without any large disturbance in the DC link
voltage.

Figure 20.11 shows the rotating speeds of the induction machine (tidal),
servo-motor (tidal), and coreless generator (offshore-wind) of the HPB system.
The rotation speed of the servo-motor (coreless) was constant, and the coreless
generator output was also constant. Constant speed control was applied to the

Fig. 20.10 Experimental
results for DC side hybrid
voltage (Vdc), currents
(Idc1, Idc2, & Idc3), and
powers (Pdc1, Pdc2, & Pdc3)
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servo-motor (tidal) in the HPB system. Only the transient response to the fre-
quency change of the terminal voltage (60–50 Hz and back to 60 Hz) by the PWM
control of the bi-directional inverter was observed for the rotating speed.

Fig. 20.11 Experimental
results for AC load side
voltages (Vuv3 & Vwv3),
currents (Iu3 & Iw3), and
power (P3)

Fig. 20.12 Experimental
results for rotating speeds
of coreless generator
(offshore-wind generator),
induction machine (tidal
generator), and servo-motor
(for tidal generator)
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20.5 Discussion

The induction machine is controlled by a bi-directional converter. The converter
uses IGBTs to implement the inverter bridge that provides a PWM motor/gener-
ator control waveform to the machine. The inverter’s 60/50/60 Hz voltage fre-
quency was controlled by a manual switch change.

The system’s microcontroller interfaces closely with the inverter board to apply
the correct waveforms to the machine during all operation modes. At the pre-
specified speed of 1,190 rpm (motor mode), the system switches from the motor to
generator mode. This change is coordinated by the system controller. The overall
system is managed by a micro-controller. The microcontroller’s main function is
to control the gate drives of the IGBTs in the inverter during the motoring and
generating operations. A simple user interface is provided to turn the system on
and off. The micro-controller and associated circuitry are controlled via a software
algorithm loaded onto the micro-controller using a PC interface.

The proto-type HPB system successfully demonstrated. The hybrid output
to the grid was able to be controlled by just changing the frequency of the
bi-directional inverter voltage while the rotating speeds of both turbines were
constant. The tidal system was smoothly switched from/to generator and motor
modes by changing inverter voltage frequency.

20.6 Conclusion

The experimental prototype model of the proposed HOTT was designed and
fabricated to demonstrate its operation using a real generator/motor and power
semiconductor converters. Laboratory scale basic experiments were carried out to
show the feasibility of the system, and to propose new control strategies using the
bi-directional converter and MPPT grid connection converter.

The method was a HPB. The tidal power generation system consists of an
induction generator/motor connected to the DC capacitor link through an IGBT
bi-directional converter. Using PWM control of the bi-directional converter, the
speed of the rotating magnetic field (control by the AC voltage frequency) fed to
the induction machine can be controlled. The generated power can be controlled
quickly by just changing the frequency reference for the PWM converter.
A fundamental test was carried out to clarify the ability of the proposed system.
The bi-directional converter frequency was changed manually (60–50–60 Hz),
while the rotational speed of the tidal turbine (servo-motor) was kept at a constant
1,100 rpm (55 Hz). The tidal generation power was changed quickly and smoothly
even when switching from motor mode to generator mode. This control had little
influence on the operation of the wind power generator. It was confirmed that the
voltage frequency control of the tidal induction generator had a good performance
to compensate for the power fluctuation of the total system. The tidal induction
generator/motor system with the bi-directional converter and one-way clutch had
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the ability to compensate for the power fluctuation caused by wind conditions.
The induction machine could switch smoothly between the generator and motor
modes by controlling the rotation speed of the tidal rotor and the inverter voltage
frequency. Additionally, in the motor mode of the induction machine, its rotating
kinetic energy could be used for power conditioning as a flywheel system.
The design of the bi-directional converter control for power control, taking the
one-way clutch function into consideration, is an important issue for the next
research step.
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Chapter 21
Transmission of Bulk Power
from DC-Based Offshore Wind Farm
to Grid Through HVDC System

S. M. Muyeen, Ahmed Al-Durra and J. Tamura

Abstract Trends in growth of the wind energy is getting additional pace by
offshore technology. This chapter investigates a suitable control strategy for a
DC-based offshore wind farm to transmit bulk power to an onshore grid through a
high voltage DC (HVDC) transmission line. The offshore wind farm is composed
of variable-speed wind turbines driving permanent magnet synchronous generators
(PMSG). Each PMSG is connected to the DC bus through a generator-side
converter unit to ensure maximum power point tracking control. The DC voltage
of the DC-bus is stepped up using a full-bridge DC–DC converter at the offshore
HVDC station, and the wind farm output power is transmitted through the
HVDC cable. The onshore HVDC station converts the DC voltage to a suitable AC
grid voltage. Detailed modeling and control strategies of the overall system are
presented. Real wind speed data is used in the simulation study to obtain a realistic
response. The effectiveness of the coordinated control strategy developed for the
proposed system is verified by simulation analyses using PSCAD/EMTDC, which
is the standard power system software package.
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21.1 Introduction

Recently, the generation of electricity using wind power has received a great deal
of interest. As per global wind energy council (GWEC) statics the global wind
capacity will reach close to 450 GW by the end of 2015 [1]. It means that more
than 50% of the present installation until 2010 is going to be added to the power
grid. Development of offshore technology has significant contribution in this rapid
expansion of wind power. A number of leading countries in the wind energy arena
are focusing increasingly on offshore technology. Offshore turbines can generate
electricity for 70–90% of their total operating time. By 2007, the industry had
developed 25 projects with a total capacity of approximately 1,100 MW in five
countries in Europe [2], many of which are large-scale, fully commercial projects.
The United Kingdom and Denmark are leading offshore trend and already
successfully commissioned hundred megawatt class wind farms in the sea [3]. The
EWEA forecasts that between 1,000 and 1,500 MW of new offshore wind capacity
will be fully grid connected in Europe during 2011; 10 wind farms, totaling
3,000 MW, are currently under construction. When completed, Europe’s installed
offshore capacity will increase to 6,200 and 19,000 MW are currently fully
consented. [4]. Many other countries are also focusing on installing hundred of
megawatt class offshore wind farms.

Offshore wind farms are generally located a few tens kilometers or further from
the onshore grid connection point. Transmitting hundreds of MW of offshore wind
power over such a long distance is a great challenge for both the wind farm
developer and the transmission system operator (TSO). This chapter focuses on a
high-voltage DC (HVDC) system for offshore wind farm interconnection with the
onshore grid. Two types of HVDC transmission topologies, i.e., HVDC with a
voltage source converter using IGBTs (VSC-HVDC) and line-commutated
converter HVDC (LCC-HVDC), have been proposed for offshore wind farm
connectivity [5–14]. In the present study, the VSC-based HVDC transmission
system is considered for offshore wind farm connection with the grid.

In previous studies, both fixed-speed and variable-speed wind generators have
been considered in the offshore wind farm. The induction generator is, in general,
used as a fixed-speed wind generator. On the other hand, doubly-fed induction
generators (DFIGs), conventional multi-pole synchronous generator (SGs), and
permanent magnet synchronous generators (PMSGs) are commercially available
as variable-speed wind generators. Recently, the PMSG has become very popular
as a wind generator. In the PMSG, the excitation is provided by permanent
magnets instead of field windings. Permanent magnet machines are characterized
as having large air gaps, which reduce flux linkage even in machines with
multi-magnetic poles [15,16]. As a result, low-rotational-speed generators can be
manufactured with relatively small sizes with respect to their power rating.
Moreover, the gearbox can be omitted due to the low rotational speed in the PMSG
wind generation system, resulting in low cost. In a recent survey, the gearbox was
found to be the most critical component, because its downtime per failure is high
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in comparison to other components in a wind turbine generator system (WTGS)
[17]. Therefore, in the present study, the PMSG is considered as the wind
generator used in the offshore wind farm.

VSC-based HVDC technology has reached a mature stage [7–14, 18–23].
Recent data indicates that, along with this technology, offshore wind farms
composed of variable-speed wind generators will secure a major share of power
generation in the wind power industry [2–4]. In general, the variable-speed wind
generator is connected to the AC-bus using a partial or full rating frequency
converter followed by an AC transformer, depending on the type of generator
used. For HVDC interconnection, an AC-bus-based offshore wind farm requires
the use of an AC transformer in order to step up the voltage at the offshore HVDC
station to a desired level, as reported in earlier studies [7–14]. On the other hand,
the DC-based wind farm is another interesting, cost-effective, and relatively new
technology in wind power industry [24–26]. The DC–DC converter is one of the
key components in the DC-based wind farm. The fundamental concepts and
efficiency analysis of a DC-based wind farm along with the DC–DC converter
have been reported [25, 26]. However, a coordinated control scheme, e.g., maxi-
mum power point tracking control of an individual WTGS unit of a DC-based
wind farm, or the DC voltage control strategy of the DC–DC converter, was not
considered. The present study attempts to demonstrate another alluring opportunity
for the DC–DC converter to step up the voltage to the level of the HVDC system
that interconnects a DC-based wind farm. A coordinated control scheme is
developed for the DC-based offshore wind farm connected with the HVDC system,
emphasizing the control strategy for the key component, namely, the full-bridge
(FB) DC–DC converter. The proposed system is simulated using PSCAD/EM-
TDC, the laboratory standard power system simulator package, to demonstrate the
operation and control of the HVDC system connected to the DC-based offshore
wind farm. The simulation analysis of this intricate system is necessary for the
present and future development of offshore wind technology, because the goal is to
install a capacity of more than 100 GW by 2030, as mentioned earlier.

In the proposed scheme, the generator side converter ensures the maximum
power transfer from the individual VSWT-PMSG to the DC-bus used in the
offshore DC-based wind farm. The control for the full-bridge DC–DC converter
must adapt to the nonlinear DC-bus voltage dynamics. The fuzzy logic controller
(FLC) is considered to control the duty cycle of the FB DC–DC converter, where
the phase shift technique is also adopted to obtain zero voltage switching (ZVS) of
the IGBT switches. The FB DC–DC converter connects the offshore wind farm
with the HVDC system and boosts the DC-bus voltage to the desired level of the
HVDC system. Real wind speed data measured in Hokkaido Island, Japan, are
used in the dynamic analysis to obtain realistic responses. Moreover, transient
analysis is performed considering a severe three-line-to-ground fault in order to
observe the effectiveness of the proposed control strategies during a network
disturbance. The overvoltage protection scheme at the offshore HVDC station
considered herein is an effective means by which to control the DC voltage of the
HVDC system without any dependency on the individual WTGS used in the
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offshore wind farm. Finally, the proposed FLC-based full-bridge DC–DC
converter is shown to be an effective means by which to constitute the HVDC
system that connects a DC-based wind farm.

21.2 System Overview

A line diagram of the proposed system composed of an offshore wind farm,
two HVDC stations, and a DC cross-linked polyethylene (XLPE) cable is
shown in Fig. 21.1. The system is connected to the infinite bus through an AC
transmission line. In the DC-based offshore wind farm, each PMSG is
connected to the DC-bus through an AC–DC converter. The offshore wind farm
power capacity is considered to be 150 MW. In order to speed up the simu-
lation, an aggregate model of the wind farm, in which multiple wind generators
can be represented with a single large wind generator, is considered. Therefore,
in the simulation, two PMSGs each rated at 75 MW are considered. The
parameters of the PMSG are shown in Table 21.1. The cable length is
considered to be 100 km. The HVDC cable parameters are available in [14].
The system has a 150 MVA base.

The offshore HVDC station is a DC–DC converter and one of the key components
of the proposed system. The choice of the converter type used in the offshore HVDC
station is important from a practical viewpoint. The DC–DC converter with a
transformer can effectively handle the issue of higher voltage ratio, which is well
suited for HVDC interconnection of the DC-based offshore wind farm. For low
ratios (i.e., 1:1–1:3) between the input and output voltages, a boost converter has
certain advantages, such as high efficiency and low component quantity. However,
for higher voltage ratios transformer-less converters become less applicable.

In the AC-based offshore HVDC station, an AC transformer is used
immediately before the VSC station. On the other hand, in the DC-based wind
farm a DC–DC converter using a high-frequency transformer connects the
offshore wind farm to the HVDC cable. The power electronic components used
are more or less the same in both systems. The main difference in investment
costs is the cost of the transformer. The transformer in the DC–DC converter
operates at a higher switching frequency. Since the transformer size and weight
vary inversely with the frequency, the higher switching frequency leads to a
dramatic reduction in the transformer size considering the core material, wind-
ings, and insulation. The energy production cost for the DC-based wind farm is
also found to be lower than that for the AC based wind farm, as reported in [24].
Based on these considerations, a full-bridge (FB) DC–DC converter, as shown in
Fig. 21.2, is suitable for use in the offshore HVDC station. In the present study,
a standard DC–AC voltage source converter (VSC) system is considered for use
in the onshore HVDC station.
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21.3 Modeling and Control of the Individual Components
of the Proposed System

21.3.1 Wind Turbine

The mathematical relation for mechanical power extraction from the wind can be
expressed as follows [27]:

PM ¼ 0:5qCp k; bð ÞpR2V3
W ½W � ð21:1Þ

where PM is the power extracted from the wind, q is the air density (kg/m3), R is
the blade radius (m), Vw is the wind speed (m/s), and Cp is the power coefficient,
which is a function of both tip speed ratio, k, and blade pitch angle, b (deg).
In addition, Cp is obtained as follows [28].

Table 21.1 Parameters of
the PMSG

Rated power 75 (MW) Stator resistance 0.01 (pu)
Rated voltage 6.0 (kV) d-axis reactance 1.0 (pu)
Frequency 20 (Hz) q-axis reactance 0.7 (pu)
Number of poles 150 Field flux 1.4 (pu)
H 3.0 (s)

DC

Llk

DC-DC
XFMR

Lf

Cf R
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Fig. 21.2 Conventional full-bridge (FB) PWM DC–DC converter
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Fig. 21.1 Single line diagram of the proposed system
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Cp k; bð Þ ¼ 0:5 C� 0:02b2 � 5:6
� �

e�0:17C ð21:2Þ

k ¼ xmR

VW
; C ¼ R

k
� 3600
1609

ð21:3Þ

The wind turbine parameters are given in the Appendix.
The Cp characteristic changes depending on the wind speed. Equation 21.4

shows the relationship between the optimal rotational speed, xm_opt, corresponding
to the optimum power coefficient Cp_opt, and the wind speed, VW, where xm is the
rotational speed (rad/s). This expression is obtained by differentiating Cp with
respect to xm, assuming that b is equal to zero. Figure 21.3 shows the relationship
between the wind turbine power PM and the rotor speed xm for various wind
speeds, in which the locus of the maximum output power Pmax is indicated by a
dashed line. Here, Pmax is chosen as the reference power, Pref, for the AC–DC
converter used in each VSWT-PMSG, so that the maximum power can be trans-
ferred to the common DC-bus. Figure 21.4 shows the maximum power point
tracking (MPPT) controller to obtain Pref [29]. This controller is designed based on
linear functions expressed in Eq. 21.5A. At the same time, the wind turbine should
be operated at xm_opt as expressed in Eq. 21.4 in order to achieve the power
capture corresponding to Pref. In addition, the rotor speed xm does not fall below
0.4 pu, which is considered to be the minimum rotor speed in the present study,
when the wind speed is low.

xm opt ¼ 0:0775Vw ðpu) ð21:4Þ

Pref 1 ¼ 0:197Vw � 1:451 ðpu) ð21:5AÞ

Pref 2 ¼ 0:127Vw � 0:749 ðpu) ð21:5BÞ

Pref 3 ¼ 0:068Vw � 0:282 ðpu) ð21:5CÞ
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When the rotor speed xr exceeds the rated speed of the PMSG, the pitch
controller presented in [30] is considered to control the rotational speed. Therefore,
the output power will not exceed the rated power of the PMSG.

21.3.2 DC-Based Wind Farm

In the present study, it is considered that the wind farm is composed of VSWT-
driven PMSGs. Each direct drive PMSG is connected to the DC-bus through a
fully controlled AC–DC converter. In the simulation analysis, the PMSG model
available in the package software PSCAD/EMTDC [31] is used. The electrical
scheme of the VSWT-PMSG adopted in the present study is shown in Fig. 21.5.
Each converter is a standard three-phase two-level unit that is composed of six
IGBTs and anti-parallel diodes. In the present study, the cascaded control
technique shown in Fig. 21.6 is adopted for VSWT-PMSG operation. Since the
converter is directly connected to the PMSG, its q-axis current is proportional to
the active power. The active power reference, Pref, is determined so as to provide
the maximum power to the DC-bus, as explained in Sect. 21.3.1. On the other
hand, the d-axis stator current is proportional to the reactive power. The reactive
power reference is set to zero in order to perform unity power factor operation.

Fig. 21.4 Block diagram of the MPPT controller ([29], � [2010] IEEE)
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The angle, hr, for the transformation between the abc and dq variables is calculated
from the rotor speed of the PMSG. In Fig. 21.6, subscript n represents the indi-
vidual number of the wind generator. The nominal speed is considered to be the
maximum rotor speed, xr_max. The pitch controller is activated when the rotor
speed exceeds the maximum rotor speed of the PMSG.

21.3.3 Full-Bridge DC–DC Converter of the Offshore
HVDC Station

In the present study, as stated earlier, a full-bridge DC–DC converter is used in the
offshore HVDC station. In a full-bridge converter, the input bridge creates a high-
frequency square wave at the transformer, which transforms the voltage to a higher
level. The high voltage square wave is rectified using the diode bridge circuit at the
secondary side of the transformer. The ripple is minimized using an output filter

Fig. 21.6 Control block for
the generator-side AC–DC
converter

Fig. 21.5 Electrical scheme of the VSWT-PMSG
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[25]. Since the output filter is current-stiff, the current in the switches and the
transformer is approximately constant during the on period.

The output voltage of the FB DC–DC converter can be controlled in different
ways. In all switching converters, the output voltage is a function of the input line
voltage, the duty cycle, and the load current, as well as the converter circuit element
values. In DC–DC converter application, it is desirable to obtain a constant output
voltage despite the disturbances in the input voltage and load current and variations
in the converter circuit element values. A simple pulse width modulation (PWM)
based duty cycle control can be used for the control of the FB DC–DC converter. The
duty cycle control provides a mean voltage across the transformer that is equal to the
output voltage divided by the transformer ratio. This is achieved by the on-state,
where the switches in two legs are on, applying the input voltage across the trans-
former. In the off-state, all switches are off and the load current free-wheels through
the diodes in the output bridge, which yields zero voltage across the transformer
[25, 32, 33]. However, the switching loss is higher because no snubber circuits
are considered across the switches and switches are turned off at full load voltage.
This issue can be handled using phase shift PWM control.

21.3.3.1 Phase Shift PWM Control of the FB DC–DC Converter

Few types of soft-switching have been considered for the reduction of higher
switching loss for FB topology. A common practice is to use the phase-shifted
pulse-width modulation (PWM) technique [32, 33], which requires snubber
capacitors connected across the switches, as shown in Fig. 21.7. Figure 21.7 also
represents a topology that is suitable for use in the offshore HVDC station, as
described in Fig. 21.3. The circuit parameters shown in Fig. 21.7 are given in the
Appendix. The switching scheme for the FB converter with phase shift control is
as described above. The on-state with the input voltage across the transformer is
achieved by turning on two switches. The difference lies in the switching and
the off-state, which is achieved by turning one switch off and letting the load
current flow through one switch and one diode. With this control method, the
switching losses can be lowered by the capacitors across the switches, which are
charged after turn-off of a device, enabling zero voltage turn-on switching (ZVS)
[25, 32, 33].

Fig. 21.7 Full-bridge (FB)
PWM DC–DC converter with
phase shift control
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In the present study, the simple voltage model control is adopted to control the
output voltage of the FB phase-shifted DC–DC converter, as shown in Fig. 21.8.
In the proposed control scheme, the output voltage is compared to a reference
voltage to generate an error signal. The error signal is then processed through the
FLC to obtain the duty cycle, which is further explained in the following section.
The duty cycle is then compared with the carrier wave and its phase-shifted signal
based on the PWM technique in order to generate interpolated firing pulses for
IGBT switches. The interpolated firing pulse circuit is a simulation technique
concerned with generating firing pulses through an interpolation procedure. This
allows for exact switching between time steps based on a comparison between the
sinusoidal reference and the high-frequency carrier signal, which is considered in
the simulation.

21.3.3.2 Fuzzy Logic Controller

Classical control theory suffers from some limitations due to the assumptions made
in designing the control systems, such as linearity and time-invariance. Essentially,
the conventional proportional–integral (PI) and proportional–integral–derivative
(PID) controllers have been used in a number of control applications due to the
robustness of these controllers and offer a wide stability margin. However, con-
ventional PI and PID controllers are very sensitive to parameter variations and
nonlinearity of dynamic systems. The setting of the parameters of the PI controller
used in a large system is cumbersome, especially in power system application,
which is difficult to express by a mathematical model or transfer function. These
problems can be overcome by using artificial-intelligence-based control tech-
niques. Such control systems can also be less sensitive to parameter variation than
classical control systems [34].

Fuzzy logic, in general, is an innovative technology that enhances conven-
tional system design with engineering expertise. The use of fuzzy logic can
help to circumvent the need for rigorous mathematical modeling. Unlike the rea-
soning based on classical logic, fuzzy reasoning aims at the modeling of reasoning
schemes based on uncertain, tolerant, or imprecise information. In addition, since
fuzzy reasoning has inherent abilities to deal with imprecise or noisy data, fuzzy
reasoning is able to extend its control capability even to operating conditions under
which linear control techniques fail (i.e., large parameter variations). Therefore, in

Fig. 21.8 Control block of
the DC–DC buck/boost
converter
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the present study, the FLC is considered to control the output voltage of the FB DC–
DC converter to maintain the DC voltage of the offshore HVDC station at the desired
level. The FLC is described in detail in the following section.

In order to design the proposed FLCs, the error signal, e(k), and the change of
the error signal, De(k), are considered as the controller inputs. The duty cycle (D)
is chosen as the controller output, which is compared with sawtooth carrier wave
signals to generate the switching pulses for IGBT devices.

For convenience, the inputs and outputs of the FLC are scaled with coefficients
Ke, KDe, and Kd, as shown in Fig. 21.8. In Fig. 21.8, Z-1 represents one sampling
time delay. The triangular membership functions with overlap used for the input and
output fuzzy sets are shown in Fig. 21.9, in which the linguistic variables are
represented as NB (Negative Big), NS (Negative Small), Z (Zero), PS (Positive
Small), and PB (Positive Big). The fuzzy rule table is shown in the Appendix. In the
present study, for the inference mechanism, Mamdani’s max–min (or sum–product)
[35] method is used. The center of gravity method [35] is used for defuzzification to
obtain Dn. The actual duty cycle signal, D, can be determined by multiplying Dn by
the scaling factor Kd.

21.3.3.3 Overvoltage Protection Scheme

When a network disturbance occurs at the onshore grid, real power cannot be
transmitted from the offshore wind farm to the onshore grid through the HVDC
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Fig. 21.9 Fuzzy sets and their corresponding membership functions
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cables. As a result, the DC voltage, which must be regulated, increases rapidly.
One way to do this is to decrease the power generation from individual WTGS of
the offshore wind farm by updating the power command to all MPPT control units,
which requires strong coordination between the onshore and offshore stations.
In the present study, as a simple protection scheme, the braking chopper, as shown
in Fig. 21.10, is installed at the offshore HVDC station, which can work inde-
pendently without any remote signal transmission between MPPT units and the
onshore grid. The chopper is activated when a DC overvoltage is detected at
the local end and dissipates the excess active power into the resistance during the
voltage dip at the onshore grid.

21.3.4 Onshore HVDC Station

In the present study, the cascade control scheme with independent control of active
and reactive currents, as shown in Fig. 21.11, is applied to the control of onshore
VSC station. The dq quantities and three-phase electrical quantities are related to
each other by reference frame transformation. The angle of the transformation is
detected from the three phase voltages (Va,Vb,Vc) at the high-voltage side of the

Vdc_FB

Vdc_max

Rdc

+

_
Vdc_FB >Vdc_max=>1
Vdc_FB<Vdc_max=>0

Controller <<     >> Chopper

Fig. 21.10 Configuration of
protective device used at
offshore HVDC station

Fig. 21.11 Control block
diagram of the onshore VSC
station

512 S. M. Muyeen et al.



grid side transformer. The d-axis current can control the dc-link voltage. The dc
voltage of the DC-link capacitor is controlled to be constant by two PI controllers.
On the other hand, the q-axis current can control the reactive power of the grid-
side inverter, and hence the onshore grid voltage can be maintained to be constant.
The rated DC-link voltage is 150 kV.

21.4 Simulation Analysis

In the present study, both the dynamic and transient characteristics of the proposed
system shown in Fig. 21.1 are analyzed. A detailed switching model is considered
instead of the time average model for the sake of analysis precision. The time step
is chosen to be 0.00002 s. The simulation time for the dynamic and transient
characteristics analysis are chosen as 600 s and 5 s, respectively. Simulations were
carried out using PSCAD/EMTDC [31].

21.4.1 Dynamic Characteristics Analysis

In order to obtain a realistic response, real wind speed data measured at Hokkaido
Island, Japan, as shown in Fig. 21.12, is used in the simulation.

In the offshore wind farm, the maximum power generation from each
VSWT-PMSG at a particular wind speed is ensured by the controller, as
explained in Sect. 21.3.1. The responses of the real power references of the
generator-side converters of the PMSGs, their rotor speeds, and the power
delivered from each generator to the DC-bus are shown in Figs. 21.13, 21.14,
and 21.15. The pitch controllers attached to the wind turbines are activated
when the rotor speeds of the generators exceed the rated speeds, as shown in
Fig. 21.16. The zoom voltage at the primary side of the FB DC–DC converter
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Fig. 21.12 Wind speed data
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is shown in Fig. 21.17, which is basically a high-frequency square wave signal.
The output voltage of the FB DC–DC converter, which is the offshore HVDC
station voltage, is shown in Fig. 21.18. The DC voltage at the onshore HVDC
station is maintained constant by the VSC, as shown in Fig. 21.19. The onshore
grid voltage shown in Fig. 21.20 is also maintained constant by the onshore
HVDC station. Under the proposed control strategy, the real offshore wind farm
power is successfully transmitted to the onshore grid through the HVDC cable,
as shown in Fig. 21.21.
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Fig. 21.18 Output voltage of
the FB DC–DC converter
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21.4.2 Transient Characteristics Analysis

For the transient characteristics analysis, a severe three-line-to-ground (3LG) fault
is considered as a network disturbance, which occurs at fault point F in Fig. 21.1.
The fault occurs at 0.1 s. The circuit breakers (CB) on the faulted lines are opened
at 0.25 s, and are reclosed at 1.05 s. It is assumed that the wind speed is constant
and equivalent to the rated speed for the variable-speed WTGSs. This is because
the wind speed may be considered not to change dramatically during the short time
interval of the simulation.
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The responses of the AC voltage at the onshore grid, which satisfy the grid code
requirement, are shown in Fig. 21.22 [36]. The real and reactive power responses
at the onshore grid are shown together in Fig. 21.23. The pitch controller controls
the mechanical power of the individual wind turbine to stabilize the PMSGs, as
shown in Fig. 21.24. Due to the use of a protection device at the offshore HVDC
station, the DC voltage cannot exceed a predefined limit, as shown in Fig. 21.25.
The longer the fault duration, the greater the importance of the requirement for a
protection device. The simulation results clearly show that the proposed system
can overcome a severe 3LG fault under the developed control strategy.
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21.5 Conclusions

This paper introduced an HVDC interconnected power transmission scheme for a
DC-based offshore wind farm, in which a DC–DC converter using a transformer
plays an important role in the offshore HVDC station. The wind generators of the
offshore wind farm are connected to a DC-bus through fully controlled AC–DC
converters, which ensures that maximum power is delivered to the DC-bus.
Detailed modeling and control strategies of the FLC-based phase-shifted full-
bridge DC–DC converter as well as other components of the proposed system were
presented. The dynamic performance of the overall system was evaluated by
simulation analysis using real wind speed data. The overvoltage protection scheme
used in the coordinated control system can maintain the DC voltage of the HVDC
system, even in the transient or fault condition. A full-bridge DC–DC converter
can works well as an offshore HVDC station and can transmit the real power to the
onshore grid through the XLPE HVDC cable.
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Appendix

Wind turbine parameters

Rated power 2 MW Air density 1.225 kg/m3

Blade radius 36 m Rated speed 24 rpm

Parameters of the Phase Shift FB–DC–DC converter

Transformer rating 150 MVA Cs 10 lF
Transformer leakage reactance 0.05 pu Lf 0.002 H
Base operational frequency 200 Hz Llk 0.001 H

Fuzzy Rules Table

Dn Den

NB NS ZO PS PB

en NB PB PB PS PS ZO
NS PB PS PS ZO NS
ZO PS PS ZO NS NS
PS PS ZO NS NS NB
PB ZO NS NS NB NB

518 S. M. Muyeen et al.



References

1. The global wind energy council (2011) Global wind report-annual market update 2010.
http://www.gwec.net/

2. The European wind energy association (2007) Delivering offshore wind power in Europe:
policy recommendationsfor large-scale deployment of offshore wind power in Europe by 2020

3. The global wind energy council (2009) GWEC Regions-Europe-United Kingdom. Leader in
Offshore Wind. http://www.gwec.net/

4. The European wind energy association (2011) The European offshore wind industry key
trends and statistics 2011, EWEA Publications. http://www.ewea.org

5. Kirby NM, Xu L, Luckett M, Siepman W (2002) HVDC transmission for large offshore wind
farms. IEE Power Eng J 3:135–141

6. Cartwright P, Xu L (2004) The integration of large scale wind power generation into
transmission networks using power electronics. CIGRE General Session, Paris (CD-ROM)

7. Skytt AK, Holmberg P, Juhlin KE (2001) HVDC light for connection of wind farms. In: 2nd
international workshop on transmission networks for offshore wind farms

8. Sobrink KH, Sorensen PL, Christensen P, Sandersen N, Eriksson K, Holmberg P (1999) DC
feeder for connection of a wind farm. In: CIGRE Symposium

9. Lu W, Ooi BT (2003) Optimal acquisition and aggregation of offshore wind power by
multiterminal voltage-source HVDC. IEEE Trans Power Deliv 18(1):201–206

10. Xu L, Andersen BR (2006) Grid connection of large offshore wind farms using HVDC. Wind
Energy 9(4):371–382

11. Xu L, Yao L, Bazargan M, Yan A (2009) Fault ride through of large offshore wind farms
using HVDC transmission. In: CD record of the IEEE PowerTech2009 conference, paper
no. 308, Romania

12. Lingling F, Zhixin M, Osborn D (2009) Wind farms with HVDC delivery in load frequency
control. IEEE Trans Power Syst 24(4):1894–1895

13. Vermaak R, Potgieter JHJ, Kamper JM (2009) Grid-connected VSC-HVDC wind farm
system and control using permanent magnet induction generators. In: CD record of the
international conference on power electronics and drive systems (PEDS09)

14. Muyeen SM, Takahashi R, Murata T, Tamura J (2009) Integration of hydrogen generator into
wind farm interconnected HVDC system. In: CD record of the IEEE PowerTech 2009
conference, paper no. 271, Bucharest, Romania

15. Vas P (1992) Electrical machines and drives—a space vector theory approach. Oxford
University Press, New York

16. Miller TJE (1989) Brushless permanent-magnet and reluctance motor drives. Oxford
University Press, New York

17. Ribrant J, Bertling LM (2007) Survey of failures in wind power systems with focus on
Swedish wind power plants during 1997–2005. IEEE Trans Energy Convers 22(1):167–173

18. Povh D, Thepparat P, Westermann D (2009) Analysis of innovative HVDC control. In: CD
record of the IEEE PowerTech 2009 conference, Bucharest, Romania

19. Latorre HF, Ghandhari M, Soder L (2009) Use of local and remote information in POD
control of a VSC-HVDC. In: CD record of the IEEE PowerTech 2009 conference, Bucharest,
Romania

20. Hazra J, Phulpin Y, Ernst D (2009) HVDC control strategies to improve transient stability in
interconnected power systems. In: CD record of the IEEE PowerTech 2009 conference,
Bucharest, Romania

21. Zhang L, Nee H-P (2009) Multivariable feedback design of VSC-HVDC connected to weak
AC systems. In: CD record of the IEEE PowerTech 2009 conference, Bucharest, Romania

22. Prabhu N, Padiyar KR (2009) Investigation of subsynchronous resonance with VSC-based
HVDC transmission systems. IEEE Trans Power Deliv 24(1):433–440

21 Transmission of Bulk Power 519

http://www.gwec.net/
http://www.gwec.net/
http://www.ewea.org


23. Flourentzou N, Agelidis VG, Demetriades GD (2009) VSC-based HVDC power transmission
systems: an overview. IEEE Trans Power Electron 24(3):592–602

24. Lundberg S (2004) Evaluation of wind farm layouts. In: Nordic workshop on power and
industrial electronics (NORPIE), poster no. 2693, Norway

25. Max L, Lundberg S (2008) System efficiency of a DC/DC converter-based wind farm. Wind
Energy 11(1):109–120

26. Prabhakar AJ, Bollinger JD, Hong MT, Ferdowsi M, Corzine K (2008) Efficiency analysis
and comparative study of hard and soft switching DC–DC converters in a wind farm.
In: IEEE 34th industrial electronics conference (IECON2008), pp 2156–2160

27. Heier S (1998) Grid integration of wind energy conversion system. Wiley, Chicester
28. Wasynczuk O et al (1981) Dynamic behavior of a class of wind turbine generators during

random wind fluctuations. IEEE Trans Power Apparatus Syst PAS-100(6):2837–2854
29. Muyeen SM, Takahashi R, Tamura J (2010) Operation and control of HVDC-connected

offshore wind farm. IEEE Trans Sustain Energy 1(1):30–37
30. Muyeen SM, Murata T, Tamura J (2008) Stability augmentation of a grid-connected wind

farm. Springer, UK
31. PSCAD/EMTDC manual (2005) Manitoba HVDC research center, April 2005
32. Cho J-G, Sabate JA, Guichao H, Lee FC (1996) Zero-voltage and zero-currentswitching full

bridge PWM converter for high-power applications. IEEE Trans Power Electron 11(4):
622–628

33. Mihalache L (2004) A modified PWM control technique for full bridge ZVS DC–DC converter
with equal losses for all devices. In: Proceedings of IEEE IAC’04, vol 3. pp 1776–1781

34. Rashid MH (2007) Power electronics handbook. Reference book, 2nd edn. Amsterdam,
Elsevier

35. Driankov D, Hellendoorn H, Reinfrank M (1993) An introduction to fuzzy control. Springer,
Heidelberg

36. E.On Netz, Grid Code, High- and Extra-High Voltage (2006). www.eon-netz.com/

520 S. M. Muyeen et al.

http://www.eon-netz.com/


Index

A
Ac/dc converter 1, 40, 386, 387
Aerodynamic torque, 55, 375, 441
Aggregated model, 340, 427
Air density, 27, 108, 115, 140, 152, 375, 419,

434, 457, 487, 500
American Wind Energy

Association (AWEA), 2
Anemometer
ARENE, 234, 240–242, 255
Angular velocity, 30, 109, 152, 375
Antiparallel diodes, 507
Asymmetric half bridge, 137–139, 144, 149

B
Back-flow surge, 234–236, 242, 248, 249, 250,

252–256
Battery, 20, 106, 285
Band-pass filter, 177–179, 181–183, 185
Blade pitch angle, 108, 140, 147, 148, 375,

458, 462, 487, 497
Bearing loss, 17, 25, 28, 30–32, 34, 35,

37–42, 45
Buck-boost, 510
Breaking chopper, 512

C
Capacitor bank, 259, 331, 372, 377, 381, 396,

436, 440–443, 446, 447
Carbon reinforced plastics, 219, 231
Capacity credit, 290, 298, 302–305
Capacity factor, 18, 23, 24, 46–48, 301, 303, 312

Cascaded control, 144, 489
Converter, 12, 13, 15, 18, 19, 21, 22, 24, 33,

34, 35, 38, 42–45, 47, 53, 54,
78–83, 86–90, 95–106, 133, 139,
141, 144, 145, 148, 150, 151,
155–160, 259, 267, 325, 329, 350,
351, 370–372, 378–381, 392,
397–405, 407, 409–418, 421–424,
426, 427, 429, 431, 434, 436, 438,
442, 444, 447–456, 462, 463–466,
468–470, 472–478, 480–497,
500, 502

Coupling transformer, 425
Current source inverter (CSI), 371

D
Damping controller, 372, 381–383
Damping ratio, 334
Dampting coefficient, 392, 471
Dc chopper, 325, 337, 338, 350
Dc-link, 18, 107, 110–113, 116–123, 126, 133,

139, 143, 145, 147, 148, 155, 156,
157, 159, 371, 421–424, 426, 427,
432, 433, 435, 438, 441, 443, 444,
446, 447, 495

Dc/ac inverter
Dc-dc buck/boost converter, 510
Defuzzification, 493
Direct drive, 18, 50, 52–62, 64, 66–77, 489
Distributed generation, 258, 418
Direct drive synchronous generator
Double circuit transmission line
Double-line-to-ground fault, 425

S. M. Muyeen (ed.), Wind Energy Conversion Systems,
Green Energy and Technology, DOI: 10.1007/978-1-4471-2201-2,
� Springer-Verlag London Limited 2012

521



D (cont.)
Doubly fed induction generator, 12, 82, 127,

259, 397, 409, 413, 448, 451, 466
Drive train, 50, 53, 54, 67, 70, 71, 76, 79, 81,

105, 420, 424
Duty cycle, 337, 485, 491–493
Duplex reactor, 18, 111
Dynamic stability, 370, 384, 392, 395
Dynamic characteristics, 85, 93, 127, 425, 495

E
E.ON Netz, 283, 502
Enercon, 55, 76, 320, 324, 417
Eigenvalue, 369, 372, 380–384, 386, 388, 389,

390, 395, 455
Eddy current, 25, 27, 35, 36, 219, 228, 229, 231
Electrical scheme, 490
Emission, 10, 22, 162–168, 188, 290, 297, 299,

300, 302, 320, 326, 327, 352
Electricity, 4, 9, 21, 50, 51, 54, 79, 80, 81, 89,

108, 189–191, 217, 258, 259, 262,
268, 272, 273, 275, 277, 282, 283,
285, 286, 293, 322–324, 326, 327,
330, 450, 451, 465, 484

Electromagnetic torque, 376
Energy capacitor system (ECS), 20
Equivalent circuit, 24–27, 29, 30, 33–37,

40, 42–44, 45, 98, 164, 377, 379,
402, 403

European Wind Energy Association (EWEA),
22, 281, 399, 501

F
Fault ride through, 17, 401, 403, 405, 407, 409,

411, 413, 414, 501
Filter, 33–35, 38, 80, 89, 90, 92, 99–101, 133,

160, 171, 175, 177–187, 334,
337–342, 350, 400, 403, 412,
416–418, 422–424, 438–441,
445, 454, 490, 491

Fixed speed wind generator, 49, 155, 502
Flexible AC transmission systems (FACTS),

340, 341, 388
Flicker, 19, 161–169, 171–177, 179, 181–185,

187, 188, 218
Flicker measurement, 161, 163, 165, 167, 169,

171, 173, 175, 177, 179, 181, 183,
185, 187

Flicker severity, 19, 169, 170
Flywheel, 16, 104, 448, 470–473, 475, 482
Fossil fuel, 23, 51, 326, 351, 352
Frequency converter, 12, 13, 89

Front-end converter, 21, 416, 422, 429, 434,
436, 438, 444, 447

Frequency droop, 408, 449, 452, 454–456,
459, 462–465

Frequency control, 21, 263, 264, 272, 282, 318,
330, 331, 334–336, 346, 371, 372,
398, 404, 408, 415, 423, 430, 431,
437, 438, 440, 443, 444, 448, 449,
451–453, 458, 459, 465, 466, 481

Fuel cell, 17
Full-bridge DC–DC converter, 487
Fuzzy logic controller (FLC), 351, 485, 492

G
Gamesa, 13, 417
Ge wind, 13, 20, 24, 129, 157, 166, 172, 219,

221, 223, 225, 227, 229, 231, 233,
273, 296, 323, 324, 342, 400, 417,
450, 466, 467, 486

Gate turn-off thyristor (GTO), 12, 18, 86, 499
Gearbox, 12, 15, 28, 42, 53, 54, 81–83, 150,

151, 236, 372, 375, 415, 416, 484
Generator side converter, 485
Global warming, 23, 326
Global Wind Energy Council (GWEC), 1, 484
Grade of membership
Greenhouse effect, 367
Grey predictor, 19, 189, 191, 193, 195, 197,

199, 201, 203, 205, 207, 209, 211,
213, 215–217

Grid code, 17, 19, 20, 257–261, 265–272, 281–
283, 318, 324, 399, 400, 413, 416,
499, 502

Grid fault, 400, 405, 406, 408, 413, 425
Grid integration, 104, 126, 149, 257, 258, 350,

398, 414, 427, 448, 467, 502
Grid interfacing, 1, 18, 139
Grid side inverter, 144, 145, 146, 147, 148

H
Harmonics, 80, 162, 171, 173, 175, 176, 188
Helium vessel, 330
Hub, 150, 221, 223, 227, 297, 376
Hybrid wind-hydro power stations, 20, 284,

287
Hysteresis loss, 25, 27, 36, 43, 90, 91
HVDC, 12, 15, 20, 21, 240, 351, 369–373,

378, 380–383, 385, 392, 394–401,
403–405, 407, 409, 411, 413–419,
421–425, 427, 429, 431–439, 441,
443–467, 483–486, 490, 491, 493,
494, 497, 499–502

522 Index



I
IEEE alternator supplied rectifier excitation

system (AC1A), 345
IEEE generic turbine model, 345
Insulated gate bipolar transistor (IGBT), 425,

485, 489, 507
Induction generator, 12, 17, 20, 23–26, 28, 31,

32, 40, 47, 48, 54, 79, 82, 127, 151,
236, 259, 267, 283, 328, 33, 370,
376, 377, 395, 397, 409, 413, 414,
416, 448, 451, 466, 468, 471, 472,
475, 477, 478, 481, 484, 501

Inertia constant, 409
Inference mechanism, 493
Interpolated firing pulse, 492
Initial value, 30, 31, 37, 335
Inverter, 12, 18, 33–35, 83, 85, 89, 90, 92,

96–99, 105–114, 118, 120,
124–127, 136–141, 144–148, 157,
236, 371, 372, 378–380, 392,
416–418, 422, 427, 428, 430,
433–436, 438, 442–444, 446,
448, 453, 461, 462, 469, 473–477,
479–482, 495

Isolated island, 285, 286, 289, 306, 318, 323

K
Kinetic energy, 51, 81, 107, 108, 153, 331,

451, 452, 462, 464, 466, 472,
473, 482

L
Line-to-line fault, 116
Line-commutated converter, 371
Lightning protection, 1, 12, 19, 219–223, 225,

227, 229–233, 255, 256
LCC-HVDC, 398, 415, 417, 418, 447, 448,

452, 453, 466, 484
Load angle, 306, 443, 446
Load demand, 258, 285, 288, 294, 297, 299,

305, 308, 310, 315, 321
Low pass filter, 334, 337, 339, 412, 454
Low voltage ride through (LVRT), 329
Lumped model, 395, 429, 438, 444

M
Magnetization curves, 59, 130–132, 134, 135,

141, 142
Maximum power point tracking, 18, 32, 40,

141, 144, 262, 469, 483
Mechanical torque, 141, 155, 376, 421

MOD2 wind turbine
Modal control theory, 369, 380–382
Microgrid, 418, 448
Mutual damping, 376

N
National Renewable Energy Laboratory

(NREL), 50, 92
NASA, 20, 352, 354, 367
NEDO, 235, 236, 255

O
Offshore, 1, 7, 12–15, 17, 20–22, 50, 51, 59,

69, 71, 74, 75, 258, 352, 354, 356,
358, 360, 362, 364–373, 381–384,
390–393, 395, 397–401, 403,
405–407, 409, 411–415, 448,
451, 466, 468–473, 475, 477–480,
482–491, 493–497, 499–502

Overvoltage protection, 485, 493, 500
One-mass, 424
Optimum power, 20, 325, 327, 329, 331, 33,

335, 337, 339, 341, 343, 345, 347,
349, 351, 423, 435, 447, 488

P
Peak shaving, 289, 299
Penstock, 286, 288, 289, 296–301, 306–308,

316, 317
Permanent fault, 112, 436
Permanent magnet synchronous generator, 12,

17, 34, 82, 416, 420, 425, 452,
483, 484

Phase locked loop, 179
Phase shift, 485, 491, 500
Pitch controller, 31, 32, 40, 45, 158, 452, 457,

458, 462, 490, 495, 499
Pole pairs, 54, 421
Power coefficient, 24, 26, 27, 52, 140, 375,

419, 457, 487, 488
Power conditioning system (PCS), 446, 499
Power electronics, 24, 35, 71, 77–84, 86,

88, 90, 92, 94, 96, 98, 100, 102,
104–106, 126, 149, 408, 414,
415, 448, 472, 482, 501, 502

Power forecasting, 9, 10, 19, 197
Power flow, 21, 29, 138, 189–191, 370, 371,

401, 417, 444, 449, 451, 453, 473
Power quality, 17, 19, 22, 78, 80, 83, 161,

162, 164, 168, 169, 187–189,
258, 261, 330

Index 523



P (cont.)
Pumped storage, 284–286, 288–290, 292–294,

296, 298, 300–302, 304, 306,
308–310, 312, 314, 316–318,
320, 322–324

Proportional gain, 334
Pulse width modulation, 325, 402, 491
Phase shift, 503, 509, 510, 518
PSCAD/EMTDC, 140, 142, 234, 240, 249,

254, 255, 329, 351, 483, 489,
495, 502

R
Rate limiter
Reactive power compensation, 18, 259, 268,

275, 418, 422, 451
Real wind speed, 46, 140, 343, 483, 485,

495, 500
Rectifier, 18, 20, 21, 83, 90, 92, 96, 99,

108–114, 116–118, 120–124, 126,
236, 333, 369, 371, 372, 378–380,
398, 416–418, 422–424, 432–439,
441, 443–449, 451–456, 459,
461–463, 465, 471, 482

Renewable energy, 4, 10, 22, 23, 48, 50, 51,
76, 79, 89, 103, 104, 216, 273–277,
280, 282–286, 288, 290, 292, 294,
296, 298, 300, 302, 304, 306,
308, 310, 312, 314, 316, 318,
320, 322–327, 350, 366, 450,
465, 468, 469

Reservoir, 285, 286, 288, 289, 291, 292,
296–300, 305, 308–310, 312–317,
319, 320

Rolling model, 19, 189, 193, 195, 196, 200,
201, 203, 205–215

S
Scatterometer, 20, 352–354, 358, 367, 368
Servo motor, 193, 217
Siemens, 59, 76, 417
Silicon carbide power devices, 105
Self damping, 376
Stiffness, 376, 420, 421
Short circuit fault, 83, 113, 172, 174
Shutdown, 19, 109, 110, 163, 261,

262, 404
Single cage induction generator, 84
Single-line-to-ground fault
Slip, 2, 24–26, 28–31, 54, 81, 155, 332
Soft switching, 502
Switching losses, 12, 84, 86, 93–95, 491

Soft starter, 81
SiC MOSFET, 85–89, 93–98
SiC converter, 78, 79, 99–103
Snubber circuit, 491
Spring constant, 376
Squirrel cage induction

generator, 25–27, 49, 50
Stand-alone, 112
Standard deviation, 198, 199, 341–344
STATCOM, 371, 372, 398
Static synchronous compensator, 18, 112
Stray load loss, 17, 24, 25, 28–31, 34, 35,

37–39, 42–46
Static var compensator
Steady state, 148, 154, 331, 337, 432–434,

437, 438, 451, 452, 462, 464, 465
Supercapacitors, 16
Surge protection device, 19, 234, 235,

239, 255
Summer lightning, 238, 242–246, 253–255
Surge propagation, 242, 243
Superconducting magnetic energy storage

system, 329
SMES, 20, 325, 327–335, 337–351
Switched reluctance generator, 18, 127, 129,

133, 136, 148, 149
Switching frequency, 84, 90, 98–101, 128,

129, 436, 486
Symmetrical fault
Synchronous generator, 12, 17, 23, 24, 31, 34,

61, 82, 108, 127, 150, 151, 236,
238, 251, 259, 267, 319, 331, 333,
346, 348, 351, 371, 403, 416, 418,
420, 423, 425, 427, 447, 451, 452,
455, 456, 458, 459, 461, 462, 470,
471, 475, 483, 484

T
Three-line-to-ground fault, 485
Tip speed ratio, 26, 27, 108, 115, 118,

120–125, 140, 158, 375, 487
Thyristor, 12, 18, 21, 81, 104, 108–113, 118,

120, 125, 126, 128, 371, 416–418,
422, 435, 436

Transient stability, 258, 351,
370, 501

Transmission system owners (TSO), 16, 19,
269, 270

Triangular carrier wave, 149
Triangular membership

functions, 493
Two-mass model, 436
Turbine-pump mode, 288, 300

524 Index



U
Underground cable, 16
Undersea cable, 451
Unity power factor, 489
Unsuccessful reclosing
Unsymmetrical fault

V
Variable speed operation, 139, 141, 148
Variable speed wind turbine

generator system, 127
VESTAS, 213, 417
Voltage flicker, 19, 161, 163, 165, 167,

171, 173, 175, 177, 179, 181,
183, 185, 187

Voltage fluctuation, 161–164, 172, 188, 348,
371

Voltage source converter (VSC), 325, 400,
451, 486

VSWT-PMSG, 485, 487490, 495, 496
VSC-HVDC, 370, 371, 372, 398, 407, 416,

417, 484, 501

W
Weibull distribution, 24, 46–48, 52
Wind farm, 1, 7, 12–22, 2448, 5180, 83,

107, 111, 123–126, 160, 161, 189,
190, 192, 193, 216, 217, 229, 232,
234–238, 240, 242, 244, 246, 248,
249–256, 258, 259, 261–263,
266–272, 275–277, 280, 282, 283,
285–292, 294, 297–303, 308, 312,
313, 316, 318, 320, 325, 328, 329,
331, 332, 340–346, 348–352,
369–373, 381–385, 390–393, 395,

397–419, 421–425, 427–443, 445,
447–455, 457–467, 483–487, 489,
493–496, 500–502

Windage loss, 17, 25, 28, 30–32, 35, 37–42, 45
Winter lightning, 220, 233–235, 238, 242,

244–248, 252–256
Wind shear, 19, 162, 353
Wind forecasting, 192
Wind power fluctuation, 20, 160, 339, 476
Wind speed fluctuation, 26, 39, 513
Wind turbine, 1, 2, 4, 12–15, 17–21, 23–33,

37, 38, 40, 41, 42, 44, 45, 48–50,
52–56, 58–60, 62, 64, 66, 68, 70,
72–85, 87–90, 98–101, 103, 104,
107–127, 133, 139, 140, 141, 146,
148–155, 157–169, 171–175, 177,
179, 181, 183, 185, 187, 188, 190,
192, 193, 213, 219–225, 227,
229–240, 242–246, 248–272, 277,
281–283, 288, 297, 299, 312, 328,
339, 340, 353, 356, 372, 375, 376,
381, 384, 385, 396, 398, 400, 401,
406, 407–413, 415–432, 434–436,
438–445, 447, 448, 450–452, 457,
458, 460–463, 466, 467, 469–473,
477, 478, 482–485, 487, 488, 495,
497, 499, 500, 502

Wind turbine characteristics, 33, 141, 174, 488
Wind turbine generator system (WTGS), 386,

387, 503
Wind turbine, 503, 505, 513
Wound field synchronous generator (WFSG),

127, 131

Z
Zero-phase filter, 191, 193, 195

Index 525


	Wind Energy Conversion Systems
	Preface
	Acknowledgments
	Contents
	Contributors
	1 Introduction
	Part I Wind Energy Conversion Systems
	Part II Prime Issues for Wind Industry
	Part III Offshore Trends
	Index



