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Preface

The 26th Annual International Symposium on Computer and Information Science
was held in London at the Royal Society, on 26–28 September 2011.

The symposium included presentations of the papers in these proceedings
which were selected from some 140 submission through a refereeing process
carried out by both the programme committee members and additional referees. In
addition there were several other invited papers and special sessions.

Special thanks go to both the programme committee members and to the ref-
erees, for the diligent efforts that they have made to select the best of the submitted
papers, and then for their generous help to the authors so that they could improve
the final versions through constructive suggestions and comments.

The topics included in these proceedings cover timely topics such as Web
Computing and Search, Data Engineering, Green ICT which aims at saving energy
in information processing and communication systems, Wireless Networks,
Computer Networks, Discovery Science, Computer Vision and Image Processing,
Machine Learning, Agent Based Systems, Security and Safety, Modelling and
Simulation, Architecture and Systems, and Algorithms.

As computer science and engineering has matured, we see that the emphasis of
much of the research in this conference turns towards the interaction between basic
scientific problems and the important areas of application. In a way, this leads to a
more exciting proceedings volume with broader appeal both for industry and for
the research community.

Erol Gelenbe
Ricardo Lent

Georgia Sakellari
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Automatic Categorization of Ottoman Literary Texts
by Poet and Time Period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Ethem F. Can, Fazli Can, Pinar Duygulu and Mehmet Kalpakli

An Empirical Study About Search-Based Refactoring Using
Alternative Multiple and Population-Based Search Techniques . . . . . . 59
Ekin Koc, Nur Ersoy, Ali Andac, Zelal Seda Camlidere,
Ibrahim Cereci and Hurevren Kilic

vii

http://dx.doi.org/10.1007/978-1-4471-2155-8_1
http://dx.doi.org/10.1007/978-1-4471-2155-8_2
http://dx.doi.org/10.1007/978-1-4471-2155-8_2
http://dx.doi.org/10.1007/978-1-4471-2155-8_3
http://dx.doi.org/10.1007/978-1-4471-2155-8_3
http://dx.doi.org/10.1007/978-1-4471-2155-8_4
http://dx.doi.org/10.1007/978-1-4471-2155-8_5
http://dx.doi.org/10.1007/978-1-4471-2155-8_5
http://dx.doi.org/10.1007/978-1-4471-2155-8_6
http://dx.doi.org/10.1007/978-1-4471-2155-8_6
http://dx.doi.org/10.1007/978-1-4471-2155-8_7
http://dx.doi.org/10.1007/978-1-4471-2155-8_7


Part II Data Engineering

Unsupervised Morphological Analysis Using Tries . . . . . . . . . . . . . . . 69
Koray Ak and Olcay Taner Yildiz

A Novel Approach to Morphological Disambiguation for Turkish . . . . 77
Onur Görgün and Olcay Taner Yildiz

A Small Footprint Hybrid Statistical and Unit Selection
Text-to-Speech Synthesis System for Turkish . . . . . . . . . . . . . . . . . . . 85
Ekrem Guner and Cenk Demiroglu

Enhancing Incremental Feature Subset Selection
in High-Dimensional Databases by Adding a Backward Step . . . . . . . 93
Pablo Bermejo, Luis de La Ossa, Jose A. Gamez and Jose M. Puerta

Memory Resident Parallel Inverted Index Construction . . . . . . . . . . . 99
Tayfun Kucukyilmaz, Ata Turk and Cevdet Aykanat

Dynamic Programming with Ant Colony Optimization Metaheuristic
for Optimization of Distributed Database Queries . . . . . . . . . . . . . . . 107
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Search Computing: Addressing Complex
Search on the Web

Stefano Ceri and Marco Brambilla

Abstract Web search is considered a playground for a few giants—such as
Google, Yahoo! and Bing—that relegate the other players to market niches.
However, Web search is far from satisfying all information needs, because many
search queries are complex, require information integration, and go beyond what
can be offered by a single Web page; on these queries, generalized search engines
do not perform well enough. This paper addresses a new paradigm for search-
driven data integration, called Search Computing, based on combining data
extraction from distinct sources and data integration by means of specialized
integration engines. The Search Computing project has the ambitious goal of
lowering the technological barrier required for building complex search applica-
tions, thereby enabling the development of many new applications which will
cover relevant search needs.

Keywords Search computing � Software engineering � Search engine �Conceptual
models � Ranking � Information retrieval

1 Introduction

Searching for information is perhaps the most important application of today’s
computing systems. In the new century, all the World’s citizens have become
accustomed to thinking of the Web as the source for answering their information
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needs, and search engines as their Web interface. If any Web page in the world
stores the answer to our information need, then we expect the search engine to link
that page and describe it through a snippet appearing in the first page of the search
results. A few search engine companies are able to meet such expectations, and
completely cover the search engine market.

However, offering a link to a Web page does not cover all information needs.
The notion of ‘‘best page’’ for solving a given problem is typically inadequate
when the query is complex and requires composing information spanning over
multiple pages. Even simple problems, such as ‘‘which theatre offers a at least-
three-stars action movie in London close to a good Italian restaurant’’, can only be
solved by searching the Web multiple times, e.g. by extracting a list of the recent
action movies filtered by ranking, then looking for movie theatres, then looking for
Italian restaurants close to them. While doing so, the user is applying ranking
while extracting movies, then Italian restaurants based on proximity with the
theatres showing them; the best way for building the matching is to use the search
engine itself, by entering movie’s names as keywords, and then theatre’s locations
to search for restaurants, and looking at them upon city maps. While the search
engine hints to useful information, the user’s brain is the fundamental platform for
information integration.

Complex queries are supported in certain domains, such as travels, hotel
booking, and book purchasing, by specialized, domain-specific search integrators.
It is instructive to assess how travel assistants solve the problem: they offer a few,
predefined queries to build the itinerary, then offer additional services (e.g., car
rentals, hotels, local events, insurance) so as to complete the plan around the
itinerary. Thus, they perform specialized steps of integration and then let the user
enrich the solution incrementally and interactively, with customized interfaces.
Search integrators outperform general search engines in many domains, which in
turn exhibit regular query patterns and are associated with substantial business.

The search computing project (SeCo), funded by the European Research
Council as an advanced IDEAS grant, aims at building concepts, algorithms, tools,
and technologies to support complex Web queries. The project, described in [1, 2],
is now in the third of a five-year lifespan (Nov. 2008–2013); it proposes a new
paradigm for solving complex queries based on combining data extraction from
distinct sources and data integration by means of specialized integration engines.
The search computing project has the ambitious goal of lowering the technological
barrier required for building complex search applications, thereby enabling the
development of many new applications which will cover relevant search needs.

Search computing covers many research directions, which are all required in
order for providing an overall solution to complex search. The core of the project
is the technology for search service integration, which requires both theoretical
investigation and engineering of efficient technological solutions. The core theory
concerns the development of result integration methods that not only denote ‘‘top-
k optimality’’, but also the need of dealing with proximity, approximation, and
uncertainty. Such a theory is supported by an open, extensible and scalable
architecture for computing queries over data services, designed so as to
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incorporate the project’s results by adding new operations, by encoding new join
methods, and by injecting new features dealing with incremental evaluation and
adaptivity.

A number of further research dimensions complement such core. Formulation
of a complex query and browsing over solutions is a complex cognitive task,
whose intrinsic difficulty has to be lowered as much as possible so as to meet
usability requirements. Therefore, we are investing a consistent effort in the
development of user-friendly interfaces which are targeted at assisting users in
expressing their needs and then browsing on results. Solving a complex problem
requires supporting users in the interactive and incremental design of their queries,
thereby assisting search as a long-term process for exploring the solution space;
result differences can be better appreciated by visualizing results (e.g., through
maps or timelines).

The project success depends as well on the ability of registering new sources
and making them available for solving complex problems; therefore, we have
designed abstractions, architectural solutions, and model-driven design tools for
service registration and for application development, aiming at assisting service
publishing, application design, and query execution tuning. While the current
description of Web resources is very simple, so as to enable an equally simple
description of Web interactions, we aim at linking the service description to
ontological sources, so as to enable high-level expressive interfaces covering the
gap from high-level interactions to query expression.

Figure 1 shows an overview of the Search Computing framework, constituted
by several sub-frameworks. The service mart framework provides the scaffolding
for wrapping and registering data sources in service marts. The user framework
provides functionality and storage for registering users, with different roles and
capabilities. The query framework supports the management and storage of queries
as first class citizens: a query can be executed, saved, modified, and published for
other users to see. The service invocation framework masks the technical issues
involved in the interaction with the service mart, e.g., the Web service protocol
and data caching issues.

The core of the framework aims at executing multi-domain queries. The query
manager takes care of splitting the query into sub-queries (e.g., ‘‘Which are the
at-least-three-stars action movies?’’; ‘‘Which theatres show them?’’; ‘‘Where are
Italian restaurants nearby those theatres?’’) and bounding them to the respective
relevant data sources registered in the service mart repository; starting from this
mapping, the query planner produces an optimized query execution plan, which
dictates the sequence of steps for executing the query. Finally, the execution
engine actually executes the query plan, by submitting the service calls to des-
ignated services through the service invocation framework, building the query
results by combining the outputs produced by service calls, computing the global
ranking of query results, and producing the query result outputs in an order that
reflects their global relevance (Fig. 1).

This paper is organized as follows: Sect. 2 describes service registration,
Sect. 3 describes the query engine and the process of query planning and
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execution, Sect. 4 describes the liquid query interface, Sect. 5 describes the
exploration and visualization activities, Sect. 6 describes the process of application
development.

2 Service Registration

Service registration is an essential aspect of the Search computing project; the
process is very critical because it must satisfy two conflicting requirements. On
one side, services must be described with enough details about their interfaces and
deployment so as to support their composition and invocation by means of fully
automatic processes. On the other side, the actual mapping of services to real-
world objects and facts must be exposed, so as to enable the construction of
high-level user interfaces covering the semantic gap between user interaction and
service selection.

The service model used for registration must describe not only the object or fact
exposed by a service, but also the logic that a specific service performs while
accessing an object, so that an interpretation system can select the specific service
which best matches the user’s requirements expressed in an informal or semi-
formal way. Moreover, the model must support processes that aim at recognizing,
at service registration time, when services describe the ‘‘same’’ objects or prop-
erties through ‘‘different’’ notations (e.g., names or types), so as to support
matching processes. The scope of service registration in SeCo is therefore quite
broad, as it must cover aspects ranging from performance indicators up to the
semantic description of services and of their parameters.
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An overview of the approach is described in Fig. 2: during registration, each
data service becomes known in terms of: the concepts that it describes (conceptual
view), its access pattern, i.e. the input–output parameters (logical view), and the
actual supported interaction protocol, with a variety of quality parameters
(physical view); these three views describe the Service Description Framework
(SDF) at different levels of abstractions.

In addition, information about services being used constitutes a Service
Annotation Framework (SAF), which helps the query system in understanding the
query and selecting the appropriate services. Access pattern information from all
the services is used to create the Domain Diagram (DD), a simple ER model of the
concepts which are used by services; these may reference the Knowledge Base
Proxy (KBP), which in turn refers to one or more Knowledge Bases (KB). In
SeCo, we use general-purpose knowledge bases, such as Yago, or domain-specific
knowledge bases, such as the Gene Ontology. The Proxy represents a subset of the
knowledge base summarizing the concepts that are most useful for query analysis.

The Service Description Framework adopted so far in SeCo for service
description [3] uses a multi-level modeling approach, consisting of conceptual,
logical, and physical layers. The conceptual level is a very simple model which
characterizes real world entities, called Service Marts (SM), structurally defined by
means of attributes, and their relationships. The logical level describes the access
to the conceptual entities in terms of data retrieval patterns (called Access
Patterns, AP) described by input and output attributes. Finally, the physical level
represents the mappings of these patterns to concrete Web Service Interfaces (SI),
which incorporate the details about the endpoint and the protocol to be used for the
invocation, together with some basic statistics on the service behavior that can be
used for granting some given levels of quality of service (QoS). Figure 3 provides
an example of presents the concept Movie, registered as a service mart, together
with two associated access patterns and service interfaces, with the respective
attribute mappings (notice that mappings are shown only for the first access pattern
for clarity).

A three-layered architecture fulfills the following needs: (1) abstracting the
conceptual properties of objects from the large amount of services that access
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them; (2) applying the separation of concerns principle to the service description
task, by granting the independence of concept definitions, access methods, and
concrete service descriptions.

3 Query Execution

The execution of multi-domain queries upon search services is assigned to the
query process, which deals with the problem of scheduling service calls, taking
into account their invocation constraints, pursuing some optimization objectives at
compile-time, and then dealing at run-time with their actual, possibly unexpected,
behaviour during the execution [4, 5]. Figure 4 summarizes the architecture of the
query execution component and shows the inputs, outputs, and interplay between
its components.

The system processes multi-domain queries. Independently of the higher-level
languages and representations in which queries are formulated at the user interface
level, any query is, from the engine’s perspective, the specification of a collection
of services to be invoked and a set of conjunctive conditions over their results.
SeCoQL, the declarative textual language chosen to represent abstract queries,
serves well as matching point between different components, is easily generated by
the UI modules and easily parsed by the underlying modules, and is compact and
readable enough to be convenient also for expert users and developers. SeCoQL
has a declarative SQL-like syntax, in which the query result is defined as the
concatenation of the tuples qualifying from the services listed in the FROM clause
by means of the evaluation of the predicates listed in the WHERE clause and
projected according to the list of attributes of the SELECT clause.

A compile-time analysis of the SeCoQL query performs a cost-driven optimi-
zation of the scheduling of service invocations, producing logical plans. The input
of this stage is a SeCoQL query in which the Service Interfaces to be invoked have
already been chosen by higher layers, and the join types (pipe vs parallel) are
therefore already fixed. The planner exploits the remaining available degrees

Fig. 3 Multi-level description of Web services about ‘‘movies’’
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of freedom to decide the topology, the number and sequence of service invoca-
tions, and the join strategies. The output is a logical plan, i.e., a specification of a
workflow with quantitative estimates of the size of partial results and of the
number of invocations to be performed on each service in order to produce these
results.

Logical plans are then translated into physical plans that are directly executable
by the query engine. These plans are expressed in Panta Rhei, a unit-based
language with support for parallelism, stateless and stateful execution, and back-
wards and forward control. Panta Rhei was designed to bridge the gap from the
compile-time analysis performed by the query planner at the logical level to the
run-time enactment of the query. It was designed with the objective of providing a
clear specification of the engine behaviour and also enabling runtime adaptivity in
the form of reactions to events that do not match the expectations of the user or the
assumptions made by the system at compile-time. Distribution, parallelization, and
replication issues have also been considered.

The query engine is implemented as an interpreter of Panta Rhei plans. The
execution of a query is based on the simple assumption that any query consists of
either (a) a simple invocation of a service interface, or (b) the combination of the
results of two subqueries. In the former case, the engine supports the invocation of
service interfaces that wrap data sources of many different kinds. As for the latter
case, the results of the sub-queries can only be joined in series (pipe join) or in

Fig. 4 Overview of the query execution flow
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parallel (parallel join), and the interleaving of invocations performed on the sub-
queries is handled by interpreting the signals sent by operators dedicated to this
task, called strategy units. Also, the execution of a query can be monitored in all its
stages by means of a workbench tool.

4 Liquid Query Paradigm

The Liquid Query interface is used to present composite answers produced by
joins over results of registered search services [6]. Google Squared and Google
Fusion Tables are the closest approaches to Liquid Query, but the emphasis on
search service federation gives to our tabular structures an additional dimension
which emphasizes the source of results and provides a more powerful
representation.

The tabular format, shown in Fig. 5, presents the result set in terms of projected
attributes (i.e., shown columns), ordering attributes, clustering attributes, grouping
attribute, and expansions. A liquid result instance is shown as a row in the tabular
representation of the liquid result schema. A liquid result page is a set of liquid
result instances that are shown altogether in the user interface. Notice that users
can dynamically change the order within the list of selected services and within the
lists of their projection attributes and ordering attributes. Figure 5 depicts the
Liquid Result page for the running example.

When browsing the result set, the end user is expected to perform a set of
interaction primitives that refine or change the shape of the query, the content of
the result set, and the visualization format of the results. Such primitives may need
to access the server-side (Remote Query Interaction Primitives), or could impact

Fig. 5 Tabular representation of liquid queries
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only the client-side version of the extracted result set (Local Resultset Interaction
Primitives). The exploration primitives include:

• Expand (target service, selected tuples) The operation expands the result
schema by adding one new target service and joining it with selected tuples. The
expansion causes a set of exact queries to the expanded service interface, on the
values selected by the user. If the expansion requires additional inputs, a dialog
box could be shown to the user for submitting the needed parameters. As an
example, an expand operation could get other events scheduled in the same days
as some specific events selected from the initial result set. The interface will ask
the user to provide the missing parameters (e.g., the event type) and will produce
a new service result, with the new events matching the selected one.

• MoreAll The operation loads additional tuples from all the selected services in
the currently specified query (excluding extensions); this command is typically
executed as reaction to a user interaction asking for more information about the
information need as a whole.

• MoreOne (service) The operation asks for additional tuples from a specific
service interface in the currently defined query. This command is typically
executed as reaction to a user interaction asking more information on a specific
domain (e.g., more movies or restaurants), leaving the others unchanged.

To improve over the tabular representation, we implemented a result visuali-
zation called atom view, which forms the basis for the exploration of the resource
graph and the iterative expansion of the query. Instead of showing the combina-
tions as table rows, the atom view adopts the visualization strategy shown in
Fig. 6: items are shown in separate lists, one for each entity involved in the query:
in the example of Fig. 6 (central part), the set of hotels is shown side by side with
the list of events. The lists are completely independent and show the top-k items
retrieved by the query for each entity. In the atom view the unified global ranking

Fig. 6 Atom view of liquid queries
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is displayed in a dedicated widget (Fig. 6, bottom part), where the joined com-
binations of objects are represented (and ordered) by their global ranking score:
relative importance of combinations is represented by the ordering of items, while
absolute value of the ranking score is shown through appropriate visual clues (like
colour gradient or object size). By moving the mouse over the list of combinations,
the user can select one and automatically highlight the items in the various object
lists that contribute to the combination; vice versa, he can select one element from
a list and thus highlight the combinations comprising it. The advantage of this
view is the good simultaneous visibility of the items extracted, of their combi-
nations and of the global ranking.

5 Exploration and Visualization

The exploration activities is shown in Fig. 7 as a navigation of the Data Dictionary
in the Service Annotation Framework [7]. Users express their queries directly upon
the concepts that are known to the system, such as hotels, restaurants, or movie
shows; moreover, users are aware of the connections between the concepts, and
therefore they can, e.g., select a show and then relate it to several other concepts:
the performing artist, the close-by restaurants, the transportation and parking
facilities, other shows being played in the same night in town, and so on.

The exploratory query interaction paradigm proceeds as follows. The user starts
by selecting one of the available objects, and submits an ‘‘object query’’ to extract
a subset of object instances. For example, a user could choose a ‘‘concert’’ object,
and ask for ‘‘jazz’’ concerts in a ‘‘club’’ in the ‘‘Village’’ area of ‘‘New York’’, or
choose a ‘‘restaurant’’ object, and ask for ‘‘vegetarian’’ restaurants in the ‘‘south
end’’ of ‘‘the city’’ in a given ‘‘price range’’. Object queries are conjunctions of
selection predicates: each predicate is represented in the user interface as a widget
for inputting the corresponding selection parameters, e.g. a drop-down list for
choosing a value among the available restaurant types or city districts, or a slider
bar for setting price ranges. Queries results are ranked and the user interface also

Fig. 7 Moving ‘‘forward’’ and ‘‘backward’’ on the SRF
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lets the user specify his ranking preferences, e.g. ‘‘distance’’, ‘‘quality’’, ‘‘price
range’’ or a combination of them.

At this point, the user can select the most relevant object instances and continue
with the exploration by choosing the next concept among the various ones that can
be connected to the selected objects; the system will then retrieve connected object
instances and form a ‘‘combination’’ with the objects retrieved at the preceding
steps. Result combinations at any given step of the search process are ranked
according to the global ranking criterion. Continuing in the above example, after
selecting three or four ‘‘jazz clubs’’, the user is offered to add to this plan several
additional options: restaurants, exhibitions, movies, music shows, dancing places,
and other amenities. If they select a ‘‘restaurant’’, the connection to ‘‘concert’’
maps concerts to the restaurant instances that are close to the concert instances,
and then the connection to ‘‘restaurants’’ adds them to the solution. If users further
select ‘‘metro’’, they are asked to indicate the starting point of their ride, and the
search obtains for every selected object instance at the previous interaction the best
metro station and ride, with the detail of trains, line changes, and expected time.

At any stage, users can ‘‘move forward’’ in the exploration, by adding a new
object to the query, starting from the connections available in the data dictionary
and from the objects that have been previously extracted. Forward path exploration
can be applied to all previously extracted objects/combinations or to a subset only,
manually ‘‘checked’’ by the user. Users can also ‘‘move backwards’’ (backtrack) in
the exploration, by excluding one of the objects from the query, or by
‘‘unchecking’’ some of their previous manual selections of relevant object
instances. For example, a user may decide that the bus ride is too inconvenient,
prefer to use a car instead, and then explore parking opportunities for the selected
restaurants. Figure 7a, b show how nodes can be added to and removed from a
given query.

Visualization of results can be optimized according to the type of their attri-
butes. Types are classified as:

• Interval Quantitative attributes measured relative to an arbitrary interval
(e.g., Celsius degrees, latitude and longitude, date, GPA). In this class, two
important subclasses are further distinguished for visualization purposes:

– Geographic points and addresses They admit domain specific operations like
the computation of distance, the visualization on maps, the determination of
routes, etc.

– Time points They admit the representation on time scales and calendars,
at different domain-specific granularity.

• Ratio Quantitative attributes measured as the ratio with a known magnitude unit
(e.g., most physical properties).

• Nominal Categorical labels without notion of ordering (e.g., music genre). They
can be visualized by means of textual labels (for example within tables). In case
of a low number of categories, they can be represented through visual clues, for
example different shapes or colors.
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• Ordinal Data values that admit order, but not size comparison (e.g., quality
levels).

The process of generating the visualization aims at producing a representation
that maximizes the understandability of the result set, by considering the type and
semantics of data and the functions of multi-domain search [8]. The visualization
maps the result set onto a presentation space by considering the types of attributes
that describe the properties of combinations and the visualization families that are
best usable for rendering the data dimensions.

In order to identify the primary visualization dimension, one can assume that an
ordering of data type exists and that it guides the selection of the primary attributes
determining the visualization space. Such ordering depends on the capacity of the
data types to ‘‘delimit’’ a visualization space where single objects and combina-
tions included in the result set can be conveniently positioned. For example, if a
given object O has a geo-referenced attribute, then its instances can be represented
on a map by using that attribute as a primary visualization; similarly, objects with
attributes representing temporal events can be placed on a timeline. Representing a
combination then amounts to finding suitable representations for the majority of its
objects, by highlighting them upon a given visualization space, and then relating
together the object instances of a combination through orthogonal visual mecha-
nisms. Once placed on the visualization space, an object is succinctly represented
by some of its attributes (e.g., identifiers); typically the local ranking of the object
can also be visually represented (e.g., through conventional shapes, or colors).
Other attributes are omitted from the visualization, and can be accessed through
secondary visualization methods, such as pop-up windows.

For example, the results of queries about geo-localized can use maps. When the
user searches for upcoming events (concert, sport matches, movie shows, and so
on) close to a specified location, considering also availability of close-by hotels, he
may be offered a map as primary visualization, together with visual clues that
indicate the object’s rankings. The user controls the progression of search, can
backtrack, and can turn to totally different solutions, as if he were operating on the
Liquid Query framework (Fig. 8).

6 Search Computing Tools

Building and configuring search computing applications may become a non-trivial
task for a designer. To ease his work, the proper set of development, configuration
and monitoring tools are needed. The tools should support all the development
phases necessary to support all the aspects of a multi-domain search application,
according to sensible development process guidelines [8]. The development pro-
cess is structured into service registration and application configuration; the latter,
in turn is composed by query specification and user interface definition. Service
registration comprises several substeps, corresponding to the different abstraction
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levels that describe the resources: Service Mart (SM), Access Pattern (AP), and
Service Interface (SI); as well as their annotations in the Data Dictionary (DD) and
Knowledge Proxy (KP). Application configuration consists in configuring a search
computing application for a vertical domain; in particular, this task includes query
specification, which is performed with a mashup-based approach [9], illustrated in
Fig. 9, and user interface configuration, i.e. choosing the interfaces of query
submission forms and the display style of the result set, including the choices on
the initial display of the result set (e.g., sorting, grouping, and clustering attributes
or the size of the result list) and on specific visual representations (e.g., maps or
timelines).

Fig. 8 Result Exploration in the entertainment planning scenario. a Visualization and selection
of ranked combinations b display of details of a specific object (hotel Hyatt Regency), including
non geo-referenced objects, such as reviews c menu of exploration options relevant for the
selected hotel d exploration additional geo-referenced objects, such as shopping centers
(now included in the combinations)
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7 Conclusions

While currently search in the Web is dominated by giant companies and
monolithic systems, we believe that a new generation of search computing systems
will soon be developed, with a much more composite software organization,
addressing the needs of complex queries over a fragmented market. Generic
search systems are already dominated by domain-specific vertical search systems,
e.g. with travels and electronic bookstores. When the threshold complexity of
building such verticals will be lowered, a variety of new market sectors will
become more profitable.

We also expect that the future will support easy-to-use software systems
interfaces for combining sources; application developers will act as brokers of new
search applications built by assembling data sources, exposed as search services.
We envision a growing market of specialized, localized, and sophisticated search
applications, addressing the long tail of search needs (e.g., the ‘‘gourmet sug-
gestions’’ about slow-food offers in given geographic regions). In this vision, large
communities of service providers and brokers (e.g., like ProgrammableWeb.com
and Mashape.com for mashups) could be empowered by support design environ-
ment and tools for executing search service compositions and orchestrations.

Thanks to the lowering of programming barriers one could expect an ultimate
user’s empowerment, whereby end users could compose data sources at will from
predefined data source registries and collections; e.g., the interaction could be built
progressively, by starting from simple, menu-driven interfaces where the user is
just asked to select the concepts and the orchestration is then inferred. Demos
providing some evidence of the feasibility of this approach were recently presented
at WWW [10] at ACM-Sigmod [11]. We also envision that, with suitable onto-
logical support and possibly within a narrow domain, queries could be generated
from keywords, as with conventional search engines.

Acknowledgments This research is part of the Search Computing (SeCo) project, funded by the
European Research Council (ERC), under the 2008 Call for ‘‘IDEAS Advanced Grants’’, a
program dedicated to the support of frontier research. The project lasts from November 2008 to
October 2013.

Fig. 9 Tool user interface for query configuration
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Hypergraph-Theoretic Partitioning
Models for Parallel Web Crawling

Ata Turk, B. Barla Cambazoglu and Cevdet Aykanat

Abstract Parallel web crawling is an important technique employed by large-scale
search engines for content acquisition. A commonly used inter-processor coordi-
nation scheme in parallel crawling systems is the link exchange scheme, where
discovered links are communicated between processors. This scheme can attain the
coverage and quality level of a serial crawler while avoiding redundant crawling of
pages by different processors. The main problem in the exchange scheme is the high
inter-processor communication overhead. In this work, we propose a hypergraph
model that reduces the communication overhead associated with link exchange
operations in parallel web crawling systems by intelligent assignment of sites to
processors. Our hypergraph model can correctly capture and minimize the number of
network messages exchanged between crawlers. We evaluate the performance of our
models on four benchmark datasets. Compared to the traditional hash-based
assignment approach, significant performance improvements are observed in
reducing the inter-processor communication overhead.

1 Introduction

In order to maintain the accuracy of the information presented to their users, search
engines build very large document repositories, trying to cover the entire Web
while maintaining the freshness of constructed repositories. Web crawlers are
among the most important software employed in forming these repositories. A web
crawler is mainly responsible for locating, fetching, and storing web pages by
following the link structure between them.
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There are many challenges in sequential web crawling [1]. Efficient web
crawling requires the use of distributed systems having high network bandwidth,
large processing power, memory, and disk capacities [2, 3]. Consequently, in
state-of-the-art search engines, the web crawling problem is addressed by parallel
crawlers running on distributed memory parallel architectures, where each
processor hosts a separate crawler. In [4], a taxonomy of parallel crawlers is
provided, based on the coordination among processors. As explained in [4], the
exchange scheme is one of the best inter-processor coordination schemes for
parallel crawling. In the exchange scheme, the retrieval task for a link is
assigned to the processor that has the responsibility of storing the page pointed
by the link.

The hash-based task assignment scheme [4–7] has been widely used in parallel
web crawling systems that utilize the exchange coordination scheme. In [7], the
hashes are computed over the whole URLs to assign pages to crawlers, whereas, in
[4–6], the hashes are computed over the host component of URLs. Compared to
the page-hash-based scheme, the site-hash-based scheme has the advantage of
reducing the number of inter-processor links since pages within the same site are
more likely to link each other.

The above-mentioned page-to-processor assignment schemes implicitly address
the load balancing problem, but they do not capture the cost of inter-processor
communication. In [8], a greedy constructive algorithm is proposed to integrate the
cost of communication into the execution cost of a crawling task on a processor
in a heterogeneous system. In [9], we proposed a graph-partitioning-based
(GP-based) model for page-to-processor assignment. In this model, the partitioning
constraint addresses the load balancing problem while the partitioning objective of
minimizing the cutsize defined over the edges that span more than one parts
corresponds to minimizing the total volume of inter-processor communication.
In parallel crawling, the messages exchanged are relatively small in size (around
50 bytes), but many. Hence, the latency overhead, which can be expressed in terms
of the number of messages exchanged between processors, is a better indicator of
the communication overhead. In [10], a GP-based page-to-processor assignment
scheme is proposed to improve the partitioning strategy of a geographically
distributed crawler by utilizing geographical information (server location and
geographic scope of web pages).

The state-of-the-art parallel crawling systems generally have a distributed
architecture, and crawling agents are connected through a wide area network.
Depending on the characteristics of the underlying communication network, the
message latency overhead in link exchanges between processors may become
a bottleneck. We try to minimize this latency overhead (number of network
messages) in the exchange scheme via a hypergraph-partitioning-based assignment
model that minimizes the total message count while enforcing two load balancing
constraints. The first constraint enforces a balance on the retrieval and storage task
loads of processors while the second constraint enforces a balance on the number
of issued page download requests.
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2 Preliminaries

We represent the Web as a two-tuple ðP;LÞ; where P and L indicate the set of
pages and the set of links between pages, respectively. Without loss of generality,
multiple links from a page pi to page pj in P are assumed to be coalesced into
a single link ‘ij in L: For efficient crawling, our models utilize the web structure
obtained in the previous crawling session to provide a better page-to-processor
mapping for the following crawling session.

A hypergraph H ¼ ðV;NÞ is defined as a set of vertices V and a set of nets
(hyperedges)N ;where each net connects a number of distinct vertices. The vertices
connected by a net ni are said to be its pins and denoted as PinsðniÞ: A cost cðnjÞ is
assigned as the cost of a net nj 2 N :Multiple weights w1ðviÞ;w2ðviÞ; . . .;wRðviÞmay
be associated with a vertex vi2V:

P¼fV1;V2; . . .;VKg is said to be a K-way partition of a given hypergraph H if
vertex parts (i.e., every Vk; for k2f1; . . .;KgÞ are mutually disjoint and their
union is exhaustive. The K-way hypergraph partitioning (HP) problem can be
defined as finding a K-way vertex partition P that optimizes a partitioning
objective defined over the nets that connect more than one part while satisfying
a given partitioning constraint. The partitioning constraint is to satisfy multiple
balance criteria on part weights, i.e.,

WrðVkÞ�Wr
avgð1þ �rÞ; for k ¼ 1 to K; r ¼ 1 to R: ð1Þ

For the rth constraint, weight WrðVkÞ of a part Vk is defined as the sum of the
weights wrðviÞ of vertices in Vk;Wr

avg is the weight that each part should have in
the case of perfect balancing, and �r is the maximum imbalance ratio allowed.

In a partition P of hypergraph H; a net is said to connect a part if it has at least
one pin in that part. The connectivity set KðnjÞ of a net nj is the set of parts
connected by nj: The connectivity kðnjÞ¼jKðnjÞj of a net nj is the number of parts
connected by nj: A net nj is said to be cut if it connects more than one part
(i.e., kðnjÞ[1Þ and uncut otherwise. In our particular problem, the partitioning
objective is to minimize the connectivity�1 metric

CutsizeðPÞ ¼
X

nj2N cut

cðnjÞðkðnjÞ � 1Þ; ð2Þ

defined over the set N cut of cut nets. The HP problem is known to be NP-hard
[11, 12]. However, there are successful HP tools (e.g., hMeTiS [13] and PaToH [14]).

3 Site-Based Partitioning Model

In our site-based HP model, we represent the link structure ðP;LÞ by a site

hypergraph ~H¼ð ~V; ~NÞ: We assume that a set S ¼ fS1; S2; . . .g of sites is given,

Hypergraph-Theoretic Partitioning Models for Parallel Web Crawling 21



where sites are mutually disjoint and exhaustive page subsets of P: All pages
belonging to a site Si are represented by a single vertex vi2 ~V: The weights
w1ðviÞ and w2ðviÞ of each vertex vi are set equal to the total size of pages (in bytes)
and the number of pages hosted by site Si; respectively.

A K-way partition is applied on ~H for a parallel system that contains
K crawlers/processors. In a K-way partition ~P ¼ ð ~V1; ~V2; . . .; ~VKÞ of ~H; each
vertex part ~Vk corresponds to a subset Sk of the set S of sites, where pages of each
site Si 2 Sk are to be retrieved and stored by processor Pk:

In the site-based hypergraph ~H; vertices are in site granularity, whereas nets are
in page granularity. For each page pj having at least one outgoing inter-site link,
there exists a net nj with cost cðnjÞ¼1: Vertex vk is a pin of net nj if and only if site
Sk contains page pj or a page pi pointed by link ‘ji: That is,

PinsðnjÞ ¼ fvk : pj 2 Skg [ fvk : ‘ji 2 L ^ pi 2 Skg: ð3Þ

Pages of a site that does not have outgoing links to page(s) of any other site do not
incur nets in ~H:

4 Experimental Results

To validate the applicability of the proposed model, we run simulations over a set
of precrawled page collections. These collections are converted into hypergraphs
as described in Sect. 3. Properties of the test datasets and respective site-based
hypergraphs are displayed in Table 1. Since the page size information is not
available for the in-2004, indochina, and de-fr datasets, unit page sizes are
assumed for vertex weighting in hypergraphs corresponding to these datasets.
As seen in the table, in all datasets, more than 75% of the links remain among the
pages belonging to the same site.

The state-of-the-art HP tool PaToH [14] is used to partition constructed
hypergraphs. The imbalance tolerance is set to 5% for both weight constraints. Due
to the randomized nature of PaToH, experiments are repeated 8 times, and average
values are reported.

Table 1 Properties of the datasets

% of Site-based hypergraph

Number of intra-site Number of

Dataset Pages Sites Links links Vertices Nets Pins

googlea 913,569 15,819 4,480,218 87.42 15,819 86,552 277,805
in-2004 [15, 16] 1,382,908 4,380 16,917,053 95.92 4,380 205,106 555,195
de-fr [17]b 8,212,782 38,741 39,330,882 75.06 38,741 2,091,986 4,968,036
indochina [15, 17] 7,414,866 18,984 194,109,311 92.80 18,984 250,931 799,783

a Google contest, available at http://www.google.com/programming-contest.
b Crawled with Larbin: multi-purpose web crawler, available at http://larbin.sourceforge.net.
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Table 2 displays the performance of the proposed site-based HP model against
the site-hash-based model in load balancing and reducing the number of messages.
In terms of load balance, only computational load imbalance values related to the
page download request counts of processors are reported. Storage imbalance
values are not reported since actual storage requirements are not used due to their
unavailability in three out of four datasets. The communication overhead due
to the link exchange operation is reported in terms of the number of messages
exchanged between crawlers. We use K values of 4, 8, 16, 32, and 64. As seen in
Table 2, the HP model performs significantly better than the site-hash-based model
in balancing the page request loads of processors. We observe that, the load
balancing performance of the site-hash-based model drastically deteriorates with
increasing K values. This is basically due to the high variation in the sizes of the
sites in the datasets used. This experimental observation shows the need for
intelligent algorithms instead of hash-based algorithms even solely for load bal-
ancing purposes in site-based assignment, especially for large K values.

As also seen in Table 2, the HP model performs significantly better than the
hash-based model in reducing the message latency overhead as well. More spe-
cifically, on average, the HP model produces partitions with 4.9, 4.9, 7.3, and 8.7
times fewer number of messages than the partitions produced by the site-
hash-based model in google, in-2004, de-fr, and indochina datasets, respectively.
In general, the performance ratio between the HP and hash-based models increases

Table 2 Load imbalance values and message counts

Load imbalance (%) Message count (103)

Dataset (K) Hash-based HP-based Hash-based HP-based

4 14.57 4.99 24.0 8.4
8 20.79 4.99 40.0 9.3

google 16 22.34 4.99 56.4 10.9
32 70.18 4.99 71.7 12.3
64 131.46 4.79 84.7 13.7
4 11.69 4.84 5.3 1.4
8 25.00 4.29 8.9 1.9

in-2004 16 40.58 8.20 12.8 2.5
32 73.47 9.54 16.6 3.1
64 142.86 10.80 19.9 3.6
4 12.75 5.00 52.6 9.5
8 34.51 5.00 86.8 10.9

de-fr 16 58.62 5.00 128.8 10.7
32 81.95 10.33 177.8 12.4
64 203.39 91.61 231.9 14.1
4 3.71 5.00 18.4 4.1
8 9.91 5.00 33.7 5.2

indochina 16 21.77 5.00 54.5 6.4
32 41.97 5.00 80.0 7.6
64 51.91 8.62 109.8 8.1
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with increasing number of processors. For example, for the largest number of
processors (K ¼ 64Þ; the site-based HP model produces partitions which incur 6.2,
5.5, 16.5, and 13.6 times fewer number of messages than the site-hash-based
model in google, in-2004, de-fr, and indochina datasets, respectively.

These experimental findings confirm the need for intelligent algorithms such as
HP models in order to maintain the message latency overhead at acceptable levels
for large K values.

5 Conclusion

In this paper, we proposed a model for minimizing the communication overhead of
parallel crawlers that work in the exchange mode. The model provides consider-
able improvement in terms of the number of network messages exchanged
between the crawlers, relative to the hash-based assignment approach.
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Web Service Discovery: A Service
Oriented, Peer-to-Peer Approach
with Categorization

Mustafa Onur Özorhan and Nihan Kesim Cicekli

Abstract This paper discusses automated methods to achieve web service
advertisement and discovery, and presents efficient search and matching tech-
niques based on OWL-S. The service discovery and matchmaking is performed via
a centralized peer-to-peer web service repository. The repository has the ability to
run on a software cloud, which improves the availability and scalability of the
service discovery. An OWL-S based unified ontology—Suggested Upper Merged
Ontology—is used in web service annotation. User-agents generate query speci-
fication using the system ontology, to provide semantic unification between the
client and the system during service discovery. Query matching is performed via
complex Hilbert Spaces composed of conceptual planes and categorical similari-
ties for each web service.

Keywords Peer-to-peer web service discovery � Categorization � Cloud �
Ranking

1 Introduction

Service oriented technologies revolutionized the modern world of computing with
the paradigm shift they brought. However, to be able to use a Web Service, a
service user must have access to the descriptor of the service. Then again, the
service user should be able to access the Web Service descriptions of multiple
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Web Services from a preferably single, but pre-defined location. In general, pre-
defined locations containing service descriptions are called service repositories.
There are mainly three types of service repositories, (i) centralized service reg-
istries, (ii) peer-to-peer service registries and (iii) service search engines [1]. Web
services are traditionally described with the use of the WSDL [2], which unfor-
tunately cannot adequately represent their actual semantics. Most prominent
ontology—based approaches in Web services description are OWL-S [3], WSMO
and SAWSDL [4]. Using ontological concepts for service description in OWL-S
files, the meaning of the functionality of a service can be passed to a software-
agent, eliminating human intervention in many processes such as service discovery
and service composition. For a software agent to be able to properly execute a web
service, first a selection from a set of web services should be made. This process is
called Web Service Discovery. The main problems faced in Web Service Dis-
covery are the availability of the Service Repositories, availability of the Web
Services and semantically deficient Web Services.

This paper solves these problems by a semi-decentralized, peer-to-peer service
repository, which runs on a cloud computing architecture on the service repository
side. The provided architecture provides solutions to the service semanticity related
problems with semi-automatic methods for WSDL to OWL-S conversion, and
annotation via a unified ontology which merges a wide range of ontologies together
in a single ontology, namely SUMO [5]. WSDL is selected as the source for service
descriptor conversion, since it is the current standard for web service description,
and is widely used in the industry. The contributions of this paper can be summarized
as follows: 1) Web service similarity computation based on categories and concepts
in Hilbert Spaces. 2) Automated semantic web service discovery, with web service
ranking. 3) Web service semanticization via web service discovery queries.

The rest of the paper is organized as follows. Section 2 shows how we use
Hilbert Spaces in our work. Section 3 outlines the system architecture, and
describes the modules participating in our solution. Section 4 describes the
methodology proposed in Semi Automated Service Publishing technique. In
Sect. 5, the algorithms used in query processing and service ranking are described.
Section 6 concludes the paper, and provides a pathway for the future work.

2 Hilbert Spaces

Hilbert Spaces are complex multi-dimensional spaces with applications in various
disciplines including mathematics, physics and engineering. In Mathematics,
Hilbert Spaces are used for Functional Analysis, which mostly deals with infinitely
dimensional, topological vector spaces. In our system, Hilbert Spaces are used in a
similar manner in order to represent web services and queries in infinite dimen-
sional spaces with ontologies. Hilbert Spaces are selected in our system for three
main reasons: 1) Hilbert Spaces are infinitely dimensional. 2) New dimensions can
be added to a Hilbert Space in time, since data points are represented with infinite
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coordinates. 3) Hilbert Spaces support the Skew Coordinate system, with which
we can mathematically model the relationships between categories.

Our system uses the unified ontology SUMO, which is created by merging
ontologies of multiple categories. Our idea is to represent the concepts and cate-
gories of SUMO in a space. Firstly, the concepts in the ontology are clustered by
their categories. Each category is represented with a dimension in the Hilbert Space.
Each dimension carries concepts from their own category. Since an infinite number
of dimensions are available in the Hilbert Space, additional dimensions can be added
to the space, if the ontology is modified, and new conceptual categories are provided.
Our Hilbert Space also contains weight and level dimensions, as shown in Fig. 1.

Both of these dimensions are orthogonal to the remaining dimensions in the
complex space. The weight dimension is used to store the weight information
about the concepts added to the space; and the level dimension is used to store the
hierarchical levels of the concepts.

Another property of Hilbert Spaces is that, they do not need to be square
summable. This means that only countably finite axes that are orthogonal are
enough to form an orthonormal basis for the entire space [6]. Hilbert Spaces can
use coordinates that intersect with different angles. In our space, similar categories
have less than 90� intersection angles, and dissimilar categories have more than
90� intersection angles. Since each dimension interacts with any other dimension
in the space, the similarities between each dimension are computed by the algo-
rithm described later (Sect. 4).

3 System Architecture

The system is built on a cloud computing architecture. It is composed of three
main components: Service Discovery Client (SDC), Service Publisher Peer (SPP)
and Service Repository Cloud (SRC).

Fig. 1 Three dimensional
view of a concept
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The SDC is the part of the system built for the use of human user agents. This
client helps users specify queries to find a certain web service, or a web service
providing certain functionality. The queries are composed of one or more criteria
combined with a filter operator. The criteria can be about the structure of the web
service, or they can be about the semantic properties of the web service. The query
is submitted to SRC. The repository is searched for matching services, and a set of
Service Match Records are returned to the user. Service Match Records contain
Service Name, Publisher Name and a URL where more details about the service
can be obtained.

The SPP is used by the web service publishers. With SPP, a web service
publisher can publish services to the SRC. With the embedded Service Repository
Peer (SRP) component, a publisher can opt to function as a relay station for the
SRC. The SPP also allows the publisher to annotate the OWL-S Service Profile of
the service with the concepts from SRC’s unified ontology SUMO.

The SRC is the main component of the proposed system, and consists of a set of
modules responsible for service publishing, discovery and presentation. The SRC
runs on a cloud computing architecture, and is hosted at Google App Engine.
When a web service publisher publishes a web service, the OWL-S service
descriptor files and additional semantic information (i.e. the name of the service,
the main category of the service) are transferred to the SRC. When a query is
received, the Service Discovery Manager searches the web service space in the
Data Store for matching services, ranks them for similarity, and sends the
responses to the SDC.

Service oriented computing defines an architectural style whose goal is to
achieve loose coupling among interacting software entities [7]. In this respect all
of the services provided by the system are built as web services themselves. API
users can search for services using the interfaces of the Service Discovery Man-
ager to receive programmatically readable data.

4 Semi-Automated Service Publishing

In the present web service environment, services are prevalently described by
WSDL files. The main problem regarding WSDL files as service descriptors is
their lack of semantic information. OWL-S files on the other hand enable the
expression of semantic properties for the service. The problem can be overcome by
converting the WSDL files to OWL-S syntax. The WSDL2OWL-S [8] library is
used for a preliminary WSDL to OWL-S conversion. The Service Profile file
generated by the system is presented to the user for annotation in an easy to use
editor that allows further OWL-S annotation. The annotatable nodes currently
include the Input, Output, Precondition and Effect types. The publisher can also
specify a main category for the service to be published.

The SUMO ontology contains links to WordNet ontology. Our system uses both
of these ontologies for service publishing and annotation purposes. The
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categorization of the semantic entities is made based on the root nodes in mid-level
ontologies, just after ontology import procedure is completed. A recursive algo-
rithm traverses all the nodes in the data store to label each node with a category
plane. Each semantic node in the SRC is assigned numeric level information, to be
used in Service Match ranking.

When a service is uploaded to our system, a Hilbert Space is generated for the
service, and the space is used for service and query match score computation
during web service discovery. There are an undefined number of dimensions in the
created complex space for each uploaded service, limited by the categories
defining the service. The lifecycle of the Hilbert Space for the uploaded web
services are discussed below.

For SRC, there are two types of data that needs to be processed: (i) conceptual
data (i.e. type information of IOPE and Service Main Category) and (ii) semantic,
non-conceptual data (i.e. id information of IOPE, Service Name and Service
Description). Usually the data points accumulated by the IOPE types are not
enough to accurately annotate a service, due to their low number. Therefore, the
categorical spaces are enriched with concepts by other concepts that in one way
relate to the already present concepts. The weight of a data point decreases as
relationship links are followed.

There are multiple dimensions in the complex space computed for a web ser-
vice, and all of these dimensions contribute to the service discovery procedure.
Our system computes a dimension significance score for each dimension, and
includes this score in the discovery process to make sure that the data points
generated in the categories that are important to the web service has more impact
in a service discovery [9].

There are multiple dimensions and category planes in the complex category
space generated for the web services. However, an explicit relationship is not
present between these categories. This introduces a problem since inter-category
plane relationships play an important role on web service discovery at most times.
The algorithm for the computation of the category plane similarity score is similar
to Google’s Page Rank [10] algorithm, in which links between two entities bond
the entities together. There are two types of links: (i) incoming links and (ii)
outgoing links. If a concept A has a relationship to a concept B, the relationship is
an outgoing link for concept A and an incoming link for concept B. For each
category, the incoming and outgoing links with any other category are counted,
and the categories with most links in between are evaluated to be more similar.

5 Automated Semantic Service Discovery

The query for a service discovery can be generated by: (i) a user-agent or (ii) a
software-agent. The data in a query needs to be: a number of query criterion and a
filter operator. A sample query is illustrated in Table 1.
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The criteria in a query can be of different importance levels. The SRC processes
the given query to find the individual criteria, and sorts the criteria in the order of
importance. The importance of the query criteria is shown in Table 2.

In order to create a main category for the query, the criteria containing the
Input, Output, Precondition and Effect variables are examined, and the category of
the conceptual data points rooting from these are evaluated. The first data nec-
essary for the matching algorithm is created when a web service is published to the
SRC: a permanent conceptual space is created for the given service, and stored for
future use in service discovery. The second data necessary for the matching
algorithm is created when the query is sent to the system: a temporary conceptual
space is created for the given query. These conceptual spaces, dimension signif-
icance values and category plane similarities are used by the service match ranking
algorithm to obtain the most similar services [9]. When certain conditions are
satisfied, the SRC might forward the service discovery request of an agent to a
SRP. A query forward might mean one of the following three: (i) there is not a
reasonable number of available services in the cloud to make an accurate service
ranking, (ii) there is an adequate number of services in the cloud, however none of
the services are suitable enough for the received query or (iii) there is a SRP
specialized to the main category of the query, which might contribute better results
to the service discovery. In these cases, the SRC returns a forward message,
bundled with the Service Match Record list to the query owner agent. The agent is
free to follow or discard the forward.

6 Conclusions

This paper proposes a software system which allows web service publishers to
convert their WSDL web service descriptions to OWL-S web service descriptions,
annotate their web service descriptions, and publish the descriptions to a semi-
decentralized peer-to-peer network using a client application or a software API.
Publishing and discovery operations are performed via a single, unified ontology.
The proposed approach is different from existing systems in architectural and
semantic areas. Architecturally, it is highly scalable and service oriented.
Semantically, the web service similarities are computed with a novel approach, the

Table 1 Example query
generated by user agent

Join operator Parameter Parameter

AND( Input = Price| Output = Ticket)
OR( Input = Movie Name| Output = Ticket)

Table 2 Query criteria
importance order

Query criteria
Input = Output [ Precondition = Effect [ Service Name

[ Full Text
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Hilbert Space approach, based on categories and concepts. Web service seman-
ticity is enhanced via web service discovery queries, which is again a new
approach.

A future work might be allowing transparent structural and semantic compo-
sition for the provided queries. With this advancement, our system can transpar-
ently compose web services in the repository to create a web service that matches
the complex solid described by the query Hilbert Space. The composition can
simply be modeled as the unification of solids to create a bigger multi-dimensional
object.
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Finding High Order Dependencies in Data

Rosa Meo and Leonardo D’Ambrosi

Abstract We propose DepMiner, a method implementing a simple but effective
model for the evaluation of the high-order dependencies in a set S of observations.
S can be either ordered—thus forming a sequence of events—or not. DepMiner is
based on D; a measure of the degree of surprise of S based on the departure of the
probability of S from a referential probability estimated in the condition of max-
imum entropy. The method is powerful: at the same time it detects significant
positive dependencies as well as negative ones suitable to identify rare events. The
system returns the patterns ranked by D; they are guaranteed to be statistically
significant and their number results reduced in comparison with other methods.

1 Introduction

In statistics, machine learning and data mining the problem of the determination of
set of variables whose values are correlated represents an important knowledge in
many fields such as in feature selection, database design, market basket analysis,
information retrieval, machine translation, biology, etc. Often in the scientific
literature, the study of the dependence between variables is limited to pairs [1]
but finding correlations among more than two variables is essential for many
commercial and sociological studies (collaborations and interaction networks),
bio-medical (interaction among drugs and proteins) and scientific domains.

Furthermore, many observations have a special meaning if considered as
sequentially ordered: examples span from the nucleotide sequences of the
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organisms genome to the series of events generated in a network of interactions
(like a social network, a hypertext or a computer network), to the analysis of web
server logs or the detection of intrusion attempts in information systems.

Formally, a set of observations I ¼ fi1; i2; . . .; ikg is named itemset where all the
elements or items of the set occur together in the same example (or transaction). Here
the term transaction denotes a group of events occurring at the same time-stamp and
sharing the same order number. Any single observation or item ij represents a pair
ðVariable;ValueÞ that means that the Variable describing one of the attributes of the
observation assumes the indicated value. The set of items I is defined as a non-empty
subset of elements from a languageL; the item collection. In this manner, an itemset
represents the set of items that occur together and have the same order number.

A sequence S is an ordered list of itemsets S ¼\I1; I2; . . .; In [ : A sub-
sequence S0 of S; constituted by m\n itemsets, is denoted by S0 � S and is
constituted by a subset of the itemsets of S in which the precedence relationship
between any pair of itemsets is maintained.

In this paper we deal with both itemsets and sequences of itemsets and we are
able to model both of them with the same probabilistic model. We treat an
itemset as a composite event and we represent it in our model by the joint
probability that all its items occur together. Our model is based on the probability
of occurrence of events. We model the probability of the sequences by means of
the probability of the events represented by the sequence members. For the
itemsets we record the frequency with each all the items occur together; for
sequences, we record the frequency with which each of the event sequence occurs
in the correct order. In order to unify the two concepts of itemsets and sequences
we use the common term pattern. In practical cases, often it happens that the set
of returned patterns is large and much of the information is redundant because
many of the patterns are returned together with some of their subsets. The
reduction of the redundancy in the result set answers to two major challenges:
reducing the overwhelming size of the mining results and eliminating redundancy
in the information content and the overlapping between the patterns.

Deciding which patterns are redundant is not straightforward. It might depend
on the applications. For instance, the inclusion of patterns with some common
elements could be acceptable because the itemsets might have different meaning
or occur in different situations. Instead, the inclusion in the result of both subsets
and their super-sets is not acceptable if the super-sets do not add new information
to the information carried by the subsets. In literature, redundant itemsets are
detected in many different and sometimes opposite ways. Calders and Goethals
[2] allows the reduction of the number of the itemsets with a loss-less com-
pression of the result because all the information lacking from the result can be
restored by application of the concept of closed itemsets. Zhang et al. [3]
considers the correlation among the items as strong only when all the items are
considered together and when their subsets have instead a weak correlation.
On the opposite side, Duan and Street [4] considers interesting an itemset if all its
subsets are closely related to all other subsets.
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In data mining there exist computationally efficient methods to discover
significant dependencies and correlations among the items of a frequent pattern
[5–7]. In itemsets mining, in order to determine the dependencies in patterns
composed by more than 2 items, either they make the multi-way independence
assumption or they evaluate the contribution to the overall itemset of each var-
iable separately [3, 5, 6]. The difficulty stems from the fact that there is not an
easy way to determine a referential probability of an itemset I that represents a
condition of independence among the subsets if we do not suppose independence
among all the single variables in I. Gallo et al. [5] ranks the frequent itemsets
according to the unlikelihood that they appear under the hypothesis that all the
items in the itemset are independent. But the multi-way independence condition
gives a problem: according to this definition of independence, if a dependence
already exists in a subset of I, this dependence is ‘‘inherited’’ from the subset to
I and to all the super-sets of I [8]. Thus we do not have a way to distinguish if an
intrinsic dependence exists in an itemset I in addition to the dependencies
inherited from its subsets.

We can solve the problem in terms of quantity of information that an itemset
provides. Chakrabarti et al. [9] proposes the use of Minimum Description length to
identify the interesting sequences. Similarly, we are interested in identifying the
surprising patterns whose probability, as derived by the number of their obser-
vations, has a great departure w.r.t. a referential, estimated probability as deter-
mined only by its subsets. We are interested in patterns that add any information to
their subsets while we want to discard those itemsets that can be foreseen given the
observation of their subsets. We proposed in [10] a solution based on the maxi-
mum entropy. The entropy of an itemset I is computed by an estimation of the
probability of I computed on the basis of the probability of its subsets. The
probability of I at which the entropy is maximum (denoted by PEðIÞ) corresponds
to the probability that the itemset I would have in the condition in which it carries
the maximum amount of information in addition to its subsets. The interest
measure that we proposed for an itemset I is the departure of the probability of
I w.r.t. the referential value computed at maximum entropy: DðIÞ ¼ PðIÞ � PEðIÞ:
The higher the departure between the two probabilities, the less the itemset can be
correctly foreseen from the observation of its subsets. This departure identifies a
dependence between the items and tells us that this dependence is not due to the
subsets only. As a consequence the itemset is non-redundant.

DðIÞ decreases with the increase in the cardinality of itemsets and it is not suitable
for the comparison of itemsets of different cardinality. For this purpose in this paper
we propose Dn; a version of D normalized w.r.t. the probability of the itemset:

DnðIÞ ¼
PðIÞ � PEðIÞ

PðIÞ

Similarly it happens with a sequence pattern S. Its probability is computed on the
basis of the occurrence of all its sequence elements (itemsets) when these
occurrences respect the correct order in the sequence.
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Dn takes both positive and negative values, in the range from ½�1; 1�:
Specifically, if the value is positive, it means a positive dependence, i.e., a pattern
that is more frequent than expected; if the value if negative it means a negative
dependence, i.e., a pattern that occurs rarer than expected. In this paper we present
a method for the computation of the interesting and non redundant patterns based
on the above observations. Dn is used as a score function to rank the patterns.
In Sect. 3 we show how we succeeded to determine the significance level of Dn

and to identify the significant patterns.
The rest of the paper is organized as follows. In Sect. 2 we summarize how

D is computed. Section 3 shows how to determine the significance level of Dn:
Section 4 presents an empirical evaluation study on the results of the system on
some common data-sets. Finally, Sect. 5 draws the conclusions.

2 Estimation of the Referential Probability

Here we generalize our model based on D to generic patterns, including also
sequences. Consider a pattern W ¼ fw1;w2; . . .;wkg where wi might represent
either a single item or an itemset in an ordered sequence. Henceforth, we will
use the generic term pattern element. Entropy HðWÞ ¼ �

P
Pðw�1;w�2; . . .;w�kÞ

log½Pðw�1;w�2; . . .;w�kÞ� with w�j representing the element wj either affirmed (rep-
resenting an event present in an observation) or negated (absent event). Summa-
tion ranges over the probabilities of all the combinations of the k elements taken
affirmed or negated. HðWÞ is not computed by assumption that singletons are
independent but taking in consideration the actual probability of occurrence of
each subset of W, as observed from the database. The exclusion-inclusion principle
[2] is adopted to compute the entropy of W starting from the probability of
the subsets of W and it is a function of the probability of W. The estimate of the
probability of W is the probability value that maximizes the entropy and corresponds
to the case in which the amount of information on the presence of W is minimum
given the knowledge on the presence of the subsets of W : Notice that in making the
estimate we considered only the observed probabilities of the subsets. Thus, if the
dependence in a pattern W is intrinsic, due to the synergy between all its elements,
then the observed probability of W departs with respect to the estimate. As a result,
DnðWÞ makes emerge the intrinsic, actual dependencies, existing among all the
elements in W.

3 Setting a Threshold for D

Another problem that we have to solve is how large must be Dn such that a pattern is
deemed significant. We use a null model in which there are not dependencies
between the variables. The null model is generated empirically via a randomization
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of the original data-set. Randomization is generally accepted as a way to allow a
statistical test on significance of results [11]. Randomization occurs by indepen-
dently shuffling the variable values among the examples. As a result, the new data-set
will have the same marginal probabilities of the single variables but the dependencies
between them are spoiled.

In a successive step, we compute patterns both from the real and the ran-
domized data. Next, we compute the minimum negative value of Dn (denoted by
UB) and the maximum positive value of Dn (denoted by LB) in randomized data.
Then, we use UB as an upper bound for rare patterns in real data and use LB as a
lower bound for the frequent patterns in real data. This is a sort of statistical test on
Dn that accepts as dependent a pattern if its Dn is higher (resp. lower) than the
maximum (resp. minimum) Dn of the patterns extracted from the randomized data.

Consider the public data-set Mushroom (down-loadable from the repository of
UCI). After randomization, we observed the maximum value of Dn ¼ 0:04 and the
minimum value of Dn ¼ �0:03: In real data, the maximum is Dn ¼ 0:85 and the
minimum is Dn ¼ �0:45: Thus in Mushroom the positive dependencies are more
abundant and marked than the negative dependencies. In Table 1 we show an
output of DepMiner, with the ranking of patterns (itemsets) extracted from
Mushroom. The significant itemsets (whose value of Dn exceeds the observed
range of values in randomized data) are highlighted and shown over a gray
background. Over a normal, white background, instead, are shown the other
itemsets. Notice that both rarer and more frequent itemsets are interesting.

4 Experimental Evaluation

We run a set of experiments on 5 real data-sets (from FIMI and UCI Machine
Learning repositories) and on 2 real data-sets coming from NASDAQ stock
exchange index (from January 2001 to May 2009) and from the Italian lottery
(with data on the numbers drawn from 1939). The lottery data-set is important
in order to check the behavior of Dn on complete random data where even the
marginals were uniform.

In Table 2 we include the total number of examples, minsup threshold, the total
number of itemsets generated (N), execution times to compute Dn (in seconds).

We performed two experiments: the first one on the compression capability and
the second one on the capability of DepMiner to determine the dependencies in
contrast to methods that assume the multi-way independence condition.

1. In this experiment, to be further conservative, we compare DepMiner results at
many levels. We denote as itemsets clearly non independent, the itemset whose
Dn 6¼ 0: Thus we include in the results both these latter ones and the itemsets
whose Dn is acceptable by the significance test on the lower and upper bounds
obtained in randomized data. We include in Table 2 three ratios: the ratio
between the number of itemsets with Dn 6¼ 0 and N (Dep/N), the ratio between
the significant dependencies and N (SDep/N) and the ratio between non
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derivable itemsets (NDI) obtained by the competitor method [2] and N
(NDI/N). These ratios quantify the volume of found dependencies in data and
clearly demonstrate the increased ability of DepMiner to reduce redundancies
than NDI.

2. In the second experiment we compare the results of DepMiner with MINI [5],
in order to determine the difference between DepMiner and another method
based on the multi-way independence assumption. The last columns of Table 2
report the result of a comparison between DepMiner ranking (denoted by DM)
and MINI. As said, our method does not consider dependencies inherited by the
subsets; it coincides with the multi-way independence assumption only for
patterns with cardinality 2. In order to measure the correlation between our
ranking (DepMiner) and MINI’s we adopted an objective measure: c [1]. Since
the methods differ in the referential probability estimate, c quantifies the effect
of this difference.

Table 1 DepMiner output: itemsets ranking with significant itemsets highlighted over a gray
background

Delta/Po Delta Freq. Itemsets

0.0188 0.0075 3256 Class = poisonous, ring-number = one, bruises? = no
0.0138 0.0059 3272 stalk-surface-above-ring = smooth, ring-number = one,

Class-edibility
0.0121 0.0045 3032 stalk-surface-below-ring = smooth, ring-number = one,

Class = edibility
0.0055 0.0023 3376 stalk-surface-above-ring = smooth, Class = edibility,

gill-size = broad
0.0007 0.0003 3216 Class = edibility, gill-size = broad, odor = none

-0.0006 -0.0002 3128 bruises? = bruises, gill-space = close, stalk-surface-above-
ring = smooth

-0.0014 -0.0006 3728 veil-color = white, Class = edibility, gill-size = broad
-0.0020 -0.0008 3128 veil-color = white, ring-type = pendant, gill-size = broad
-0.0026 -0.0013 3964 gill-attach = free, stalk-above-ring = smooth, stalk-below-

ring = smooth
-0.0049 -0.0021 3488 gill-attach = free, ring-number = one, Class = edibility
-0.0051 -0.0021 3368 gill-attach = free, ring-number = one, ring-type = pendant
-0.0061 -0.0022 3016 stalk-surface-above-ring = smooth, ring-type = pendant,

gill-size = broad

Table 2 Experimental results

Data-set Minsup
(%)

Itemsets
(N)

Dep/N
(%)

SDep/N
(%)

NDI/N
(%)

Time(s) c(DM,MINI) c(RDM,RMINI)

Accidents 35 65,500 13.5 0.1 22.93 4294 -0.84 0.16
Chess 75 20,582 1.2 0.34 2.11 135 -0.95 -0.91
Nasdaq 0.14 242 95.8 46.69 100 107 -0.05 0.27

Kosarak 1.01 21,934 82.5 10.39 95.55 2221 -0.56 0.28
Mushroom 22.15 14,189 1.48 1.03 5.84 115 -0.94 -0.29
Retail 4.53 22,524 79.7 5.9 99.56 1322 0.02 0.55
Lottery 0.006 91,499 99.1 0 100 5804 0.81 0.77
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In Table 2 we also compared the two rankings computed on randomized data
(RDM and RMINI). All the values reported by c denote disagreement. The amount
of discrepancies decreases (c increases) if we move from real data to randomized
data (since the high-order dependencies are spoiled during randomization).
Furthermore, on complete random data (Lottery) the two methods agree.

5 Conclusions

We have presented DepMiner, a method for the extraction of significant depen-
dencies between the values assumed by database variables. DepMiner gave good
results in comparison with [5] and demonstrated a superior capability to compress
results than NDI [2].
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Heuristic Algorithms for Real-Time
Unsplittable Data Dissemination Problem

Mustafa Müjdat Atanak and Atakan Doğan

Abstract In real-time communication, the timely delivery of the data transfer
requests needs to be guaranteed. This work formally introduces the Real-Time
Unsplittable Data Dissemination Problem (RTU/DDP), which is a generalization
of the unsplittable flow problem (UFP). RTU/DDP problem is NP-hard. Therefore,
heuristic approaches are required to acquire good solutions to the problem.
The problem is divided into two sub-problems: path selection and request packing.
Each of these sub-problems is formally defined and heuristic algorithms are
proposed for both sub-problems. The performance of these algorithms is compared
with a heuristic from the literature that can solve RTU/DDP, namely Full Path
Heuristic (FPH). The results and discussions of the comparisons between the
proposed heuristics and FPH are presented.

Keywords Real-time � Data dissemination � Unsplittable flow problem �
Computer networks � Performance evaluation

1 Introduction

For the applications with real-time requirements, the timely delivery of related
data is of utmost importance. Unlike the best effort data transfer requests that need
to be completed as early as possible, real-time data transfer requests come with
a deadline, before which they have to be completed in order for them
to be considered successful. Applications with real-time data transfer requests may
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arise in defense and surveillance [1], wireless sensor networks [2], and Grid
systems [3, 4].

In this study, we will formally introduce the Real-Time Unsplittable Data
Dissemination Problem (RTU/DDP), which is a generalization of the well-known
Unsplittable Flow Problem. Based on [5–9] and the related studies, the network is
assumed to support end-to-end guaranteed service in which a share of any link
bandwidth can be reserved and then released afterwards. RTU/DDP tries to find
out the routes and the amount of flow that should be assigned to each request that
maximizes the number of real-time requests that are delivered successfully.

Section 2 introduces the RTU/DDP. Then, it divides the problem into two
sub-problems. Sections 3 and 4 concentrate on these two sub-problems. Section 5
presents simulation results. The last section provides conclusions.

2 Problem Formulation

A data grid system is modeled by an undirected graph G = (V, E), where
V = {vl,…,vn} defines the heterogeneous machines and E = {e1,…,em} denotes
the links each of which connects any two machines of the system. The machines
can be storage elements with limited storage space as well as network routers
(or switches). Each ei 2 E is associated with a bandwidth value ci [ 0 and a delay
value di [ 0. Let R = {rl,…,rk}denote a set of real-time data transfer requests.
Each request ri 2 R is modeled with \si, ti, fi, di[ quadruple in which si is the
source machine, ti is the destination machine, fi is the requested data item, and
di [ 0 is the deadline of the request. It is assumed that the centralized scheduler is
able to reserve and use the system resources for the duration of file transfers.
A request ri 2 R is assumed to be satisfied if its file fi is transferred from the source
storage machine si to the destination storage machine ti through one of the (simple)
paths between these two machines before the request deadline di has passed.
Let Pi ¼ fp1; . . .; pligand li [ 0 define the set of paths and the number of paths
for request ri 2 R; respectively; Pi ekð Þ ¼ fpj : pj 2 Pi and ek 2 Eg denote a set of
paths pj 2 Pi j� lið Þ each of which includes link ek 2 E for request ri 2 R:

Definition 1 Given a data grid system G = (V, E) and a set of real-time data
transfer requests R, the RTU/DDP seeks to maximize the number of satisfied
requests where each requested file is required to be transferred over a single path.

RTU=DDP : max
X

ri2R

X

pj2Pi

xij

X

pj2Pi

xij� 1;for all ri 2 R

X

ri2R

X

pj2PiðekÞ
pijxij� ck; for all ri 2 R and ek 2 E

xij 2 0; 1f g for all ri 2 R and pj 2 Pi
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where xij is 1 if request ri 2 R is satisfied over path pj 2 Pi; and 0 otherwise;
pij denotes the bandwidth demand of request ri 2 R when path pj 2 Pi is chosen for
the request, and it is computed as follows:

pij ¼
fij j

di �
P

ek2pj
dk

where fij j denotes the file size.
RTU/DDP problem is a generalization to the unsplittable flow problem (UFP),

which is known to be NP-hard [10]. Therefore, an optimal solution to RTU/DDP
cannot be found in a polynomial time, unless P = NP. Heuristic approaches,
e.g. [1, 6], are adopted to find good solutions to RTU/DDP. In this study, RTU/
DDP is split into two sub-problems, namely path selection and request packing.
The path selection determines one path for each request and passes these paths
to the second phase. Request packing selects the satisfiable requests that maximize
the number of satisfied requests while respecting link capacity constraints.

3 Path Selection

Minimum hop minimum delay feasible path first (MinMin/FPF). This algorithm is
based on the presumption that it is best if the requests get routed over a feasible
path with minimum number of hops incurring a small path delay.

Definition 2 A path pj 2 Pi for request ri 2 R is feasible iff the bottleneck
bandwidth (bbw) of pj 2 Pi is greater than the bandwidth demand of request ri 2 R
for path pj 2 Pi; where bbw is the minimum of available bandwidth values of the
links on path.

MinMin/FPF is based on the Bellman-Ford shortest path algorithm, and it is
inspired by [11]. The algorithm tries to find the minimum hop count path between
the source and destination. If more than one path has the same hop count, the path
with minimum bandwidth is favored. The path found by the algorithm is, then,
checked for feasibility. If the path is not feasible, an empty path is returned.
The time complexity of minimum hop Bellman Ford algorithm is O (|V||E|).
MinMin/FPF additionally calculates path delays in each step, which takes |E| steps
in the worst case. Thus, MinMin/FPF runs in O (|V||E|2) for a single request. Since
MinMin/FPF should be run for each request ri 2 R; the time complexity of overall
procedure becomes O(|V||E|2|R|).

Edge disjoint minimum hop minimum delay FPF (ED MinMin/FPF). ED
MinMin/FPF tries to route every request over a feasible path with minimum
number of hops incurring a small path delay that are largely edge disjoint. The
requests are sorted based on their bandwidth requirements and they are marked as
unprocessed. The main loop begins by marking every link as available. For each
unprocessed request, if a minimum hop minimum delay path is found with
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available links, the links that are used by this path are marked as unavailable and
the request is marked as processed. The loop is repeated as long as at least one
unprocessed request exists. Main loop is repeated |R| times in the worst case. Each
loop finds a minimum hop minimum delay path. Therefore, overall procedure is
O(|V||E|2|R|2).

4 Request Packing

Definition 3 Given G = (V, E) and R, in which ri 2 R is modeled with\pi, pij[
tuple, request packing problem (RPP) seeks to maximize the number of satisfiable
requests.

RPP : max
X

ri2R

xi

X

ri2R

X

pj2PFðekÞ
pijxi� ck; for all ri 2 R and ek 2 E

xi 2 0; 1f g for all ri 2 R

where xi is 1 if request ri 2 R is satisfied and 0 otherwise; PF ¼ fpi : pi 2
Pi and 1 � i � rg where pi 2 Pi is a feasible path for request ri 2 R; PF(ek) is the
set of feasible paths which include link ek 2 E. RPP is a generalization to the
Multidimensional 0-1 Knapsack Problem (MKP), which is NP-hard [12]. Exact
algorithms based on branch and bound and dynamic programming can solve RPP,
but they work in modest size problems only.

Maximum number of outgoing flows first (MNOFF). MNOFF first produces
a contention graph based on the paths chosen by the respective path selection
algorithm. A contention graph (a bipartite graph) is formed as follows: for each
link, the requests that require bandwidth allocation on the link are determined.
Assuming that all requests are sent through the network with minimum required
bandwidth, the bottleneck links whose bandwidth capacity is exceeded are
determined. The vertices on the left column of the contention graph are the
requests and vertices on the right are the bottleneck links. The contention graph is
formed by drawing an edge between request and bottleneck link if the request’s
path includes the link.

In each iteration, MNOFF drops the request with the maximum number of
outgoing flows (the vertex with the maximum number of edges in the contention
graph) and updates the contention graph. In the case of equality, MNOFF picks the
request with the highest minimum bandwidth requirement. Iterations continue as
long as there exists at least one edge in the contention graph.
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Finding the request with maximum number of outgoing flow is O(|E||R|) and
updating the contention graph takes O(|E||R|) in the worst case. Since each iteration
marks one request as unsatisfiable, the loop repeats |R| times. Therefore, the time
complexity of MNOFF algorithm is O(|E||R|2).

Maximum outgoing flows first (MOFF). Key difference between MOFF and
MNOFF is the criterion used to choose unsatisfiable requests. That is, the
MNOFF’s criterion is the number of edges leaving a request vertex, while the
MOFF’s is the number of edges leaving a request vertex times the request mini-
mum required bandwidth. Note that time complexity of MOFF is the same as that
of MNOFF.

5 Experimental Results

In order to evaluate the performance of the algorithms, the authors have written the
simulator in C++. First, a heterogeneous computing system is randomly created
based on two parameters: NUMBER_OF_MACHINES, NUMBER_OF_LINKS.
The links have bandwidths uniformly distributed between 0 and MAX_BAND-
WIDTH; and delays uniformly distributed between 0 and MAX_DELAY. After
generating >the network topology, NUMBER_OF_REQUESTS requests are gener-
ated with the following parameters: MAX_REQUEST_SIZE and MAX_DEADLINE.

Using the simulator developed, a set of simulation studies were conducted.
First, a base set of results was established with parameter values shown in Table 1.
The performances of the proposed heuristics are compared against Full Path
Heuristic (FPH) [1]. As seen from Table 2, the best performance is acquired when
(MinMin/FPF, MOFF) is chosen as the (path selection, request packing) mecha-
nism. Result is about 40% better than FPH.

Table 1 Parameter values in
the base set

Parameter Value in base set

NUMBER_OF_MACHINES 50
NUMBER_OF_LINKS 100 (undirected)
MAX_BANDWIDTH 1 (Gbit/s)
MAX_DELAY 10 (m s)
NUMBER_OF_REQUESTS 500
MAX_REQUEST_SIZE 10 (Gbit)
MAX_DEADLINE 100 (s)

Table 2 Base results Path selection Request packing Base results

Min–Min MNOFF 37.10
MOFF 50.54

ED Min–Min MNOFF 30.90
MOFF 43.16

FPH 11.18
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Table 3 shows the effect of varying MAX_BANDWIDTH. Increasing
MAX_BANDWIDTH has positive effect on the performance. MOFF is clearly
a better choice than MNOFF. MinMin/FPF shows better performance than ED
MinMin/FPF on average. The performance difference between the (MinMin/FPF,
MOFF) tuple and FPH increases as MAX_BANDWIDTH increases.

Table 4 shows the effect of varying MAX_DEADLINE. According to
Table 4, the real-time performances increase with increasing MAX_DEADLINE.
(Min–Min/FPF, MOFF) tuple is still the best choice as far as the performance is
concerned.

6 Conclusion

This study deals with a more general case of the unsplittable flow problem, namely
RTU/DDP. A formal definition of the problem is provided. Then, the problem is
divided into two sub-problems: path selection and request packing. Formal defi-
nitions of both of the sub-problems as well as some heuristics to be employed in
their solutions are also presented. From the results shown in previous section, it is
evident that underlying protocols as well as the system parameters have significant
effect on the real-time performance of the heterogeneous system. Among the
simulated algorithms, the best real-time performance for the RTU/DDP is acquired
when the path selection is made by MinMin/FPF and the request packing is
handled with MOFF algorithms. As a future work, the authors will consider the
more general splittable case, Real-Time Splittable Data Dissemination (RTS/DDP)
problem, in which more than one path can be used to satisfy a given request.

Table 3 Effect of varying MAX_BANDWIDTH

MAX_BANDWIDTH (Mb/s)

Path selection Request packing 100 500 1000 5000 10000

Min–Min MNOFF 7.72 21.56 37.10 64.20 73.38
MOFF 16.08 34.70 50.54 77.22 85.48

ED Min–Min MNOFF 6.94 20.04 30.90 60.34 70.68
MOFF 13.70 32.14 43.16 72.06 81.50

FPH 5.94 9.70 11.18 23.16 24.34

Table 4 Effect of varying MAX_DEADLINE

MAX_DEADLINE

Path selection Request packing 10 50 100 500 1000

Min–Min MNOFF 5.98 21.44 37.10 67.90 79.72
MOFF 12.08 32.98 50.54 79.20 88.84

ED Min–Min MNOFF 5.60 21.36 30.90 63.50 76.22
MOFF 11.50 32.52 43.16 76.14 86.18

FPH 2.62 9.02 11.18 25.96 48.06
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Automatic Categorization of Ottoman
Literary Texts by Poet and Time Period
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Abstract Millions of manuscripts and printed texts are available in the Ottoman
language. The automatic categorization of Ottoman texts would make these doc-
uments much more accessible in various applications ranging from historical
investigations to literary analyses. In this work, we use transcribed version of
Ottoman literary texts in the Latin alphabet and show that it is possible to develop
effective Automatic Text Categorization techniques that can be applied to the
Ottoman language. For this purpose, we use two fundamentally different machine
learning methods: Naïve Bayes and Support Vector Machines, and employ four
style markers: most frequent words, token lengths, two-word collocations, and
type lengths. In the experiments, we use the collected works (divans) of ten
different poets: two poets from five different hundred-year periods ranging from
the 15th to 19th century. The experimental results show that it is possible to obtain
highly accurate classifications in terms of poet and time period. By using statistical
analysis we are able to recommend which style marker and machine learning
method are to be used in future studies.
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1 Introduction

Automatic Text Categorization (ATC) methods aim to classify natural language
texts into pre-defined categories and are used in different contexts ranging from
document indexing to text mining [1]. In the literature there are a variety of studies
in ATC; however, studies on historical manuscripts are rare. One reason for this is
the fact that old documents are scarce in the digital environment. Resources such
as Ottoman Text Archive Project (OTAP) and Text Bank Project (TBP) release
transcribed versions of handwritten Ottoman literary texts [2]. There are millions
of pages of texts in Ottoman that are to be analyzed and classified after tran-
scription [3]. By considering the gap in the studies for the Ottoman language, this
paper is motivated to classify a text with unknown poet or time period by
employing automatic text categorization methods and ultimately show the
achievability of effective automatic categorization of historical Ottoman texts so
that it can be employed when these documents are transcribed.

The contributions of this study are the following. We provide the first style-
centered ATC study on the Ottoman language. Within the context of this language,
we evaluate the performance of two different machine learning methods in ATC by
using four style markers. By using statistical analysis we are able to recommend
which machine learning method and style marker are to be used in future studies.
The availability of huge amount of text in the Ottoman language, especially the
Ottoman archives [3], confirms the practical importance and implications of
our study.

2 Related Work

In ATC, style markers are used in analyzing the writing styles of authors. Holmes
[4] gives a detailed overview of the stylometry studies in the literature within a
historical perspective and presents a critical review of numerous style markers.
Statistical methods have been used for a long time in authorship and categorization
tasks and machine learning methods are used in relatively more recent works.
A Bayes’ theorem-based algorithm is firstly used to classify twelve disputed
Federalist Papers in [5]. McCallum and Nigam [6] compare a multivariate Ber-
noulli model, and multinomial model. SVM (Support Vector Machines) is another
machine learning method used in authorship attribution studies. Joachims makes
use of SVM in the task of text classification and observes that SVM is robust and it
does not require parameter tuning for the task [7]. Kucukyilmaz et al. [8] use
machine learning approaches including k-nearest neighbor (k-NN), SVM, and
Naïve Bayes (NB) to determine authors of chat participants by analyzing their
online messaging texts. Yu [9] focuses on text classification methods in literary
studies and uses NB, and SVM classifiers. In her work, the effects of common and
function words are investigated.
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To the best of our knowledge there is no previous categorization study on the
Ottoman language; however, there are studies on contemporary Turkish. Can and
Patton [10] analyze change of writing style with time by using word lengths and
most frequent words for the Turkish authors Çetin Altan and Yas�ar Kemal. In
another study they analyze the Ince Memed tetralogy of Yas�ar Kemal [11].

3 Corpus and Experimental Design

In this study, we focus on Ottoman literary texts of ten poets and five consecutive
centuries. Table 1 gives information about these texts. The text associated with
each poet is called divan which is an anthology of the poet’s work, as it might be
selected poems or all poems of the same poet. The poets in this study are selected
in such a way that they all together provide a good representation of the underlying
literature. There are nine male and one female poets from five different centuries.
The works of the picked poets given in Table 1 acquire almost all characteristics
of the Ottoman lyric poetry [12]. In our study, the poets whose life spanned two
centuries are associated with the century they died (only exception is Mihrî Hatun
since she lived in the sixteenth century for a relatively short period of time).

Each document is split into blocks with k number of words, where k is taken as
200–2,000 with 200-word increments. If the number of words in the last block is
smaller than the chosen block size that block is discarded. Blocking is a common
approach used in stylometric studies [13].

Can and Patton [10] show that most frequent words and word lengths (in the
form of token and type lengths) as style markers have remarkable performance in
determining the change of writing style with time in Turkish. Because of their
observations and since Turkish is the basis of the Ottoman language we use these
text features in our study. We also use two-word collocations as another style
marker, since phrases are one of the characteristic features of the Ottoman lan-
guage and poets. Accordingly, the style markers used in the study are: Most

Table 1 Ottoman literary texts used in this study

Life No. of No. of
Text (no. of poems) Century span tokens types

Mihrî Hatun’s divan (245) 15th 1,460–1,512 34,735 9,188
Sinan S�eyhî’s divan (221) 15th 1371?–1431 27,743 10,784
Hayalî Bey’s divan (619) 16th 1,500–1,557 54,338 15,727
Revânî’s divan (141) 16th 1,475–1,524 24,881 8,315
Nef’î’s divan (224) 17th 1,572–1,635 51,075 14,492
Nes�atî’s divan (186) 17th ?–1,674 23,799 7,984
Osmanzâde Tâ’ib’s divan (189) 18th 1,660–1,724 19,610 8,772
S�eyh Gâlip’s divan (580) 18th 1,757–1,799 59,301 18,506
S�ânîzâde’s Atâullah’s divan (125) 19th 1771–1826 8,265 4,409
Yenis�ehirli Avnî’s divan (425) 19th 1826–1884 54,927 18,785

Total – – 358,674 62,609
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Frequent Words (MFW), Token Lengths (TOL), Two-word Collocations -two
consecutive words- (TWC), and Type Lengths (TYL). In our study, a token is a
word and a continuous string of letters. Besides, a word that involves a dash is
counted as one token. Only word of length one is ‘o’ (the third person and singular
pronoun). Type is defined as a distinct word. For example, the following line from
Yenis�ehirli Avnî: ‘Yâhû ne kâtib ol ne mühendis ne veznedâr’ contains eight
tokens and six types.

We employ two machine learning-based classifiers: Naïve Bayes (NB)- a
generative classifier and Support Vector Machines (SVM)- a discriminative
classifier [14, 15]. The use of fundamentally different classifiers provides us a wide
test spectrum to investigate the performance of machine learning methods in ATC
of Ottoman literary texts. Furthermore, NB and SVM are commonly used in
similar studies. For example, Yu [9] indicates that SVM is among the best text
classifiers. In the same work it is also indicated that NB is a simple but effective
machine learning method and often used as a baseline.

In this study we employ the model used in [16] for NB. In SVM we employ two
different kernel functions; polynomial (poly or p), and radial-basis-function (rbf)
kernels. We refer to these methods as SVM-poly (or SVM-p) and SVM-rbf,
respectively. These choices are motivated by the successful results obtained by
them in [17]. For the construction of training and test corpora, we prefer K-fold
cross validation in which division of data is not important compared to splitting the
corpus as training and test set. In our study, we use ten for K. In the experiments
with SVM for the polynomial kernel we run tests when the degree is set to 1, 2, 3,
4 and 5. For the radial-basis-function kernel, we set c (width of the kernel) to 0.6,
0.8, 1.0, 1.2, and 1.4. Similar settings for SVM are used in [17] for text classifi-
cation and successful results are obtained.

We conduct a two way analysis of variance (ANOVA) in order to see if the
classification performances of the tested cases are significantly different from each
other. When the main effects of the factors, style markers and machine learning
algorithms, are statistically significantly different in explaining the variance of
classification accuracy, we conduct post-hoc multiple comparisons using Scheffe’s
correction [18] for the levels of each factor (an abridged presentation is provided
in the next section).

4 Experimental Results

4.1 Classification by Poet

In Table 2, we provide poet classification accuracies of the style markers MFW,
TOL, TWC, and TYL with the machine learning methods NB, and two versions of
SVM for different block sizes. The table shows that for MFW with SVM-poly, we
obtain the best accuracy score when the polynomial degree is 1; similarly, we
obtain the best accuracy score for SVM-rbf when c is 1.2. In the table the values of
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these parameters that provide the best performances of TOL, TWC, and TYL are
also given.

For MWF for all block sizes SVM-poly and -rbf provide better results than
those of NB. Both versions of SVM have similar results. For TOL for almost all
block sizes NB provides slightly better results than those of SVM-poly and -rbf.
Scores of SVM-rbf are slightly better than the scores of SVM-poly. For TWC all
methods yield similar accuracy scores. For TYL for all block sizes NB provides a
slightly better performance that those of the SVM classifiers and both versions of
SVM have similar performances. From the table we can see that for MFW the
difference between NB and SVM classifiers are noticeable for the other cases NB
and SVM classifiers performances are mostly compatible with each other.

Statistical Analysis We do the multiple comparisons of the style markers and
machine learning algorithms in poet categorization for q\0:05 using Scheffe’s
method. According to comparisons, TOL and TYL are not significantly different
from each other; whereas, other pairs of style markers are significantly different
from each other. Considering the machine learning algorithms, the SVM classifiers
with different kernels are not significantly different from each other, but they are
significantly different from the NB classifier.

4.2 Classification by Time Period

In addition to classifications of texts by poet, in this study we also study classifi-
cations of texts by time period. In the corpus, there are ten divans from 15th to 19th
centuries (two divans per century). In the classification of texts by time period, MFW
(Most Frequent Words) provides the best classification scores (up to 94%) with the
SVM classifier. TWC provides the second best performance, and TOL and TYL
follow the style marker TWC. SVM mostly performs better than NB with MFW. For
TOL and TYL, NB provides slightly more accurate results than SVM. The NB and
SVM classifiers have almost the same performance with TWC.

Statistical Analysis As in the poet classification section, we do the multiple
comparisons of the style markers and machine learning algorithms in period cat-
egorization for q\0:05 using Scheffe’s method (they are obtained by using the
results as in Table 2). According to comparisons, TOL and TYL are not signifi-
cantly different; whereas, other pairs of style markers are significantly different
from each other. Moreover, considering the machine learning algorithms, they are
significantly different from each other for combinations of all pairs.

5 Conclusion

We present the first style-centered ATC study on Ottoman literary texts particu-
larly on collected poems (divans) of ten different Ottoman poets from five different
centuries. The statistical tests show that SVM and MFW yield performances that
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are mostly statistically significantly different from their counterparts. Based on
these observations we recommend the use the SVM classifier and MFW style
marker in future related studies on this language.

The availability of huge amount of text to be digitized in the Ottoman language
confirms the practical importance and implications of our results. We hope that our
work and results would serve as an incentive for more research using these
documents.
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An Empirical Study About Search-Based
Refactoring Using Alternative Multiple
and Population-Based Search Techniques

Ekin Koc, Nur Ersoy, Ali Andac, Zelal Seda Camlidere,
Ibrahim Cereci and Hurevren Kilic

Abstract Automated maintenance of object-oriented software system designs via
refactoring is a performance demanding combinatorial optimization problem.
In this study, we made an empirical comparative study to see the performances of
alternative search algorithms under a quality model defined by an aggregated
software fitness metric. We handled 20 different refactoring actions that realize
searches on design landscape defined by combination of 24 object-oriented
software metrics. The investigated algorithms include random, steepest descent,
multiple first descent, multiple steepest descent, simulated annealing and artificial
bee colony searches. The study is realized by using a tool called A-CMA devel-
oped in Java that accepts bytecode compiled Java codes as its input. The empiricial
study showed that multiple steepest descent and population-based artificial bee
colony algorithms are two most suitable approaches for the efficient solution of the
search based refactoring problem.
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1 Introduction

Search based optimization techniques have become popular in software
engineering research, in last decade [1]. There are diverse application areas
ranging from requirements engineering, quality assessment, service-oriented
software engineering, to project planning where the techniques are successfully
applied. Among the application areas, automated software maintenance [2–4]
requires some special elaboration due to its representational and descriptive dif-
ficulties in terms of candidate solutions and objective functions. In order to cope
with the design corruption [5] problem, in object-oriented software systems,
maintenance programmers are required to execute periodic and systematic refac-
toring activities. Although one can use CASE products for the purpose, it still
requires too much effort and time of maintenance programmers. Automation of
this critical software engineering task which is guided by some quality model,
defined by related software metrics, supports sustainability/improvement in design
quality and provides highly maintainable software products. In fact, the problem is
a combinatorial optimization problem in which fitness function can be charac-
terized as an aggregate of object-oriented metric results. Once the problem is
defined in terms of solution representation, fitness function and change operator,
there are wide variety of candidate metaheuristic search techniques.

In this paper, we reported the results of our empirical study including
comparison of 5 alternative search algorithms and Random (RND) search in the
context of the search based refactoring problem. The algorithms include steepest
descent (SD), multiple first descent (MFD), SA, multiple steepest descent (MSD)
and artificial bee colony (ABC) searches. The goal of this research is to investigate
the potential of alternative search techniques in the automated software refactoring
domain. Note that, among the alternatives to the best of the authors’ knowledge,
the ABC search [6] has not been applied in search-based refactoring problem
before. In literature, one can find alternative approaches based on different
biological metaphors [7]. Throughout the experiments, all searches are executed at
the design level of abstraction and realized at the design space. The general
architecture of the A-CMA tool and the details of the adopted methodology are
given in Sect. 2. Section 3 describes the experimental set up and the results
obtained through excessive amount of runs taken for different parameter values.
Finally, the conclusions are given.

2 Tool and Methodology

A-CMA consists of 3 major modules; one for carrying out modifications on a
design, one for the actual searching operation and the final one for representing
a solution. The Modification module is responsible for choosing applicable
modifications on a current design. The static input, denoted as ‘‘Modifications’’
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represents a set of refactoring actions that can be applied. The ‘‘Checker’’ module
is responsible for determining possible modifications that should guarantee that an
action does not change the functional properties of the design. When a modifi-
cation is chosen among this set, the ‘‘Modification Applier’’ module carries out
necessary operations on the given design. ‘‘Search Expander’’ module is the
central building block of the operation. It is responsible for carrying out the search
process on possible designs and tries to find an optimal design using several
algorithms. The search ‘‘Algorithms’’ are static inputs as well. ‘‘Design Repre-
sentation’’ module is responsible for providing a design abstraction for a given
object oriented software. The abstraction is modifiable by other modules, easily.
Finally, the ‘‘Metrics Calculation’’ module is responsible for providing ability to
measure design quality. ‘‘Metrics’’ are static inputs. A-CMA produces a refac-
toring suggestion sheet as output of a search procedure. The suggestion sheet
contains initial and final design information regarding to the found refactoring path
and a step by step refactoring suggestion list for the developer. A-CMA uses a Java
bytecode manipulation and analysis framework named ASM [8]. All abstract
design representations of given benchmark programs has been constructed using
ASM framework. In A-CMA, each refactoring action type has a checker function
that can evaluate a given design to find all appropriate actions of the given type
that can be applied to the design. The static analysis method consists of several
condition checks on a possible refactoring action that results in a filtering over
actions. A-CMA implements 20 refactoring actions: Move Up/Down Method,
Move Method, Move Up/Down Field, Instantiate Method, Freeze Method, Make
Class Abstract/Final/Non-Final, Inline Method, Remove Class/Interface/Method/
Field, Introduce Factory, Increase/Decrease Method Security, Increase/Decrease
Field Security. Evaluation of a design is better to be based on some justifiable
quality model. For example, in [9], Quality Model for Object Oriented Design
(QMOOD) [10] which adopts weighted sum of 7 object-oriented metrics has been
used. In our case, we have implemented 24 object-oriented metrics (5 of these
metrics intersects with QMOOD model) selected from various sources including
[11] without any weight consideration. A-CMA works on normalized metric
values. Complexity related metrics should be minimized during a search for a
better design [12]. However, it is not possible to set a precise goal for many other
software metrics in such way. Since the optimization process cannot rely on
subjective opinions, objectives for such metrics should be regarded as ‘‘unknown’’.
Furthermore, in order to prevent possible conflicts, those metrics that require value
maximization are also treated as minimized metrics by using the multiplicative
inverses of the values.

The considered minimized metrics include: The number of the fields/methods
in a class; the average number of the field/method visibility of a class; the nesting
level of a class; the number of the methods of a class in a package; and the number
of classes/interfaces in a package. The metrics with unknown objective values
include: The number of constant fields/setter/getter methods in a class; the average
number of the static methods of a class; the number of interfaces a class imple-
ments; the number of children/descendants/ancestors of a class; the number
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of elements on which this class depends; the number of elements that depend on
this class; the number of times the class is externally used as attribute type; the
number of attributes in the class having another class or interface as their type; the
number of times the class is externally used as parameter type; the number of
parameters in the class having another class or interface as their type; nesting level
of a package and the ratio of abstract classes in a package. While it is obvious that
the objective value of minimized metrics should be set to 0 (assuming no negative
values possible), there is a requirement to set objectives for unknown metrics. Our
normalization schema uses a comparative approach in this manner. Instead of
setting precise objectives, it is decided to use an optimum design set as a feedback
mechanism. Therefore, the current design is compared against the norm of a given
optimum design set and the distances can be used as a metric score to be mini-
mized during search. Assuming there are k metrics, M1, M2,…, Mk and n designs
in the optimum (or ideal) design set, D1, D2,…, Dn along with the current design,
Dcur to calculate the normalized metric score for. Hence, for each metric, the
Distance function is defined as:

Dist Mi; Dcurð Þ ¼ NormVal Mi Dcurð Þ; ið Þ �NormVal 0; ið Þj j; Mi 2Minimized
NormVal Mi Dcurð Þ; ið Þj j; Mi 2 Unknown

�

ð1Þ

where the NormalVal function calculates the normalized value of x against the
values of ith metric in the optimum design set, given as:

NormVal x; ið Þ ¼ Norm0�1 Mi D1ð Þ; Mi D2ð Þ; . . .; Mi Dnð Þð Þx ð2Þ

Hence, the overall metric score of Dcur to be minimized is defined as;

Eval Dcurð Þ ¼
Xk

i¼1

DistðMi;DcurÞ ð3Þ

3 Experimental Results

To the best of authors’ knowledge, there is no widely accepted benchmark input
program set that can be used for an empirical study on search based refactoring
problem. Therefore, we have included 6 input programs written in Java where 5 of
them being open source programs under heavy development [13–17], the last one
being a student project: Beaver (a parser generator); Mango (a collections library);
JFlex (lexical analyzer generator); XML-RPC (XML-based remote procedure call
library); JSon (Java library for data exchange format) and Mosaic (a student
project). During experiments, Java.Math, Java.Text, Java.Util, and Javax.Swing
packages from the base Java library have been chosen as the members of optimum
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design set since they provide most of the core functionality of the library. The
experiments have been carried out on 20 computers with Intel Core2DUO CPUs
and 4 GBs of memory. The underlying operating system was Ubuntu-Linux (fully
patched) with Sun JRE 6. A-CMA has client/server architecture to simplify
work distribution amongst several computers. We took 4 different ascent values
(5, 10, 15 and 20) with 30 restarts for both MFD and MSD searches; 3 different
initial temperature values (1.5, 2.5, 4.0) for SA search and 7 different food source
sizes (20, 40, 60, 80, 100, 120 and 200) for ABC search. There were no alternative
parameter setting values for RND and SD searches. Each run was repeated
10 times for each of 6 input programs. So, the number of total runs was
10 9 6 9 (1 ? 1 ? 4 ? 4 ? 3 ? 7) = 1200 runs.

The results include relative and absolute quality gains for different algorithms
using all 6 input programs. The mean gains obtained for all 6 input programs using
MFD algorithm were varying between 5.31 and 5.39. The values did not show any
dramatic change against different ascent values applied in each restart. The sear-
ches were not affected too much by the depth of random bad movements in the
design space while increased number of bad movements mostly resulted in quality
gain decrements. Similar conclusions were drawn for MSD where mean absolute
quality gains for 5, 10, 15 and 20 ascent values were 5.64, 5.60, 5.54 and 5.53,
respectively. As a result, when we consider the mean absolute quality gains, MSD
search outperformed MFD search for each of different ascent depth values. While
the implementation of SA has been relatively straightforward, it has been difficult
to decide on the ideal cooling schedule and initial temperature values. The mean
absolute quality gains obtained for all 6 input programs using simulated annealing
with initial temperature values 1.5, 2.5 and 4.0 were 4.80, 4.45 and 4.22,
respectively. Lower initial temperature values resulted in higher mean absolute
gain scores. The mean quality gain results obtained for SA search were not as good
as that obtained for MFD and MSD searches. Mean absolute quality gains obtained
for all 6 input programs using ABC algorithm with 200, 120, 100, 80, 60, 40 and
20 food sources were 5.76, 5.68, 5.65, 5.64, 5.50, 5.45 and 5.32, respectively.
Higher mean absolute quality gains were attained for higher number of food
sources. One can still expect better gain values for higher number of food sources.
The ABC search algorithm was able to outperform the MSD algorithm for the
highest trial of 200 food sources. In ABC implementation, we applied the discrete
version to the refactoring domain [18]. Figure 1 shows the mean quality increase
for each search technique for the entire set of input programs. The values are
normalized against the SD performance for each program. For almost all input
programs, mean normalized quality gain values were consistent for each program.

For all initial temperature values, the SA search was outperformed by almost all
other techniques including baseline SD search. Except for input program Mango,
the MSD and ABC searches gave mostly better results than the MFD search
known to be well performing in the literature [8]. MSD outperformed SD for all
mean quality gain values obtained for input programs. For the sake of reliability,
we prefer higher quality gains with small standart deviations. Especially for the
Beaver input program, we observed relatively high standart deviations in mean
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absolute quality gains. When we consider the best performances attained for
alternative parameter settings of each algorithm, the ABC search gave the highest
mean normalized relative quality gain results for all input programs (see Fig. 2).

ABC outperformed the MSD for 3 (Beaver, XML-RPC and JSon) of 6 of the
input programs in terms of mean quality gains obtained. However, high standart
deviations of the gain obtained by ABC makes relatively less reliable. Therefore,
we can only say that ABC and MSD results are highly competitive and do not
dominate each other. The reason behind success of MSD and ABC searches is
directly related with the design landscapes of the input programs defined by the
aggregate software metric and available refactoring actions. Except for the input

Fig. 1 Mean normalized quality gain values obtained for MFD, MSD, ABC, SA and RND
searches that are calculated relative to the baseline SD search for all 6 input programs

Fig. 2 Overall mean normalized quality gain values obtained for MFD, MSD, ABC, SA and
RND searches that are calculated relative to the baseline SD search
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programs Json and Mosaic, the initial number of applicable refactoring instances
were considerably high (being[500). The high value has been observed not only
for the initial step of the search but also throughout the all search steps. Such an
observation implied high branching factor of search space. As a consequence, the
steepest descent technique with multiple applications MSD search performed
well in most of the runs. On the other hand, success of ABC search was due to
populated investigation of better designs that enables examination of alternative
regions of the search space.

4 Conclusions

Based on the input programs used, quality model described and possible refact-
orings considered, we conclude that multiple steepest descent and artificial bee
colony algorithms are two most suitable competitive approaches for the efficient
solution of the search based refactoring problem. The common property of
expanded search horizon of MSD and ABC makes them well performing alter-
natives at the cost of relatively higher execution times. MSD expands the search
horizon via sequential multiple trials of full neighbors in design space while
allowing bad movements in order to escape from local minima. ABC, on the other
hand, expands the search horizon via memorization and improvement of more than
one candidate designs, simultaneously. Our lightweight solution representation
enabled us to expand search horizon efficiently which resulted in high quality
designs to be found. The intensive computation requirement of the refactoring
problem implies the necessity for parallel implementation of the algorithms under
consideration. Also, relatively high quality results obtained via population based
ABC algorithm encourage us to try parallel implementation of the population/
swarm based alternative algorithms, in future.
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Unsupervised Morphological Analysis
Using Tries

Koray Ak and Olcay Taner Yildiz

Abstract This article presents an unsupervised morphological analysis algorithm
to segment words into roots and affixes. The algorithm relies on word occurrences
in a given dataset. Target languages are English, Finnish, and Turkish, but
the algorithm can be used to segment any word from any language given the
wordlists acquired from a corpus consisting of words and word occurrences. In each
iteration, the algorithm divides words with respect to occurrences and constructs
a new trie for the remaining affixes. Preliminary experimental results on three
languages show that our novel algorithm performs better than most of the previous
algorithms.

Keywords Unsupervised learning � Morphology � Word decomposition

1 Introduction

Natural Language Processing (NLP) is a field of computer science that investigates
interactions between computers and human languages. NLP is used for both
generating human readable information from computer systems and converting
human language into more formal structures that a computer can understand.
Well known problems of NLP are morphological analysis, part of speech tagging,
wordsense disambiguation, and machine translation.
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Morphological analysis or decomposition studies the structure of the words and
identifies the morphemes (smallest meaning-bearing elements) of the language.
Any word form can be expressed as a combination of morphemes. For instance,
the English word ‘‘enumeration’’ can be decomposed as e+number+ate+ion and
‘‘interchangeable’’ as inter+change+able, and the Turkish word ‘‘isteyenlerle’’ as
iste+yen+ler+le. Generally words are known as the basic units of the language but
morphemes are the smallest syntactic unit and they reveal the relationship between
word forms. In this respect, morphological analysis investigates the structure,
formation and function of words, and attempts to formulate rules that model the
language.

Morphological analysis is widely used in different areas such as speech
recognition, machine translation, information retrieval, text understanding, and
statistical language modeling. In many languages this task is both difficult and
necessary, due to the large number of different word forms found in the text
corpus. Highly inflecting languages may have thousands of different word forms of
the same root, which makes the construction of an affixed lexicon hardly feasible.
As an alternative to the hand-made systems, there exist algorithms that work
unsupervised manner and autonomously do morphological analysis for the words
in an unannotated text corpus.

In this paper, an unsupervised learning algorithm is proposed to extract
information about the text corpus and the model of the language. The proposed
algorithm constructs a trie that consists of characters and the occurrences of the
words as nodes. The algorithm then detects roots of the given words by examining
the occurrences in the path of the word. When the root is revealed, the algorithm
creates a new trie from the affix parts, left after the root for each word. The
algorithm continues recursively until there is no affix left to process.

The paper is organized as follows: In Sect. 2, we present previous work in the
field. In Sect. 3, we present proposed algorithm. We give the results of our
experiments in Sect. 4 and conclude in Sect. 5.

2 Related Work on Unsupervised Morphological Analysis

Morpho Challenge [1] is one of the competitions of the EU Network of Excellence
PASCAL2 Challenge Program working on unsupervised morphological disam-
biguation since 2005. The objective of the challenge is to design an unsupervised
machine learning algorithm that discovers which morphemes the words consist of.

In Morpho Challenge 2005, Bernhard [2] propose a method that relies on
transitional probabilities of each substring of the word in the lexicon, and distin-
guishes stems and affixes by examining the differences in lengths and frequencies
of the words.

Keshava [3] used a simple approach to gather morphemes based on finding
substring words and transitional probabilities. The algorithm constructs two trees;
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a forward tree where each node from top to the leaf corresponds to a word in the
corpus and a backward tree to find suffix probabilities easily.

For the Turkish task in 2007, Zeman [4] proposed a paradigm based approach.
All possible suffix-stem pairs are grouped into paradigms. Since all possible
segmentation points are considered, the number of paradigms is huge and they are
filtered. In the segmentation phase; each possible segmentation of the word is
searched in the paradigms.

ParaMor [5] dominated the Morpho Challenge 2008 in all languages. Each
word is examined by segmenting from every character boundary. When two or
more words end in the same word-final string, ParaMor constructs a paradigm
seed. Paradigms are then expanded to full candidate paradigms by adding addi-
tional suffixes.

In 2009, Monson et al. [6] proposed an improved version of ParaMor [5]. In the
original version, ParaMor did not assign a numeric score to its segmentation
decisions. A natural language tagger is trained to score each character boundary in
each word. Using ParaMor as a source of labeled data, finite-stage tagger is trained
to identify, for each character, c, in a given word, whether or not ParaMor will
place a morpheme boundary immediately before c.

3 REC-TRIE

The input of the Morpho Challenge is a corpus and word list of the words with
frequencies as appeared in the corpus. Since character encodings differ in the
datasets, some modifications are done. English dataset consists of standard text
and all words are lower-cased. Finnish dataset uses ISO Latin 1 (ISO 8859-1).
The Scandinavian special letters å, ä, ö are rendered as one-byte characters.
Turkish dataset is standard text and all words except the letters specific to Turkish
are lower-cased. The letters specific to the Turkish language are replaced by
capital letters of the standard Latin alphabet, ‘‘açıkgörüs�lülügünü’’ is converted to
‘‘aCIkgOrUSlUlUGUnU’’.

As mentioned in the first section, one of the problems in unsupervised mor-
phological analysis is the data sparsity. Given a large dataset, most of the root
words appear in the corpus. For example, in the datasets of challenge, there exist
15545 root words among 617298 words where total root count for Turkish is
23470 [7], that is 66% of the roots appeared in the dataset.

The pseudo code of our proposed algorithm (REC-TRIE) is given in Fig. 1.
We simply populate word trie with words from the list that occurred more than
5 times and store the corresponding character, the number of occurrence in the
corpus and the number of times that character is used in this path in this depth
(Line 3). With the fact explained above, we assume the smallest most occurred
word in a path is the root of the words in the path.

Once the algorithm finds root morphemes in each word, it saves the corre-
sponding segmentation into a table and continues to the next iteration (Line 7).
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In each iteration, the rest part of the word is put on a new trie (Line 9) and affix
boundaries are found recursively with the same method applied for root extraction.
The algorithm continues until no affix candidate is left.

We present a sample run of REC-TRIE in Fig. 2. After initializing word trie the
algorithm traverses each path and chooses the most occurred smallest word as root.
The word ‘‘ada’’ is segmented as ad ? a since the most occurred character is d with
944 occurrence in the path. However the words ‘‘adI’’, ‘‘adIn’’, ‘‘adIna’’, ‘‘adInI’’,

Fig. 1 The pseudocode of REC-TRIE

Fig. 2 Sample run from REC-TRIE. a A sample trie initialized. b After first iteration root words
detected. c First affix trie is constructed with the extracted affix parts left from roots and first
affixes are found. d Second iteration REC-TRIE created new affix tree and found the last affix
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and ‘‘adInIz’’ is segmented from adI since the most occurred character in these paths
are I with 5293 occurrence (b). Next REC-TRIE constructs affix tries to find affix
boundaries. In (c), affixes are inserted in a new trie. Note that ‘‘a’’ is merged from
ab+a and ad+a and occurrence is summed. Again first affixes are found by selecting
the most occurred character. This procedure continues until there is no affix
candidate left. The final affix is found in (d) and REC-TRIE finish segmentation.

4 Experiments

Morpho Challenge gives two perl scripts to evaluate algorithms. These scripts
simply compare the results against a linguistic gold standard. In the evaluation,
only a subset of all words in the corpus is included. For each language, a random
subset was picked, and the segmentations of these words were compared to the
reference segmentations in the gold standard. The evaluation of an algorithm is
based on the F-measure, which is the harmonic mean of precision and recall.

These metrics are calculated by

• Hit (H): The word is cut at the right place.
• Insertion (I): The word is cut at the wrong place.
• Deletion (D): A valid cut is ignored.

Table 1 Precision, Recall, and F-Measure of REC-TRIE compared with other algorithms in
Morpho Challenge 2009 for Turkish

Author Method Precision
(%)

Recall
(%)

F-Measure
(%)

Monson et al. Paramor-Morfessor Mimic 48.07 60.39 53.53
Monson et al. ParaMor-Morfessor Union 47.25 60.01 52.88
Monson et al. Paramor Mimic 49.54 54.77 52.02
Our Algorithm REC-TRIE 53.40 43.06 47.68
Lavallée and Langlais RALI-COF 48.43 44.54 46.40
– Morfessor CatMAP 79.38 31.88 45.49
Spiegler et al. PROMODES 2 35.36 58.70 44.14
Spiegler et al. PROMODES 32.22 66.42 43.39
Bernhard MorphoNet 61.75 30.90 41.19
Can and Manandhar 2 41.39 38.13 39.70
Spiegler et al. PROMODES committee 55.30 28.35 37.48
Golénia et al. UNGRADE 46.67 30.16 36.64
Virpioja and Kohonen Allomorfessor 85.89 19.53 31.82
– Morfessor Baseline 89.68 17.78 29.67
Lavallée and Langlais RALI-ANA 69.52 12.85 21.69
– Letters 8.66 99.13 15.93
Can and Manandhar 1 73.03 8.89 15.86
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Based on these metrics; precision is the number of hits divided by the sum of
the number of hits and insertions, and recall is the number of hits divided by the
sum of the number of hits and deletions. So the measures are:

Precision ¼ H

ðH þ IÞRecall ¼ H

ðH þ DÞF �Measure ¼ 2H

ð2H þ I þ DÞ ð1Þ

We have used the dataset of the Morpho Challenge 2009 and evaluate results
with the perl scripts provided. Table 1 show the results of our algorithm compared
with other algorithms for Turkish. Our algorithm has better F-Measure in Turkish
and English than Finnish. This is due to fact that our algorithm finds roots and
suffixes by traversing the trie one character at a time so found roots and suffixes are
generally short. However, Finnish root words are rather long in the average due to
the conservativeness of the language. Especially deletions are fairly more in
Finnish since the algorithm oversegments the words. As a result, recall values for
Finnish is low and pulls down the F-Measure dramatically.

5 Conclusions

We propose a novel algorithm for unsupervised morphological analysis, based on
trie data structure and word occurrences. The algorithm constructs a word trie and
finds root words according to the occurrences of characters in the path. After root
detection is completed, remaining affix parts are used to construct affix tries.
In each iteration, affix boundaries are detected and results are updated.

Although our proposed algorithm is simple, the results are encouraging. Our
approach ranks 4’th in Turkish when compared with other competitors. The recall
values states that we have missed some of the boundaries especially for Finnish.

The algorithm does not have any methods for prefix detection and there is no
control for the irregular changes of the words or umlauts, so we should develop
some strategies to cope with these situations.
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A Novel Approach to Morphological
Disambiguation for Turkish

Onur Görgün and Olcay Taner Yildiz

Abstract In this paper, we propose a classification based approach to the
morphological disambiguation for Turkish language. Due to complex morphology
in Turkish, any word can get unlimited number of affixes resulting very large tag
sets. The problem is defined as choosing one of parses of a word not taking the
existing root word into consideration. We trained our model with well-known
classifiers using WEKA toolkit and tested on a common test set. The best
performance achieved is 95.61% by J48 Tree classifier.

1 Introduction

Morphological disambiguation problem is defined as the task of selecting
the correct morphological parse of a word among its parses. According to the
morphophonemic structure of the language and morphotactics which define
the ordering of morphemes, a word may have many parses. These parses may
share the same root word or may have different root words. Morphological
disambiguation is considered as a preliminary step for higher level language analysis.

Turkish is one of the morphologically rich languages. Like other agglutinative
languages, due to its free constituent order nature, Turkish has a large number of
possible tags. There have been studies for morphological disambiguation problem
in Turkish. These studies can be categorized under two main approaches: rule-
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based approaches and statistical approaches. In statistical approaches, a large
corpus is used to train the statistical model and the trained model is tested on an
unseen test corpus [1]. However, due to the large number of tags in Turkish, data
sparseness is a serious problem. To cope with the data sparseness problem,
morphological parses are divided into smaller parts called inflectional groups [2].
The most recent approach to the morphological disambiguation problem is pre-
sented in [3]. The methodology employed is based on ranking of the most possible
parse sequences (determined by the baseline statistical model represented in [1])
with Perceptron algorithm. The very early rule-based approach to Turkish used
hand-crafted rules [5]. The combination of both rule-based and machine learning
approaches also exists such as [4].

In this paper we propose a classification approach to the morphological
disambiguation problem. The idea behind our algorithm is as follows: Considering
each set of distinct possible parses as a classification problem, one can divide the
morphological disambiguation problem into multiple classification problems. Then
each classification problem can be solved independently using any machine
learning classifier. The inputs (features) of the classification problem are the
existence of the part of speech tags in the previous two neighbor words.

The paper is organized as follows: In Sect. 2 we introduce the morphological
disambiguation problem and formalize it. In Sect. 3, we will review the previous
approaches to the morphological disambiguation problem in Turkish. In Sect. 4 we
introduce our proposed approach. We give our experiments results in Sect. 5 and
conclude in Sect. 6.

2 Morphological Disambiguation

Morphological disambiguation is the problem of selecting accurate morphological
parse of a word given its possible parses. These parses are generated by a
morphological analyzer [6, 7]. In morphologically rich languages like Turkish, the
number of possible parses for a given word is generally more than one. Each parse
is considered as a different interpretation of a single word. Each interpretation
consists of a root word and sequence of inflectional and derivational suffixes.
Table 1 illustrates different interpretations of the word ‘‘üzerine’’.

As seen above, the first two parses share the same root but different suffix
sequences. Similarly, the last two parses also share the same root, however
sequence of morphemes are different. Given a parse such as

€uzþ Verbþ Posþ Aorþ^ DBþ Adjþ Zeroþ^ DBþ Nounþ Zeroþ A3sg

þ P3sgþ Dat

each item is separated by ‘‘+’’ is a morphological feature such as Pos or Aor.
Inflectional groups are identified as sequence of morphological features separated by
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derivational boundaries ð^DBÞ: The sequence of inflectional groups forms the term
tag. Root word plus tag is named as word form. So, a word form is defined as follows:

IGroot þ IG1 þ^DBþ IG2 þ^DBþ � � � þ^DBþ IGn

Then the morphological disambiguation problem can be defined as follows: For
a given sentence represented by a sequence of words W ¼ wn

1 ¼ w1;w2; . . .;wn;
determine the sequence of parses T ¼ tn

1 ¼ t1; t2; . . .; tn; where ti represents the
correct parse of the word wi: Using the Bayesian approach, the problem is
formulated as follows:

arg max
T

PðT jWÞ ¼ PðTÞPðW jTÞ
PðWÞ ð1Þ

where P(W) is constant for all PðW jTÞ:PðW jTÞ is equal to 1, since given
a tag sequence, there is only one possible word form corresponding to it. So the
morphological disambiguation problem is simplified as the following:

arg max
T

PðT jWÞ ¼ arg max
T

PðTÞ ð2Þ

3 Related Work

The baseline model described in [1] generates the most probable tag sequence for
a given word sequence using Viterbi decoding. First, they break down the tag from
derivation boundaries called inflectional group (IG). The problem is formulated as
follows:

PðTÞ ¼
Yn

i¼1

Pðtijti�2; ti�1Þ

¼
Yn

i¼1

ððri; IGi;1; . . .; IGi;niÞj

ðri�2; IGi�2;1; . . .; IGi�2;ni�2Þ
ðri�1; IGi�1;1; . . .; IGi�2;ni�1ÞÞ

ð3Þ

Table 1 Four possible parses of word ‘‘üzerine’’

üzer+Noun+A3sg+P3sg+Dat
üzer+Noun+A3sg+P2sg+Dat
üz+Verb+Pos+Aor+^ DB+Adj+Zero+^ DB+Noun+Zero+A3sg+P3sg+Dat
üz+Verb+Pos+Aor+^ DB+Adj+Zero+^ DB+Noun+Zero+A3sg+P2sg+Dat
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where ni represents the number of inflectional groups associated with the ith parse
and Gi;j represents the jth inflectional group of parse i. The baseline trigram-based
model is based on two basic assumptions: 1ð Þ root of the current word only
depends on root of two previous words, and 2ð Þ presence of sequence of IGs in the
current word depend only the last IG of two previous words. Under these
assumptions, P Tð Þ is re-formulated as:

PðTÞ ¼
Yn

i¼1

ððPðrijri�2; ri�1Þ
Yni

k¼1

PðIGi;kjIGi�2;ni�2 ; IGi�1;ni�1Þ ð4Þ

The trigram probabilities are estimated using standard n-gram probability esti-
mation methods using morphologically disambiguated training data.

The Greedy Prepend Algorithm is a rule-based approach, based on decision lists
[4]. Each pattern is formed by surface attributes of surrounding words of the
current word. The decision lists are formed for each of the 126 distinct morpho-
logical features that exist. In the model, a 5-word (including word W, the first two
left and two right neighbors), window is used. Greedy Prepend list reduction
algorithm is used to generate the decision lists. The algorithm starts with the most
general rule which covers all instances. The algorithm adds rules one by one where
the best rule is determined using information gain. The algorithm stops when no
improvement can be made.

The Perceptron Algorithm [3] is a combination of statistical and machine
learning approaches. They use the Baseline Trigram-Based Model to generate
n-best parses for each sentence. A feature set consisting of 23 features is used to
disambiguate the current parse. The model also takes into account previous two
words. Using the n-best parses as input to the algorithm, the algorithm makes
multiple iterations over the training set to estimate parameter values. The highest
scoring candidate is then selected using current parameter values. If the highest
scoring candidate is different than the correct one, parameter values are updated.

4 Proposed Approach

We define the disambiguation task as identifying the correct parse from N possible
parses excluding the root word. Consider the example in Table 2 for the word
‘‘üzerine’’. Our approach defines the classification problem as follows:

Class 1:Noun+A3sg+P3sg+Dat
Class 2:Noun+A3sg+P2sg+Dat
Class 3:Verb+Pos+Aor+^DB+Adj+Zero+^DB+Noun+Zero+A3sg+P3sg+Dat
Class 4:Verb+Pos+Aor+^DB+Adj+Zero+^DB+Noun+Zero+A3sg+P2sg+Dat

where the correct parse is Class 1. Although a word can take theoretically unlimited
number of suffixes [5], the number of distinct problems (classification problem) is
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9320 for a 1M size disambiguated train set. If n problems are same, only one of them
is kept and others are discarded from the problem set. After this preprocessing the
distribution of the problems with respect to the number of instances are given in
Table 2.

Training data is processed sentence by sentence. We used 3-word window
representation for each ambiguous token including it, where neighbor tokens are
2 words from left. Each neighbor is represented by a vector of 126 morphological
features. Since, a neighbor may have more than one parse; each vector is formed
based on the existence of morphological features. Any morphological feature that
exists in any parses of neighbor words is represented by 1. Illustrations for the
problem generation phase is given in Fig. 1.

Table 2 Distribution of
problems with respect to the #
of instances

Number of instances Number of problems

1–10 7213
11–100 1617
101–1000 427
1001–10000 60
10001–100000 3

Fig. 1 Problem reduction step of the training phase. The parses of ‘‘askerlik’’ and ‘‘güvenlik’’
map to problem 1
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Testing is done in a similar way as done in the training phase. The test set is
divided into sentences. For each sentence, we select the tokens having more than
one parses and form the instance vector using 3-word window. Then, we determine
the corresponding problem. Using the model of the corresponding classifier we
classify the test instance.

5 Experiments

5.1 Experimental Setup

We use a training set of approximately 1M semi-automatically tagged disambiguated
tokens (including end-of-sentence, end-of-title, and end-of-document markers)
taken from Turkish newspapers. The training data consists of 50673 sentences where
about 40% of them are morphologically ambiguous [6]. The test set consists of 958
tokens including markers mentioned above, where 42 sentences and 379 tokens are
morphologically ambiguous. Performance criterion is formulated as:

Performance ¼ # of correctly disambiguated tokens

# of tokens
ð5Þ

5.2 Results

We have compared our approach with other morphological disambiguation
approaches for Turkish presented in Sect. 3 We used 10 different classification
algorithms in the WEKA toolkit. The results of the classification algorithms and
the previous approaches are given in Table 3. According to emprical results, J48
Tree classifier has the best performance among 10 classifier and Baseline Trigram-
Based Model.

Although it cannot can attain the performance of the other previous approaches,
the difference is not significant for the best performer namely J48 Tree classifier.

Table 3 Comparison of our proposed approach (using 10 different classifiers) with three
different approaches

Method Acc. (%) Method Acc. (%)

NaiveBayes 93.83 Logistic Regression 94.67
Conjunctive Rule 66.25 SVM 94.98
k-NN(k=10) 95.40 LWL 94.67
J48 Tree 95.61 Baseline Trigram-Based Model 95.48
J48 Tree(no prunning) 95.09 Greedy Prepend Algorithm 95.82
KStar 94.36 Perceptron(23 Features) 96.28
NNge 90.49
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6 Conclusion

We presented a new approach to the morphological disambiguation problem for
Turkish. Our proposed approach converts original morphological disambigua-
tion problem into multiple classification problems. Each classification problem
corresponds to a set of possible parses (not including the root words) where each
parse maps to a class and correct parse map to the correct class for that instance.
We used 10 different classifiers from WEKA toolkit for solving the classification
problems.

Our experimental results show that the best classifier is J48 Tree classifier.
Although this is only better than the Baseline Trigram-Based approach among the
previous aproaches, we believe that by expanding our feature set and/or applying
a linear/nonlinear feature extraction mechanism, we will achieve much better
disambiguation performance.
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A Small Footprint Hybrid Statistical
and Unit Selection Text-to-Speech
Synthesis System for Turkish

Ekrem Guner and Cenk Demiroglu

Abstract Unit selection based text-to-speech synthesis (TTS) can generate high
quality speech. However, The HMM-based text-to-speech (HTS) has also
advantages such as the lack of spurious errors that are observed in the unit
selection scheme. Another advantage is the small memory footprint requirement.
Here, we propose a novel hybrid statistical/unit selection TTS system for agglu-
tinative languages that aims at improving the quality of the baseline HTS system
while keeping the memory footprint small. Listeners preferred the hybrid system
over a state-of-the-art HTS baseline system in the A/B preference tests.

Keywords Speech synthesis � Hybrid TTS � HMM-based TTS � Turkish TTS �
Small memory footprint � Agglutinative languages

1 Introduction

HMM-based and unit selection TTS are currently the two dominant approaches to
speech synthesis. In general, unit selection systems can generate higher quality
speech than the HTS systems when spurious errors are not present. However, HTS
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approach has advantages such as the the small memory footprint of the voice
database. As opposed to the large databases needed for the unit selection systems,
a couple of megabytes is enough to store the voice database in HTS which is
important in where small memory footprint is a key requirement.

Besides HTS and unit selection approaches, there are hybrid systems. In one
approach, parameter training for HTS can be improved by minimizing the error of
selecting the wrong unit from the database when the HTS parameters are used to cal-
culate the target costs in unit selection [1–4]. In another approach, HTS-generated
waveforms are interweaved with the speech units selected from the database [5,6]. The
idea is to use smooth HTS-generated waveforms when a unit with a low transition cost
cannot be found in the database. In a third approach, synthetic speech generated with
unit selection is smoothed at the unit boundaries using an HTS approach [7].

As opposed to most of the existing hybrid methods that are focused on
improving the quality of a unit selection system, here, we propose a hybrid
HTS/unit selection algorithm to boost the performance of our Turkish HTS system.
In the existing hybrid systems, small memory footprint advantage of the HTS
system is lost since both a unit selection and an HTS system are used. A key
novelty in this work is a hybrid system that keeps the voice database size small
while improving the quality of the HTS system. Turkish is an agglutinative lan-
guage and many different words can be generated from the same root word by
using a limited set of suffixes. In the proposed system, a database for the most
frequently occurring suffixes in Turkish is created in training. In synthesis, best
fitting suffixes are selected using the proposed suffix selection algorithms. Then,
the selected suffixes are used in HTS within the proposed parameter generation
algorithms. Although, the idea is applied to Turkish TTS here, it can also be used
for other morphologically rich languages such as Finnish, Estonian and Czech.

This paper is organized as follows. An overview of the proposed hybrid system
is given in Sect. 2. The suffix selection algorithms are presented in Sect. 3,
parameter generation algorithms are presented in Sect. 4. Finally, experiment and
discussions are given in Sect. 5.

2 Overview of the Hybrid System

An overview of the training and synthesis phases of the proposed system is shown
in Fig. 1. In the training phase, HMM models and a decision tree are generated for
the target speaker using speaker dependent training with the HTS tools. Then, a
morphological analyzer is used to analyze the words in the speech database. To
create a suffix database, waveforms that correspond to the suffixes labeled by the
morphological analyzer should be extracted from speech. Forced alignment is used
with the speaker-dependent HMM models to align text and speech data. Suffix
units are then extracted from the speech signal using the alignment information.

Suffix units are parametrized using LPC analysis and only the LSF and pitch
parameters are stored. Besides those parameters, each entry in the suffix database
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contains a flag that indicates the presence of silence at the right context of the
suffix (phrase ending) and another flag that indicates the presence of stress on the
suffix. Moreover, beginning and end times of the state-level segments are also
stored in the database.

In the synthesis phase, HMM models that correspond to the input text is
determined using the decision tree. Input text is analyzed using the morphological
analyzer, and, for each suffix in the text, the best fitting suffix is selected using the
algorithms described in Sect. 3. The statistics predicted by the decision tree and
the parameters of the unit that is selected from the suffix database are combined
together and fed into the parameter generation algorithms described in Sect. 4.
Finally, the parameter sequences generated are used in an LSF vocoder to syn-
thesize speech. The morphological analyzer described in [8] is used here. The
analyzer generates the root word and the morphemes of a given word.

3 Suffix Selection

When synthesizing utterance i, using the morphological analyzer, we determine

the set of suffixes fS j
i g in the utterance where j ¼ 1; 2; . . .;Ni and Ni is the total

number of suffixes in the i th utterance. For the j th suffix, the initial set of available
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units in the database is denoted by fU j
1g. In the initial set, only the stress flag of the

suffix is used for selection. Two different targets are selected for LSF and pitch
parameters. Moreover, the cost calculation for those features are also different.

The proposed unit selection algorithm uses a maximum likelihood (ML) cri-
terion as the target cost. However, we have found in our experiments that the ML
criterion does not always return a proper suffix that has a good concatenation cost.
To reduce the possibility of an artifact, for the pitch parameter, we have used two
heuristics to filter out the set of available units in the database for a given suffix.
The heuristics are described below.

During parameter generation, the pitch trajectory of the selected unit is time-
warped so that it can fit into the synthetic duration estimated with HTS. In our
experiments, expanding the pitch trajectory did not cause any audible artifacts.
However, compressing the pitch trajectory occasionally caused sudden pitch
changes which are perceived as artifacts by the listener. To avoid that problem, the

units in fU j
1g that are Rd percent longer than the synthetic duration of the suffix S j

i

are filtered out. The reduced set of units after filtering is denoted by fU j
2g.

Pitch fall at the end of phrases is especially important in perception. Thus, if

there is a pause or a short pause at the right context of S j
i , which indicates the end

of a phrase, then the units that do not have a pause or a short pause at their right

contexts are filtered out from fU j
2g, and the reduced set of units are denoted with

fU j
3g.
Finally, an ML criterion is used to select the suffix from fU j

3g. Log-likelihood

for each unit in fU j
3g is computed as follows. For each unit Uj;k from fU j

3g, the
average log-likelihood is computed by

Lj;k ¼
1

Nj;k

XM

m¼1

Xmf

f¼1

log
1

ð2pÞD=2

1

jRmj1=2

" #
� 1

2
ðXf

m � lmÞT
X�1

m

ðXf
m � lmÞ

where Nj;k is the total number of frames in the unit, M is the total number of states,
mf is the total number of frames in state m, Rm is the covariance matrix in state m,
lm is the mean vector in state m and Xf

m is the f th observation of state m. Xf
m

contains static, delta and delta-delta features.
The heuristics used in calculating the cost function for pitch are not used for the

LSF features. Thus, the ML cost is the only criterion in selecting the appropriate
suffix for LSFs.

4 Parameter Generation for the Hybrid System

In HTS, each utterance i is composed of a sequence of states and each state s has
a set of models ki;s for LSF and pitch features. For LSFs, the probability
distribution is defined by a multivariate Gaussian specified by the parameter set
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klsf
i;s ¼ fl

lsf
i;s ;R

lsf
i;s g. For pitch, the probability distribution is defined by a multivar-

iate Gaussian specified by the parameter set kp
i;s ¼ fl

p
i;s;R

p
i;sg. These pdf’s are used

to generate the feature trajectories using the ML method.
In the hybrid system, once the best matching suffixes are selected for the LSF

and pitch parameters, the features extracted from those suffixes are used to modify
the parameter generation process of HTS. Similar to suffix selection, different
parameter generation algorithms are used for the two features to obtain the best
quality speech. The hybrid parameter generation algorithms for the LSF and pitch
features are described below.

4.1 Parameter Generation for LSF

If state s in utterance i occurs within a suffix, the LSF model of the state is updated

with fllsf ;suf
i;s ;Rlsf

i;s g where llsf ;suf
i;s is the feature vector in the suffix that has the

smallest distance to the mean parameter llsf
i;s . The distance is measured with the

Itakura-Saito measure which is given by

dIS ¼
Z þp

�p

X1ðwÞj j2

X2ðwÞj j2
þ log

X2ðwÞj j
X1ðwÞj j � 1

�����

�����
dw

2p
ð1Þ

where X1ðwÞ is the spectrum specified by the LSF parameters of the mean vector

llsf
i;s ; and X2ðwÞ is the spectrum specified by the LSF parameters of a feature vector

in the target suffix.
After the pdf’s are updated for each state that falls within a suffix, the ML-based

HTS parameter generation process is used to create the final LSF trajectories.

4.2 Parameter Generation for Pitch

For the pitch parameters, preserving the intonation pattern of the target unit is
important for improving the naturalness of the synthetic speech. Therefore, instead
of changing the model parameters of the states, pitch trajectory of the target unit is
directly concatenated with the synthetic speech. The trajectory is warped to fit into
the HTS estimated suffix duration. Every phoneme in the suffix is warped indi-
vidually as opposed to warping the whole suffix to compensate for the large
phoneme duration variabilities in the suffixes.

Directly concatenating the pitch trajectory of the target unit into the HTS
generated trajectory creates discontinuities at the boundaries. To address this
problem, HTS parameter generation process is used to smooth out the trajectory
around the concatenation points. However, besides smoothing the trajectory at the
concatenation point, this approach also distorts the target unit trajectory which is
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undesirable. That problem is solved by setting the variances of the pitch models on
the suffix to �. Because the parameter generation process uses an ML-based
measure, the system is effectively enforced to preserve the target trajectory while
smoothing out the trajectory at the concatenation points.

5 Experiments and Discussions

500 utterances, 75 minutes of speech, were spoken by a female speaker. Systems
in the experiments were trained using HTS 2.1 toolkit with 30 dimensional vectors
consisting of 24 LSFs, 1 log F0 coefficient and 5 voicing strength parameters.
Voicing strengths are computed using normalized auto-correlation measure for
five evenly spaced spectral bands between 0 and 8000 Hz. The duration heuristic
parameter Rd for the pitch parameter defined in Sect. 3 is experimentally set to 20
for hybrid system. In the target cost, log-likelihood is computed only for vowels,
nasals, liquids and glides. Those long duration sounds have the most impact in the
quality. Moreover, consonants can introduce significant amount of noise to the log-
likelihood calculation because of their stochastic nature. We have observed that
using only vowels, nasals, liquids and glides in the likelihood computation
improves the suffix selection process.

A state-of-the-art baseline system is used to assess the quality improvement
with the hybrid approach, using A/B preference test. 50 utterances from a Turkish
novel were used in the test. Seven listeners took the test. In 34 percent of the
utterances, listeners preferred the hybrid system. In 27 percent of the utterances,
listeners preferred the baseline system, and in 39 percent of the cases, the listeners
thought the quality was the same. Thus, there is a preference for the hybrid system
over the baseline system. However, the difference is not large. The test results are
further analyzed and it was observed that discontinuities that sometimes occur with
the hybrid system had an impact on the listener preference. That same effect was
also found to have a significant impact on the Blizzard Challenge tests. In fact,
some of the HTS systems outperformed the unit selection systems in those tests
due to the discontinuity problem [9].

In Turkish, question sentences typically have special suffixes, such as /mi/,
/midir/, at the end of the verbs. In some significant number of cases with the
baseline system, we have noticed over smoothed question tags which significantly
hurt the listener preference. Most of those issues are resolved with the hybrid
system since stress patterns of the question sentences are captured better by the
hybrid system. The hybrid system generated more natural prosody for most of the
suffixes since their intonation patterns are selected from the natural units in the
suffix database.

The hybrid system improved the intonation contours and the clarity of suffixes.
The LSF features improved the clarity and reduced the buzzy quality of the long
duration sounds such as long vowels. For the shorter sounds, the effect is less
noticeable since the trajectory is smoothed by the parameter generation algorithm.
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Enhancing Incremental Feature Subset
Selection in High-Dimensional Databases
by Adding a Backward Step

Pablo Bermejo, Luis de La Ossa, Jose A. Gamez and Jose M. Puerta

Abstract Feature subset selection has become an expensive process due to the
relatively recent appearance of high-dimensional databases. Thus, the need has
arisen not only for reducing the dimensionality of these datasets, but also for doing
it in an efficient way. We propose the design of a new backward search which
performs better than other state-of-the-art algorithms in terms of size of the
selected subsets and in the number of evaluations, by removing attributes given a
smart decremental approach and, besides, it is guided using a heuristic which
reduces the needed number of evaluations commonly expected from a backward
search.

1 Introduction

In the last 2 decades the evolution in technology has derived in new sources
of information which must be stored, automatically classified and retrieved:
e.g. microarrays gene expressions or textual databases, which contain records
described by thousands or even tens of thousands (high-dimensional databases)
variables. This way, lately the task known as feature subset selection (FSS) [3, 4]
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has been an active area of research. This work focuses on hybrid (filter-wrapper)
deterministic sequential search. The problem of forward search is that some
attributes might be judged as relevant in a moment of the search but, once a new
attribute is added to the set of selected features, a former relevant attribute might
become non-relevant. This problem is tackled and alleviated in [2]; however, the
complexity in practice is increased from OðnÞ to Oðn1:2Þ (and having a Oðn2Þ worst
case complexity). The method we propose in this work tries to detect irrelevant
selected attributes by improving the incremental search with a new smart and also
sequential backward stage. Backward search is a natural and well-known method
to explore the search space, but it might result in a very expensive process.
Thus, we provide a new criterion to search and choose features which should be
removed from the current selected subset. The obtained algorithm is compared to
several state-of-the-art sequential FSS algorithms, resulting that we obtain a better
performance in terms of number of selected attributes, while maintaining the linear
complexity of the search.

2 Incremental-Backward Wrapper Subset Selection (IWSSb)

IWSS [1, 5] is a sequential hybrid search algorithm which uses a filter measure in
order to obtain a marginal ranking of the attributes’ relevance with respect to the
class. Then, a forward best-first search is run over the ranking by incrementally
adding those variables judged as relevant (given an acceptance criteria �) to the
classification process, the relevance of new variables being measured in a wrapper
way. The IWSSr algorithm [2] is an improvement to IWSS in which at each step of
the forward search, not only the addition of a new attribute is evaluated but also to
swap it with one of the features in the current subset of selected features. The idea
is to detect conditional (in)dependencies of attributes respect to the class given the
current subset of selected attributes. This improvement increases the worst-case
complexity from linear to Oðn2Þ. We propose the implementation of an heuristic-
driven decremental-backward Wrapper Subset Search (IWSSb) which takes the
advantages of IWSS (hybrid, linear complexity, smart acceptance criteria), while
adding a second step which starts from the reduced subset found by IWSS and then
expands the search space by removing attributes given the same acceptance
criteria of IWSS but used as removal criteria, which requires that the reduced
subset does not perform significantly worse. By removing features from the
selected subset in a smart way, we aim to discover those attributes which were
selected in the first hand but they are not relevant anymore due to some other
attribute(s) being selected afterwards. In order to obtain a canonical IWSSb

algorithm, the code shown in Fig. 1 is run over the output S obtained by IWSS.
By preliminary experimentation we found more suitable for the backward step

to analyze the attributes in S in reverse-order of inclusion, that is, backward phase
first tries to remove in-S younger attributes. From the study carried out in [1] we
propose to use mf ¼ 2 as acceptance crietrion both in the forward and backward
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phase. That means, that a given attribute is worth to be included (to remain) in
S only if after an inner 5-cross-validation it gets better mean accuracy (does not get
worse mean accuracy) and also better accuracies (not worse accuracies) in at least
2 out of the 5 folds, in the forward and backward stages. Our contribution is then
a fully sequential rank-guided forward-backward method, which results in an
efficient algorithm with linear complexity and that outperforms compared state-
of-the-art algorithms.

3 Experiments

In order to evaluate our proposal we downloaded a corpus composed of 9 datasets
from the ASU Feature Selection Repository1, ranging from 2400 to 46151 features.
The methodology of our experiments is to find out if our proposed algorithm
IWSSb outperforms other state-of-the-art feature selection algorithms: SFS [3],
IWSS and IWSSr. Results are shown in Table 1, where the last two rows show
the statistical tests results (paired one-tail Wilcoxon signed-ranks test [6]); with
confidence level a ¼ 0:001. We first compare by accuracy; then by number of
attributes selected and finally those remaining are compared by number of eval-
uations. At each step, those algorithms found to be statistically worse than IWSSb

are crossed-out
The conclusions shown by the statistical tests are that IWSSb performs statis-

tically better in both terms of number of selected attributes than SFS, IWSS and

Fig. 1 Our heuristic-driven backward method IWSSb

1 http://featureselection.asu.edu
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IWSSr and number of evaluations. Furthermore, we can observe that our proposal
IWSSb provides a linear complexity, way far from IWSSr and SFS.

4 Conclusions

Our proposal, IWSSb; presents a design of the backward search which is heuristic-
driven and is run over a reduced start set. IWSSb has been compared to three
sequential algorithms known in the literature, using the same acceptance/removal
criterion. The obtained results conclude that IWSSb behaves the same in terms of
classification rate than SFS, IWSS and IWSSr; while reducing the cardinality of
the final subset and, which is very important for high-dimensional databases,
maintaining an in-practice linear complexity for the 11 datasets used in our
experiments.
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Memory Resident Parallel Inverted Index
Construction

Tayfun Kucukyilmaz, Ata Turk and Cevdet Aykanat

Abstract Advances in cloud computing, 64-bit architectures and huge RAMs
enable performing many search related tasks in memory.We argue that term-based
partitioned parallel inverted index construction is among such tasks, and provide
an efficient parallel framework that achieves this task. We show that by utilizing an
efficient bucketing scheme we can eliminate the need for the generation of a global
index and reduce the communication overhead without disturbing balancing
constraint. We also propose and investigate assignment schemes that can further
reduce communication overheads without disturbing balancing constraints. The
conducted experiments indicate promising results.

1 Introduction

Inverted index is the de-facto data structure used in state-of-the-art text retrieval
systems. Even though it is quite simple as a data structure, Web-scale generation of a
global inverted index is very costly [2]. Since the data to be indexed is crawled and
stored by distributed or parallel systems (due to performance and scalability
reasons), parallel index construction techniques are essential. Despite the popularity
of document-based partitioned inverted indices, term-based partitioning has
advantages that can be exploited for better query processing [4].

The following studies on index construction [3, 5, 6] extend disk-based
techniques for parallel systems. In [5, 6], authors propose a parallel disk-based
algorithm with a centralized approach to generate the global vocabulary. In [5]
authors analyze the merging phase of the inverted lists and present three algorithms.
In [3], authors start from a document partitioned collection and proposed a software-
pipelined inversion architecture.
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With the advent of 64-bit architectures, huge memory spaces are available to
single machines and even very large inverted indices can fit into the total
distributed memory of a cluster of such systems, enabling memory-based index
construction. Given the current advances in network technologies and cloud
computing and the high availability of low cost memory, in-memory solutions for
parallel index construction should be considered seriously.

In this work, we propose an efficient, memory-based, parallel index construc-
tion framework for generating term-based partitioned inverted indices starting
from a document-based partitioned collection (possibly due to parallel crawling).
In this framework, we propose to mask the communication costs associated with
global vocabulary construction and communication with a term-to-bucket
assignment schema. Furthermore, we investigate several assignment heuristics for
improving both the final storage balance and the communication costs of inverted
index construction. Here, storage balance is important since it relates to query
processing loads of processors, whereas the communication cost is important since
it determines the running time of parallel inversion. Our contributions in this work
are prior to optimizations such as compression [7].

2 Parallel Inversion

Our overall parallel inversion scheme has the following phases: local inverted
index construction, term-to-processor assignment, and inverted list exchange and
merge. In this section we describe these three phases in detail.

The first task in our framework is generating local inverted indices for all
local document collections on each processor. As each processor contains a
non-overlapping portion of the whole document collection, this operation can be
achieved concurrently without communication.

After local inverted index construction phase, a term-to-processor assignment
phase has to follow. In order to achieve a term-to-processor assignment, normally
a global vocabulary has to be generated. This could be done by sending each term
string, in its word form, to a host processor, where a global vocabulary is
constructed. However in such a scheme, a particular term would be sent to the
host machine by all processors if all processors contain that specific term. Thus
we propose to group terms into a fixed number of buckets prior to the term-
to-processor assignment. Using hashing, each word in a local vocabulary is
assigned to a bucket. Afterwards, a host processor computes a bucket-to-processor
assignment and broadcasts this information to the processors.

At the end of local inversion phase, each processor has a local vocabulary and a
set of inverted lists for its terms. However, different processors may contain
different portions of an inverted list for each term. For the final term-based
partitioned inverted index to be created, the inverted list portions of each term
should be accumulated to a single processor. To this end, each term in the global
vocabulary should be assigned to a particular processor. This term-to-processor
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assignment depicts an inverted index partitioning problem. Many different criteria
can be considered when finding a suitable index partitioning, but we focus on
balancing the storage loads of processors and minimizing the communication
overhead of the inversion process. The storage balance guarantees an evenly
distribution of the final inverted index. As the memory is assumed to be limited
throughout this work, with an even distribution of the storage loads, larger indices
can fit in the same set of processors. Storage balancing is also expected to infer
balancing on the query processing loads of the processors. Since inversion is a
highly communication-bound process, the minimization of the communication
overhead ensures that the inverted list exchange phase of the parallel inversion
process takes less time. In this work, we model the minimization of the commu-
nication overhead as the minimization of the total communication volume while
maintaining balance on communication loads of processors.

At the end of the bucket-to-processor assignment phase, all assignments are
broadcast to processors and processors exchange their partial inverted lists in an
all-to-all fashion. When sending the local inverted lists to their assigned processor,
the vocabulary should also be sent since processors do not necessarily contain all
vocabulary terms and do not know which terms will be retrieved from other
processors. Although such a communication incur additional costs, since the
processor-to-host bottleneck due to global vocabulary construction is already
avoided, this additional communication cost is easily compensated.

The inverted-list exchange between processors is achieved in two steps. In the
first step, the terms (in word form) and their posting sizes are communicated.
At the end of this step, all processors obtain their final local vocabularies and can
reserve space for their final local inverted index structures. Then the inverted lists
are exchanged. At the end of inverted list exchange, posting lists for each term are
merged and written into their reserved spaces in local inverted indices.

3 Bucket-to-Processor Assignment Schemes

In the forthcoming discussions we use the following notations: The vocabulary of
terms is indicated with T : The posting list of each term tj 2 T is distributed among
the K processors. wkðtjÞ denotes the size of the posting list portion of term tj that

resides in processor pk at the beginning of the inversion, whereas wtotðtjÞ ¼PK
k¼1 wkðtjÞ denotes the total posting list size of term tj:
We assume that prior to bucket-to-processor assignment, each processor has

built its local inverted index I k and partitioned the vocabulary T ¼ ft1; t2; . . .; tng
containing n terms, into a predetermined number m of buckets. The number of
buckets m is selected such that m� n and m� K: Let B ¼ PðT Þ¼fT 1¼
b1; T 2¼b2; . . .; T m¼bmg denote a random term-to-bucket partition, where T i

denotes the set of terms that are assigned to bucket bi: In B; wtotðbiÞ denotes the
total size of the posting lists of terms that belong to bi:
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In an m-bucket and K-processor system, the bucket-to-processor assignment can
be represented via a K-way partition PðBÞ¼fB1;B2; . . .;Bkg of the buckets
among the processors. In PðBÞ; wkðbiÞ denotes the total size of the posting list
portions of terms that belong to bi and reside in processor pk at the beginning of the
inversion. The performance of a bucket-to-processor assignment is measured in
terms of two metrics. The storage load balance and the communication cost. The
storage load SðpkÞ of a processor pk induced by the assignment PðBÞ is defined as
follows:

SðpkÞ ¼
X

bi2Bk

X

tj2bi

wtotðtjÞ: ð1Þ

The communication cost of a processor pk induced by assignment PðBÞ has two
components. Each processor must receive all portions of the buckets assigned to
itself from other processors. Thus total receive cost/volume of a processor pk is:

RecvðpkÞ ¼
X

bi2Bk

X

tj2bi

ðwtotðtjÞ � wkðtjÞÞ: ð2Þ

Each processor also sends all postings that are not assigned to it to some other
processor. The total send cost of pk is:

SendðpkÞ ¼
X

bi 62Bk

X

tj2bi

wkðtjÞ ð3Þ

Total communication cost of a processor is defined as the sum of its send and
receive costs.

The MCA scheme is based on the following simple observation [1]. If we
assign each bucket bi 2 B to processor pk that has the largest wkðbiÞ value, we will
achieve an assignment with globally minimum total communication volume.

The BLMCA scheme incorporates a storage balance heuristic to MCA [1]. This
scheme works in an iterative manner assigning one bucket to a processor at a time.
For each bucket, first the processor that will cause the minimum total communi-
cation is determined using MCA scheme. If this processor is not the bottleneck
processor (in terms of storage load) at that iteration, the bucket is assigned to that
processor. Otherwise, the bucket is assigned to the minimally loaded processor.

In BLMCA, two cost metrics, storage load balance and communication cost are
calculated and at each iteration an assignment decision that optimizes only one
of these metrics is made. The decisions of MCA and BLMCA regarding the
communication cost minimization only optimizes the total communication cost
and ignores the maximum communication cost of a processor. In order to mini-
mize maximum communication cost, we should consider both the receive cost of
the assigned processor and the send costs of all other processors.

To this end we define the energy E of an assignment PðBÞ based on the storage
loads and communication costs of processors. We define two different energy
functions for a given term-to-processor assignment PðBÞ:
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E1ðPðBÞÞ ¼ MaxfMax1� k�KfCommðpkÞg;Max1� k�KfSðpkÞgg ð4Þ

E2ðPðBÞÞ ¼
XK

1

ðCommðpkÞÞ2 þ
XK

1

ðSðpkÞÞ2 ð5Þ

Utilizing these energy functions, we propose a constructive algorithm that assigns
buckets to processors one-by-one. The energy increase in the system by K possible
assignments of each bucket are considered, and the assignment that incurs the
minimum energy increase is performed. That is, for the assignment of a bucket bi

in the given order, we select the assignment that minimizes EðPðBi�1 [ fbigÞÞ �
EðPðBi�1Þ; where Bi�1 denotes the set of already assigned buckets. We call
E1-based and E2-based assignment schemes as E1A and E2A respectively in our
experiments.

4 Experiments

In order to test the performance of the proposed assignment schemes for parallel
inversion, we conducted two types of experiments. The first set of experiments are
simulations to report on the storage imbalance and communication volume
performances of the assignment schemes. The second set of experiments are actual
parallel inversion runs provided in order to show how improvements in perfor-
mance metrics relate to parallel running times. These experiments are conducted
on a PC-cluster with K ¼ 32 nodes, where each node is an Intel Pentium IV
3.0 GHz processors with 1 GB RAM connected via an interconnection network of
100 Mb/sec fast ethernet.

We conducted our experiments on a realistic dataset obtained by crawling
educational sites across America. The raw size of the dataset is 30 GB and
contains 1,883,037 pages from 18,997 different sites. The biggest site contains
10,352 pages while average number of pages per site is 99.1. The vocabulary of
the dataset consists of 3,325,075 distinct terms. There are 787,221,668 words in
the dataset. The size of the inverted index generated from the dataset is 2.8 GB.

Tables 1 and 2 compare the storage load balancing and communication
performances of the assignment schemes for K ¼ f4; 8; 16; 32; 64; 128g: We also
implemented a random assignment (RA) algorithm, which assigns buckets to
processors randomly, as a baseline assignment scheme. As seen in Table 1, MCA
achieves the worst final storage imbalance. This is expected since MCA considers
only minimization of the total communication cost, disregarding storage balance
and as seen in Table 2 MCA achieves lowest average communication cost.
BLMCA algorithm on the other hand, achieves best final storage imbalance. This
is also expected since the primary objective of BLMCA is to balance the processor
loads during the assignments instead of minimizing the communication costs. As
seen in Table 2, this storage balancing performance is achieved at the expense of
higher average communication values per processor. Experiments indicate that
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E1A and E2A algorithms both achieve reasonable storage load balance that are
either close or better than the performance of RA scheme. Also as seen in Table 2,
for K values higher than 8, E2A achieves the lowest maximum communication
volumes. Table 2 also indicates that the average and maximum communication
costs induced by E2A are very close, which means that E2A manages to distribute
the communication loads among processors evenly.

Table 3 shows the running times of our parallel memory-based index inversion
algorithm under different assignment schemes. In this table, it is assumed that the
local inverted indices are already created and the time for this operation is
neglected. As expected from the results presented in Table 1 and Table 2, MCA
induces the highest inversion time, RA, BLMCA, E1A, and E2A induce similar
inversion times and the E2A scheme achieves the lowest inversion times.

Table 1 Percent load imbalance values

Initial Final

K RA MCA BLMCA E1A E2A

4 4.4 12.1 38.3 0.0 6.1 5.5
8 11.7 09.9 60.0 0.1 18.2 14.4
16 18.2 27.4 66.2 1.7 27.2 20.0
32 44.1 29.6 83.0 5.4 35.2 31.1
40 32.2 37.0 77.4 6.2 38.4 31.4
64 44.7 56.6 92.2 11.5 46.9 33.7
128 65.3 94.7 95.6 15.7 64.1 40.4

Table 2 Message volume (send + receive) per processor (in terms of �106 postings)

RA MCA BLMCA E1A E2A

K Avg Max Avg Max Avg Max Avg Max Avg Max

4 131.19 145.71 122.09 150.26 127.45 128.62 124.76 125.29 131.24 131.36
8 76.55 90.58 71.45 119.75 73.40 75.97 72.02 74.53 76.67 76.79
16 41.01 49.25 38.32 77.11 39.22 43.44 38.52 42.33 41.60 41.66
32 21.19 28.75 19.82 71.13 20.28 26.03 19.94 25.08 20.54 21.61
40 17.05 23.96 15.99 44.79 16.32 20.01 16.03 19.22 17.04 17.71
64 10.76 17.77 10.09 74.27 10.34 15.42 10.15 14.75 10.86 11.89
128 5.42 11.97 5.09 65.59 5.22 10.98 5.12 10.02 6.81 7.95

Table 3 Parallel inversion times (in seconds) including assignment and inverted list exchange
times for different assignment schemes

K RA MCA BLMCA E1A E2A

4 69.19 81.34 68.63 68.67 68.49
8 51.42 66.76 46.45 46.59 45.74
16 35.89 60.82 33.04 32.90 32.48
32 19.31 49.45 18.20 17.91 17.20

104 T. Kucukyilmaz et al.



5 Conclusions

In this paper, a memory-based parallel inverted index construction framework was
examined. An extensive step-by-step experimentation of our model was presented
and further insight were provided using theoretical results and simulations. Also,
several problems involving the creation of this framework were identified.
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Dynamic Programming with Ant
Colony Optimization Metaheuristic
for Optimization of Distributed
Database Queries

Tansel Dökeroğlu and Ahmet Cos�ar

Abstract In this paper, we introduce and evaluate a new query optimization
algorithm based on Dynamic Programming (DP) and Ant Colony Optimization
(ACO) metaheuristic for distributed database queries. DP algorithm is widely used
for relational query optimization, however its memory, and time requirements are
very large for the query optimization problem in a distributed database environ-
ment which is an NP-hard combinatorial problem. Our aim is to combine the
power of DP with heuristic approaches so that we can have a polynomial time
approximation algorithm based on a constructive method. DP and ACO algorithms
together provide execution plans that are very close to the best performing solu-
tions, and achieve this in polynomial time. This makes our algorithm viable for
large multi-way join queries.

Keywords Query optimization � Dynamic programming � Ant colony �
Metaheuristic

1 Introduction

Research on distributed database management systems (DDBMSs) has been going
on to meet the information processing demands of geographically separated
organizations since 1970s. DDBMSs help reduce costs, increase performance
by providing parallelism and improve accessibility and reliability [1]. A major
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problem with DDBMSs is the querying of distributed data. The success of the
querying tools mostly depends on their query optimization technologies. Query
optimizers enumerate alternative plans, estimate costs, manage cost models and
choose the best plan for given queries [2]. The main component of an optimizer is
the algorithm it uses to explore the search space of a query. DP is one of the most
widely used exhaustive enumeration algorithms. IBM’s System R first used this
technique in its query optimizer [3]. Query optimization on a DDB is an NP-hard
problem [4]. Every optimizer must take into account and have a tradeoff between
CPU time and system memory spent in query optimization and the quality of
the generated plans, especially if a query plan will not be saved and thus used
only once.

We present and evaluate DP-ACO algorithm for DDB queries, where the ACO
[5] metaheuristic is combined with DP and its performance is evaluated.
A metaheuristic is a general-purpose heuristic method to guide a problem specific
heuristic towards more promising regions of the search space containing better
solutions. DP-ACO also can produce good plans, as problem size grows, whereas
DP starts suffering from the long execution times and very large memory
requirements. For small queries with up to four relations, DP-ACO can produce
plans very close to the best plans of DP. For larger queries involving more than
five relations, DP-ACO can still produce efficient plans while DP takes prohibi-
tively long execution times to come up with an optimal solution for six relations
and fails due to insufficient memory for seven relations. DP-ACO also has the
advantage that it can be easily adapted to existing query optimizers that commonly
use DP-based algorithms [2]. In Sect. 2, an overview of the related studies is
presented. Section 3 describes DP, Processing Trees (PT), and our cost model.
Section 4 describes our new algorithm DP-ACO. Section 5 presents the results of
our experiments on DP-ACO, DP, and a genetic algorithm (SGA1). Section 6 gives
our conclusions and points at future research directions.

2 Related Work

There are many algorithms proposed for query optimization in DDBMSs [6, 7].
Distributed INGRES, R*, and SSD-1 are the basic algorithms [8]. Query opti-
mization algorithms can be classified as exhaustive (EA), approximation, and
randomized (RA) algorithms. EAs always guarantee to find the best execution
plan. They search the entire problem space and find an optimal solution. The most
famous one of them is DP [3], which is still widely used in contemporary DBMSs.
A* [9] is another representative of this category. Approximation algorithms have
polynomial time and space complexity [2]. They produce sub-optimal, but prov-
ably within a range of the optimum value, execution plans in shorter times. RAs
are non-deterministic algorithms and their results cannot be predicted in advance.
The search space and time requirements of RAs can be controlled to achieve
almost constant running times and minimal memory requirements.
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A constructive algorithm called ACO-MJQA is proposed in [10] where a set
of artificial ants build feasible query execution plans. In [11], data allocation
problem is solved with ACO-DAP. More than one hundred NP-hard problems
have been solved by using ACO algorithms so far [12]. Machine learning and
bioinformatics are some of the other areas where ACO has been applied
successfully.

3 Dynamic Programming

DP is the most famous query optimization algorithm in DBMSs [13]. DP
works in a bottom-up manner and constructs all possible sub-plans. Optimal
solution for any given sub-plan is calculated only once and is not computed
again. The algorithm first builds access plans for every relation in the query
and enumerates all two-way join plans in the second phase. All multi-way join
plans are built using access-plans and multi-way join plans as building blocks.
DP continues until it has enumerated all n-way join plans. An efficient plan can
prune another plan with the same output. DP would enumerate (A ffl B) and
(B ffl A) as two alternative plans, but only the better of the two plans would be
kept after pruning. Execution plans are abstracted in terms of PT. The input of
the optimization problem is given as a query graph. The query graph consists
of all the relations that are to be joined as its leaf nodes. The PT is a simple
binary tree. Its leaves correspond to base relations and inner nodes correspond
to join operations. Edges indicate the flow of partial results from leaves to the
root of the tree. Each plan has an execution cost. The aim of the optimization
is to find the evaluation plan with the lowest possible cost [14]. If the inner
relation of every join is a base relation, this type of PT is called a left-deep
tree. There are n! ways to allocate n base relations to the leaves for this type of
PTs. If there is no restriction about the PT, it is called a bushy tree. In our
work we preferred to use only left-deep trees. Left-deep trees are used in most
query optimizers like the optimizer of IBM System R [3].

A total-processing-time (CPU time + I/O time) based cost model has been used
in this work. The cost of a plan is calculated in a bottom-up manner. The first level
is comprised of 2-way joins. Here, all possible pairs of n relations are evaluated for
all sites. If two relations are at the same site, the cost is only the I/O + CPU time
for performing the equijoin operation using the nested-loop join algorithm. If only
one of the relations, say A, is at the join site, total cost is accessing B from its site,
shipping it to the join site over the communication network, matching and joining
tuples of A with tuples of B, and writing the resulting joined (A,B) tuples to the
local disk. If none of the relations are stored at the join-site, total cost is scanning
both A and B, shipping them over the network, performing the join operation and
writing the result to the disk. For the upper levels of PT, intermediate join results
are treated as base tables.
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4 Dynamic Programming with Ant Colony Optimization

Dorigo and his colleagues proposed ACO as a method for solving hard combi-
natorial problems [12]. ACO is a metaheuristic inspired by the behavior of real
ants that cooperate through self-organization. A substance called pheromone is
deposited on the ground while ants are foraging. Pheromone trails are formed on
the ground by this way which also reduces stochastic fluctuations at the initial
phases of search. The shorter trails will be used more frequently by ants and they
gain more pheromone. By modifying appropriate pheromone values associated
with edges of the graph we can simulate pheromone laying by artificial ants.
Evaporation is another mechanism, and it is used so that artificial ants may
forget the history of previously discovered solutions and search for new direc-
tions. We simulate the actions of ants on the graph of PTs. Each process trying
to calculate the running time of execution plans is considered to be an ant in our
algorithm. Solutions represent the food. The earlier the ants reach some food, the
more pheromone they secrete on the way of solution. The more time it takes for
an ant to travel down the path, the more time it has for evaporation. Foraging
ants continuously look for better execution plans. The paths are the combina-
tional alternatives for the plans of DP at each level. If we have five sites for the
join operation of (A ffl B ffl C), there are five different possible paths. (A ffl B)
is one of the sub-queries of this plan. For five sites, we have to check the
response times of each. If we can find an optimal solution at site 2, we increase
its pheromone whereas the other solutions of (A ffl B) have their pheromones
reduced with evaporation. We also use a so called Search Space Limit (SSL)
number to help us control the time and space complexity of our algorithm. The
search space is pruned using the pheromones of each sub-plan. Without any
pruning, DP-ACO acts like DP. In our experiments we used (SSL = 1) to be able
to find solutions for large numbers of join operations. Increasing the SSL value
causes an exponential rise in time and space requirements of the algorithm.
Pheromone of each path is evaluated as in (1), where Best_Time(i) is the ith
best plan.

Pheromone of kð Þ ¼
XSSL

i

Best TimeðiÞ � ð1=Response time kð ÞÞ
 !

ð1Þ

Path decisions can be formulated as in (2). pkij is the transition probability
of kth ant moving from ith sub-solution to jth sub-solution. l is an element of
the sub-solutions. These sub-solutions are ordered as in SQL statement. a and
b control the relative importance of pheromone (sij) versus the heuristic
information (gij).

pkij ¼ saij � gbijP
l2subsolutions

sail � gbil
ð2Þ
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Sub-solutions for each multi-way join are calculated and pheromones are
updated depending on the cardinality of relations. The amount of pruning is
controlled by the SSL parameter.

5 Experimental Setup and Results

DP-ACO is experimentally compared with DP and a simple GA based algorithm
SGA1. Quality of plans, running times, and space complexities of optimization
algorithms are analyzed. We were able to use DP only up to 5-way join queries,
while with DP-ACO and SGA1 we were able to find solutions of up to 15-way join
queries.

In our DDB environment, each site contains exactly one relation. Network is
simulated with a complete graph topology, with no multi-hop transmissions and no
store-and-forward delays. The relations have almost the same cardinality and
referential integrity is guaranteed to be satisfied by all relations. SQL statements
are multi-way chain joins where relations are ordered and unique. We limited
our SQL statements to chain equijoin queries with a single selection predicate.
An example SQL statement that we used with 7-way join can be given as:

SELECT A.Name
FROM A, B, C, D, E, F, G
WHERE (A ffl B ffl C ffl D ffl E ffl F ffl G) AND G.Income [ 1.500

In SGA1, we have implemented truncation method to simply eliminate indi-
viduals with the lowest fitness values in the population. Chromosomes are built by
genes that represent the sites where each join operation will be performed, as can
be seen in Fig. 1. Assuming that the execution order of joins is same as given in
the above SQL statement, A and B are joined at Site-2 to build (A ffl B), resulting
join and C are shipped to Site-1 to build ((A ffl B) ffl C), and so on [15]. In SGA1,
initial population size is fixed at 100. Five randomized runs have been performed
and best plans have been reported in the experimental results. To measure the
statistical confidence of SGA1, we calculated standard deviations of each plan and
validated that quality variation of all plans are within acceptable limits.

DP, SGA1, and DP-ACO all have similar results up to 3-way joins. We were not
able to run DP with more than 5-way joins as it exceeds the running time limit
when it reaches 6-way joins. Running time requirements of SGA1 algorithm
increases linearly with the increasing number of joins, however it generates lower
quality plans than DP-ACO. SGA1’s generated plan quality degrades as search
space gets larger. In Fig. 2, the quality of plans produced by each algorithm is
given.

Site 2 Site 1 Site 6 Site 3 Site 5 Site 4

Fig. 1 Chromosome structure for a distributed 7-way chain join
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When comparing the quality of plans we use the generated plans’ execution
times but we must also consider the optimization times for finding those plans.
DP-ACO can produce better execution plans than SGA1 in less time. With the
increase in the number of sites, the quality of plans generated by SGA1 decreases
compared to DP-ACO. Experiments show that DP is not a feasible algorithm
with more than 5-way joins whereas DP-ACO and SGA1 can easily generate up to
15-way join execution plans.

6 Conclusions

We have presented a new algorithm for optimization of distributed database
queries, DP-ACO. This algorithm is based on DP and its capabilities have been
extended by making use of ACO metaheuristic. When there is limited time and
memory for coming up with a query execution plan, DP-ACO produces good
execution plans, quickly and using very little memory. DP-ACO is also compatible
with and can be easily adopted into the existing DP-based query optimizers. Time
and space complexity of the system can be adjusted by using SSL parameter. As
future work, we plan to implement DP-ACO algorithms to decide fragmentation
and replication choices to design DDBMSs. Comparing DP-ACO with Iterative
DP and analyzing how other exhaustive optimization algorithms behave when
implemented together with ACO are other areas of interest. Designing a DDB on
a parallel cluster machine by extending our model to include updates, replication
and fragmentation, and assigning tasks of an optimized query execution plan to
nodes of a parallel machine for parallel execution are also promising areas of
research [16].

Fig. 2 Quality of execution plans
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Energy Cost Model for Frequent Item Set
Discovery in Unstructured P2P Networks

Emrah Cem, Ender Demirkaya, Ertem Esiner, Burak Ozaydin
and Oznur Ozkasap

Abstract For large scale distributed systems, designing energy efficient protocols
and services has become as significant as considering conventional performance
criteria like scalability, reliability, fault-tolerance and security. We consider fre-
quent item set discovery problem in this context. Although it has attracted
attention due to its extensive applicability in diverse areas, there is no prior work
on energy cost model for such distributed protocols. In this paper, we develop an
energy cost model for frequent item set discovery in unstructured P2P networks.
To the best of our knowledge, this is the first study that proposes an energy cost
model for a generic peer using gossip-based communication. As a case study
protocol, we use our gossip-based approach ProFID for frequent item set dis-
covery. After developing the energy cost model, we examine the effect of protocol
parameters on energy consumption using our simulation model on PeerSim and
compare push–pull method of ProFID with the well-known push-based gossiping
approach. Based on the analysis results, we reformulate the upper bound for the
peer’s energy cost.

Keywords Energy cost model � Energy efficiency � Peer-to-peer � Gossip-based �
Epidemic � Frequent items
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1 Introduction

Frequent items in a distributed environment can be defined as items with global
frequency above a threshold value, where global frequency of an item refers to the
sum of its local values on all peers. Frequent Item Set Discovery (FID) problem
has attracted significant attention due its extensive applicability in diverse areas
such as P2P networks, database applications, data streams, wireless sensor net-
works, and security applications.

In this study, we propose and develop an energy cost model for a generic peer
using gossip-based communication for FID. Gossip-based or epidemic mecha-
nisms are preferred in several distributed protocols [1, 2] for their ease of
deployment, simplicity, robustness against failures, and limited resource usage.
In terms of their power usage, the efficiency of three models of epidemic protocols,
namely basic epidemics, neighborhood epidemics and hierarchical epidemics, has
been examined in [3]. Basic epidemics that requires full membership knowledge of
peers was found to be inefficient in its power usage. It has been shown that;
in neighborhood epidemics, peer’s power consumption amount is independent of
population size. For hierarchical epidemics, power usage increases with population
size. In fact, [3] is the only study that considers power awareness features of
epidemic protocols. However, it evaluates different epidemics through simulations
only and provides results on latency and power (proportional to the gossip rate).
Moreover, effects of gossip parameters such as fan-out and maximum gossip
message size were not investigated. In contrast, our study is the first one that
proposes an energy cost model for a generic peer using gossip-based communi-
cation like in ProFID protocol, and examines the effect of protocol parameters to
characterize energy consumption. As a case study protocol, we use our gossip-
based approach ProFID for frequent item set discovery [4]. It uses a novel atomic
pairwise averaging for computing average global frequencies of items and network
size, and employs a convergence rule and threshold mechanism. Due to the page
limitation, we refer interested reader to [4] for details of the protocol.

This paper is organized as follows. Section 2 develops energy cost model for a
gossip-based peer used in our protocol. Section 3 analyzes the effect of protocol
parameters, compares push–pull method of ProFID with the well-known push-
based gossiping that we adapted to frequent item set discovery, and reformulates
the peer’s energy cost. Finally, Sect. 4 states conclusions and future directions.

2 Energy Cost Model

ProFID protocol depends on three main components of operations performed by
each peer: energy consumed while (1) computing new state, (2) sending messages
and (3) receiving messages. Inspired by studies [5, 6], we propose an energy cost
model for a generic peer using gossip-based communication in ProFID. In study [6],
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energy cost models for client–server and publish–subscribe styles were developed.
Then, application and platform specific model parameters were also taken into
consideration and energy prediction model was developed. Work of [5] introduces a
quorum-based model to compute energy costs of read and write operations in rep-
lication protocols, and proposes an approach to reduce the energy cost of tree
replication protocol. Different than these prior works, we develop energy cost model
for a peer using gossip-based communication and consider the effects of gossip
parameters on the cost representation.

We start with the analysis of the energy consumption during an atomic pairwise
averaging operation between peers Pi and Pj Different operations consuming
energy are explained in Table 1. During an atomic pairwise averaging, energy cost
of a peer that initiates a gossip (gossip starter) is represented by:

EgossipStarter ¼ Esend þ Ereceive þ EcompStarter ð1Þ

On the other hand, energy cost of the gossip target can be formulated as follows:

EgossipTarget ¼ Ereceive þ Esend þ EcompTarget ð2Þ

Note that EcompTarget and EcompStarter are both proportional to the gossip message
size, and they can simply be represented as Ecomp. Hence, Ei;j (the energy con-
sumption of a peer Pi during an atomic pairwise averaging with Pj) can be written
as:

Ei;j ¼ Esend;j þ Ereceive;j þ Ecomp þ C ð3Þ

where Esend;j is the energy consumed while sending a gossip message to
Pj; Ereceive;j is the energy consumed while receiving a gossip message from
Pj; and Ecomp is the local computation of the peer. Note that this is the energy cost
of a peer that performs an atomic pairwise averaging operation. In real network
scenarios, energy consumption may include extra factors such as CPU’s energy
consumption during I/O. Hence, a constant C is added to the equation.
To represent the energy cost of a gossip-based peer during an atomic pairwise
averaging operation, the formula was given with respect to the basic conditions
(gossip to one neighbor, one round, one item). Step by step, we now extend this
cost model of a peer for the ProFID protocol. A peer may initiate multiple gossip
operations during a single round depending on the fanout value as well as it may
become gossip target multiple times. The energy cost of Pi that gossips a single
item tuple in a round can be formulated as:

EPiðsingle round, single itemÞ ¼
X

j2V[W

Ei;j ð4Þ

where V is the set of neighbors chosen by Pi as gossip targets, and W is the set of
neighbors that initiates an atomic pairwise averaging with Pi. Note that the number
of elements in V corresponds to the fanout value.
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In general, a gossip message comprises multiple item tuples whose number is
upper-bounded by maximum message size (mms) parameter. Since Esend;j and Ereceive;j

are the energies consumed while sending and receiving a single tuple respectively,
total energy consumed during a gossip round would linearly increase with the mms.
Hence, energy cost of Pi in a round can be expressed as:

EPiðsingle roundÞ�mms �
X

j2V[W

Ei;j ð5Þ

Since a peer repeats those operations in every round, number of rounds R would
increase the energy cost of a peer proportionally. Hence, the overall energy cost of
Pi can be written as:

EPi �R � mms �
X

j2V[W

Ei;j ð6Þ

3 Analysis and Results

We have developed a simulation model for ProFID protocol [7] on PeerSim
simulator [8] and analyzed the effects of protocol parameters on the energy con-
sumption. As presented in Eq. 6, energy cost of a peer is proportional to the
convergence time, that is the number of rounds R. In this section, we analyze the
effects of protocol parameters on R, compare push–pull based method of ProFID
with the well-known push-based gossiping, evaluate the effects of convergence
parameters on frequency error (i.e. the percentage of items which were identified
as frequent though they are actually not) and reformulate the upper bound of the
overall energy cost of a peer in terms of protocol parameters.

We performed our evaluations through extensive large-scale distributed sce-
narios (up to 30,000 peers) on PeerSim. We tested different topologies such as
random topology and scale-free Barabasi–Albert topology with average degree 10.
All the data points presented in graphs are the average of 50 experiments. The
default values of parameters used in the experiments are given in Table 2.

Convergence Parameters (convLimit, e): Convergence parameters are used
for self-termination of peers and they have direct effects on R. Figure 1a shows
that R is inversely proportional to log e. This is because convCounter will be

Table 1 Different operations that consume energy

Value Description

Esend Energy required to send the item tuple
Erecv Energy required to receive the item tuple
EcompStarter Energy required to choose tuple to send and update the state
EcompTarget Energy required to compute the average and prepare the tuple to send
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incremented with less chance and it will take longer time to reach convLimit.
However, R is directly proportional to convLimit as depicted in Fig. 1b, and this is
because convCounter needs to be incremented more to take convergence decision.

Fanout: Intuitively, increasing fanout will cause to consume more energy in a
single round. On the other hand, algorithm will converge faster since a peer
exchanges its state with more peers in a single round. Figure 1c depicts that fanout
has an inverse proportion with R. Note also that fanout has a direct proportion with
the upper bound given in Eq. 6 since fanout is the cardinality of set V.

Gossip message size: Parameter mms is the upper bound for a gossip message
size in terms of number of hitem,frequencyi tuples. Large mms means more state
information is sent in a single gossip message. On one hand, this causes faster
convergence, but on the other hand, the energy consumption of sending a single
gossip message increases. Results in Fig. 2a verify that mms is inversely propor-
tional to R. Note also that mms is directly related with the energy cost of a peer in a
single round, and these cancel each other in our cost formulation. Recall that
ProFID assumes each peer knows about its neighboring peers only and gossips
with them, and hence it is based on neighborhood epidemics. In this respect, our
results are also consistent with [3] that reports the efficiency of neighborhood
epidemics in its power usage.

Comparison with Adaptive Push-sum: We have compared ProFID with the
Push-sum approach [9] to observe different gossip-based approaches as a solution
to the FID problem. In order to compute aggregates of items, Push-sum protocol
assumes that all peers are aware of all items in the network which is not practical
for the case of FID. For this reason, we have developed an Adaptive Push-sum
protocol on PeerSim by modifying the Push-sum algorithm and included the
convergence rule in order to adapt it to the FID problem. As depicted in Fig. 2b,

Table 2 Default parameter values

Parameter Value Parameter Value Parameter Value

N 1000 M (number of items) 100 convLimit 10
e 10 mms 100 fanout 1
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Fig. 1 Effects of a e on R, b convLimit on R, c fanout on R
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ProFID converges faster than Adaptive Push-Sum algorithm in all different fanout
values. We also observed that ProFID outperforms Adaptive Push-Sum in terms of
message complexity in these simulations.

Energy Cost and Frequency Error in Terms of Protocol Parameters:
Combining the experimental analysis results, effects of protocol parameters on
convergence time R can be represented as:

R � ð1=log eÞ � log N � convLimit � ð1=fanoutÞ � ð1=mmsÞ ð7Þ

Based on these findings above, we can reformulate the energy cost of Pi (in Eq. 6)
as follows:

EPi �ð1=log eÞ � log N � convLimit � ð1=fanoutÞ �
X

j2V[W

Ei;j

 !
ð8Þ

We should also consider the frequency error while minimizing the energy cost
since obtaining unreasonable results with low energy cost would not be mean-
ingful. Frequency error can be written in terms of protocol parameters by com-
bining experimental result shown in Fig. 2c as follows:

FrequencyError � e=convLimit ð9Þ

4 Conclusions and Future Work

Frequent item set discovery problem in P2P networks is relevant for several dis-
tributed services such as cache management, data replication, sensor networks and
security. Our study is the first one that introduces and develops an energy cost
model for a generic peer using gossip-based communication. Different than the
prior works, we also studied the effect of protocol parameters through extensive
large-scale simulations, compared push–pull and push-based gossiping methods.
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As future work, we plan to deploy our protocol on PlanetLab and analyze its
energy cost on this network testbed. We also aim to extend our energy cost model
to hierarchical gossip approaches.
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Towards a Fairer Energy Consumption
in Wireless Ad hoc Networks

Maurizio D’Arienzo

Abstract A well known and still open issue of wireless ad hoc networks is the
unfair energy consumption among the nodes. The specific position of certain nodes
composing an ad hoc network makes them more involved in network operations
than others, causing a faster drain of their energy. To better distribute the energy
level and increase the lifetime of the whole network, we propose to periodically
force the cooperation of less operative nodes while overwhelmed nodes deliber-
ately stop their service. A dedicated ad hoc network routing protocol is introduced
to discover alternative paths without losses in the overall network performance.

1 Introduction

Ad hoc networks are composed of several wireless nodes with limited power
resources usually provided by accumulators. In these networks each node is an end
system and a router at the same time. The limited energy is then not only used to
deliver own packets to the destinations but also to serve other nodes as message
relayer. All of the nodes accept to cooperate in these operations thanks to a blind
trust agreement among them that allows any node to send its traffic. In general the
node position in a given topology raises some node inequalities. For instance, inner
nodes may be requested to relay packets more often than outer ones, thus leading
to a different consumption of energy. Outer nodes can save the energy for their
own transmissions and have the chance to last longer [1, 2].

Due to these issues, certain nodes can then decide to refuse to cooperate in relay
operations acting as defecting nodes. This behaviour can be malicious, because the
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nodes try to maximise their lifetime and the delivery ratio at the expenses of other
nodes, or it can be simply needed to avoid a premature shut down. In a previous
work [3] we studied the effect of nodes defection and proposed an algorithm nested
in an ad hoc routing protocol to identify and isolate the malicious nodes. The
legacy routing protocols are in fact not able to detect the behaviour of the nodes
composing the network, and we gave some first proofs on how the presence of
parasites nodes can starve the performance of good behaving ones, especially in
terms of the final delivery ratio.

In this paper we consider another possibility, that is, certain nodes heavily
involved in relay operations decide to defect to save power for themselves and to
increase their life. We aim at minimising the residual energy variance, that means
to improve the fairness, and at increasing the minimum residual energy, that means
to extend the entire network lifetime. To this purpose, a subset of nodes, for
instance the inner nodes, can periodically switch off to save their energy and then
balance the energy among the nodes. By making use of the routing protocol for
the detection of defecting nodes, the transmitting nodes can soon realise that some
paths are temporally unavailable and have the chance to search for alternative
paths. This way, less working nodes are pushed in packet relay operations and the
overall network performance, like for instance the delivery ratio, are kept at good
level.

Rather than introducing energy aware features into routing protocols, we rely
on a decentralised algorithm to only discover the nodes’ behaviour in order to
quickly discovery alternative paths, and we demonstrate that this can balance the
energy among the nodes. The algorithm exploits and enhances an existing ad hoc
routing protocol. It has been implemented and tested in a simulated environment.
Next sections introduce the algorithm, the modifications brought to the routing
protocol, the experimental results, and finally last section provides related work
and conclusive remarks.

2 Tracking Nodes Behaviour

In an ad hoc network, the number of nodes and links can change during time, so
we consider the number of nodes N(t) as a function of time t. We also define a
dynamic array C(t) of N(t) elements for each node of the network. The generic
element ciðtÞ of C(t) assumes the values (UNKNOWN, COOPERATE, DEFECT)
meaning that the behaviour of node i at time t is respectively unknown, cooper-
ative or non cooperative. At time t ¼ 0 all the values are set to UNKNOWN, since
at the beginning each node is not aware of the behaviour of the other nodes.

Suppose the generic node s of the network needs to send some traffic to the
destination d. The first task is to discover an available path, if it exists, to reach
the destination. To this purpose, we consider a source based routing protocol
capable of discovering a list AðtÞðs;dÞi 8i : 0\i\P of P multiple paths. All the
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nodes in the list AðtÞðs;dÞi are considered under observation and marked as probably

defecting in the array C(t) unless a positive feedback is received before a timeout
expires. The sender s starts sending his traffic along all the discovered paths. If the
destination node generates D acknowledgement messages containing the list of all
the nodes Lðs;dÞi 0\i\D traversed, as it happens in some source based routing
protocols, the sender s is informed about the behaviour of intermediate nodes.
For each acknowledgement message received, the sender s can make a final update
of the array C(t) by setting the matching elements ciðtÞ contained in the list Lðs;dÞi
as cooperative. Notice that the last update overwrites the previous stored values
and represents the most recent information concerning the behaviour of a node.

Given this algorithm, each node is aware of the behaviour of other nodes and
can react in the most appropriate way. For example, a node can refuse to relay
packets of defecting nodes, or operate a selective operation like queuing their
packets and serving them only if idle and not busy with the service requested
by cooperative nodes. The array C(t) is not static over time and its values are
continuously updated. In fact, due to the dynamic situation of ad hoc networks, the
search of available paths is frequently repeated, and the list Aðs;dÞ consequently
updated. Hence, if a defecting node decides to cooperate, its identification address
will be included in one of the acknowledgement messages Lðs;dÞi sent to the sender
s and its aim to cooperate will be stored in the array C(t).

The situation described here for the pair (s,d) is replicated for all the possible
pairs of nodes that try to interact, but each node stores only one array C(t) that is
updated upon reception of any acknowledgement message, wherever it comes
from. Furthermore, not all the packets relayed are checked in order to verify the
nodes’ behaviours, but only a sample of them, thus keeping the total overhead
under control.

The algorithm introduced in the previous section has been implemented in
AH-CPN (Ad Hoc Cognitive Packet Network) [4–7]. We first modified this pro-
tocol to support the search of multiple paths, and then included the new algorithm
for the selection of cooperative paths.

3 Testbed and Experiments

To trace the energy consumption of the ad hoc network nodes under different
working conditions we tested the proposed routing protocol on a simulated testbed
in ns-2 simulator. The testbed is composed of 25 nodes arranged in a 5x5 grid
topology, depicted in Fig. 1. The distance between each pair of nodes is enough to
make a transmitting node in condition to make use of adjacent nodes rather than
non adjacent ones as the next hop. Four sessions of constant bit rate traffic are
generated between the pairs 0–24, 4–20, and backwards on a round robin cycle
every 1 s. All the nodes start from an initial energy of 1,000 J. The total duration
of each experiment is 720 s.
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During the first series of experiments the percentage of cooperation of the inner
nodes 6, 7, 8–11, 12, 13–16, 17, 18 is fixed at 100% (full cooperation), in the
second and third series of experiments this percentage is respectively set at 85 and
75% (partial cooperation). We compared the proposed algorithm with the basic
AH-CPN version and the multiple path version with the trace detection disabled.
They are marked in the following graphs as basic (AH-CPN), mPath, the multiple
path version without detection of defecting nodes, and mPath-T the version with
the proposed tracing algorithm. At the end of each experiment we measure the
delivery ratio dri; the average residual energy of all the nodes l; their variance m;
and the energy ei spent by node i to successfully deliver one single byte to the
destination, which is calculated as:

ei ¼
Eci

ðsi þ rliÞ
� si

ri

being Eci the energy consumed by node i, si the total number of bytes sent to the
destination, rli the number of bytes relayed from node i, and ri the bytes correctly
received at destination. ei has a dimension of [Joule=bytes].

All the final values are collected in the Table 1. To better illustrate a
comparative result, the measures related to the single session 0–24 are packed in
four histograms, one for each of the measure considered. Each graph reports the
final values of a single parameter under the three inner nodes’ cooperation cases
described above.

4 Results

In the experiments with full cooperation of the inner nodes, the delivery ratio is the
best value for all the three routing protocols, showed in Fig. 2a. The average
remaining energy graphed in Fig. 2c is in favour of the basic protocol as well
as the variance value. The variance (Fig. 2b) is significantly reduced when the
percentage of cooperation of inner nodes decreases at 85 and 75%, which means a
fairer distribution of energy consumed by each node. This is achieved by all the
three protocols, independently from the activation of tracing functionality. Notice

Fig. 1 The simulated testbed
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however how the delivery ratio of basic and the mPath versions decreases as the
percentage of cooperation of inner nodes decreases, while the delivery ratio of
mPath-T protocol is kept at its highest value. The first two protocols are in fact
unable to realise that certain nodes, and then certain paths, are no longer available,
and do not try to discover alternative paths. The mPath-T is instead suddenly
aware of nodes and paths unavailability, and react by discovering alternative paths
to still reach the destination. These results are consistent with all the other sessions
of traffic. The split among the values is even wider for the traffic session 4–20 and
the backward session 20–4 as showed in the Table 1, where the delivery ratio is
not high for the basic and the mPath versions even in full cooperation.

As far as the energy spent per byte delivered ei presented in Fig. 2d, the mPath-
T value is slightly higher than the other two protocol versions. This result was
expected and is in line with the higher average energy spent registered at the end of
the experiments, and is due to the overhead introduced by the multiple path feature
and the detection of non cooperative nodes. In any case this value is decreasing as
the percentage of cooperation decreases and the difference with the other protocols
is quite negligible. Furthermore, the other values e4; e20 and e24 reported in
Table 1 are instead in favour of mPath-T protocol with a more important differ-
ence with the values of basic and mPath protocols.

5 Related Work and Conclusions

To address the fair energy consumption issue, in [8] it is proposed a fair coop-
erative protocol (FAP) to improve the overall performance of the whole network.
Each node calculates a power reward to evaluate the power contributed to and by

Table 1 Experimental results

100% 85% 75%

Delivery ratio

Session basic mPath mPath-T basic mPath mPath-T basic mPath mPath-T

0-24 0.931 0.928 0.940 0.853 0.847 0.936 0.818 0.804 0.938
24-0 0.711 0.685 0.940 0.693 0.644 0.937 0.650 0.653 0.935
4-20 0.934 0.926 0.938 0.857 0.858 0.937 0.809 0.814 0.934
20-4 0.663 0.553 0.941 0.666 0.516 0.935 0.599 0.492 0.937

Average residual energy (J)
864.5 852.1 838.8 874.3 865.0 849.3 881.7 871.6 855.3
Variance
207.2 264.82 330.2 59.7 78.9 88.37 68.0 79.9 132.0
Energy per byte lJ

0-24 2.46 2.67 2.88 2.56 2.74 2.80 2.53 2.80 2.75
24-0 3.26 3.61 2.89 3.18 3.60 2.79 3.22 3.46 2.79
4-20 2.53 2.78 2.90 2.67 2.85 2.81 2.75 2.95 2.73
20-4 3.47 4.54 2.89 3.35 4.61 2.79 3.69 4.74 2.76
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the others. The adoption of such a fair scheme can also lead to substantial
throughput gains over the direct transmission and the full cooperation case. There
exists however a trade off between the fairness and the throughput achieved. An
analytical study helps in the selection of the working point to achieve the best trade
off between the fairness and the throughput. In a similar way, [9] takes into
account the ratio between the residual node energy and its drain rate. The routing
algorithm then selects the path that maximise this ratio.

The work done in [10] still relies on cooperation among nodes. However, it
makes the assumption that only a subset of nodes belonging to the same group can
be interested in a mutual cooperation instead of a full cooperation involving all
nodes. If nodes belonging to a group form a coalition and route packets without
intervention of nodes outside the coalition, then the routing shows some benefits
with respect to the full selfish case.

In this paper we propose to introduce some modifications in ad hoc routing
protocols to support the identification of nodes behaviour. The knowledge of nodes
behaviour gives the chance to the busiest nodes to temporarily stop the service for
the others while the routing protocol helps discover alternative paths to keep the
residual energy and network performance fair. A metric to evaluate the ratio
between the job done and the job requested is under evaluation and will be
included in this modified version of ad hoc routing protocol.
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Energy Efficient Resource Allocation
Strategy for Cloud Data Centres

Dang Minh Quan, Robert Basmadjian, Hermann De Meer,
Ricardo Lent, Toktam Mahmoodi, Domenico Sannelli,
Federico Mezza, Luigi Telesca and Corenten Dupont

Abstract Cloud computing data centres are emerging as new candidates for
replacing traditional data centres. Cloud data centres are growing rapidly in both
number and capacity to meet the increasing demands for highly-responsive
computing and massive storage. Making the data centre more energy efficient is
a necessary task. In this paper, we focus on the organisation’s internal Infra-
structure as a Service (IaaS) data centre type. An internal IaaS cloud data centre
has many distinguished features with heterogeneous hardware, single application,
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stable load distribution, lived load migration and highly automated administration.
This paper will propose a way of saving energy for IaaS cloud data centre
considering all stated constraints. The basic idea is rearranging the allocation in a
way that saving energy. The simulation results show the efficiency of the method.

Keywords Energy efficient � Resource allocation algorithm � Cloud data centre

1 Introduction

An IaaS cloud data centre is used to host computer systems and associated
components. Cloud computing data centres are emerging as new candidates for
replacing traditional data centres that are growing rapidly in both number and
capacity to meet the increasing demands for computing resources and storages.
Clearly this expansion results in a significant increase in the energy consumption
of those data centres. According to [1], data centres in USA consumed about
61 BkWh and accounted for 1.5% of total US electricity consumption in 2006.

The reported work in this paper is shaped based on the research collaboration
within the Fit4Green project on energy efficiency in data centres, where the ENI’s
IaaS data centre is used for the investigation purposes. An internal IaaS data centre
like the ENI’s data centre has the following characteristics: Mixed hardware
environment with different technologies, Single application with stable load, Live
load migration capability, Highly automated administration.

To this end, we propose an energy efficient resource allocation approach that
utilises the capability of VMs live migration to reallocate resources dynamically.
The basic idea is to use a heuristic that is consolidating and rearranging the
allocation in an energy efficient manner.

This paper is organised as follows. Section 2 describes the related works. After
analysing the energy consumption model of different entities in the data centre in
Sect. 3, the energy efficient resource allocation and performance investigation are
discussed in Sect. 4. Finally, Sect. 5 concludes the paper with a short summary.

2 Related Work

Currently, resource allocation mechanisms which are widely used in data centres
include load balancing, round robin and greedy algorithms. The load balancing
module tries to distribute the workload evenly over the computing nodes of the
system. In the round robin algorithm, the servers are in a circular list. There is
a pointer pointing to the last server that received the previous request. The system
sends a new resource allocation to the next node with enough physical resources
to handle the request. Having the same set up as the round robin algorithm,
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the greedy algorithm continues to send new resource allocation request to the same
node until it is no longer has enough physical resources, then the system goes to
the next one.

The work in [2] studies general energy saving approaches. Saving energy in
ICT divides into two main fields, saving energy for network [3, 4] and saving
energy for computing nodes [5, 6]. Related to saving energy in cloud data centre,
the work in [7] adjusts the working mode of the server according to load to save
energy. In [8], the authors focus on saving energy for PaaS (Platform as a Service)
cloud data centre. Our work is different from previous in two main ways. We focus
on IaaS scenario and use moving workload as the main method. [9] is the most
closely work with our work. However, in [9] the authors use the predefined MIPS
to present the capacity and the load which is quite difficult to the user. We use the
measured load value instead.

3 Energy Consumption Model

3.1 Server Power Consumption

3.1.1 Processor

Based on our observations of a custom benchmark that puts on each core variations
of load ranging from 10 to 100%, we noticed that the power consumption
of individual core of a processor increases linearly with its utilisation, and is
given by:

PCore ¼ Pmax �
LCore

100
; ð1Þ

where LCore is the utilization, the workload, of the corresponding core and Pmax

denotes the maximum power of the processor. Then, the power consumption of
multi-core processors is:

PCPU ¼ Pidle þ
Xn

i¼1

PCorei ; ð2Þ

where Pidle is constant and denotes the power of the processor in the idle state.

3.1.2 Memory

Given an unbuffered SDRAM of type DDR3, then its power consumption is:

PRAM ¼ PRAM idle þ d � b; ð3Þ
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where d = 1.3, b = 7.347, and PRAM_idle is the idle power consumption given by:

PRAM idle ¼
Xn

i¼1

si � p; ð4Þ

such that i denotes the number of installed memory modules of size s, whereas

p ¼ f

1000
þ a

ffiffiffi
f

p
ðfc � f Þ;

where fc = 1600, f denotes the input frequency, and a = 0.000026.

3.1.3 Hard Disk

We noticed that the startup and accessing mode power consumptions are in
average respectively 3.7 and 1.4 times more than that of the idle (Pidle):

PHDD ¼ a � 1:4 � Pidle þ b � Pidle þ c � 3:7 � Pidle; ð5Þ

where a; b; c 2 ½0; 1� denote respectively the probability of accessing, idle and
startup.

3.1.4 Mainboard

The power consumption of the mainboard is given by the following equation:

PMainboard ¼
Xl

i¼1

PCPU þ PRAM þ
Xm

j¼1

PNIC þ
Xn

k¼1

PHDD þ t; ð6Þ

where t is a constant having a value of 55.

3.1.5 Server Power

Given a server composed of several components, then its power consumption is:

PServer ¼
Xl

i¼1

PMainboard þ
Xm

j¼1

PFan þ
Xn

k¼1

PPSU ;

such that j and k denote respectively the number of fans and power supply units
whose power consumption models can be found in [10].
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3.2 Network Power Consumption

Given that a data centre consists of N stations (servers) that connected through
S network switches, which all have the same number of ports n. Switches are
interconnected forming a mesh topology, and each computing device i can
generate and consume a total traffic of ki packets per second. Let us define T as the
total network traffic (in packets) generated or consumed by all stations. The power
consumption of all network switches, PS can be estimated from the expression,

PS ¼
XS�1

j¼0

Uj aT þ ð1� aÞ
Xjnþnþ1

i¼jn

ki þ Cj

 !
; ð7Þ

where a is the fraction of inter-switch traffic. Cj represents external traffic demand
entering and leaving the switch. A linear approximation of U can be utilised basing
on the maximum (nominal) power consumption, q, and the switch bandwidth,
K that can be obtained from the specification sheets of the device.

U�ðkÞ ¼ q aþ b� a
K

k

� �
ð8Þ

3.3 Data Centre Power Consumption

Let E(i) be the function calculating energy consumption for node i, and wi denotes
the number of edges at node i. Then the overall energy consumption of a data
centre is given by the following equation:

Etot ¼
Xn

i¼ 1

Xwi

j¼ 0

EðcijÞ
 !

þEðiÞ; ð9Þ

4 Optimisation Algorithms

4.1 Problem Statement

Assume that we have a set of servers S. Each server si [ S is characterised with
number of cores, amount of memory and amount of storage (si.nr_Core, si.nr_
RAM, si.nr_Stor).

Each server si has a set of running virtual machine Vi including ki virtual
machines. Each virtual machine vj [ Vi is characterised with required number
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of virtual CPU, amount of memory, amount of storage (vj.r_vCPU, vj.r_RAM,
vj.r_Stor) and the average CPU usage rate computed in %, amount of memory,
amount of storage (vj.a_Urate, vj. a_RAM, vj. a_Stor). Because the load in each
VM is quite stable, we assume that those values do not change through time.

When there is a new resource allocation request, the new VM must be allocated
to a server in a way that total usage of VMs does not exceed the capacity of the
server and the added energy usage is minimum.

For the global optimisation request, the VMs must be arranged in a way that
total usage of VMs does not exceed the capacity of the server and the energy usage
is minimum.

4.2 F4G-CS (Traditional Single Algorithm)

When a new VM comes, the F4G-CS algorithm will check all computing nodes to
find the suitable node using the least amount of energy.

Step 0: Determine all servers meet the constraint and store in array A
Step 1: If the array A is empty, stop the algorithm and inform no solution
Step 2: Set index i at the beginning of the array A
Step 3: Calculate energy consumption Ei of the data centre if the VM is deployed
on the server at array index i
Step 4: Store (i, Ei) in a list L
Step 5: Increase i to the next index of A
Step 6: Repeat from Step 3 to Step 5 until i goes out of the scope of A
Step 7: Determine min Ei in the list L
Step 8: Assign the VM to the server at index imin

Step 9: If server at index imin is OFF, put action turn ON to action list

It is noted that Ei is calculated for servers having workload. The server without
workload will be shutdown.

4.3 F4G-CG (Cloud Global Optimisation) Algorithm

The F4G-CG algorithm has two main phases. In the first phase, we will move the
VMs from low load servers to higher load servers if possible in order to free the low
load server. The free low load server can be turned off. As the increasing energy by
increasing the workload is much smaller than the energy consumed by the low load
servers, we can save energy. The algorithm for phase 1 is as following:

Step 0: Forming the list LS of running servers
Step 1: Find the server having the smallest load rate.The load rate of a server is
defined as the maximum (CPU load rate, Memory load rate, Storage load rate)
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Step 2: Sort the VMs in the low load server according to the load level in
descending order list LW
Step 3: Remove the low load server out of running server list
Step 4: Use F4G-CS algorithm to find the suitable server in LS for the first VM in
the list LW
Step 5: If F4G-CS finds out the suitable server, update the load of that server,
remove the VM out of LW
Step 6: Repeat from Step 4 to Step 5 until LW is empty of F4G-CS cannot find out
the suitable server
Step 7: If F4G-CS cannot find out the suitable server, reset the state of found
servers and mark Stop = true
Step 8: Repeat from Step 1 to Step 7 until Stop = true

In the second phase, we will move the VMs from the old servers to the modern
servers. The free old servers can be turned off. As one modern server can handle
the workload of many old servers, the energy consumed by the modern server is
smaller than the total energy consumed by those many old servers. The algorithm
is:

Step 0: Sort free servers into a descending order list LFS according to resource
level.The resource level of a server is defined as the minimum(si.nr_Core/max_
Core, si.nr_RAM/max_RAM, si.nr_Stor/max_Stor) with max_Core, max_RAM,
max_Stor are the maximum number of Cores, memories, storages of the server in
the pool.
Step 1: Sort running servers into an ascending order list LRW according to load
rate.The load rate of a server is defined as the maximum(CPU load rate, Memory
load rate, Storage load rate)
Step 2: Set m_count = 0
Step 3: Remove the first server s out of LFS
Step 4: Remove the first server w out of LRW
Step 5: If we can move workload from w to s m_count ? = 1
Step 6: Repeat from Step 4 to Step 5 until we cannot move workload from w to s
Step 7: If m_count \ = 1, reset the state of moved w,s and mark Stop = true
Step 8: Repeat from Step 2 to Step 7 until Stop = true

4.4 Simulation Result

The simulation is done to study the saving rate of the resource allocation mech-
anism in different resource configuration scenarios. To do the simulation, we use
4 server classes correlated to single core, duel cores, quad cores and six cores.
We generated 3 resource scenarios: modern data centre, normal data centre and old
data centre. In the modern data centre, the percentage of many cores server is
dominated. In the old data centre, the percentage of small number of cores server
is dominated. With each resource scenario, we generated a raw set of jobs.
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Those jobs randomly come to the system within the period of 1,000 time slots. We
select the runtime for each job from 1 to 100 time slots. To perform simulation for
global optimisation request, with each resource and workload scenario, we still use
linear resource allocation algorithms to allocate the new coming job to the
resource. However, every 5 time slots, we execute the F4G-CG to perform global
optimisation. The simulation result is in Table 1.

The simulation result shows the efficiency of the energy aware global optimi-
sation algorithm. It can significantly reduce the energy consumption of a data centre.

5 Conclusion

This paper has presented a method that potentially reduces the energy consumption
of the internal IaaS data centre. To save energy, we rearrange the resources
allocation by the workload consolidation and frequency adjustment. In the real-
location algorithm, we take advantage of the fact that new generation computer
components have higher performance and consume less energy than the old
generation. Thus, we use the heuristic that move the heavy load applications to the
new servers with larger number of cores while moving light load applications to
the old servers with smaller number of cores, and thus switch off the old servers as
many number as possible. The investigations show that our presented algorithm
can enhance the performance further when data centre consists of larger number of
old server, and also in the case when many old servers are working with heavy
load rate and many modern servers are working with light load rate.
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A Survey of Recent Work on Energy
Harvesting Networks

H. Erkal, F. M. Ozcelik, M. A. Antepli, B. T. Bacinoglu
and E. Uysal-Biyikoglu

Abstract Harvesting ambient energy from the environment has become an
attractive possibility for nodes in wireless networks. In addition to being envi-
ronmentally friendly, energy harvesting networks promise almost perpetual
operation which has been a holy grail for autonomous networks such as wireless
sensor networks, and more recently M2M. However, achieving these benefits
requires rethinking communication and network algorithms in the presence of
energy harvesting. In particular, energy consumption schedules are restricted by
arbitrary energy causality constraints. This paper attempts to make a concise
survey of the recent body of literature which have defined and solved scheduling
and optimization problems, and derived information-theoretic bounds for com-
munication systems with energy harvesting transmitters.
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1 Introduction

Energy efficiency has been considered as an important issue in the design of
network architectures since the emergence in the last decade of wireless sensor
networks composed of small energy-limited autonomous units. The lifetime of
such a network is seriously dependent on the initial energies stored at nodes as
well as the energy efficiency of network protocols. There is a rich literature [1] of
transmission schemes and network protocols that strive to maximize network
lifetime or related objective functions. Recent developments in ambient energy
harvesting technologies allow battery-limited devices to bear their own energy cost
[2–6], so that the network can sustain itself. As network lifetime is extended with
each energy harvest, it can in principle be unbounded. However, the amount
harvested during each finite time interval may be erratic, which can make it
challenging to maintain a continuous communication rate or quality, respecting
delay constraints. Different harvesting technologies lead to entirely different
energy harvesting profiles, which is a major factor in determining the energy
consumption schedules. Also, battery inefficiencies and capacity limits are among
significant parameters in practical systems. This new set of constraints which
introduce a new twist on communication as well as network problems have
sparked active research effort in recent years. This paper will try to make a short
review of this very recent body of literature. We shall start by reviewing infor-
mation theoretic studies on energy harvesting systems, then we will turn our
attention offline and online transmission scheduling formulations with different
objectives, and the solutions of these problems. We shall conclude with an outline
of future directions.

2 Information Theoretic Bounds

An average energy harvest rate �P; introduces an energy consumption constraint on
the communication system. It follows that the information-theoretic AWGN channel
capacity of a point-to-point (p2p) communication system with energy harvesting
transmitter having a perfect battery equals the AWGN channel capacity with an
average power constraint �P [7, 8]. While many studies focused solely on trans-
mission energy, in practical systems other types of energy consumption, such as that
occurs in the processor, sensor unit etc., can be significant. Information-theoretic
analysis of an energy harvesting device with energy consuming components has
been considered in [8] and the AWGN channel capacity of the system is found to be
equal to the AWGN channel capacity of the ideal system with average energy
harvest rate reduced by the average processor power consumption. A randomized
sleep policy is found to be useful under processor energy consumption assumption.
Also in [8], the AWGN channel capacity of an energy harvesting transmitter with an
imperfect battery is shown to be equal to that of a system with mean energy harvest
rate �P; that is the maximum average transmission power the battery can supply.
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Note that the capacity results mentioned above require coding over long blocks
of data and harvests, and the transmission time required to approach these in
practice may be excessive. In the following sections we will review studies that
consider finite-horizon performance. We start by considering studies that assume
deterministically known energy harvest and data arrival times.

3 Offline Algorithms

Transmission time minimization of a given finite number of bits on a p2p energy
harvesting link with AWGN noise is considered in [9, 10]. Energy is assumed to be
harvested in discrete units at known arbitrary points in time. Assuming an infinite
capacity battery at the transmitter, the transmission power is monotone non-
decreasing in time, over the duration of the schedule [9], yet it may decrease with a
finite capacity battery assumption since any schedule causing overflow of the
battery is suboptimal [10].

The problem in [9] has been extended to AWGN broadcast channel (BC) in
the concurrent works [11, 12] with the assumption that whole data to be
transmitted is ready at the beginning of transmission. It is shown that both the
total transmit power as well as individual power levels allocated to each of
the two users exhibit the same properties as in the single-user case. In [12], the
problem is shown to reduce to a problem of finding a cut-off power level for the
strong user that splits power schedules of users for optimal power allocation and
an iterative algorithm to attain optimal schedule has been proposed. In [11] the
problem has been solved with a polynomial-time algorithm, a modified version
of the FlowRight algorithm [13] that iteratively reaches the globally optimal
schedule through local optimization on two consecutive energy harvest intervals
(epochs) at a time, and passes through all consecutive epoch pairs in each
iteration. The problem in [11, 12] is reformulated by considering the data
arrivals during transmission in [14] and it is shown that an optimal schedule can
never decrease total transmission power, yet individual powers may decrease
due to data causality constraints. A special case of the problem where all of the
weak user’s bits are available at the beginning is shown to have a unique
solution. Finally, an algorithm called DuOpt, that is shown to approach the
optimal schedule iteratively, is proposed.

While the offline assumption may not be practical in all scenarios, offline
solutions provide benchmarks and bounds on performance of online algorithms.
Also, it may be possible to extend these to obtain online algorithms through the use
of look-ahead buffers [15]. In general, arrivals of data and harvests may be
modeled as a stochastic processes. The analysis of such models are known to be
less tractable, yet several different approaches have appeared to date. In the next
section, we review those approaches.
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4 Online Algorithms

In many practical scenarios, times and amounts of energy harvests as well as data
arrivals are not known in advance, which makes the online approach to the for-
mulation of the problem more relevant. Online approaches range from optimizing
sleep cycles to dynamically maximizing throughput or a utility function under
delay constraints [16–23]. Online algorithms need to adapt to the dynamics of the
energy harvesting and data arrival processes, to satisfy criteria such as stability of
data and energy buffers, delay requirements and fairness among nodes in the
network. An important performance criterion is energy-neutral operation, which
means always keeping a positive amount of available energy. Finite battery
capacity makes the problem more interesting as a full battery cannot take
advantage of incoming harvests.

5 Conclusion

The ambient energy harvesting ability of wireless devices can enable self-sus-
taining systems and diminish the importance of network lifetime considerations in
networks such as wireless sensor networks. On the other hand, depending on the
energy harvesting technology and the resulting harvest profile, satisfying com-
munication requirements with the available energy profile is a nontrivial problem.
This paper has reviewed a number of recent approaches to optimizing commu-
nication systems and networks with energy harvesting transmitters. Among these
are schedules that optimize communication rate (or minimize delay) assuming an
arbitrary but known sequence of harvests, as well as online schedules that maxi-
mize utility under a proportional fairness setup. At present, online scheduling to
optimize delay, or throughput are less well understood and remain open. Yet, as
online solutions would make the most impact for most real-time practical appli-
cations, developments in that area are much needed.
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Distributed Energy-Aware Routing
Protocol

Erol Gelenbe and Toktam Mahmoodi

Abstract This paper presents an energy aware routing protocol (EARP) whose
purpose is to minimise a metric that combines the total consumed power in the
network and the QoS bounds requested by the incoming flows. The algorithm
performs in a fully distributed manner thanks to the functionalities provided by
the Cognitive Packet Network (CPN) which runs at each node of the network.
Measurements on an experimental test-bed are presented showing a reduction in
power consumption, as compared to a purely QoS driven approach. We also
observe that the requested QoS level is also respected.

1 Introduction

Energy efficient protocols have been extensively studied for wireless networks,
because energy savings for battery powered nodes is crucial [8], while research on
energy consumption is relatively new in wired networks even though the amount
consumed is a significant fraction of the energy used for ICT systems [1]. Energy
can be saved in the Internet by modifying routing policies, e.g. aggregating traffic
alonga few routes and putting some network nodes to sleep [12]. The scheme in
[2] examines various configurations of line cards so that switching on/off some
components can minimise power consumption. A heuristic approach is presented
in [4] that switches off some nodes in the network to minimise power. The work in
[15] combines rate adaptation for active nodes with putting idle nodes to sleep
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to save energy in the network. An energy-aware congestion control technique is
presented in [16], which controls the capacity each network node can offer to meet
the actual traffic demand. Finally, [3] provides an estimate of potential energy
savings that may be obtained in the Internet.

In this paper we present an energy aware routing protocol (EARP) that attempts
to minimise the total consumed power in the network, and also respects the QoS
requested by each incoming flow. EARP relies on the underlying Cognitive Packet
Network (CPN) [6] for the information it requires, and uses it to minimise power
consumption. In other words, the smart packets in CPN [9] collect information
with regard to the power usage at the nodes so that the CPN source routing scheme
can include power consumption as a decision criterion. In previous work CPN has
been proposed as a means to optimise energy consumption [11], and we continue
this previous research.

The remainder of this paper is organised as follows. Section 2 elaborates the
energy-aware routing protocol. After presenting the configuration of our network
testbed, Sect. 3 illustrates the experimental results. Conclusions are presented in
Sect. 4.

2 Energy and QoS Aware Routing

At each node i, let us denote by Ti; the traffic this node carries in packets per
seconds (pps). Assuming that a flow l carries a traffic of rate tl pps, then Ti can be
computed as:

Ti ¼
X

l2FðiÞ
tl ð1Þ

where FðiÞ denotes the set of flows that use node i. Let piðTÞ and QiðTÞ be the
power consumption and QoS requirements of node i when the traffic it carries is
T. Adding a new flow k to node i will result in a change in power consumption and
QoS at that node. Let piðxÞ be the instantaneous power consumption in watts at
node i when it carries x packets per seconds, including all aspects of packet
processing: storing, routing, and forwarding them through appropriate link drivers.

Define the Power Cost associated with the kth flow at node i by mk
i ðtk; TiÞ; as a

combination of the flow’s own power consumption, and of the impact it has on
other flows which are using the node:

mk
i ðtk; TiÞ ¼ apiðTi þ tkÞ þ b½piðTi þ tkÞ � piðTiÞ� ð2Þ

where a; b� 0: Here the first term is the total power (watts) due to adding the kth
flow, multiplied by some constant a. The second term represents the increase in
wattage for the other flows, multiplied by some constant b. The power related cost
functions for the kth traffic flow of rate tk on a path pðiÞ originating at node i is
written as:

150 E. Gelenbe and T. Mahmoodi



mk
pðiÞðtk; TpðiÞÞ ¼

X

n2pðiÞ
mk

nðtk; TnÞ; ð3Þ

Similarly, we would have the QoS criterion, such as loss, delay or some other
metric:

Qk
pðiÞðtk; TpðiÞÞ ¼

X

n2pðiÞ
Qk

nðtk; TnÞ ð4Þ

where TpðiÞ ¼ ðTn1 ; . . .; TnjpðiÞj Þ where n1 ¼ i; and the nj; with 1� j� jpðiÞj are the
successive nodes of path pðiÞ:

The power related information are gathered from across the network using the
approach presented by CPN, which runs autonomously at each node using
Reinforcement Learning with a recurrent Random Neural Network [5]. The mea-
surement results for this protocol are summarised in [7]. Since EARP is expected to
minimise the overall cost of power while satisfying the requested QoS, the goal Gi to
be optimised will combine the power consumption with the QoS constraint.
All quantities of interest for some flow k will relate to the forward path from any node
i to the destination node of that flow. Thus the goal will take the form:

Gi ¼ mk
pðiÞðtk; TpðiÞÞ þ c1½Qk

pðiÞðtk; TpðiÞÞ � Qk
o [ 0�ðQk

pðiÞðtk; TpðiÞÞÞm ð5Þ

where m� 1; and c[ 0 are constants meant to match the delay units with respect
to power, while Qk

o is the QoS value that should not be exceeded for flow
k. Moreover, 1½X� is the function that takes the value 0 if X is true, and takes the
value 1 if X is false. The CPN reward function, R, is defined based on the function
in (5) i.e. R ¼ G�1: This reward function is utilised by the RL algorithm in the
similar way as [9] to seek the most optimal path.

3 Experiments

Our experimental testbed and the parameters that are used in the experiments are the
same as those described in [10, 14]. Each experiment ran for 600 s, and measure-
ments were collected from each node every five seconds. The performance of our
proposed energy-aware routing scheme was compared with the CPN routing
protocol that is only QoS driven, i.e., its aim is to minimise end-to-end delay, and also
with the routing algorithm that seeks shortest path. The shortest path here is selected
by the CPN protocol and based on the available information in the smart packets.

We use the presented model in [13] for the power consumption model of the
routers that is defined based on the offline measurements from our testbed’s nodes.
It has been shown that a polynomial function can represent the relation between
power consumption and traffic of a router, where the polynomial coefficients
depend on the router’s operating mode i.e. either the router receives, transmits or
forward data.
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In the first scenario, we choose three pairs of source-destination nodes, and have
set up three flows (23-12, 30-14, and 33-2). All three flows were first run at a
data rate of 0.5 Mbps, which was then increased to 1, 1.5, 2, and 2.2 Mbps in
successive rounds of the experiment simultaneously for all three flows. Figure 1
shows an interesting comparison of the measured total power consumption versus
the five different data rates for the three flows. On the other hand, as would be
expected, EARP results in higher end to end delays, shown in Fig. 1. It can be seen
that the delay achieved by the delay minimisation scheme is approximately 45%
smaller in comparison to EARP. A similar experiment was s conducted with CPN,
seeking shortest paths without consideration for the QoS. Although shortest path
routing can potentially save energy by engaging fewer routers, our experimental
results summarised in Fig. 1a seem to contradict this, probably due to the non-linear
relation between the routers’ power consumption and traffic.

In the second scenario there are nine pairs of source-destination nodes. Three
flows are initially active: (23-12, 30-14, and 33-2). Another three flows are initi-
ated 100 s later: (20-26, 28-10, and 35-7), and the remaining three flows are set up
200 s after the experiment begins: (11-8, 13-24, and 29-6). Each flow’s lifetime is
400 s, and the experiment lasts 600 s. All nine flows were first run at a data rate of
0.5 Mbps, which was then increased to 1, 1.5, 2, and 2.2 Mbps in successive
rounds, simultaneously for all the flows.

The power consumption in the network for data rates per flow of 1 and 2 Mbps
is shown in Fig. 2 for the first 400 s of the experiment (while the first three flows
are yet active), versus the elapsed time. This figure shows a step increase in power
consumption when the experiment’s elapsed time is 100 s, and another step
increase when the elapsed time is 200 s, which refers to the newly initiated flows
in the network at those two time instances. Further observation from Fig. 2 reveals
the savings in power consumption with EARP when the data rates for both flows is
1 and 2 Mbps.

We report the end-to-end delay observed with EARP in this scenario and
compare it with the delay minimisation scheme in Fig. 3a, where the average delay
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Fig. 1 Scenario one: power consumption and round trip delay of the three examined flows.
a Total power consumption in the network versus traffic rate. b Average round trip delay
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experienced by each flow is presented (the average is computed over all five data
rates). It is seen that the QoS-only driven scheme experiences approximately 45%
less latency as compared to EARP. Investigations on the path used by EARP are
summarised in Fig. 3b; the average route length of each flow using EARP appears
to be (0.6) hops longer that of routes chosen by the shortest path algorithm.

4 Conclusions

This paper introduces the energy-aware routing protocol (EARP) that attempts to
minimise the total power consumption of each flow in a packet network, while
keeping the principal QoS metric below an acceptable upper bound. EARP is fully
distributed and uses the functionalities of CPN. We have experimented with EARP
to compare its performance to a version of CPN that only attempts to minimise
delay. Further experiments are carried out to compare EARP’s performance
with CPN when it seeks the shortest path. Although shortest path routing protocol
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can potentially save energy by engaging less routers, the non-linear dependence of
the routers’ power consumption on the data rates seem to contradict this intuitive
assumption.
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A Distributed Scheme to Detect
Wormhole Attacks in Mobile Wireless
Sensor Networks

Oya Simsek and Albert Levi

Abstract Due to mostly being unattended, sensor nodes become open to physical
attacks such as wormhole attack, which is our focus in this paper. Various solu-
tions are proposed for wormhole attacks in sensor networks, but only a few of
them take mobility of sensor nodes into account. We propose a distributed
wormhole detection scheme for mobile wireless sensor networks in which mobility
of sensor nodes is utilized to estimate two network features (i.e. network node
density, standard deviation in network node density) through using neighboring
information in a local manner. Wormhole attack is detected via observing
anomalies in the neighbor nodes’ behaviors based on the estimated network fea-
tures and the neighboring information. We analyze the performance of proposed
scheme via simulations. The results show that our scheme achieves a detection rate
up to 100% with very small false positive rate (at most 1.5%) if the system
parameters are chosen accordingly. Moreover, our solution requires neither
additional hardware nor tight clock synchronization which are both costly for
sensor networks.
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1 Introduction

As a result of significant advances in hardware manufacturing and wireless
communication technology along with efficient software algorithms, wireless
sensor networks [1] emerged as a promising network infrastructure for various
applications. Due to being mostly unattended and the open nature of wireless
communication channels, sensor nodes become open to physical attacks which
may lead to various attacks including wormhole attack. In wormhole attack,
an attacker tunnels messages received in one part of the network over a wormhole
link and replays them in a different part of the network. This low-latency tunnel
attracts network traffic on the wormhole link which can empower the attacker to
perform traffic analysis, denial of service attacks; collect data to compromise
cryptographic material; or just selectively drop data packets through controlling
these routes using the wormhole link. Moreover, an attacker can perform this
attack without compromising any legitimate nodes, or knowing any cryptographic
materials since the attacker neither creates new packets nor alters existing packets.

There are several approaches for wormhole detection in wireless sensor net-
works which mostly focus on static networks. These solutions are mainly based on
detecting the maximum distance any message can travel, or the maximum time of
travel of any message [2], discovering one-hop neighbors in a secure way [3],
or monitoring the data traffic of neighbor nodes [4]. Also, most of these approaches
require additional hardware (e.g. directional antennas in [5], GPS in [2], a spe-
cialized hardware for one-bit challenge request-response [3] protocol), special
trusted nodes such as guards in [6], highly accurate time or location measurements
[3], or tight clock synchronization [2], which seems infeasible for large scale
wireless sensor networks because of its resource limitations and economic costs.
In this paper, we propose a distributed wormhole detection scheme for mobile
wireless sensor networks. Our scheme aims to utilize the mobility feature of the
sensor nodes to examine the environment and network properties, and derive new
features which help understanding the network better.

2 Proposed Scheme

Our scheme includes two main phases: (1) stabilization, and (2) detection phases.
Stabilization phase is for sensor nodes to collect information from the network
through using neighboring information to estimate the node density of the network
locally, dr

i ; for node i at rth round, and to compute the standard deviation of the
change in the estimated node density, rr

i : This phase runs once right after
the uniform random deployment of the sensor nodes. In detection phase, based on
the pre-computed statistical values, the detection mechanism is activated to check
for anomalies in the network, and detected nodes are revoked from the network.
Without a wormhole attack being performed, the difference between the number of
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neighbors of a node and its estimated network density does not exceed the standard
deviation of its network density. However, under wormhole attack, this difference
can be higher due to fake neighboring connections, especially when a node is close
to the wormhole ends.

2.1 Network Assumptions and Threat Model

The network is composed of mobile nodes having same communication range as
well as same physical properties. The sensor nodes are deployed randomly using
uniform distribution in the sensing area. None of the nodes know their location
information. Nodes can obtain the neighbor count information of their neighbors as
well as their own neighboring information. Secure neighbor discovery is out of the
scope of the paper. There are proposed solutions for neighbor discovery, [7, 8],
addressing node mobility as well as energy efficiency in the literature. Necessary link
level security requirements (i.e. confidentiality, authentication, and integrity) are
assumed to be fulfilled by the lower layers. It is sufficient for an attacker to capture
two legitimate nodes and create a low-latency tunnel between them. We assume that
the wormhole link is bidirectional. In other words, both ends of wormhole link
overhear the packets; tunnel these packets to other node via this low-latency tunnel
so that the receiving node can replay these packets at that end of the wormhole.
The attacker may drop the packets selectively in a random way. However, by doing
so, the wormhole link becomes less attractive and this is not a desired situation for the
attacker. Thus, we assume that the attacker does not drop any packets.

2.2 Details of the Proposed Scheme

Stabilization Phase. Stabilization phase starts right after the uniform random
deployment of N sensor nodes, and runs S rounds. In a round, each node discovers
their neighbors securely, broadcasts its neighbor count, and locally computes
statistical features of the network (i.e. dr

i and rr
i ) after receiving all neighbor

counts of its neighbors.
Share Neighboring Information. When a node learns its neighbors, it broadcasts

an information packet including its own identity, i, and the number of its neigh-
bors, Wi. This information is critical while estimating the network features.

Calculate and Update Statistical Metrics. After all nodes share the number of
their neighbors, each node i has the following information: its own neighbors, Ni,
the number of its own neighbor number, Wi, and neighbor count information of its
neighbors, Wj; 8j 2 Ni: Then, node i computes the network density, dr

i ; and stan-
dard deviation in dr

i ; rr
i ; in a local way using equations (initial conditions are

d0
i ¼ 0 and r0

i ¼ 0):
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dr
i ¼

Wi þ
P

j2Ni
Wj

Wi þ 1
� ð1� aÞ þ dr�1

i � a ð1Þ

rr
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Wi þ 1
�

X
j2Ni

Wj � dr�1
i

� �2
� �� �

þ Wi � dr�1
ið Þ2

h ir

� ð1� aÞ þ ar�1
i � a ð2Þ

We use exponential averaging, which we are inspired by its usage in TCP round
trip time estimation, to give more importance to the latest data retrieved from
neighbors without losing the previous calculated values. a and (1 - a) are the
weights which are used to estimate standard deviation and local network density of
a node. At each round, each node estimates a candidate density value which is
calculated by averaging the neighbor counts received from neighbors along with
its own neighbor count (Eq. 1). After that, the node updates its density via using
the exponential average of the previous value and the new estimated value. The
procedure is same for the calculation of standard deviation in the node density
(Eq. 2).

Detection Phase. In detection phase, pre-computed network features along with
round threshold, Tround, (i.e. the maximum number of rounds in which a node
a needs to witness an anomaly about a node b to keep node b in its local suspected
nodes list), alarm threshold, Talarm, (i.e. the minimum number of alarm to broad-
cast a node as globally suspected), and revocation threshold, Trevoc, (i.e. the
number of nodes required to revoke a node), are used to detect the anomaly created
by the wormhole link. A round in detection phase is composed of neighbor
discovery, sharing the number of neighbors, testing detection criteria along with
broadcasting specific messages when necessary, and finally revocation of detected
nodes.

Check for Suspicious Nodes based on Statistical Metrics. After obtaining the
neighborhood information, each node i has locally-estimated network density,
ds

i ; and locally-estimated standard deviation in ds
i ; rs

i ; and the neighboring
information Wj; 8j 2 Ni: To detect an anomaly, node i first checks whether the
number of its own neighbors exceeds ds

i more than rs
i : If the difference exceeds

rs
i ; it accuses its neighbors and adds them to its list which is for tracking

locally suspicious nodes. Otherwise, node i checks its neighbors one by one
with the same method to detect a suspicious behavior and updates its list
accordingly. If the alarm counter for a locally suspected node j exceeds Talarm,
then node i broadcasts a message deeming j is a globally suspected node.
If any node in the list of locally suspected nodes does not show an anomaly
during Tround, then node i deletes that node from its list. When a node
i receives an alarm saying node j is a potential malicious node, it runs the
following check: If j is already in its globally suspected nodes list, it updates
the alarm counter of j; otherwise, it adds j to the list. To revoke node j, the
number of nodes deeming node j as suspected must exceed Trevoc which is
basically a preset percentage of the total number of nodes in the network.
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Revoke Detected Node. A globally suspected node can be revoked from net-
work through node self-destruction mechanisms proposed in [9] and [10]. When a
node i receives a message saying node j is a malicious node, it sends a message
to the base station for revocation of j and updates its list which is for keeping track
of revoked nodes accordingly.

3 Performance Evaluation

We analyzed the performance of our scheme via simulations, and present our
results in a comparative way. We analyzed the effects of the change in the system
parameters on the detection rate under the simulation setup defined below. Due to
limitation of space, only a small subset of the simulation results is included in the
paper.

The results presented in the graphs are average of 20 simulations. N = 200
nodes are distributed over a field of A = 100 m 9 100 m. We use random
movement model in which each node chooses a random direction; and moves
towards it with a uniformly distributed random speed in the range of (5, 15 m/s).
Nodes have a communication range of 15 m. We simulated various values of
Talarm and Trevoc. The results show that the more optimal and stable value for
a is 0.5. Therefore, we choose a as 0.5 in our simulations. We assume that 5% of
all nodes are static all the time. Also, we assume that wormhole attack is not
performed during stabilization phase. Stabilization phase runs once and lasts
S = 1,000 rounds. Detection phase runs during the lifetime of a sensor node due to
the possibility of wormhole attack being performed at any time. However, we limit
this value to 2,000 rounds in our simulations.

Detection and false positive rates are our main metrics while evaluating the
success of the simulations. Detection rate is the ratio of the number of simulation
runs where the wormhole is detected successfully, D#, over total number of
simulation runs, S#, which is computed as D#/S#. False positive rate per simula-
tion run is computed as the ratio of falsely detected nodes, F#, over total node
number, N. False positive rate is the average of this ratio of all simulation runs,

hence, it is computed as
PS#

1
F#
Nð Þ

S# :

If Talarm increases, node i needs to witness more suspicious behavior of node j to
broadcast it as globally suspected, and detection probability of wormhole
decreases considering the mobility of the nodes. Since nodes are mobile, they may
not be under the effect of wormhole for such long time to exceed that high Talarm

value for a suspected node. Hence, there may not be enough nodes to broadcast
that suspected node as globally suspected. The number of revoked nodes
decreases, thus, detection and false positive rate decreases. Similarly, Trevoc is
inversely proportional to the number of revoked nodes since high Trevoc means
more nodes are required to agree on revoking a node. The simulation results which
are presented in Figs. 1 and 2 verify those observations. Increasing Talarm or Trevoc
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decreases the detection and false positive rates, but they do not change much after
a high enough Talarm value.

4 Conclusions

In this paper, we propose a distributed wormhole detection scheme for mobile
wireless sensor networks which utilizes mobility of sensor nodes to detect
wormhole attack to estimate new features in a local way which helps under-
standing the network better. Wormhole attack is detected via observing anomalies
in the neighbor nodes’ behaviors based on these estimated network features and
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Fig. 1 Detection rate versus Alarm threshold (Talarm) for Trevoc = 10, Trevoc = 20, and
Trevoc = 30; Tround = 20; wormhole ends are chosen randomly
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the neighboring information. We analyzed the performance of proposed scheme
via simulations using different system parameters. The results show that our
scheme achieves a detection rate up to 100% with very small false positive rate
(at most 1.5%) if the system parameters are chosen accordingly. Moreover, our
solution requires neither additional hardware nor tight clock synchronization
which are both costly for sensor networks.
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Cross-Layer Optimization with Two-Group
Loading for Ad hoc Networks

Hadhrami Ab Ghani, Mustafa Gurcan and Zhenfeng He

Abstract A two-group resource allocation scheme enhanced with a capacity-
approaching modulation and coding scheme is proposed to improve the effective
transmission bit rate over wireless ad hoc networks. Improvement in the trans-
mission bit rate reduces the end-to-end delay of the selected routing paths. With
computationally efficient loading scheme and reduced gap values, the energy is
efficiently used to improve the total bit rate.

Keywords Two-group allocation � Ad hoc networks � Reduced gap values

1 Introduction

The end-to-end delay of a routing path in wireless ad hoc networks limits the total
realizable transmission bit rate over the path and causes the rise in the energy
consumption of the energy-limited nodes [1]. As it depends on the transmission bit
rates over the transmission links between the adjacent nodes in the selected paths,
the end-to-end delay can be minimized by increasing the bit rates whilst keeping
the required energy low for transmitting a given number of data packets. High-
speed multi-code transmission systems [2] are often used to enhance the trans-
mission bit rate over a wireless link. Although a large number of bit rates, with
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relatively small bit granularities or differences between the adjacent bit rates, are
offered and the ISI components can be removed in [2], this equal energy loading
results in a wasted SNR problem due to the varying SNRs which differ from the
minimum required SNR to realize the desired bit rate. Alternatively, the SNR can
be made equal per channel by iteratively adjusting energy using margin adaptive
optimization. This method however results in a relatively large residual energy.

To utilize the residual energy and maximize the total bit rate, rate adaptive
optimization is used to test different combinations of bit allocation, each of which
require iterative energy calculation. To avoid this high computational load, a
modified two-group loading approach, which was formerly presented in [3], in this
paper which considers only two adjacent bit rates with reduced gap values [4] to
improve the total bit rate. With reduced gap values, the energy consumption of an
energy-limited node in wireless ad hoc network is minimized. The next section
formulates and describes these addressed problems.

2 Problem Description

Consider a block of data with mz bits, to be transmitted using a multi-code
transmission model over path z in packets of size Lz bits with K orthonormal
signature sequences having a spreading factor of N and a chip period of Tc: The
end-to-end delay Tz

D [1] over path z can be written as

Tz
D ¼

mz

Lz

� �
� 1

� �
max
i;l2Jz

Ti;l þ
X

i;l2Jz

Ti;l ð1Þ

where the average service time Ti;l between node i and l is defined as [1]

Ti;l ¼ T s
i;l þ T s

i;lp
i
s þ T

i
pi

i þ T cpi
c

� �
Bþ C ð2Þ

with [5] T
s
i;l ¼

LzNTc

Ri;l
T

þ A as the average time the channel is busy because of the

successful transmission with a probability of pi
s; T

i
as the average time the channel

is in the idle state with a probability of pi
i; T

c
as the average time the channel falls

into a collision state, with a probability of pi
c and A;B;C are derived from the

MAC layer parameters as given in [5]. Therefore, the aim of this paper is to

maximize the total bit rate Ri;l
T in bits per symbol using a near-optimal two-group

resource allocation scheme incorporated with a capacity-approaching coding
scheme. Assuming that multi-code transmission with K code channels which are

realizable with a set of bit rate fbpgP
p¼1 bits per symbol is run between node i and l,

this paper addresses the following points

1. Maximize Ri;l
T ¼

PK
k¼1 bpk for a given total energy Ri;l

T with a relatively low
computational complexity for pk 2 f1; 2; . . .;Pg:
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2. Minimize the required SNR, hence the energy, by minimizing the gap value

CðrÞ [4] for realizing bpk ; in order to improve Ri;l
T for a given ET :

The next subsection briefly describes the existing resource allocation techniques
before presenting the proposed modified two-group loading scheme Fig. 1.

3 Bit Rate Maximization Schemes

For a given set of rates fbpgP
p¼1 in bits per symbol, a total energy of ET and K code

channels, a general bit maximization model for a multi-code transmission system
is formulated as

max Ri;l
T ¼ max

k¼1;2;;K

PK

k¼1
bpk

s:t: Esum ¼
PK

k¼1
Ek bpk

� 	
�ET

and pk 2 f1; ;Pg

ð3Þ

where Ek bpk

� 	
is the symbol energy required to realize the bit rate bpk over channel

k given by

Ek bpk

� 	
¼

C 2bpk � 1
� 	

1þ C 2bpk � 1
� 	 qH

k C�1qk

� 	�1
; ð4Þ

when minimum mean square error despreading filters are used where qk is the
receiver signature sequence [3]. Both EkðbpkÞ and C are the converged energy and
covariance matrix, which are iteratively computed since they are a function of
each other to achieve a target minimum SNR, c�kðbpkÞ ¼ C 2bpk � 1

� 	

As there are PK possible combinations of bit rates bpk to be allocated over
K employed channels, the above optimization method is very computationally
inefficient. The incurred computational complexity will further increase when the
iterative energy calculation process is run for each of these PK combinations.

Fig. 1 An example of
5-node wireless ad hoc
networks
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Alternatively a two-group resource allocation, which tests at most Pþ K � 2 bit
rate combinations, is developed in this paper by extending the margin adaptive
loading technique described in the previous section to utilize the residual energy
for enhancing the total bit rate. An account of this scheme is presented next.

3.1 Two-Group Allocation Over Channels with ISI

The enhanced total bit rate aimed by the two-group resource allocation scheme,
which improves the existing margin adaptive equal rate loading, can be written as
follows

Ri;l
T ¼ ðK � mÞbp þ mbpþ1: ð5Þ

with the total required energy
PK

k¼1
EðmÞk ðykÞ to realize Ri;l

T bits per symbol must

satisfy

max
m

XK

k¼1

EðmÞk ðykÞ
 !

�ET ; ð6Þ

where EðmÞk ðykÞ is the energy required to load yk bits per symbol at channel k such
that the target minimum SNR c�ðykÞ for yk is met when m channels are loaded with
bpþ1 bits per symbol and K � m channels are loaded with bp bits per symbol for
yk 2 fbp; bpþ1g:

If the target minimum SNR c�kðykÞ ¼ Cð2yk � 1Þ as given in Eq. (4) is reduced,
the allocated energy EkðykÞ in Eq. (6) can be reduced to further enhance the total
bit rate improvement. The only way to reduce the target minimum SNR is by
reducing the gap value C; as will be explained in the next subsection.

3.2 Gap Value Reduction with Coded Parity Packet Approach

A modulation and coding scheme called coded parity packet (CPP) coding scheme
is developed in [4] is proposed to be incorporated with the two-group resource
allocation scheme in order to reduce the gap value C: It controls the bit rate

bp ¼
Vp

Ep

Np

Bp
log2 M ð7Þ

by increasing Vp and Ep whilst keeping bp the same to provide additional external
extrinsic information values to the decoding unit to reduced the gap value, where

Vp and Ep � Vp are the number of source and parity packets respectively, rin;p ¼ Np

Bp
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is the inner code rate and M is the constellation size. It will be demonstrated in the
next section that the gap value reduction minimizes the consumed amount of
energy in wireless ad hoc networks.

4 Numerical Results

The proposed two-group resource allocation scheme is implemented with the CPP
coding technique which reduces the gap value of the realized bit rate. This gap
value reduction results in an improved transmission bit rate whilst keeping the
energy consumption per bit relatively low. Three bit rates and the corresponding
initial gap values, which are relatively smaller than those of the existing methods,
produced by the CPP coding scheme are tested, which are bp 2 f1:33; 1:50; 2:25g
bits per symbol and Cp 2 f3:43; 2:88; 2:85g dB respectively. The same bit rates
are also provided using a Turbo coding scheme with gap values of 5.8,5.13 and
5.85 dB.

Figure 2a and b show the new effective transmission bit rates in bits per symbol
when up to Nre ¼ 10 retransmissions are permissible if some of the data packets

originally sent at bp ¼ Vp

Ep

Np

Bp
log2 M bits per symbol fail, where Vp is the number of

data packets, Ep is the number of packets transmitted including the parity packets,

rin ¼ Np

Bp
is the inner Turbo code rate and M is the constellation size for the CPP

coding scheme, which is 16 in this case. If the packets fail at a rate of PERðEs
N0
Þ at

an input SNR of Es
N0

dB, the new effective rate when retransmissions are permissible

is written as

bðrÞp ¼
Vp

Ep þ Vp
PNre

i¼1 PERðEs
N0
Þ

� �i

Np

Bp
log2 M; ð8Þ

The adjustment parameter a ¼ Vp

Vp;o
¼ Ep

Ep;o
; as can be seen in Fig. 2a and b, increases

the actual number Vp;o of data packets to provide more additional soft information
values to the decoding process to reduce the gap value. The reduced gap value,

CðrÞ which is the difference between the required input SNR and the lower bound
in dB, for the case of a ¼ 3 is about CðrÞ ¼ 1:5 dB in Fig. 2a and about CðrÞ ¼ 2
dB in Fig. 2b. These gap values are almost 2 dB less than those of the Turbo-QAM
schemes.

Figure 3 shows the achievable system, CT ¼ Ri;l
T

NTc
; when the two-group research

allocation scheme is implemented with the new effective bit rates after retrans-
missions, as described previously, where N ¼ 16 and 1=Tc ¼ 3:84 Mchips/s. The
target SNRs to realize these bit rates are taken from the previous two figures,
where these target minimum SNRs are observed to be the input SNRs when the
target packet error rate is roughly 1� 10�2: It can be seen that the system
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throughput achieved by the two-group scheme improves significantly when the
gap values are reduced using the employed CPP coding scheme. It can be seen in
this figure that the total bit rate increased by more than 1 Mbps for a given total
SNR.

4.1 Practicality

With these results, the proposed scheme is observed to offer a practical multi-code
transmission model over the links in wireless ad hoc networks for a few reasons.
Firstly, the computational complexity is lowered as only two bit rates are con-
sidered. Secondly, the energy required is minimized since the gap value is reduced,
which is suitable for energy-limited nodes in wireless ad hoc networks. Therefore,
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this model is practically deployable in the networks. As the computational com-
plexity is independent of the network size, this proposed model is also applicable
for any scales or sizes of the networks.

5 Conclusions

A modified two-group resource allocation scheme, which is incorporated with a
capacity-approaching coding scheme, is demonstrated to reduce the effective
transmission bit rate over the links in wireless ad hoc networks, where retrans-
missions are considered. The improved transmission bit rate for a given SNR is
essential to reduce the end-to-end delay over the paths used in the networks.
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Algorithms for Sink Mobility in Wireless
Sensor Networks to Improve Network
Lifetime

Metin Koç and Ibrahim Körpeoglu

Abstract Sink mobility is an effective solution in the literature for wireless sensor
network lifetime improvement. In this paper, we propose a set of algorithms for sink
site determination (SSD) and movement strategy problems of sink mobility. We also
present experiment results that compare the performance of our algorithms with
other approaches in the literature.

1 Introduction

Several schemes are proposed in the literature to minimize the total energy
consumption in the WSN and thus improve the wireless sensor network lifetime:
power adjusting when transmitting messages, developing energy-efficient MAC or
routing protocols, etc. Making the data collection node (or sink) mobile appears to
be another approach for improving the lifetime of WSNs. In such a network, the
packet traffic flows from the base station to the leaf nodes, that is, all packets of the
network are delivered to the sink node via its first-hop neighbors. This situation
causes these nodes to deplete their energy faster than the other nodes in the
network. Therefore, sink changes its position periodically by fairly delegating the
sink’s neighbor role among the sensor nodes to balance the remaining energy
levels of the nodes to improve the wireless sensor network lifetime.

In this paper, we propose two sink site determination (SSD) algorithms and give
a movement strategy for the sink used after the sojourn time expires. Simulation
results show that proposed algorithms perform better than its counterparts and
improve the wireless sensor network lifetime effectively.
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The rest of the paper is organized as follows: Sect. 2 describes the proposed
algorithms. Results of the experiments are presented in Sect. 3. Finally, Sect. 4
concludes the paper.

2 Proposed Algorithms

The main motivation behind sink site determination (SSD) algorithms is to
decrease candidate migration points in the deployment area to minimize the time
needed to determine which sink site to next visit after the sojourn time at the
current sink site expires.

2.1 Neighborhood-Based SSD Algorithm

Sometimes it can be difficult to know the exact boundaries of the deployment area
and the coordinates of each sensor node in the region. In such cases, neighborhood
information of the nodes can be used for determining candidate sink positions.

We present a greedy heuristic algorithm for dealing with dominating set
problem (choose q nodes from out of n nodes such that the union of the neighbors
of these nodes covers all the nodes in the area.). In the beginning, after determining
the neighborhood information of each node, the sink node sorts these nodes in
descending order according to their number of neighbors. Then the heuristic
algorithm takes the coordinate of the node (a contributed node) with the most
number of neighbors in the beginning and put those neighbors to the current neighbor
list. After first contributed node is chosen (the node with the most number of
neighbors), its neighbors are saved in coveredNodes list. The uncoveredNodes list is
simply calculated via taking set difference of universal set (i.e., all nodes) and
coveredNode list. After initialization of those lists, node that has the maximum
number of common elements (neighbors) with uncoveredNodes is chosen as the
next contributed node. Then its neighbors are added to coveredNodes list and
uncoveredNodes list is updated. This iteration continues until uncoveredNodes list
becomes empty (coveredNodes equal to universal list).

2.2 Coordinate-Based Sink Site Determination Algorithm

It is possible to group nodes using their coordinate values (if they are known) on
the sink side. In the coordinate-based sink-site determination algorithm, we divide
the deployment area into squares such that each one’s length is equal to the
transmission range. That enables us to group (cluster) nodes that can be a sink’s
neighbors in any round and compare their energy levels and decide which sub-area
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to move to in the next round. The number of areas dynamically changes according
to the transmission range values.

The distance between any two neighbor sink sites is R, where R is the maxi-
mum transmission range. Each sink site is ideally placed at the center of the
allocated area. After determining the centers of each sub-square, sparse areas are
eliminated if their density is below the threshold, where the threshold is deter-
mined by dividing the number of nodes by the number of sub-squares.

A dynamic sink site selection algorithm (either neighborhood- or coordinate-
based) provides us to eliminate the areas that are on inaccessible terrains which
prevents the sink to move and stay at that point.

2.3 Movement Strategy

After candidate sink sites are determined, the sink node moves to the densest point
of the area (first migration point). If the sojourn time expires (either exceeds tmin—
the minimum time that a sink should stay on the current site—or a change in
energy level occurs), the sink examines the minimum remaining energy value in
each candidate migration point, which means the minimum energy value among
the nodes’ energy values that fall into the squares, using the information in the last
received packets. Then it moves to the point where the minimum remaining energy
level is maximum among the sites that have not been visited yet [visited max–min
(VMM)]. When we say ‘have not been visited’, we mean that a site cannot be
visited until the sink has moved to all of the candidate migration points once. After
all visits have been completed, then the visited flag will be set to zero for all of the
sink sites and they all become available to visit again.

3 Simulation Results

3.1 System Model and Main Parameters of the Simulation

Sensor networks in the simulation have N static sensor nodes and a mobile base
station. Those nodes are deployed to a region of interest randomly. Square areas
are used in the simulations, which are generally either 300 � 300 m2 or 400 �
400 m2: The energy model and the radio characteristics used in the simulations
comes from [2]. In this work, we define the network lifetime as the period of time
until the first node dies, which is a commonly used definition in the literature.

Three existing SSD approaches in the literature are summarized in Fig. 1.
P1 and P2 are given as sink sites in [3]. In Fig. 1a, center points of four grids are
chosen as possible sink sites, whereas the second one takes four corner points and
the center of the big square (coordinates are given for a 100 � 100 m square).

Algorithms for Sink Mobility in Wireless Sensor Networks 175



In the third approach, which comes from Basagni et al. [1], the area is divided into
3 � 3 ð5 � 5Þ grids, totally 16 (36) corner points of sub-squares are taken as
candidate migration points (B1 and B2 respectively). We evaluate the performance
of our approaches (neighborhood-based set covering heuristic (NB), and coordi-
nate-based (CB)) with these four methods.

As can be seen in Fig. 2a, both neighbor- and coordinate-based approaches
perform better than other four in terms of network lifetime. The CB approach is
three times better than P2 for 500 nodes as well. P1 has the best data latency
(average hop count) because four different sites have been optimally placed in the
center of the four grids (not shown here due to page limitations). Although the NB
and CB approaches have a 25% worse data latency than P1, they have up to 60%
better network lifetimes and better data latency than the other three in all cases as
well. Figure 2b shows that VMM performs better than max–min (MM), random
movement (RM) and static sink (STS) approaches in almost all cases (SSD is fixed
to NB and transmission range is 35 m).
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Fig. 1 Different SSD Approaches in the literature. a Sink Sites—Approach 1 (P1). b Sink
Sites—Approach 2 (P2). c Sink Sites—Approach 3 (B1)
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4 Conclusion

In this paper, we investigated sink site determination and movement strategy parts
of the sink mobility problem. We propose two sink site determination algorithms
and a movement strategy. We compare the performance of our algorithms with
different approaches via simulation experiments. Our sink site determination
algorithms perform better than the other four approaches (also lower data latency
values than three of them) in the literature. Our movement strategy’s (VMM)
results are also better than the other three strategies almost in all cases.
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A Hybrid Interference-Aware Multi-Path
Routing Protocol for Mobile Ad hoc
Network

Phu Hung Le and Guy Pujolle

Abstract In this paper, we present a formula of interference and a novel Hybrid
Interference-Aware Multi-Path Routing protocol (HIA-MPOLSR) that was based on
the Optimized Link State Routing protocol (OLSR) (Clausen T, Jacquet P IETF
request for comments: 3626, optimized link state routing protocol OLSR, October
2003) for mobile ad hoc network. HIA-MPOLSR minimizes the influence of
interference to increase the stability and reliability of the network. HIA-MPOLSR
calculates interference by considering the geographic distance between nodes
instead of hop-by-hop. From our simulation results, we show that the HIA-MPOLSR
outperforms IA-OLSR, the original OLSR and OLSR-Feedback (UM-OLSR,
http://masimum.dif.um.es/?Software:UM-OLSR) in terms of packet delivery frac-
tion, routing overhead and normalized routing load.

1 Introduction

In recent years, many multi-path routing protocols have been proposed such as
SR-MPOLSR [1], and MPOLSR [2] etc. However, only a few multi-path routing
protocols deal with interference in the network. In MANET, interference is a key
factors that has the greatest impact to network performance because interference
causes data loss, conflict, retransmission etc. In this paper, we introduce our
formula of interference and build a novel hybrid interference-aware multi-path
routing protocol (HIA-MPOLSR) to enhance the network performance.
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2 Interference and Measurement of Interference

The interference of a node, a link and a path is defined in [5].
In this paper, we consider the whole interference of a node as a circle with a

radius of Rcs(carrier sensing range of a node), then we divide the interference
region into four regions that are determined by R1, R2, R3 and R4 as follows.

zone1: 0\d�R1;R1 ¼ 1=4Rcs;

zone2: R1\d�R2;R2 ¼ 2=4Rcs;

zone3: R2\d�R3;R3 ¼ 3=4Rcs;

zone4: R3\d�R4;R4 ¼ Rcs

where d is the transmitter- receiver distance.
This choice is a compromise between the precision and the calculation

complexity.
For each zone, we assign an interference weight which represents the inter-

ference level. If the weight of interference of zone1 is 1, the weight of interference
of zone2, zone3 and zone4 are a, b and c respectively ( c\b\a\ 1). We can
calculate the interference of a node u in MANET as follows:

IðuÞ¼ n1þ a � n2þ b � n3þ c � n4: ð1Þ

where n1, n2, n3 and n4 are the number of nodes in zone1, zone2, zone3 and zone4
respectively. Parameters a, b and c are determined by Eq. (2) (Two-Ray Ground
path loss model detailed in [6]).

Pr = PtGtGrh
2
t h2

r =dk ð2Þ

Here, we assume that MANET is homogeneous, that is all the radio parameters
are identical at each node and the common path loss model has k as 2.

a ¼ PtGtGrhthr=Rk
2

� �
= PtGtGrhthr=Rk

1

� �
¼ Rk

1=Rk
2 ¼ 0:5k

b ¼ PtGtGrhthr=Rk
3

� �
= PtGtGrhthr=Rk

1

� �
¼ Rk

1=Rk
3 ¼ 0:33k

c ¼ PtGtGrhthr=Rk
4

� �
= PtGtGrhthr=Rk

1

� �
¼ Rk

1=Rk
4 ¼ 0:25k

Therefore, a=0.25, b = 0.11, c = 0.06 and

I uð Þ = n1 + 0:25n2 + 0:11n3 + 0:06n4: ð3Þ

A Link interconnecting two nodes u and v, e = (u,v); I(u) and I(v) are the
interference of u, v respectively.

I eð Þ¼ I uð Þ + I vð Þð Þ=2 ð4Þ

Based on the formula (4), we can calculate interference of a path P that consists
of links e1 e2,…,en

I Pð Þ = I e1ð Þ + I e2ð Þþ � � � + I enð Þ
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3 Modelling MANET as a Weighted Graph and Algorithm
of Hybrid Multi-Path

A MANET can be considered as a weighted graph where nodes of MANET are
vertices of the graph and the edges of the graph are the links between any two
neighbor nodes. We calculate the interference of each node based on the formula
(3). To determine n1, n2, n3, and n4 for a node, we calculate the distances from the
considered node to the other nodes of the network. Then the interference of each
link is determined by the formula (4). The weight of each edge is the interference
of the corresponding link.

To build the algorithm of hybrid multi-path(the paths may be some common
links and nodes.), we perform as following steps :

• Step 1: Using the Dijsktra’ algorithm, we can get the minimum interference path
(called IA-OLSR) from a source to a destination.

• Step 2: Dijkstra’s algorithm is repeated for a number of times k (k = 2, …, n)
and while avoiding at least one node or one link between the source and the
destination along the paths found in the previous steps to find k-minimum
interference path.

4 Topology Information, Route Recovery
and Forwarding

Like OLSR, our protocol HIA-MPOLSR also uses ‘‘HELLO’’ message,
‘‘Topology Control’’ (TC), Multipoint Relays (MPRs). Moreover, HIA-MPOLSR
updates the position of all nodes, the interference level of all nodes and links.

Before transmitting packets to next node in the path that found, the sent node
checks status of the received node. The packet will be transmitted without any
problem on the path. Otherwise, a different path will be used immediately. When
there have been no available paths, the paths will be recomputed. HIA-MPOLSR is
also able to detect the failed link as in OLSR-FB [4].

5 Environment and Performance Evaluation

The protocol is implemented in NS2 with 10 Mbps channel. The distributed
coordination function (DCF) of IEEE 802.11 for wireless LANs is used as the
MAC layer. The Two-Ray Ground and the Random Waypoint models have been
used. Each node has a transmission range of 160 m and a carrier sensing range of
400 m and moves from 4 to 10 m/s, the packet size of 512 bytes and Constant Bit
Rate (CBR) changes from 320 to 1024 Kbps.
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As shown in Fig. 1, the PDF of HIA-MPOLSR can be approximately 11%
higher than that of IA-OLSR, 38% than that of the original OLSR and OLSR-FB.

Routing overhead of HIA-MPOLSR is possibly 5% lower than that of
IA-OLSR, 11% than that of the original OLSR and OLSR-FB as shown in Fig. 2.

Figure 3 shows that the NRL of HIA-MPOLSR decreases possibly 12% com-
pared to that of IA-OLSR, 49% to that of the original OLSR and OLSR-FB.
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Providing Automated Actions in Wireless
Multimedia Sensor Networks via
Active Rules

Hakan Öztarak, Kemal Akkaya and Adnan Yazici

Abstract Manual processing of multimedia data in Wireless Multimedia Sensor
Networks (WMSNs) may not always be possible. This necessitates autonomous
operation of data processing at the sink for taking actions as well as communi-
cating with the appropriate personnel whenever needed. In this paper, we propose
a framework for fusing and automated processing of incomplete/imprecise WMSN
data using active rules. First, data fusion is performed via fuzzy logic to handle the
uncertainty in the received data at the sink. We then extend Event-Condition-
Action (ECA) rules to process the data and infer predefined actions. The proposed
approach has been shown to provide automated actions with higher accuracies.

1 Introduction

Wireless Sensor Networks (WSNs) can collect huge amount of data from the
environment with inexpensive deployment and labor costs. After the collection of
data, in a lot of applications, autonomous operation at the sink is crucial for
taking right on-time actions according to the events occurring in the area [1].
These type of networks are referred to as sensor-actuator networks [2] and are
gaining popularity through cyber-physical systems as well [3]. In such automated
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applications of WSNs, typically, after the collection of data, reactive solutions are
employed at the sink node. Reactive solutions are asynchronous processes that are
widely used in the past [4–7]. In these studies, Event-Condition-Action (ECA)
Rules are used for taking the necessary actions in response to these asynchronous
processes. The event may occur at any time in the network and thus the action is
performed against that event asynchronously. While there has been a number of
previous studies in WSNs to provide such a reactive framework [4, 5], this
problem has not been studied for WMSNs which additionally deploy wireless
camera sensors that can collect image/video data.

We propose to extend ECA rules to take action against asynchronous events in
WMSNs to provide autonomous operation. We target border surveillance appli-
cations and assume limited information coming from camera sensors in order to
extend their lifetime. Such limited information is processed at the sink node using
fuzzy logic. The goal is to be able to handle the uncertainty and identify the
detected objects as well as the nature of the events. To this end ECA rules are
extended to WECA rules where ‘‘W’’ refers to ‘‘when’’. Data fusion is performed
as a part of ‘‘when’’ on the received objects. The actions are decided based on the
predefined rules which are stored in a Data/RuleBase. These rules are retrieved
from the Data/RuleBase in reference to existing events. An inference mechanism
is then employed in order to decide the desired actions.

We have implemented the rules in a sample border surveillance application and
conducted experiments on the accuracy metric when performing object fusion with
uncertain data. The results show that the rules can be processed with acceptable
object identification accuracies without putting a heavy burden on camera sensors.

2 Related Work

In the literature, there exist two different working models for sensor-actuator
applications [4]:

• Demand-Driven Model: The system initiates the action when an external
request/query is injected to the system. For instance, in order to do an envi-
ronmental monitoring, a query may be injected to the system periodically [8].
Each sensor in this model is considered as a data source to the database virtual
table stored in sink [9]. An example query for this may be as follows: ‘‘Tell me
the Average Temperature in the region once every five seconds’’. These type of
applications are not very prevalent and thus we will not follow this approach.

• Event-Driven Model: An individual sensor node produces an event and propa-
gates through network and then the system initiates an action against the produced
event. An example application may be detecting the forest fires with temperature
sensors. It is used for reactive applications [8] which is our focus in this work.
Typically, Active Database (ECA Rules) approach [4] is followed in these works.
The aim of ECA systems is to respond against the events occurring in the area
under the control of the active rules asynchronously [6–8, 10].
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While these approaches can respond to data collected from a WSN, they cannot
be applied to WMSNs due to the nature of the data produced. The data contains
both redundancy and imprecision and thus ECA rules need to be extended to
provide data fusion before the rules can be processed. None of the above studies
considers these issues. While [5] adds fuzziness support to ECA rules, it does not
provide any fusion. However, it complements our approach in providing fuzzy
querying support.

3 Problem Definition

Our problem can be formally defined as follows: ‘‘Assume that we have N wireless
camera sensors distributed randomly in a critical environment for surveillance
purpose. At a specific time T, let us assume that there exist M [ 0 different moving
objects (human intruders, vehicles or animals) in the area. Our goal is to define a
rule-based reactive model at the sink which will process the received uncertain
and limited data regarding these M moving objects and decide the appropriate
actions to be taken if any in an autonomous manner’’.

Eventually, the ultimate goal is to minimize the human intervention on the
application. We would like to note that M objects can be captured by K camera
sensors where K\N and thus redundancy at the sink node is expected. The sink
should be able to identify redundant objects. However, limited data will be
available at the sink due to resource constraints on the camera sensors. Specifi-
cally, the camera sensors will apply data elimination/reduction, etc. to reduce the
size of the sent data to the sink. Therefore, uncertainty is expected to be produced
from multiple camera sensors sending similar data about the objects.

4 Solution Overview

The overall framework depends on the processing of data at both the camera
sensors and the sink node. The extraction of the objects, localization and deter-
mination of speed are not the focus of this work. This type of processing has been
studied in the past in a variety of works such as [11]. In this paper, we explain the
four phases after receiving events from different camera sensors as explained
below briefly. Note that fuzzy logic is utilized to capture the uncertainty regarding
events/objects. Given the limited data from camera sensors and incomplete
information about the events, we cannot come up with crisp event definitions and
conditions at the sink node.

1. Fuzzy Object/Event Fusion: The first phase where events coming from different
camera sensors are processed and fused if applicable (i.e., deciding whether two
different moving object events sent by two different camera sensors belong to
the same intruder).
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2. Fuzzy Event Identification: The semantic event performed by moving objects at
the area under surveillance is extracted

3. Fuzzy Condition Matching: The conditions are processed to check whether the
detected object/event is in particular state to fire the rules

4. Fuzzy Inference and Combination: The phase where the actions are inferred
when all the preliminaries are suitable

5 Extended ECA for WMSNs

With the purpose of handling four steps given above, we propose an extended
ECA rule syntax (given in an example below) which is also able perform data
fusion before the ECA rules can be applied. Consider two different camera
sensors, S1 and S2; detecting the same intruder trying to enter into the moni-
tored region. Both cameras send different events (e.g., MOE1 and MOE2) to
the sink. Hence the rule defined at the sink should appear as below. The rule
fires when the detected intruder is sensed by at least two different camera
sensors (Ph.1) and it approaches to the water supply (Ph.2). Then, when the
intruder is close enough to a powerful high resolution camera (Ph.3), the action
to be taken is to request the original video frames from the high resolution
camera (Ph.4).

WHEN Camera Sensor_1 sends MOE1

Camera Sensor_2 sends MOE2
MOE1 and MOE2 contains human object and
they are very similar and
they are fused to the same human object O

ON O is approaching to water supply
IF O is close to high resolution camera
THEN Request original frame from high resolution camera

6 Proof of Concept

In order to test the feasibility of the rules that we have proposed, we use JESS, the
rule engine for JAVA platform [12]. Because of space considerations, we give
examples only about sub-rule for fusion part and the final rule for the whole
process in JESS syntax. The final rule uses sub rules’ results and ensures that
if an object is sensed by two different camera sensors and if that object is human
and running, when that object is near to one of the camera sensors, then we request
original video data from the camera sensor.
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(defrule TWO_SENSED

(MOE (object_name ?O)(sensor ?x)(time ?t1))
(MOE (object_name ?O)(sensor ?y&*?x)(time ?t1))

=[

(printoutt‘‘TWOSENSORSENSETHEOBJECT’’?O‘‘AT’’?t1crlf)
(assert (two_sensed ?O)) )

The final rule is shown below:

(defrule REQUEST_ORIGINAL_FRAME

(two_sensed ?O)(human_running ?O)(near_sensor ?O ?s)
=[
(printout t ‘‘REQUEST ORIGINAL FRAME FROM ’’ ?s crlf))
(request_original_frame ?s)

7 Experimental Evaluation

The metric that we use in our experiment is Fusion Accuracy. This metric indicates
how successful the algorithm is when identifying the objects. It is defined as follows:
At each time unit, the real object count under surveillance and the determined object
count by the sink are compared. If these values are not equal to each other, the ratio of the
difference of these values to the real object count is noted as false ratio. ð1� falseratioÞ
is defined as the fusion accuracy. Our goal is to maximize the accuracy.

Overall accuracies for an area of size 1000 � 600 m2; 100 camera sensors
placed randomly and objects generated randomly are presented in Table 1. The
results indicate that when the coverage is 100%, our approach guarantees accurate
tracking of any number of objects by maximum fusion accuracy. In all other
coverage cases, the fusion accuracy is always more than the coverage percentage.

8 Conclusion

In this paper, we propose an active rule processing framework for surveillance
applications of WMSNs. Instead of the whole frame or the detected object, the sink
gathers MOEs (incomplete and imprecise information about the objects) from

Table 1 AVERAGE FUSION ACCURACIES

Object Count %25 Coverage %50 Coverage %75 Coverage %100 Coverage

3 Objects 0.38 0.71 0.81 1.0
6 Objects 0.38 0.74 0.81 1.0
9 Objects 0.39 0.73 0.83 1.0
12 Objects 0.39 0.75 0.83 1.0
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different camera sensors and processes them using predefined active rules. In order
to fuse data flowing from different camera sensors, we have extended ECA rules
according to the needs of WMSNs. Sink performs four phases by using rule-based
processing after getting those MOEs from different camera sensors: Fuzzy Object/
Event Fusion, Fuzzy Event Identification, Fuzzy Condition Matching and Fuzzy
Inference. The feasibility of the rule-based framework has been shown via a JESS
implementation. In addition, we have conducted experiments for assessing the
fusion accuracy of the proposed framework. The experiment results have shown
that acceptable accuracy values can be obtained via the proper processing of
incomplete and uncertain information using fuzzy logic.
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File Transfer Application For Sharing
Femto Access

Mariem Krichen, Johanne Cohen and Dominique Barth

Abstract In wireless access network optimization, today’s main challenges reside
in traffic offload and in the improvement of both capacity and coverage networks.
The operators are interested in solving their capacity problems in areas where the
macro network signal is not able to serve the demand for mobile data. Thus,
the major issue for operators is to find the best solution at reasonable expanses.
The femto cell seems to be the answer to this problematic. In this work, we focus
on sharing femto access between a same mobile operator’s customers. This
problem is modeled as a game where service requesters customers (SRCs) and
service providers customers (SPCs) are the players. This article considers one
SPC. SRCs are static and have some similar and regular connection behavior.
Moreover, the SPC and each SRC have a software embedded respectively on its
femto access, user equipment. After each SRC’s connection request, its software
will learn the strategy increasing its gain using local information. We present a
distributed learning algorithm with incomplete information running in SRCs
software. This work answers these questions: Does the distributed algorithm
converge to a stable state? If yes, does this state a Nash Equilibrium and how many
iterations we need to reach it?
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1 Introduction

Today, one of the biggest issues for Mobile Operators is to provide acceptable
indoor coverage for wireless networks. Among the several in-building solutions,
the femto cell is the one which is gaining significant interest. A femto cell is
a small cellular base station characterized by low transmission power, limited
access to a closed user group designed for residential or small business use. This
solution could help operators solve localized coverage problems and extend their
network. This would be feasible if access points owners accept to be part of a Club
where each member is willing to open up its access point to the other members.
A femto club member could share its 3G/LTE signal securely with other club
members. Sharing femto access is a service proposed by the Mobile Operator to its
clients divided into service providers customers (SPCs) and service requesters
customers (SRCs): SPCs are the owners of femto cells accesses for which they
have contracted with a Mobile operator denoted by MO. SRCs are customers using
a mobile terminal in an area covered by some SPCs access points and requesting to
use them. Since the interests of all the actors could be antagonist, especially
between many SRCs requesting a same SPC, we model our system as a game to
determine equilibria of such situations.

1.1 Related Works

The potential games introduced by Rosenthal [1] are classical games having at
least one pure Nash equilibrium. These games have a potential function such that
each of its local optimums corresponds to a pure Nash equilibrium. This property
has been used for the congestion games (see [2]), with Resource Reuse in
a wireless context (see [3]) and for a real-time spectrum sharing problem with QoS
provisioning [4].

A decentralized learning algorithm of Nash equilibria in multi-person stochastic
games with incomplete information has been presented by M.A.L. Thathachar
et all. In the considered game, the distribution of the random payoff is unknown to
the players and no player knows the strategies or the actual moves of other players.
It is proved that all stable stationary points of the algorithm are Nash equilibrium
for the game [5].

1.2 Our Contribution

Section 2 presents the model for sharing femto access and the actors involved
in this model are described. The game considering only SRCs competition is
presented in Sect. 3. Section 4 details the principle of a distributed algorithm used
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to learn the game NE if any exists and some simulations results are given in
Sect. 4.2. Finally, Sect. 5 draws a general conclusion and gives some perspectives.

2 Model for Sharing Femto Access

Now, we present the model for sharing femto access. Our work considers a unique
SPC denoted by X and several SRCs. The SPC shares some amount of bandwidth
with SRCs. The SPC’s resource reserved for sharing is an amount of bandwidth
denoted by BSðXÞ and is divided into two parts:

• BSGðXÞ is the part of bandwidth in which SRCs communications can never be
preempted.

• BSY ðXÞ is the part of bandwidth in which SRCs communications can be
preempted due to the fact that the SPC has priority on this part of bandwidth.

Let’s consider a SRC Y who needs an amount of bandwidth equal to bw. bw will
be allocated to Y only if it is free. If X will need bw, he will not be able to use it if
the connection he allocated to Y is green. However, he will be able to preempt the
connection allocated to Y if it is a yellow one. Note that yellow connections are
cheaper than green ones due to the risk of preemption and that failed yellow
connections are free.

2.1 Actors Description

The following section describes the actors involved in the model we have just
presented.

2.1.1 SPC Actor

A SPC is a customer of the MO. SPC proposes to share an amount of its
bandwidth with SRCs for a price per bandwidth unit which depends on the type
of connection (Green,Yellow). The bandwidth split into Green and Yellow parts
is determined following its sensitivity to Gain denoted by l 2 ½0; 1� and its
sensitivity to its own connection QoS denoted by C 2 ½0; 1�: These two param-
eters are dual: lþ C ¼ 1:

The Gain sensitivity parameter indicates its sensitivity degree to the price of
the connection shared while the QoS sensitivity parameter indicates the SPC’s
tolerance degree towards preemption risk. When l [ 1=2; we say that the SPC
is sensitive to gain. Otherwise, the SPC is considered as sensitive to its
access QoS.
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2.1.2 SRC Actor

A SRC is also a customer of the MO who wants to use the SPC’s resources. SRC is
characterized by aQoS sensitivity parameter a and aprice sensitivity parameter b:

The QoS sensitivity parameter indicates the SRC’s tolerance degree towards
the QoS degradation while the price sensitivity parameter indicates the SRC’s
tolerance degree towards the cost of the connection. These two parameters are
dual: aþ b ¼ 1: When a [ 1=2; the SRC is sensitive to QoS. Otherwise, the SRC
is sensitive to price.

3 Game Presentation

This work focuses on the competition between SRCs when the SPC’s bandwidth
split is fixed. So, sharing femto access problem denoted by the SRCs game is thus
modeled as a game where N SRCs are the players. We assume that SRCs are static
and have some regular and similar connection behavior: each SRC requests the
SPC’s connection in nearly same time slots with almost invariant QoS needs.

SRCs game is defined as follows: given a fixed SPC’s bandwidth split, what
would be the best strategy to be played by SRCs in order to have a stable situation
where the strategy of each SRC is optimal for him considering the other SRCs
strategies. In game theory, this situation is called pure Nash equilibrium: for each
player, there is no unilateral strategy deviation that increases its utility [6].

3.1 SRCs QoS Needs

SRCs QoS needs are relative to the type of application requested. Our work
considers the File Transfer Application. QoS is defined as the time transfer file
denoted by t. The SRC’s QoS satisfaction is related to t and is defined as follows:

• Case t ¼ T1: BWMax corresponds to the required bandwidth to download a file in
t ¼ T1: If the SPC provides an amount of bandwidth equal to BWMax; then the
SRC’s QoS satisfaction is at the top.

• Case t ¼ T2 : BWMin corresponds to the required bandwidth to download a file in
t ¼ T2: If the SPC provides an amount of bandwidth equal to BWMin; then the
SRC’s QoS satisfaction is minimal.

Since the SPC’s bandwidth is limited and several SRCs could request the SPC’s
connection at the same time, one possible response that a SRC could receive is
a deny one. To decrease the chances to receive such a response, each SRC requests
a Minimum and a Maximum amount of bandwidth following their profiles.

Note that the parameters characterizing a SRC’s profile are real in [0, 1].
We aim at translating these parameters into intervals of bandwidth requests which
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are actually integers. So, we introduce a parameter e representing the discretization
of the bandwidth resquested. Let SSRCi be the set of possible strategies of SRCi:
In the following, we focus on the request of a SRC denoted by SRCi considering
only the case where SRCi has its QoS sensitivity parameter ai greater than 1=2:
SRCi fixes a revenue threshold, denoted by Rev Thi; under which he denies any
proposed connection. This parameter depends on the QoS sensitivity ai of the
SRC. Rev Thi ¼ ai:

SSRCi ¼ fRev Thi;Rev Thi þ e;Rev Thi þ 2e; . . .; 1g:

Each element si of SSRCi permits to define an interval of bandwidth to be requested
in Green and Yellow connection. This represents a couple ðgi ¼ ½mG

i ;M
G
i �; yi ¼

½mY
i ;M

Y
i �Þ of couples of integers.

3.2 SPC’s bandwidth allocation

Let BS be SPC’s shared bandwidth and WS be the proportion of BSG regarding BS:
Each SRC sends a request to the SPC. At reception, the SPC decides the way its
bandwidth is allocated to SRCs. The request of each SRCi is represented by one
element in SSRCi : According to a set P of SRCs requets P ¼\s1; s2; . . .; sN [
where si corresponds to the request of SRCi; for any i; 1� i�N; SPC gives an
answer to each SRCi represented by a triple ðGi; Yi; bwiÞ defined as follows:

• bwi represents the amount of bandwidth given by the SPC to SRCi:
• Gi ¼ 1 (resp. Yi ¼ 1) means that the SPC proposes a Green (resp. Yellow)

connection to SRCi: Note that the case where Gi ¼ 1 and Yi ¼ 1 is not possible.
• If Gi ¼ 0 and if Yi ¼ 0; then the SPC proposes no connection to SRCi:

Let configðPÞ be the set of all the SPC’s answers to P (one answer per SRC).
So,

configðPÞ ¼\ðG1; Y1; bw1Þ; ðG2; Y2; bw2Þ; . . .; ðGN ; YN ; bwNÞ[

The answers respect the two following properties:

1. The SPC gives SRCi an amount of bandwidth equal to bwi where bwi is in the
interval requested: if (Gi ¼ 1) then bwi 2 gi or if (Yi ¼ 1) then bwi 2 yi:

2. The SPC provides bandwidth to SRCs in the limits of its bandwidth
availability:

XN

i¼0

Gi � bwi\WSBS and
XN

i¼0

Yi � bwi\ð1�WSÞBS:

The SPC allocates to each SRC a connection in Green or Yellow such as this
outcome function is maximized:
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USPCðconfigðPÞÞ ¼
X

i

PropðbwiÞðl� CÞ Gi þ Yið1� dÞð Þ ð1Þ

3.3 SRC Game Definition

The formulation of the SRC game G ¼ N ;S;Uk
� �

can be described as follows:

• The set of players is N : Each player is a SRC. There are N SRCs.
• The space of pure strategies S formed by the Cartesian product of each set of

pure strategies

S ¼ SSRC1 � SSRCi � . . .� SSRCN

• A set of utility functions fU1;U2; :::;UNg that quantifies the players’ outcomes.

According to a set P of SRCs requets P ¼\s1; s2; . . .; sN [ where si

corresponds to the strategy of SRCi; for any i; 1� i�N; the SRCs utilities are
determined through the SPC’s allocation. Since several allocation decisions could
maximize the SPC’s outcome function given by Equation 1 the SRC’s utility
corresponds to a mean of all these allocation decisions. Let solðPÞ be the set of
configðPÞ that maximizes the SPC’s outcome function with M ¼ jsolðPÞj:

The utility UiðPÞ of SRCi from solðPÞ is expressed as follows:

UiðPÞ ¼
X

c2solðPÞ

gainiðcÞ
M

: ð24:2Þ

The gain of SRCi from the SPC’s allocation decision c (c represents a triple
ðGi; Yi; bwiÞ to SRCi) in solðPÞ is expressed as follows:

gainiðcÞ ¼ ½RevðbwiÞGiai þ RevðbwiÞYið1� dÞai� � ½CostðbwiÞGibi

þ CostðbwiÞYið1� dÞbi�

where RevðbwiÞ 2 ½0; 1� and CostðbwiÞ 2 ½0; 1�:

3.4 SRC Game Equilibrium

Since each SRCi has a finite set of strategies, this game has a mixed Nash equi-
librium [6]. In the following, we study the existence of a pure Nash equilibrium in
the SRC game using the properties of potential games defined in [1].

Theorem Each instance of the SRC game admits at least one pure Nash
equilibrium.
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4 Learning the SRCs Game Nash Equilibrium

In this section, we denote by Adist a decentralized learning algorithm of Nash
equilibrium in multi-person stochastic games with incomplete information.

4.1 Algorithm Principle

First, each SRC sends a request using Adist: Then, the SPC defines its decision
solðPÞ and send it to all the SRCs. Finally, each SRC computes its utility
following solðPÞ: In [2], it has been proved that if a game has at least one pure
Nash equilibrium and if there exists a sufficiently small value of the learning speed
parameter for which Adist converges, then the convergence point is a pure Nash
equilibrium. Adist is described as follows:

• Each SRCi will update its strategy at a step t(st
i) following its local mixed

strategy and then computes its new probability vector stþ1
i using a set of

local information (st
i; margint

i; gaint
i) where gaint

i is the gain from the SPC’s
allocation decision and margint

i is the pure strategy in SSRCi :
• At each step t, each SRC chooses randomly one strategy ðmargint

iÞ and increases
its probability (st

i) according to its gain ðgaint
iÞ and a learning parameter

b 2 ½0; 1�:

The learning technique is based on the following update rule:

If j 6¼ margint
i then stþ1

i;j ¼ st
i;j � b:ut

i:s
t
i;j

else stþ1
i;j ¼ st

i;j � b:ut
i:
X

k 6¼margint
i

st
i;k

Such that: ut
i ¼

gaint
i

Ut
i

is the normalized utility. The variables ðUt
i ¼ maxk� tgaink

i Þ
correspond respectively to the maximum utility of SRCi at iteration t.

4.2 Simulation Results

For a number of SRCs varying from 2 to 8, we have checked by simulations
that Adist converges in a finite number of iterations to a pure Nash equilibrium.
We propose two solutions to reduce the number of requested connections denoted
by Conn to reach convergence. In the first one, we consider that the system is
stable if all the SRCs have a strategy with a probability equal to p (0 \ p \ 1).
In the second one, for a connection of duration D, the SRC’s learning process is
triggered each d ¼ q �D slot time ðq 2 ½0; 1�Þ:
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5 Conclusions

The article investigates the problem of sharing femto access for a file transfer
application. The competition between SRCs is modeled as a game considering
a fixed SPC’s bandwidth split. Simulations have shown that the Distributed
Learning Algorithm always converges to a pure Nash equilibrium using only local
information.
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Time Parallel Simulation and hv-Monotonicity

J. M. Fourneau, I. Kadi and F. Quessette

Abstract We show how we can make more efficient the time parallel simulation
of monotone systems adapting Nicol’s approach. We use the monotonicity of a
model related to the initial state of the simulation and we prove an algorithm
with fix-up computations which minimises the number of runs before we get a
consistent sample-path. We obtain proved upper or lower bounds of the sample-
path of the simulation and bounds of some estimates as well.

1 Introduction

Time Parallel Simulation (TPS in the following) is a powerful technique to conduct
parallel simulations but it can only be applied for some types of stochastic model
which exhibit strong properties (see [4] Chap. 6 and references therein). This tech-
nique partitions the simulation time horizon ½0; TÞ into K consecutive time intervals
which are simulated independently. Each processor is assigned to build one sample-
path of the system for one time interval. But the ending instant of one time segment is
the first instant of the next segment and the states of the sample-path at this particular
instants cannot be computed in general without building the sample-path. The effi-
ciency of TPS depends on our ability to guess the state of the system at the beginning
of the simulation intervals or to efficiently correct the guessed states to finally obtain a
consistent sample-path after a small number of trials. Several solutions have already
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been published: regeneration and efficient forecasting of some points of the sample-
path [5], parallel prefix computation [6], a guessed initial state followed up by some
fix-up computations when the first state has a weak influence on the sample-path [7].
Another approach consists in relaxing these assumptions to obtain an approximation
of the result [8]. We have proposed in [2] a new property of the model which can be
used to improve the efficiency of TPS: the input sequence-monotonicity. The sim-
ulation model is seen as a black box with one input sequence and an initial state,
which computes one output sequence. We define some orderings on the sequences.
A model is input sequence-monotone when it preserves the ordering: i.e. if two input
sequences are ordered, then the output sequences produced by the simulation with the
same initial state are also ordered. If this property holds, we have proposed a new
approach to compute a bound of the sample path with an improved version of TPS.
In performance evaluation or reliability studies, one must prove that the systems
satisfy some quality of service requirements. Thus it is sufficient to prove that the
upper bound (or lower bound, depending on the measure of interest) of the output
sequence satisfies the constraint. Here we present a new property related to mono-
tonicity of models (hv-monotonicity or monotonicity related to hidden variables or
initial state) and we apply it to TPS. Like in [2] we obtain a bound on the sample-path
and on the rewards. We show how we can build a sample-path for a bound of the exact
simulation using some simulated parts and ordering relations without some of the fix-
up phases proposed in [7]. Both monotonicity concepts are related to the stochastic
monotonicity [3]. Hv-monotonicity may also be seen as a formal version of the non
crossing property in [1]. The rest of the paper is as follows. In Sect. 2, we give a
detailed presentation of Nicol’s approach of TPS with fix-up computation phases.
Then in Sect. 3, we define the comparison of sequences and the hv-monotonicity and
we present the main theorem, the algorithm and some numerical results to illustrate
the effectiveness of the approach.

2 Time Parallel Simulation with Fix-Up Phases

Let us now detail Nicol’s approach [7]. In a first step, the interval ½0; TÞ is divided into
K equal intervals ½ti; tiþ1Þ:A point in the sample-path is a state and a time instant. Let
X(t) be the state at time t during the exact simulation obtained with a sequential
algorithm. The aim is to build X(t) from t in ½0;TÞ through an iterative distributed
algorithm. For the sake of simplicity, we assume that for all i, logical process LPi

simulates the i-th time interval. We denote as Yi
j ðtÞ the state of the system at time

t obtained during the j-th iteration of logical process LPi: We only know the initial
state of part 1 (i.e. the initial state of the simulation). During the first run, the other
initial states (say Yi

1ðtiÞ for the initial state of simulation at LPi) are chosen at random.
Simulations are ran in parallel. The ending states of each simulation (i.e. Yi

1ðtiþ1Þ) are
computed at the end of the time intervals. They are compared to the initial state we
have previously used (i.e. Yiþ1

1 ðtiþ1Þ). The equality of both states is a necessary
condition for consistency of the path. Otherwise one must conduct a new set of
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parallel simulations for the inconsistent parts using Yi
1ðtiþ1Þ as starting point

(i.e. Yiþ1
2 ðtiþ1Þ) of the next run on logical process LPiþ1: These new runs are per-

formed with the same sequence of random inputs. The simulations are ran until all the
parts are consistent. The number of rounds before the whole simulation is consistent
is smaller than the number of LP. It is clear that at the end of the first run, the
simulation performed at LP1 is consistent. Similarly by induction on i, at the end of
round i; LPi is consistent. It is the worst case we may obtain, and in that case the time
to perform the simulation in parallel is equivalent to the time in sequential. Note that
performing the simulation with the same input sequence may speed up the simulation
due to coupling. Suppose that we have stored the previous sample-paths computed by
LPi: Suppose now that for some t, we find that the new point Yi

kðtÞ is equal to a
formerly computed point Yi

mðtÞ:As the input sequence is the same for both runs, both
sample-paths have now merged and Yi

mðuÞ ¼ Yi
kðuÞ for all u� t: Thus, it is not

necessary to build the new sample-path. Such a phenomenon is defined as the cou-
pling of sample-paths. Note that it is not proved that the sample-paths couple and this
is not necessary for the proof of the TPS that it happens. Clearly, coupling allows to
reduce the number of rounds before the whole simulation becomes consistent. [hbtp]
Consider an example of TPS with one fix-up step in Fig. 1. During the first step, five
parts of the simulation are ran in parallel. Part 1 and Part 2 are consistent as the initial
point of LP2 is the final point of LP1 due to a correct guess. The other parts are not
consistent and the simulations are ran again with a speculative initialisation
(A instead of B for the second run of part 4 for instance) and the same random inputs to
obtain new sample-paths. The former sample-paths are compared to the new ones
and as soon that the simulations couple, they are stopped as simulations after cou-
pling will follow the same paths. If the simulations do not couple, we only keep the
new sample-path. At each step, the number of consistent sample-paths will increase.
The efficiency of the approach is defined as the number of runs to obtain a globally
consistent sample-path. In Fig. 1 the new runs are represented in dotted red lines and
we see that all the simulations couple during the first fix-up step. We assume that the
logical processes LPiði ¼ 1::K) perform simulations and exchange information with
a Master process which must check the consistency of the partial sample-paths. Thus
the simulation effort is distributed among K þ 1 processes.

Fig. 1 TPS, coupling and fixing the sample-path (left), Time for LP to be consistent TPS, 100
processes, tandem finite buffer network of 5 queues at heavy load (right)
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Algorithm LPi

1. k 0: Read in shared memory I(t) for all t in ½ti; tiþ1½.
2. Yi

1ðtiÞ  Random.
3. Loop

(a) k++.
(b) Perform run k of Simulation with Coupling on the time interval ½ti; tiþ1½ to

build Yi
kðtÞ using input sequence I(t).

(c) Send to the Master: the state Yi
kðtiþ1Þ.

(d) Receive from the Master: Consistent(i) and a new initial state U.
(e) If not Consistent(i) then Yi

kþ1ðtiÞ  U.

4. Until Consistent(i).
5. 8t 2 ½ti; tiþ1½;XðtÞ  Yi

kðtÞ and write X(t) in shared memory.

Algorithm Master

1. For all i Consistent(i)  False.
2. Consistent(0)  True ; LastConsistant  0 ; k 0.
3. Loop

(a) k++.
(b) For all i, if not Consistent(i) Receive from LPi the state Yi

kðtiþ1Þ.
(c) Y0

1 ðt1Þ  Y1
1 ðt1Þ; i LastConsistent.

(d) Loop

i. i++.
ii. If ðYi

kðtiÞ ¼ Yi�1
k ðtiÞÞ and Consistent(i-1) then Consistent(i)  True.

(e) Until (not Consistent(i)) or (i[K).
(f) LastConsistent  i� 1.
(g) For all i send to LPi, Consistent(i) and the state Yi�1

k ðtiÞ.

4. Until LastConsistent ¼ K.

The first logical process LP1 slightly differs for this general pseudo-code: Y1
1 ðt1Þ is

equal to Xðt1Þ the known initial state of the simulation.

3 Fast Parallel Computation of Bounds and Monotonicity

A simulation model [2] is defined as an operator on a sequence of parameters
(typically the initial state) and an input sequence (typically arrivals and service)
and produces an output sequence. Let M be a simulation model. We denote by
Mða; IÞ the output of model M when the parameter sequence is a and the input
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sequence I. As usual an operator is monotone iff its application on two comparable
sequences provides two output sequences which are also comparable.

Definition 1 Let I1 and I2 be two sequences with length n:IðmÞ is the mth element
of sequence I:I1 �p I2 if and only if I1ðtÞ� I2ðtÞ for all index t� n.

This order is interesting because it implies a comparison on the non negative
rewards computed on the output sequence. Many rewards such as moments and
tails of distribution are non negative. But various orders are possible.

Definition 2 [hv-monotone Model] Let M be a simulation model, M is
hv-monotone with respect to orderings �a and �b if and only if for all parameter
sets a and b such that a �a b then Mða; IÞ �b Mðb; IÞ for all input sequence I.

We now assume that the model is hv-monotone. We show how to modify the TPS
to converge faster on a bound of the sample-path. To speed up the computation we
change the rules about the consistency of the simulations performed by the logical
processes. We accept to compute a proved point-wise bound of the sample-path. We
now say that two parts are consistent if they are a proved bound of the sample-path
that we do not have computed. To illustrate the approach let us suppose that we want
to compute faster a lower bound of the sample-path. We modify the TPS as follows:
the simulation processes LPiði ¼ 1::KÞ are not modified but the Master process
performs a slightly different computation. The first assumption is, as before, that all
parts except the first one are marked as not consistent while the first one is consistent.
Suppose that at the end of round k, the points Yi

kðtiþ1Þ have been computed using
Yi

kðtiÞ as starting points. If Yi
kðtiþ1Þ ¼ Yiþ1

k ðtiþ1Þ and part i is consistent, mark part
iþ 1 as consistent. Furthermore if Yi

kðtiþ1Þ[ Yiþ1
k ðtiþ1Þ and part i is consistent, the

concatenation of the parts provide a sample-path of a lower bounding sequence.
Thus, we mark part iþ 1 as consistent. Two consecutive parts are consistent if the
first one is consistent and if the second one is a proved lower bound. Let us more
precisely describe the new version of the Master Process, we only report the inner
loop.

Lower Bounding sample-path

3.d Loop

i) i++;
ii) if (Yi

kðtiÞ ¼ Yi�1
k ðtiÞ) and Consistent(i-1) then Consistent(i)  True;

iii) elsif (Yi
kðtiÞ\Yi�1

k ðtiÞ) and Consistent(i-1) then Consistent(i) True;

3.e Until (not Consistent(i)) or (i[K);

In the original method [7], instruction 3.d..iii) of our approach is not included.

Theorem 1 Assume that the simulation model is hv-monotone, the new version of
the Master for the TPS algorithm makes the logical simulation processes build a
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point-wise lower bound of the sample-path faster than the original approach. Thus
the number of runs is smaller than K.

Proof By induction on the part number we prove that part i is a lower bound of the
exact sample-path. At the end of the first run the Master process computes the values
of Consistent(i) for all i. The first part is found consistent because it is exact. Now
suppose that at the end of run k � 1, we have found that part i� 1 is consistent and
part i is not. We perform a new run for parts i to K. Now part i begins with the ending
point of part i� 1 due to instruction 4.e.ii). Thus part i is found to be consistent
because it is the exact following of part i� 1:Note however that we only know that it
is a lower bound of the exact solution due to the induction. Now consider part iþ 1, if
condition 4.e.ii) holds, part iþ 1 is consistent due to the same argument. Furthermore
if condition 3.d..iii) holds, part iþ 1 starts in a state smaller than the ending state of
part i. Due to the hv-monotonicity, part iþ 1 will be point-wise smaller than a
simulation starting with the ending state of part i. As part i is exact or a lower bound of
the exact simulation, part iþ 1 is also a lower bound of the exact simulation due to the
transitivity of the ordering. h

For instance, Fig. 1 shows that after step 2, we have coupled and we have obtain
an exact solution. But at the end of step 1 we have obtained a proved lower bound
if the system is hv-monotone. Thus we can immediately stop the computation and
consider the sample-path after the first run. This sample-path is not an exact one
but it is a point-wise lower bound of the exact sample-path. The expectations of
non negative rewards on this sample-path are lower bounds of the exact expected
rewards. Note that the bound is proved while the approximations such as [8] are
not proved. Finally it must be remark that changing the initial state when the model
is not hv-monotone does not always result in a bound of the sample-path. Of
course we have also designed a method to compute upper bound (i.e. replace “[”

by “\” in instruction 4.e.iii) of the method. It is worthy tp remark that we do not
make any assumptions on the ordering on the states and typical ordering used in
the examples are partial orderings. Finally we present in the right part of Fig. 1 and
in both parts of Fig. 2 some experiments. We reports the number of runs for a
consistent simulation on 100 processes for a network of 5 finite queues in tandem.
Clearly, the bounds are computed much faster than the exact path.

Fig. 2 Tandem network, 5 nodes, Time to be consistent vs load (left), Distribution of the time to
be consistent on 100 processes, 1000 simulations, high load (right)
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A Prediction Based Mobility Extension
for eHIP Protocol
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Abstract By revealing of heterogeneous networks, importance of cooperation of
different technologies and mobility management became an important issue of
wireless and mobile networks. The idea of separation the role of IP addresses for
location and identification of a mobile node in the network has also increased its
importance. In this study, our motivation is to extend our previously proposed
handover management method (early update for host identity protocol (eHIP).
We propose to introduce the idea of simply employing movement prediction idea
to regular eHIP and so enhancing the handover latency.
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1 Introduction

Over last decades, there have been great advance in wireless and mobile
communications. The revealing of heterogeneous networks also increased the
importance of cooperation of different technologies. Mobility managements also
became an important issue of wireless and mobile networks. There are also new
contributions about mobility management by IETF [1] and IRTF [2] such as Host
Identity Protocol (HIP) to replace Mobile IP in terms of managing mobility [3].
The basic idea of HIP is based on the idea of separation the role of IP addresses for
location and identification of a mobile node in the network.

In this study, our motivation is to extend our previously proposed handover
management method that we named ‘‘eHIP [4]’’. We propose to introduce the idea
of simply employing movement prediction idea to regular eHIP and so enhancing
the handover latency.

2 Prediction Based Extension for Early Update (p-eHIP)

In order to run p-eHIP mode in an eHIP architecture, we assume that rendezvous
servers (RVS) have the network topology information considering the all other
rendezvous servers and access points in the network. According to this new design,
actually two modes of eHIP operates together according to the success of our
decision and update. Note that the operating responsibility of this new mode is on
rendezvous servers. If a RVS match the conditions for prediction then it completes
a decision based early update (p-EU) for the mobile node. When a mobile node
continues its movement and requests the regular early update initiation from its
current RVS, then RVS replies it with the information that it has been successfully
updated before its request base on movement prediction. If there is no prediction
based update or if the prediction is not successful, then RVS switches on to regular
early update mode and continues early update for the mobile node. Figure 1
represents the general process flowchart of p-eHIP extension.

We also propose that mobile nodes are responsible for sending their location
information in the network to their current RVS periodically. RVS keep these
location information tables for each mobile node to track the changes in its
movement. In order to apply this method, a decision method is needed. Whenever a
movement is detected due to the records that RVS keep for mobile nodes’ location,
our prediction calculation method is invoked. The movement of mobile node is
simply detected by any change on the location information of the mobile node.
Figure 2 shows the prediction method for p-EU decision in p-eHIP. L1, …, L5 show
the location information of mobile node and Prediction 1, …, Prediction 3 show the
prediction made for the mobile node’s next AP which is calculated according to
network topology information. A prediction for next AP and RVS can be made after
each location information. However, the decision of triggering an early update for
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this mobile node is made after iterative three identical results in order to avoid
unnecessary false updates for the mobile node. These early updates are made for each
prediction that satisfies the conditions and can be cancelled due to false predictions
or any timeout condition.

In order to improve the prediction based p-EU decisions, a method for
considering the velocity of a mobile node has been also figured on for p-eHIP.
The aim of this variation is to minimize the false or too early update decisions for
a MN. The proposed control mechanism in this variation is based on calculating
the average velocity of a mobile node from the beginning of its movement (path)
records and taking into account this average velocity and its distance to nearest
predicted AP.

Fig. 1 p-eHIP general
process flowchart

Fig. 2 Prediction method
according to location
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3 Simulation and Results

The methods for p-eHIP are developed on MATLAB [5] environment and numerical
results are obtained and analyzed. The results presented in this section are related to
the mobile node’s path and the networks topology chosen. The prediction and p-EU
decisions are done while considering that MN is sending its location information on
its each step/movement during its path as period (p). In this section, one of the sample
scenario is presented and analyzed for p-eHIP method.

In the following network topology and scenario, five different RVS2 and three
APs connected to each are located. As the period increases, the number of p-EU
decisions is reduced due to the process of p-eHIP. The number of true or false
predictions is determined by comparing the decisions to the requested AP by
mobile in EU message. Some numerical results of this scenario for both methods
of p-eHIP (classic and velocity based) are presented in Table 1.

The numerical results depend of the mobile node’s path and its average
velocity during this path. When the path of mobile node is drawn manually, the
velocity is not constant. It changes according to the mobile node’s step interval,
so mobile node can get over different distances for each unit time in the
simulation.

According to the results in Table 1, for p = 1, p-EU decisions are made
before all EU requests in both modes. An 86% true decision rate is obtained for
this period. As expected, number of total decisions reduced in p = 2 and p = 3.
The increase in the period means, the prediction for mobile node cannot be done
for each location information, so p-EU decisions’ interval is increased and RVS
cannot satisfy the conditions for p-EU decision before EU request. Nevertheless,
true decision rate is 100%, which means all predictions and decisions are true.
Especially for velocity mode, number of unnecessary updates and false decisions
significantly reduced as intended. Table 1 shows that 80% enhancement for
total number of decisions (updates) and 70% enhancement in number of false
decisions are obtained.

Table 1 Numericals results for Scenario 1

Mode Period Total p-EU
decisions

False True Number of
handoffs

Number of handoffs
without p-EU
decision

Classic 1 50 7 43 6 0
Classic 2 11 0 11 6 2
Classic 3 1 0 1 6 5
Velocity 1 9 3 6 6 0
Velocity 2 5 0 5 6 2
Velocity 3 1 0 1 6 5
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4 Conclusion

In this study, a prediction extension has been introduced for eHIP method. This
extension, aims to trigger the early update of a mobile node by investigating the
path during its mobility earlier than eHIP. The success of this method has been
examined with integration of this extension to eHIP method and successful
decisions made both with and without taking into account the mobile node’s speed.
Mostly about 60–80% enhancements on early update decisions have been
observed with this extension while considering the consistency of mobile node’s
movement in the network. As future work, we are studying on extending this
method by using other location positioning methods and integrating to eHIP
protocol to enhance the accuracy more.
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Performance Evaluation of a Multiuser
Interactive Networking System:
A Comparison of Modelling Methods

Tadeusz Czachórski, Krzysztof Grochla, Adam Jozefiok,
Tomasz Nycz and Ferhan Pekergin

Abstract The article presents a queueing model for performance evaluation of a
large database system at an assurance company. The system includes a server with
a database and a local area network with a number of terminals where the company
employees run applications that introduce documents or retrieve them from the
database. We discuss a model of clients activities. Measurements were collected
inside the working system: the phases at each users application performance were
identified and their duration was measured. The collected data are used to con-
struct a synthetic model of applications activities which is then applied to predict
the system behaviour in case of the growth of the number of users. We apply
simulation, Markov and diffusion models—their comparison, based on real data,
may better verify the utility of particular methods than usual academic examples.
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1 Introduction

The performance of large computer systems, serving thousands of users on daily
basis is crucial to many company activities. Network speed limitation and com-
puting power of the servers influence the response time, slowing down the work of
many employees and introducing large costs. The evaluation of such a system
should determine the performance bottleneck, localize and show to the adminis-
trators the parts of the system (e.g. networking devices or servers) which should be
replaced or improved. In this work we try to analyze a large networking system
providing access to database servers in one of the largest Polish insurance com-
panies. The goal of the work is to identify the time needed to entirely serve one
client during a session (this time is composed of multiple operations and multiple
data accesses) as a function of the number of active users.

The investigated computer network is built on the Microsoft Windows software
and called the Complex IT System (CITS). The whole system performs about 100
million of accountancy operations annually and about 40 billion calculations in
special data centres but we investigate only one its branch.

The system includes multiple database servers and a local area network with a
number of terminals running applications that introduce documents or retrieve
them from the database. Measurements were collected inside the working system:
the phases at each users application were identified and their duration was mea-
sured. The collected data are used to construct a synthetic model of applications
activities which is then applied to predict the system behaviour in case of the
growth of the number of users.

Typical activities of an interactive application are shown in Fig. 1. A user defines
data concerning a taxpayer to be found, sends a request for a defined document, and
processes it for a certain time. Next, after a break, demands the access to another
document concerning the same taxpayer—and this pattern repeats several times.
Then the user starts the same application concerning another taxpayer. Hence four
essential times are to be defined: time to download a payer, time to download a
document, time between downloading the documents and time between the end of
the service of one payer and beginning the treatment of the next one. The times and
the number of retrieved documents are random and their distribution depends on the
type of the application. Five types of applications, say A1; . . .;A5, were distinguished.
The total load of the system is a mixture of these five kinds of applications. Some
histograms of measured data are displayed in Figs. 2 and 3.

2 The System Model

The measurements indicated that the overhead given by the network and trans-
missions is negligible when compared with the times of retrieving the documents
in the database. Hence, the queueing model represents only the database server.
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As in the investigated configuration are 6 servers, each able to treat one demand at
a moment, we assumed 6 parallel service channels. This way the model of the
system was reduced to a kind of machine-repairman model dealing with a pool of
clients, see Fig. 4. Each application gives two types of clients: one representing the
retrieval of the main document on the taxpayer and the second type concerning the
downloads of consecutive documents related to it. In the whole set of applications,
we have ten types of customers. This model was investigated with the use of three

Fig. 1 Diagram of an application activities

Fig. 2 Application A1, distribution of the download time of a single payer—linear and
logarithmic scale
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methods: simulation, Markov chains and a mixture of diffusion approximation and
mean value analysis.

Simulation model was made with the use of OMNET++ software [1]. The
simulations were performed with histograms gathered for each of five types of
applications and then for the mix of them following their observed frequency.
Some simulation results are given below. Figure 5 presents the distribution den-
sities of the total session time (retrieval of all documents related to one payer) as a
function of the number of active stations (the model with only one type of
applications). The time of simulations was about 1.5 h for one curve.

Markov model. Measured distributions were approximated by exponential,
2nd and 3rd order Erlang distributions as well as 2nd and 3rd order Cox distri-
butions, the parameters of which were found by the method of least squares. The
minimum of the sum of squared residuals, a residual being the difference between
an observed value and the fitted value provided by a density function, Mathlab
LSQNONLIN, FMINCON functions were used. To assure global minimum, for
each minimization 1600 starting points were randomly chosen following uniform
distribution at ranges [0, 1], [0,10], [0,100], [0.1000], [0,10000], and [0,1E150].
In Figs. 2 and 3 we see exemplary results of this approximation (continuous line).
Then the hypothesis on the type of distributions was tested using v square and
k-Kolmogorov tests, e.g. [2]. In majority of cases (but not all) the positive results
were achieved, i.e. the hypothesis was not rejected with confidence level 95 %.

Fig. 3 Application A1, distribution of download time of documents—linear and logarithmic
scale

Source

Fig. 4 Queueing model of
the system
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This gave us a basis to construct the Markov chain. The equations were generated
and solved with the use of a special tool OLYMP [3] designed in IITiS PAN
enabling the solution of very large (up to a hundred of million states) Markov
chains. Because of states explosion we were obliged to limit the model to one type
of applications and to assume the random service (with probability proportional to
the number of customers of specified class) instead of FIFO queue. Even then, for
500 active terminals and for exponentially distributed service and sojourn times,
the number of states was 125 millions and the computations performed on a typical
workstation lasted about 12 h (one curve). We used a projection method based on
Krylov subspaces and Arnoldi procedure, e.g. [4]. Figure 6 presents the output of
the Markov model to be compared with simulations results in Fig. 5.

Diffusion model. Diffusion approximation is a classical method, proposed in
the present form in [5, 6] to model single GI/GI/1, GI/GI/1/N stations and their
networks and used frequently since then, e.g. [7, 8]. Here, we developed a mul-
tichannel model with finite multiclass population of customers to be conformed
with the model in Fig. 4. The method replaces the process N(t) (the number of
customers inside a station) by a continuous diffusion process X(t). The diffusion
equation

Fig. 5 Density of total time
for retrieval of all documents
related to one payer as a
function of the number of
active stations, application
A1, simulation

Fig. 6 Density of total time
for retrieval of all documents
related to one payer as a
function of the number of
active stations, application
A1, Markov model
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defines the conditional pdf f ðx; t; x0Þdx ¼ P½x�XðtÞ\xþ dxjXð0Þ ¼ x0� of XðtÞ
approximating the distribution of customers present in the queue, f ðn; t; n0Þ �
pðn; t; n0Þ.

In the diffusion model of the considered system we should take into account the
finite dimension of the source of customers and multiple service channels—the
both influence the diffusion parameters a; b and make them state-dependent.
To determine the input flows we use an iterative model based on the diffusion
model and the mean value analysis. The results are similar to those obtained with
the use of precedent models.

3 Conclusions

The article reports our attempts to capture the characteristics of client activities in
a large computer data base system and to construct a queueing model to predict the
system performance while the number of customers is growing. The results are
based on a simulation model, Markov and diffusion approximation models and
show a significant resemblance. We observe a small influence of approximations
made in Markov (exponential, Erlang or Cox distributions, random order of ser-
vice) and diffusion models (information on only two moments of time distribu-
tions, omission of the exact sequence of events) on the results. Diffusion
approximation, as it operates only on mean values and variances of measured time
distributions and is merging states seen by a Markov chain, demands considerably
less programming and computation effort than other methods. The proportions
of typical computation time for simulation, Markov and diffusion models were:
1.5 h/12 h/few seconds.
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Auction-Based Admission Control
for Self-Aware Networks

Georgia Sakellari, Timothy Leung and Erol Gelenbe

Abstract In the future, networks will be increasingly Quality-of-Service (QoS)
oriented, and admission control will play a vital role in ensuring that relevant QoS
requirements of flows are satisfactorily met. Recent research viewing the network
as a chargeable resource, associating a pricing mechanism for different types of
data, is also becoming increasingly prevalent. In this paper, we introduce the idea
of using auctions to coordinate the distributed admission control system for self-
aware networks we have developed in the past. The proposed system employs the
use of quota at each of the nodes in order to regulate congestion in the network.
The current level of quota at a node indicates the amount of additional burden the
node is permitted to introduce into the network through the acceptance of flows.
If a node does not have enough quota to admit an incoming flow, it can
request additional top-up quota whose allocation is controlled by an auctioning
mechanism.

G. Sakellari (&)
School of Computing, Information Technology and Engineering,
University of East London, London E16 2RD, UK
e-mail: g.sakellari@imperial.ac.uk; g.sakellari@uel.ac.uk

T. Leung
AESOP Group, Department of Computing, Imperial College London,
London SW7 2AZ, UK
e-mail: timothy.leung08@imperial.ac.uk

E. Gelenbe
ISN Group, Electrical & Electronic Engineering Department,
Imperial College London, London SW7 2BT, UK
e-mail: e.gelenbe@imperial.ac.uk

E. Gelenbe et al. (eds.), Computer and Information Sciences II,
DOI: 10.1007/978-1-4471-2155-8_28, � Springer-Verlag London Limited 2012

223



1 Introduction

Data transmission requests by QoS-oriented services, or flows, can be
parameterised by a set of QoS requirements and a source-destination pair. A
network will only be able to admit and satisfy a certain number of such flows
before resource and topology limitations of the network mean that flow QoS
requirements cannot be met. An admission control (AC) system governs the
admission of each flow given the current congestive state of the network and the
flow’s QoS requirements, such as required bandwidth, delay, jitter and packet loss.
AC systems can either be centralised or distributed; limitations of having a cen-
tralised system are such that it acts as a single point of failure and it bottlenecks the
system by limiting flow admission requests to the rate at which it can process
them. Distributed systems, on the other hand, base their decisions on limited
knowledge and might not be very accurate. Here, we propose a novel auction-
based, measurement-based admission control system that tries to overcome the
limitations of both a centralised and a completely distributed system. It uses a
quota system, derived from the burden of a flow on the network, which input nodes
use to restrict flow admission. Our scheme is implemented atop the Cognitive
Packet Network (CPN) [1–3], since it already employs a measurement-based
infrastructure, and atop the distributed AC algorithm presented in [4, 5], which is
also measurement-based and allows different users to have different and multiple
QoS criteria when entering the network.

This paper’s purpose is to provide a proof of concept of how auctions could
help improve the performance of the distributed AC presented in [4, 5]. We do not
elaborate on how to dynamically calculate quota in each machine. This is some-
thing that we are currently working on.

2 Our Proposed Algorithm

Our auction-based distributed admission control system employs the use of quota
at each of the nodes in order to regulate congestion in the network. The current
level of quota at a node indicates the amount of additional burden it is permitted to
introduce into the network through the acceptance of flows. If the distributed
admission control (DAC) algorithm described in [4, 5] decides that a new flow
requesting to enter the network can be accommodated without affecting the
existing flows of that node and the node has enough quota, then the flow will be
accepted. If the DAC decides a new flow can be accepted but the node does not
have enough quota, it can request additional top-up quota whose allocation is
controlled by an auctioning mechanism. An advantage of auction-based DAC is
that it is able to exercise a degree of coordination and control over the admission of
flows into the network only when the network’s available capacity becomes
scarce.

In order to be admitted, an incoming flow will follow these steps:
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1. Given that q is a measure of network burden, the flow is assigned a value of Dq;
which can be interpreted as the extra burden the additional flow will place on
the network. It can be computed through the probing process used by the DAC.
By also applying the DAC we can have an estimation on whether the network
can accommodate the new flow or not. If the flow cannot be accommodated in
the network, it will be rejected outright.

2. Each input node has pre-allocated quota and is permitted to grant immediate
entry to any flow for which it currently has sufficient available quota. If the
incoming flow is admitted, the amount of available quota at the input node is
decremented accordingly, and only when the flow frees up the connection is the
used quota restored. If, however, the input node has insufficient quota, the
admission request from the incoming flow is turned over to the auctioning
mechanism.

3. The auctioning mechanism allocates top-up quota, denoted by dq; to input
nodes in order to cover the difference between the amount required for the input
node to admit a flow and the amount that the input node has available. The
auctioning mechanism may be viewed as a reverse auction that will, over time,
receive decreasing bids for top-up quota from input nodes. Depending on the
auction algorithm, the auction will terminate with an appropriately low bid
being accepted and the amount of quota corresponding to that bid will be lent to
the input node that submitted the bid in order to accept a flow; the top-up quota
is to be returned when any connections terminate from that input node.

Many auction mechanisms can be used. The simplest one would be to have a
constant amount of time that the auctioneer waits for bids before awarding the
top-up quota to the lower bidder. The auction mechanism described in [6] can also
be used. The goal of the AC is to admit as many flows as possible as fast as
possible into the network, while satisfying all QoS requirements for admitted
flows. Quota at each input node governs how much autonomy the input node has
over flow admission and increases the speed at which the AC can make admission
decisions. Too low a level of quota at an input node will tend to increase the
likelihood of invoking the auctioning mechanism which acts as a centralised
admission control system by serialising admission requests, while a high level of
quota will reduce the rate of traffic directed towards the auctioning mechanism and
allow input nodes to admit flows that require a disproportionate amount of quota
by constituting a larger burden to the network than other flows vying for quota
awaiting admission at other input nodes.

The goal of the auctioning mechanism includes (i) to minimise top-up quota
expenditure and conserve its resources so it can continue to run auctions, and (ii) to
try to accept as many bids as possible and as soon as possible since each new bid
means rejecting or stalling the flow that submitted the previous bid. The balance
between these two goals can be pressurised by the amount of top-up quota the
auctioning mechanism has at its disposal. We are currently investigating algorithms
to allocate quota to both the input nodes and the auctioneer. In the experiments
conducted for this paper though, each input node has pre-allocated quota
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and is permitted to grant immediate entry to any flow for which it currently has
sufficient available quota. The quota values we have chosen are explained in Sect. 3.

3 Configuration of the Experiments

In order to evaluate our mechanisms we conducted our experiments on the real
testbed located at Imperial College London (same as in [4]). There are three sets of
experiments, with different amount of users constantly making requests to send
traffic; in the first set we had 5 users corresponding to 5 Source-Destination (S-D)
pairs, in the second we had 9 users, and finally in the third and more demanding set
of experiments, we had 17 users independently making requests to send traffic into
the network. We set a random waiting time W between requests, chosen to be
uniformly distributed in the range of [0,15] seconds. We set the probing rate at
40% of the user’s rate and the probing duration at 2 s. In our experiments all links
have 10 Mbits=s capacity and all users have the same QoS requirements: round-
trip delay� 50 ms and jitter� 2:5 ms. When a call is accepted, the source gener-
ates UDP traffic of 300 kbps constant bit rate that lasts for a duration which is
uniformly distributed in the range of values [10,200 s]. Also, we have introduced
constant background traffic of 3:2 Mbps. Each experiment lasts for 5 min (300 s)
and is conducted 5 times. The results presented here are the average values of
those runs. At a specific input node, in order to avoid having more than one users
requesting to enter the network at the same time each user request enters a queue
(‘‘request queue’’). In the centralised version there is one such queue and it is
located in the data collection point, so that all users from all input nodes will queue
there in order to enter the network.

Each set of experiments covers six cases: (i) The centralised AC, proposed in
[7] (CAC), (ii) The AC in each input node simply allows everybody to enter the
network (DAC-All), (iii) The DAC proposed in [4, 5] (DAC), (iv) The DAC is
enabled and the nodes are fully coordinated (DAC-Full) as explained in [4, 5], (v)
The DAC is enabled and the nodes are randomly coordinated (DAC-Rand) as in
[4, 5], and (vi) The DAC is enabled and our proposed auction mechanism controls
the admittance when a node does not have enough quota (DAC-Auction).

Each input node has pre-allocated quota and is permitted to grant immediate entry
to any flow for which it currently has sufficient available quota. Because all users in
our experiments have the same QoS criteria, the quota each user needs in order to be
accepted into the network depends on (equals) the duration they will occupy the
network for. Based on experimental trials we have decided that the total amount of
quota to be distributed among the source (input) nodes of the network is 5000. So, the
auction quota at each input node when we have 2 users is 2500, when we have 5 users
is 1000, and for 13 users making requests into the network the value drops to 385 per
input node. Also, the auction quota when we have 2 users is 7500, when we have
5 users is 3000, and for 13 users making requests into the network the auctioneer’s
quota is 1150. The auctioneer’s total quota also depends on the number of source
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nodes in the networks so that a source node will not be allocated more quota that it
can handle. Another way of assuring this will not happen is by having a maximum
amount of quota a node can have. As the auction mechanism is concerned, we have
chosen a basic auction where the auctioneer waits for a constant amount of time, in
this case 1 s, before deciding the winner.

4 Experimental Results

In order to evaluate the performance of our algorithm in each set of experiments,
four areas are covered. First, we measure the satisfaction of each user (see Fig. 1).
We consider the satisfaction of a user as the percentage of time, over the whole
lifetime of the user, where all the QoS requirements of that user are fulfilled. The
results presented here are the average values for all users in the network. Secondly
we measure the average time a user has to queue before being given a decision on
whether to enter the network or not (see Fig. 2). Finally we count the total number
of requests that were served during the duration of the experiments (see Fig. 3) and
how many of them were actually accepted (see Fig. 4).

Figure 2 reveals that the shortest average time the users have to wait until being
admitted is when no AC is used. This waiting time is close to zero but not zero,
since in the cases where multiple users request to enter the network at the same
input node there is still a queue at the input node. The longest waiting time is when
the CAC is used since all users queue at the central point. When we apply the
DAC, the time a user waits until being either admitted or rejected, is the shortest
between all the distributed versions. The co-ordination slightly increases the
waiting time due to the overhead caused by message exchanges. Finally, with the
auction-based scheme, the waiting time is comparable to the DAC, case except
when having 9 users in the network. In that scenario, the waiting time is quite high,
which is also reflected in the total number of requests in Fig. 3. This could be due
to the sub-optimality of the quota value.

Waiting for service affects the number of users that are actually accepted into
the network. Figure 3 shows that centrally controlled admission of users results in
small number of users served and accepted into the network, which was expected
based on the waiting times shown prior, while in all other cases the number of
requests served is more or less the same. The fact that in some cases less requests
were made when all users were accepted (DAC-all) is due to the randomness in the
generation of the requests.

In practice, the centralised algorithm offers greater user satisfaction but fewer
users (see Fig. 1 and 4). The satisfaction of the DAC is lower probably, because
multiple probes are present in the network and each input node has limited
information, making the estimation of the algorithm less accurate. The use of
coordination does not improve the DAC algorithm since it introduces the
exchanging of messages which make the estimations less accurate. By allowing
the DAC mechanism to work while the network traffic is low and serialising
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Fig. 2 Average time a user
waits in the ‘‘request queue’’
before being served

Fig. 1 Average satisfaction
of the users

Fig. 3 Average number of
requests
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the admission mechanism when the network is close to congestion through the use
of an auction process, we are able to achieve satisfaction rates close to the ones of
the centralised AC but with considerably more users accepted into the network.

5 Conclusions

This paper constitutes a proof-of-concept that combines the advantages of both the
distribution and centralised admission control systems, by way of an admission
control system that implements an auction mechanism. Our future work will
concentrate on how to calculate the quota and how to allocate these quota to the
various input nodes and to the auction mechanism, in a way that reflects the
congestive state of the network and the additional burden that nodes are permitted
to inflict on the network.
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Complexity Reduction for Multi-hop
Network End-to-End Delay Minimization

Mustafa Gurcan, Irina Ma, Hadhrami Ab Ghani
and Zhenfeng He

Abstract A new receiver scheme is developed to reduce the end-to-end delay in
the ad hoc networks without increasing the energy required. The proposed Pulse
Amplitude Modulation–Minimum Mean Square Error (PAM–MMSE) receiver
reduces the granularity of the discrete bit values compared to the current multi-
code Code-Division Multiple Access (CDMA) network, increasing transmission
data rate in an ad hoc network without reducing the network lifetime

Keywords Complexity � Two-group allocation � Iterative energy calculation

1 Introduction

Minimizing the end-to-end delay [1] over a selected routing path in any wireless
ad hoc network is the key to increase the overall transmission rates. A multi-code
transmission model is considered for this purpose in this paper. The current multi-
code transmission technique employs quadrature amplitude modulation (QAM) [2]
and uses equal rate and equal energy (EREE) allocation calculated from the worst
signal to interference plus noise ratio (SINR) channel. An equal rate iterative
energy algorithm is proposed in [3] to improve the performance and reduce noise
and interference but suffers residue energy problem.
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A two-group allocation scheme has been proposed to improve system
throughput by using the remaining residue energy to load some channels with the
next adjacent discrete bit rate with QAM [1]. It has been proved in [4] that PAM
may achieve the same capacity as QAM if the total number of channels
KPAM ¼ 2KQAM . However, a PAM incorporated two-group allocation design may
provide more discrete values and thus, a higher transmission rate. Unlike real
valued WBE codes [5], the complex Grassmannian codes [6] is used as it elimi-
nates real-valued cross correlations between codes for PAM. Due to the use of
complex-valued signature sequence, the two-group allocation used with QAM
cannot be applied directly, and the PAM–CCC method is proposed in [4].
This method suffers from a high computational complexity which decreases the
network lifetime. Therefore, a PAM–MMSE receiver is proposed to achieve
complexity reduction. A general two-group loading model with QAM is first
briefly described in the next section.

2 QAM System with Two-Group Allocation

Iterative energy adjustment for achieving target SNRs [3] reduces the wasted
SINR but produces residue energy. This residue energy may be minimized by
loading two groups of channels at two adjacent discrete bit rates, bp and bpþ1, to
improve the total bit rate as RT ¼ ðK � mÞbp þ mbpþ1 bits per symbol for K code

channels. The lower bit rate bp is computed by satisfying maxp
PK

k¼1 Ek;Imax

� �
�ET

for an equal bit rate bp per channel. The number m is found by minimizing the

residue energy Eres such that minm Eres ¼ ET �
PK

k¼1 Ek;Imax

� �
� 0 for a bit rate

bpþ1 targetted in channel k ¼ 1; . . .;m and a bit rate bp elsewhere, where

m ¼ 0; . . .;K � 1. The energy is updated with Ek;iþ1ðrkÞ ¼ c�

1þc�ðqH
k C�1

i qkÞ�1 from

i ¼ 1; . . .; Imax for k ¼ 1; . . .;K, where q1; ; q3K½ � ¼ Qe are the receiver signature
sequences, qKþ1; . . .; q3K

� �
are the receiver signature sequences for the ISI

components, eA is the diagonal amplitude matrix, r2 is the noise variance and

C ¼ Qe
eAQH

e þ 2r2INþ2a is the covariance matrix. The MMSE despreading

coefficient is wk ¼ C�1qk

qH
k C�1

i qk
. The next section describes the PAM–CCC scheme.

3 PAM–CCC

For PAM, the number of channels is doubled, K ¼ KPAM ¼ 2KQAM , to have the same
capacity as that of QAM, with the discrete bit values of bp ¼ bp;PAM ¼ 1

2bp;QAM .
With CCC, complex-valued signature sequences are employed, where the complex-

valued concatenated received matrix is Rcc ¼ 1ffiffi
2
p RT R�ð ÞT
� �T

is a 2ðN þ 2aÞ
�NðxÞ dimensional matrix. The corresponding despreading filter sequence wk;cc is
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extended with length 2ðN þ 2aÞ. Similarly, the signature sequence matrix and noise
matrix is concatenated such that:

Rcc ¼
1ffiffiffi
2
p R

R�

� �
	 1ffiffiffi

2
p Qe

Q�e

� �
eA eX þ N

N�

� �	 

¼ Qcc

eA eX þ Ncc ð1Þ

Symbols can be estimated by using bxk ¼ Re wH
k;ccrcc

� �
and the output SINR of the

coded channel k is:

ck ¼
Ek Re wH

k;ccqk;cc

� �� �2

P3K
j¼1;j6¼k Ej Re wH

k;ccqj;cc

� �� �2
þr2ReðwH

k;ccwk;ccÞ
ð2Þ

where Ej ¼ Ej�K for j [ K and c�ðbpÞ ¼ 22bp � 1 with bp as the set of discrete bit
values having index of p. The energy is iteratively calculated as:

Ek;iþ1 ¼
c�k
P3K

j¼1;j6¼k EjðRe wH
k;ccqj;cc

� �
Þ2 þ r2ReðwH

k;ccwk;ccÞ
� �

Re wH
k;ccqk;cc

� �� �2 ð3Þ

with the despreading filter coefficient vector wk;cc defined as:

wk;cc ¼
C�1qk;cc

qH
k;ccC�1qk;cc

k ¼ 1; 2; . . .;K ð4Þ

where C ¼ QccA2QH
cc þ 2r2I2ðNþ2aÞ is the covariance matrix.

To achieve RT ¼ ðK � mÞbp þ mbpþ1 bits per symbol, the two-group loading
method described in Sect. 2 is run with the energy equation given in (3).

3.1 Complexity of PAM–CCC

An n� n matrix inversion using Guass-Jordan elimination has a complexity of
Oðn3Þ. Therefore solving a 2N � 2N- dimensional complex-valued inverse matrix

C�1 has a complexity of 4Oðð2NÞ3Þ in each iteration. Taking the average number
of p and m iterations, the overall complexity will be Imax � ½ðPþ KÞ=2��
4Oðð2NÞ3Þ. Alternatively, a computationally lower PAM–MMSE scheme is pro-
posed and presented in the next section.

4 PAM–MMSE

Due to the high complexity in the PAM–CCC scheme, a new PAM–MMSE
receiver is introduced which does not require received matrix to be concatenated.
With only real value operations, the complex despreading filter coefficient wk is
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calculated using a real-valued stacked despreading coefficient vector we;k such that
wk can be reconstructed using:

wk ¼ wk;r þ jwk;i ¼ we;k;1; . . .;we;k;N

� �Tþ we;k;Nþ1; . . .;we;k;2N

� �T ð5Þ

The stacked despreading coefficient vector can be calculated by:

we;k ¼ vT
� ��1

pk ð6Þ

where v ¼ v11 v12

v21 v22

� �
is a 2ðN þ 2aÞ � 2ðN þ 2aÞ dimensional matrix con-

taining 4 real-valued ðN þ 2aÞ � ðN þ 2aÞ dimensional submatrices defined as
follows:

v11 ¼ Re QeA2QH
e

� �
þ Re QeA2QT

e

� �
þ 2r2I

v12 ¼ Im QeA2QH
e

� �
þ Im QeA2QT

e

� �

v21 ¼ �Im QeA2QH
e

� �
þ Im QeA2QT

e

� �

v22 ¼ Re QeA2QH
e

� �
� Re QeA2QT

e

� �
þ 2r2I

ð7Þ

and the 2N-length real-valued vector pk ¼ ½2
ffiffiffiffiffi
Ek
p

Re qkð ÞT 2
ffiffiffiffiffi
Ek
p

Im qkð ÞT �T :
With the despreading coefficient vector wk, the theoretical output SINR of the

kth coded channel can be calculated:

ck ¼
Ek Re wH

k qk

� �� �2

P3K
j¼1;j 6¼k Ej Re wH

k qj

� �� �2þr2ReðwH
k wkÞ

ð8Þ

and the energy can be iteratively updated with:

Ek;iþ1 ¼
c�k
P3K

j¼1;j6¼k EjðRe wH
k qj

� �
Þ2 þ r2ReðwH

k wkÞ
� �

Re wH
k qk

� �� �2 ð9Þ

The changes in the PAM–MMSE algorithms are based on the original algorithms
described for the QAM scheme. The input parameters for Qe remains unchanged
while the set of bp is halved. With the above energy equation, the two-group
loading scheme to realize RT ¼ ðK � mÞbp þ mbpþ1 bits per symbol is run using
the method described in Sect. 2.

4.1 Complexity

With only real value operations, the complexity of the PAM–MMSE is lower
than one from PAM–CCC. Without considering ISI effects, the v matrix has
a dimension of 2N � 2N. Using Gauss-Jordan elimination, the number of
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multiplications is Oðð2NÞ3Þ, four times less than the complexity achieved in the
PAM–CCC scheme.

5 Performance Evaluation

This section compares the proposed PAM–MMSE receiver scheme against other
QAM and PAM receiver designs. Using the vehicular A model model [2], and
assuming channel impulse response is known in the transmitter, the simulations
are performed with a spreading factor N ¼ 16, chip rate 1=Tc ¼ 3:84Mcps, noise
variance per dimension r2 ¼ N0=2 where N0 ¼ �174dBm=Hz: The number of

channels and discrete bit value for QAM is KQAM ¼ 15 and fbp;QAMg6
p¼1 ¼

f0:5; 1; 1:5; 2; 3; 4g; while PAM has K ¼ 2KQAM ¼ 30 and bp;PAM ¼ 1
2 bp;QAM ¼

f0:25; 0:5; 0:75; 1; 1:5; 2g.
Although the theoretical capacity are the same for both the QAM and PAM

with KQAM and KPAM channels, the PAM incorporating the two-group allocation
have more discrete values, giving a 3–5% increase in system performance for both
PAM–MMSE and PAM–CCC receivers compared to the equivalent QAM
system(Fig. 1a). The FLOPs (Floating Point Operations) in Fig. 1b further con-
firms the complexity of PAM–MMSE receiver scheme is four times less than
PAM–CCC as discussed in this section.

6 Conclusion

This paper confirms that PAM may achieve higher capactiy than the equivalent
QAM modulation scheme. It further verifies that the proposed PAM–MMSE
receiver scheme have four time less computational complexity compared to the
existing PAM–CCC receiver scheme, yet achieving the same capacity.
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7 Appendix

This appendix shows the derivation of the proposed PAM–MMSE receiver. As real
PAM symbols transmitted, only real components of the decision variable are con-
sidered when calculating the mean square error (MSE). The despreading filter coef-
ficient vector, wk is designed to minimize the MSE in each coded channel k. Noting
that the noise vector and its conjugate are not correlated and the expectation of
any correlated noise is r2:Further consider that Eðx�kxkÞ ¼ 1 and Eðx�kRÞ ¼

ffiffiffiffiffi
Ek
p

qk.
The Mean Square Error (MSE) in each coded channel k is written as:

MSEk ¼ E xk � Re wH
k R

� �

 

2
� �

¼ E xk �
1
2

wH
k Rþ wT

k R�
� �










2

 !

¼ E x�kxk þ
1
4

wH
k Rþ wT

k R�
� �

RHwk þ RT w�k
� �	

� 1
2

xk wkRH þ w�kRT
� �

þ1
2

x�k RwH
k þ R�wT

k

� �


¼ 1þ 1
4

wH
k QA2QH þ N0I
� �

wk

�
þwT

k Q�A2QH
� �

wk þ wH
k QA2QT
� �

w�k

þ wT
k Q�A2QT þ N0I
� �

w�k
�
�

ffiffiffiffiffi
Ek

p
wH

k qk þ wT
k q�k

� �
ð10Þ

By breaking down the despreading filter coefficient vector into its real and
imaginary components:wk ¼ wk;r þ jwk;i; oMSEk=owk;r and oMSEk=owk;i can be
acquired:

oMSEk

owk;r
¼ 1

2
wH

k QA2QH þ N0I
� �

þ wT
k Q�A2QH
� �

þ wH
k QA2QT
� �

þ wT
k Q�A2QT þ N0I
� �

� 2
ffiffiffiffiffi
Ek

p
Re qkð ÞT ð11Þ

oMSEk

owk;i
¼ 1

2
wH

k QA2QH þ N0I
� �

þ wT
k Q�A2QH
� �

� wH
k QA2QT
� �

� wT
k Q�A2QT þ N0I
� �

� 2
ffiffiffiffiffi
Ek

p
Im qkð Þ

T ð12Þ

Setting oMSEk=owk;r and oMSEk=owk;i to be equal to 0, they can be simplified as:

2
ffiffiffiffiffi
Ek

p
Re qkð ÞT¼ wk;r

� �T
Re QA2QH
� ��

þ Re QA2QT
� �

þ 2r2I
�

þ wk;i

� �T
Im QA2QH
� ��

þ Im QA2QT
� ��

ð13Þ

2
ffiffiffiffiffi
Ek

p
Im qkð ÞT ¼ wk;r

� �T � Im QA2QH
� ��

þ Im QA2QT
� ��

þ wk;i

� �T
Re QA2QH
� ��

� Re QA2QT
� �

þ 2r2I
�

ð14Þ

The solutions of the despreading coefficient vector, wk is solved by rewriting (13)
and (14) into matrix and vector components as shown in Sect. 5.
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Abstract We focus on circuit switching optical networks and on repetitive multicast
demands whose source and destinations are à priori known by an operator. He may
have corresponding trees ‘‘ready to be allocated’’ and adapt his network infrastruc-
ture according to these transmissions. This adjustment consists in setting branching
routers in the selected nodes of a predefined tree. The branching nodes are opto-
electronic nodes which are able to duplicate data and retransmit it in several direc-
tions. We are interested in the choice of nodes of a multicast tree where the limited
number of branching routers should be located to minimize the amount of required
bandwidth. After formally stating the problem we solve it by proposing a polynomial
algorithm whose optimality we prove. We perform computations for different
methods of the tree construction and conclude by giving dimensioning guidelines.
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1 Introduction

Optical networks have become a dominant technology in modern networks cov-
ering large areas. They face a growing demand on the part of service providers.
New offered services are more complex than the simple connectivity service
assured traditionally by network operators. Providers sell services like storage and
computation together with connectivity service. To meet the demands of their
customers, they have to purchase a guaranteed connectivity service at network
operators. At the same time, operators can deal with numerous service providers.
They are interested in using their network resources the most efficiently and in this
way minimize the cost of a prospective extension of their infrastructure.

We studied the mechanisms to execute distributed applications in an optical
mesh network in the context of the CARRIOCAS project [1, 8]. Unlike a cus-
tomary approach applied in Grids, this project went into the study of the coexis-
tence of distributed applications in a network whose operator should make
financial profit. Routers which are able to duplicate data and send it in several
directions allow an operator to lower the bandwidth amount necessary to construct
a multicast tree. On the other hand, these branching nodes (BrNs) are more
expensive and more energy consuming than the transparent ones. The realistic
assumption is thus that only a subset of routers is equipped with the duplicating
functionality. In [4] we studied the tree construction to any multicast with mini-
mization of the used bandwidth and a limited number of BrNs.

Our study mentioned above inspired us to explore certain special cases of
multicasts. A network operator can know in advance recurrent multicast trans-
missions. Being aware of frequent demands for identical multicasts an operator
may have corresponding trees ‘‘ready to be allocated’’ and adapt his network
infrastructure according to these recurrent transmissions. This adjustment may
consist in setting available BrNs in the selected nodes of the predefined tree.
We are interested in the choice of nodes of a tree where the BrNs should be located
in order to minimize the amount of required bandwidth. This approach allows an
operator to make his network more efficient without any additional cost.

In Sect. 2 our problem and its solution properties are stated. Next, we propose
an algorithm to solve our problem, compute its complexity, and prove that it is
optimal. Our problem is evidenced to be polynomial. Section 4 presents the
results. Finally, we give the conclusions and outline further work.

2 Optimization Problem and Properties of its Solution

An optical network is modelled by a directed connected symmetrical graph
G ¼ ðV;EÞ. A multicast request is a pair � ¼ ðe;RÞ, where e 2 V is a source and
R � V is a set of destinations. We suppose that all requests which we deal with can
be transmitted in the network as a set of unicasts [2]. Therefore, we do not have to
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make precise the amount of data to transfer. For a given � we first determine its
tree, A� ¼ ðVA� ;EA�Þ. This tree is a subgraph of G rooted in e, whose leaves are in
R and whose arcs are directed from the root towards the leaves. We note DA� the
branching nodes in A�;DA� � VA� ; jDA� j � k.

We determine the choice of BrNs to minimize the bandwidth consumption.
We adopt as a metric of the bandwidth used by a multicast a total number of arcs
which construct its tree taking into account the fact that an arc may transport the
same data more than once. We start by determining the situations in which � is
satisfied by a set of paths in the multicast tree, SðDA�Þ:

• every node of R is the final extremity of exactly one path in SðDA�Þ,
• every node of DA� is the final extremity of at most one path in SðDA�Þ,
• the origin of a path in SðDA�Þ is either e or a node of DA� ; in the latter case, the

node of DA� is also the final extremity of a path in SðDA�Þ,
• any node of a 2 DA� is in a path p 2 SðDA�Þ only if it is the final extremity or the

origin of p.

The metric loadA� is thus defined as a sum of lengths of all paths in SðDA�Þ.

Definition 1 Diffusing Nodes in Multicast Tree Problem (DNMTP) Data: a directed
connected symmetrical graph G ¼ ðV ;EÞ, a multicast � ¼ ðe;RÞ, a rooted tree
corresponding to this multicast A�, and a natural number k. Goal: Find
DA� ; jDA� j � k so that loadA� is minimal.

We now focus on a given multicast � and we omit the subscript � in the formulæ
for their clarity. We study properties of the solution induced by a set D of branching
nodes, SðDÞ. For any u, u 2 VA in A we define Au as a sub-tree of A rooted in u.
A set Du is a set of BrNs in tree AuðDu � DÞ. A set Ru is a set of destinations in tree
AuðRu � RÞ � au is the arc connecting Au from the remainder of A. We propose:

Definition 2 Let D be a set of vertices in A and u be a vertex in A. The path
number pnðuÞ is a number of paths in a solution SðDÞ spanned on A which pass
through u or which terminate in u. The window of the solution SðDÞ on arc au is an
triplet ðb; d; loadÞ where b is its path number pnðuÞ; d ¼ jDuj and load represents
the load of SðDÞ in Au.

The proofs of the following lemmas et properties can be found in [7].

Lemma 1 Let D be a set of vertices in A. Let u be a node having one child u1 of A.
The window on arc au is equal to

ð1; d þ 1; load þ 1Þ if u 2 D
ðbþ 1; d; load þ bþ 1Þ if u 62 D and u 2 R
ðb; d; load þ bÞ if u 62 D and u 62 R

8
<

: ð1Þ

where the window on arc au1 is ðb; d; loadÞ.

Lemma 2 Let u be a node of A having ‘ children u1; ; u‘. The window on arc au is
equal to
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ð1; 1þ
P‘

i di;
P‘

i loadi þ 1Þ if u 2 D
ð1þ

P‘
i bi;

P‘
i di;

P‘
i loadi þ bþ 1Þ if u 62 D and u 2 R

P‘
i bi;

� P‘
i di;

P‘
i loadi þ b

�
if u 62 D and u 62 R

8
><

>:
ð2Þ

where the window on arc aui is ðbi; di; loadiÞ for any i; 1� i� ‘.

Definition 3 Let D and D0 be two subsets of vertices in A. Let v be a vertex.
SðDÞ �v SðD0Þ if and only if the following three conditions are simultaneously
satisfied: (i) b� b0; ðiiÞ d� d0; ðiiiÞ load� load0 where the window of the solution
SðDÞðresp: SðD0ÞÞ on arc av is (b, d, load) (resp. ðb0; d0; load0Þ).

Property 1 Let u be a vertex in A. Let D and D0 be two subsets of vertices
in A such that SðDÞ �u SðD0Þ. Then the solution induced by D00 where D00 ¼
ðD0 n D0uÞ [ Du satisfies: SðD00Þ �v SðD0Þ for all nodes v not in Au.

Definition 4 Let u be a vertex in A. Let D be a subset of vertices in A. D is sub-
optimal for Au if and only if for any D0 which is a subset of vertices in A such that
d ¼ d0 and b ¼ b0, we have load� load0 where the window of the solution
SðDÞðresp: SðD0ÞÞ on arc au is ðb; d; loadÞ (resp. ðb0; d0; load0Þ).

Property 2 Let u be a vertex of A having ‘ children u1; . . .; u‘. Let D be a subset of
vertices in A. If D is sub-optimal for node u, then D is also sub-optimal for node ui,
for any integer i; 1� i� ‘.

3 Algorithm, its Complexity and Optimality

Our algorithm is based on the dynamic approach. For any u; u 2 VA in A we define
Au as a sub-tree of A rooted in u. We also define two parameters of u in A. The
height hðuÞ is a distance between u and e in A, hmax ¼ maxu2V hðuÞ. We remind
that pnðuÞ is a number of paths in SðDAÞ spanned on A which pass through u or
which terminate in u (if u is a BrN then pnðuÞ ¼ 1).

The idea of our algorithm is to compute for any u; u 2 VðAÞ, some sub-optimal
sets D of BrNs for Au where the window of SðDÞ on arc au is ðb; d; loadÞ. One set
D is constructed for any value b; 1� b� jRuj, any value d; 0� d� k. As the reader
might already guess, a sub-optimal set D for the root e gives a solution to our
problem. We want therefore to find these sets starting from the leaves and ending
up in the root of A. As u may be or may not be a BrN, we have to know how to
compute the two sets for both the cases.

As u may not be equipped with the branching property, the minimal load of the
sub-optimal set for it should be stored in the matrix MðuÞ whose rows are indexed
by pnðuÞ and whose columns are indexed by the number of BrNs deployed in Au.
As u may become a BrN, the minimal load of the sub-optimal set can be stored in a
line vector LðuÞ because pnðuÞ ¼ 1 in this case.

In a nutshell: Mi;jðuÞ ¼ a 6¼ 0 (LiðuÞ ¼ a 6¼ 0, resp.) iff a sub-optimal set
D exists in Au having its window on arc au equal to ðj; i; aÞ (resp. to ð1; i; aÞ).
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The destinations u, which are leaves of A, have ‘‘unitary’’ matrix and vector
attributed: M1;0ðuÞ ¼ 1, L1ðuÞ ¼ 1 and all other elements are zero.

Our algorithm attributes to each u its MðuÞ and LðuÞ starting from the leaves
whose height is H ¼ hmax and performing the bottom-up scheme with H ¼ H � 1
until the root is reached. The attribution of MðuÞ and LðuÞ to u is realised by the
procedure Mat_Vec_Filling. It takes u and its corresponding sub-tree as data.
Intuitively, this is a modified breadth-first search in which one arbitrarily chosen
successor, treated first, computes its matrix and vector (the First_Succ_Mat_Vec
procedure) in a different way from its brothers (the Others_Succ_Mat_Vec
procedure).

First_Succ_Mat_Vec operates on a node u and one of its successors v for
which MðvÞ and LðvÞ are already known as Mat_Vec_Filling follows a bottom-up
approach. The main idea is based on the observation that the weight of the mul-
ticast tree in Av [ fug is equal to the multicast weight in Av incremented by the
weight of reaching u which is itself equal to pnðuÞ. This procedure computes the
formulæ deduced from Lemma 1 and Property 1 (see [7] for details).

Others_Succ_Mat_Vec operates on a node u and its successors w different
from v which has already been examined in First_Succ_Mat_Vec. It leads from
the fact that this time the weight of the multicast tree in Av [ Av [ fug is equal to
the sum of the multicast weights in Av [ fug and in Aw with the BrNs deployed in
both Av [ fug and Aw. This procedure computes the formulæ deduced from
Lemma 2 and Property 2 (see [7] for details).

Theorem 1 The optimal set of BrNs is obtained by the configuration associated to

mini:1� i� kLiðeÞ. Its complexity is Oðk2jRj2jVAjÞ. (see [7] for details).

4 Numerical Results

Our algorithm determines the optimal localizations for k BrNs in a multicast tree
which has already been created for a multicast � ¼ ðe;RÞ. We selected two heu-
ristic methods of construction of trees. The first one establishes a shortest path
(ShP) between e and each r 2 R. The corresponding multicast tree AShP

� is a union
of these shortest paths. The second method, which is based on the solution of the
Steiner tree problem (StT) proposed in [6], gives AStT

� tree. To generate a 200-node
graph of we apply the Waxman model [9] of BRITE [3]. We estimate with the 5%
precision at a ¼ 0:05 the average weight of tree.

To perceive the impact of BrNs on the tree weight we perform the computations
with four nodes placed by our algorithm, and without them. In Fig. 1 we observe
that the weight reduction obtained for ShP with the BrNs is significant. The
improvement obtained by the introduction of BrNs into the trees built with StT
(Fig. 2) is even more substantial. These two figures exhibit that ShP generates
trees whose weight is less than those generated by StT.

We now fix the number of destinations to 20 and we estimate the weights of
trees obtained with ShP and StT algorithms in function of the number of BrNs.
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Figures 3 and 4 also show the average weight of ShP and StT trees estimated with
the absence of BrNs. In accordance with the comment made above in the context
of the absence of BrNs, ShP trees are almost twice as good as StT ones.
The introduction of three BrNs reduces the weight of AShP

� by about 20% (Fig. 3).
The influence of the BrNs on the reduction of the tree weight in the StT case is
striking (Fig. 4): an improvement of almost 60% until almost 75%.

5 Conclusions and Further Work

We studied an infrastructural design of an optical meshed network with a circuit
switching routing. This problem was stated within the context of services based on
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multicast transmission. It concerns multicasts whose source and destinations are à
priori known and its solution determines the localizations of BrNs.

After formally stating the problem we proposed an algorithm to solve it.
We proved its optimality and found its complexity which is polynomial.
We computed a gain in terms of the used bandwidth compared with multicast trees
without branching nodes. Generally speaking, we found ShP more efficient in
finding a multicast tree than StT. It is not excluded, however, that a more precise
StT algorithm [5] may give better results.

We plan to continue this work to determine a specific solution in particular
graphs (e.g. bounded treewidth). We also consider pursuing our work on optimal
multicast deployment by studying the Steiner problem in certain oriented graphs.
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FLIP-CPM: A Parallel Community
Detection Method

Enrico Gregori, Luciano Lenzini, Simone Mainardi
and Chiara Orsini

Abstract Uncovering the underlying community structure of networks modelling
real-world complex systems is essential way to gain insight both into their structure and
their functional organization. Of all the definitions of community proposed by
researchers, we focused on the k-clique community definition as we believe it best
catches the characteristics of many real networks. Currently, extracting k-clique
communities using the methods available in the literature requires a formidable amount
of computational load and memory resources. In this paper we propose a new parallel
method that has proved its capability in extracting k-clique communities efficiently and
effectively from some real-world complex networks for which these communities had
never been detected before. This innovative method is much less resource intensive
than Clique Percolation Method and experimental results show it is always at least an
order of magnitude faster. In addition, tests run on parallel architectures show a
noticeable speedup factor, in some cases linear with the number of cores.

1 Introduction

The automatic discovery of network communities provides an insight into the
mesoscale structure of real-world complex networks, which are far too large to
be made sense of manually, even with the help of visualization techniques. There
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have been numerous definitions of community in the literature including k-clique
communities [6], which are fine-grained and tightly connected. Unfortunately,
their extraction requires a substantial amount of memory and computational load
for large-scale complex networks. The first technique for extracting k-clique
communities, called Clique Percolation Method (CPM), was proposed in 2005 by
Palla et al. [6]. CPM can be broadly partitioned into the following three phases.
The first consists in extracting all the maximal cliques of the input graph. Since the
number of maximal cliques is exponential with the number of nodes in the graph, it
is unlikely to find an algorithm with provably good execution times with reference
to the number of nodes. An exhaustive review of these algorithms can be found for
example in [1, Sect. 5]. The second phase of CPM consists in building up a clique-
clique overlap matrix, which was proposed by Everett in 1998 [3] as a tool for
describing and analysing the amount of overlap between cliques. In the third phase
CPM extracts k-clique communities by carrying out a component analysis of
binary matrices obtained from the clique-clique overlap matrix. Unfortunately
CPM does not scale in terms of space required and computational time. The first
step toward the enhancement of CPM was made in 2008 by Kumpula et al. [5]
with the Sequential Clique Percolation method (SCP). SCP was designed for
discovering communities with a given k. However, as also highlighted by the
authors, since it generates and processes cliques rather than maximal cliques, it
is extremely slow on graphs with medium-large cliques (e.g. with more than
10 nodes). To the best of our knowledge, no software tool has so far been able to
extract k-clique communities from the global Internet topology at the Autonomous
System1 (AS) level of abstraction, which is the main topic of our research activ-
ities. This encouraged us to design and develop an innovative parallel method
capable of alleviating CPM drawbacks (i.e. space requirements and execution
time). In Sect. 2 we illustrate this method, which processes the clique-clique
overlap matrix in chunks of configurable size and in parallel analyses the overlap
by exploiting a multi-processor computing architecture, which nowadays is
available almost everywhere (e.g. laptops and standard desktops). We present
experimental results in Sect. 3 and discuss conclusions and future work in Sect. 4.

2 Fast Lightweight Parallel CPM

To improve CPM performance, we developed an optimized parallel version of the
method, named Fast LIghtweight Parallel Clique Percolation Method (FLIP-
CPM), which relies upon: (a) a new technique, called incremental Gk connected
components; and (b) a sliding window mechanism which enables parallelization.

1 A connected group of one or more IP prefixes run by one or more network operators that has a
single and clearly defined routing policy.
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While (a) is designed to strongly reduce memory requirements associated with the
size of the clique-clique overlap matrix, (b) is designed to reduce the execution
time. At first, FLIP-CPM extracts all the . maximal cliques from the input graph
G. Then, for each j between 3 and jmax; it creates an initial set consisting of nk

singletons, one for each maximal clique with size greater than or equal to j ðjmax

is the size of a maximum clique). At this point FLIP-CPM slides the window, starting
from the beginning down to the end of the clique-clique matrix and for each new
window, it performs parallel operations described in paragraph (b) hereafter.

(a) Incremental Gk Connected Components. Assuming that, for each k, the binary
matrix is an adjacency matrix of a graph Gk; k-clique communities are
equivalent to the connected components of Gk; which in turn correspond to the

k-clique connected components of G. The graph Gk is made up of
Pkmax

i¼k li ¼ nk

nodes, where lk is the number of maximal cliques with size k in G. However,
our goal is not to have a complete topology of Gk: In fact, although such a
topology can tell a lot more about the interactions between cliques, in order to
extract k-clique communities, the connected components of Gk are sufficient.
Maintaining these (runtime growing) connected components can be easily
classified as partially dynamic problems on undirected graphs [2, Chap. 8].
This problem may be efficiently addressed with the use of the so called set
union data structures [2, Chap. 5]. These data structures enable us to maintain a
collection of disjoint sets under an intermixed sequence of union and find
operations, starting from a collection of singleton sets Union(h,i) combines the
two sets h and i into a new set. Find(j) returns the set containing element j.
A detailed analysis of set union algorithms together with their worst-case
execution time can be found in [7]. The technique we have designed, called
incremental Gk connected components, is outlined below. For each of the nk

2

� �

possible combinations of maximal cliques, overlap is computed. Whenever at
least ðk � 1Þ nodes are found to be shared between a pair of maximal cliques,
the corresponding nodes in Gk, let them be u and v, are checked via two find
operations: U  Find(u) and V  Find(v). If U = V, nodes are already
connected and hence the overlap for another pair can be immediately pro-
cessed. If U 6¼V, nodes are in two separate components that have to be merged
with a Union(U,V) before analysing the next pair of maximal cliques. With the
technique described above, space complexity has a linear dependence, i.e. OðlÞ,
on the number of maximal cliques, rather than quadratic as in CPM where the
clique-clique overlap matrix is used.

(b) Sliding Window and Parallelization. The basic idea behind the new method we
designed is to process the clique-clique overlap matrix (here in after referred to
simply as matrix) in parallel, in chunks of configurable size, through a sliding
window on the matrix itself. The sliding window enables multiple threads to
process the matrix as if it were in memory in its entirely, while actually only a
chunk physically resides in memory. Let W be the size, in bytes, of the window.
If w bytes are used for each element in the matrix, then the maximum number
of elements that can be placed in the window is g ¼ bW=wc, constant and
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known a priori. Furthermore, if s is the index of the first row in the window,
there is a way to also compute, a priori, the index e s.t. the maximum number
of consecutive rows can fit in the window; i.e. the rows with indices i s.t.
i 2 ½s; e�: In fact, the range [s,e] varies according to the position of the sliding
window on the matrix. Assuming that the window is slid across the upper
triangular part, excluding the diagonal, of the l� l matrix; if the rows have
indices between 0 and ðl� 1Þ; we can solve the following equation:

Xj¼x

j¼s

ðl� ðjþ 1ÞÞ ¼ g: ð1Þ

After some straightforward algebra, taking into account that
Pi¼r

i¼1 i ¼ rðr þ 1Þ2�1

for each positive integer r, we can rewrite the (1) as � x2

2 þ x l� 3
2

� �
þ ðs� 1Þ

s�2lþ2
2

� �
¼ g; finding it has two solutions for x: x1 ¼ 2l�3

2 � 1
2

ffiffiffiffi
D
p

and x2 ¼ 2l�3
2

þ 1
2

ffiffiffiffi
D
p

;where D ¼ ð2s� 2lþ 1Þ2 � 8g: It can be verified that (1) always has at least
one real solution (i.e. D� 0) if the following constraints hold: (a) l� 2 because
the problem only makes sense only if the number of maximal cliques is greater
than 1; (b) g� l� 1 because the window must be sized to contain, at least, the
largest row, i.e. the one with index 0; (c) 0� s� l� 1 since the starting index
must be one of the possible indices of the matrix. So, assuming that the first row
in the window has index s, the index e can be computed by solving (1) and
considering, in order, the following cases: (i) if x1 ¼ l� 2 and x2 ¼ l� 1; e ¼
x2 ¼ l� 1; (ii) else if x1� 0; e ¼ bx1c; (iii) else, i.e. x1\0; e ¼ l� 1 because all
the rest of the matrix can be placed in the window. That said, it is easy to design
an API that implements the following functions: (i) Slide(s) that, given s as
input, computes and returns e; and (ii) Read(i,j) and Write(i,j,value) which
provide read/write access to the elements with indices i,j s.t. i 2 ½s; e� and
i\j� l� 1: Such elements can easily be located in memory by adding the offset

w
Ph¼i

h¼s l� ðhþ 1Þ½ � þ j� i� 1
� �

to the first address of the window.

Chunks are processed by two pools of threads. First, a pool TB ¼ fs0; . . .; sb�1g
of b threads computes overlap values and writes them through the API discussed in
the previous paragraph. Each thread is assigned a subset of rows in [s,e] to process.
That is, for each thread st 2 TB; the subset consists of all the rows i in [s,e] s.t.
t ¼ iðmod bÞ: Since the subsets are disjoint, there is no need for any mechanism to
ensure that write operations are carried out in mutual exclusion. Furthermore, the
previous round-robin like row assignment, although very simple, ensures that most
likely multiple threads perform an almost equal number of operations if maximal
cliques are ordered by decreasing (increasing) size. When each thread in TB has
finished processing its own rows, another pool TC ¼ fs0; . . .; sc�1g of kmax � 2 ¼ c
threads reads every row with index in ½s; e� and keeps the connected components
of c graphs G3;G4; . . .;Gkmax updated accordingly, using the incremental Gk

connected components technique previously described. That is, each thread st 2 TC
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is responsible for the incremental Gtþ3 connected components. Once again, mutual
exclusion mechanisms have been avoided.

3 Experimental Results

In this section we show the experimental results obtained by running a C
implementation of FLIP-CPM and CFinder [6], a free closed-source implemen-
tation of CPM. They have been run both on a standard personal computer, the
iMac2 and on a 4 CPUs (24 cores) server machine, the Dell.3

In Table 1 we summarize some characteristics of the input graphs. Specifically,
n, m and l are the number of nodes, the number of edges and the number of
maximal cliques respectively. l ¼ l�1

P
k k � lk is the average maximal clique size

and r2 ¼ l�1
P

k lkðk � lÞ2 the variance. Finally, q is the density of the clique-
clique overlap matrix, i.e. the ratio between the number of elements with a value
greater than zero and the total number of elements. Figure 1a shows the compu-
tation time experienced by running both FLIP-CPM and CPM on the iMac. Several
small Internet Exchange Point (IXP) induced subgraphs were used as inputs.
In fact they are the only IXP-induced subgraphs on which CFinder has enough
memory to complete its execution. It was not possible to run it on the other graphs
as the square of their number of maximal cliques is much larger than the amount of
memory available on the iMac. The new method was always at least one order of
magnitude faster.

Figure 1b shows the computation time experienced by running FLIP-CPM on
the Dell, with an exponentially growing number of threads. Two large graphs were
used as inputs. The dashed line in the figures represents the ideal case where
doubling the number of threads implies halving the execution time (i.e. a speedup
linear with the number of threads). With a number of threads less than or equal to
eight, the new method achieves the best performance: in this range, the execution
time decreases exponentially with the number of threads. When the number of
threads becomes greater than or equal to sixteen, the speedup becomes less sig-
nificant. FLIP-CPM seems to work well also on graphs much larger than the ones
used in the previous paragraphs when running time analyses and comparisons.
For example, an analysis of the k-clique communities of the Internet at the AS
level, recently published in [4], has been carried out using FLIP-CPM. Moreover,
we have been able to execute it on the Enron email network and the Condense
Matter collaboration network in a few minutes.

2 (2x) Intel E7600 CPU @ 3.06 GHz; (4x) 2 GB RAM modules @ 1067 MHz; Mac OS X 10.6.4
operating system, Darwin 10.4.0 kernel
3 (4x) Intel E7540 CPU @ 2 GHz; (16x) 4 GB RAM modules @ 1067 MHz; GNU/Linux
operating system; Linux 2.6.35.22 kernel
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4 Conclusions and Future Work

In this paper we tackled the problem of extracting k-clique communities from real-
world complex networks. We have described Fast LIghtweight Parallel Clique
Percolation Method (FLIP-CPM), which greatly reduces the memory required for
the extraction of communities, through the use of special data structures that have
a linear (rather than quadratic) dependence on the number of maximal cliques. The
new method also reduces the execution time by exploiting a parallel computing
architecture. With far fewer stringent requirements in terms of memory, the new
method is shown to be experimentally able to extract, for the first time, k-clique
communities also from the Internet AS-level topology graph. FLIP-CPM is highly
effective and, even when run on standard hardware architectures, it turns out to be
at least one order of magnitude faster than CPM. The effectiveness is confirmed by
the speedup, in a multi-processor environment, which in several cases, proves to
be linear with the number of cores. The efficiency can be boosted by parallelizing
the algorithm which keeps the incremental connected components updated at
runtime. We plan to carry out this parallelization as part of our future work.

Table 1 Graphs properties

n m l l r2 q

Internet 35,390 152,233 2,747,484 22.64 20.54 0.976
AMS-IX 322 13,434 752,108 22.20 9.55 1
LINX 345 14,188 384,494 23.01 11.29 1
NL-IX 224 2,619 4,127 11.09 5.89 0.976
MSK-IX 293 4,225 1,593 12.36 9.42 0.994
SwissIX 116 1,110 669 8.62 2.46 0.993
MIX-IT 76 861 714 8.32 2.50 0.939
KleyReX 119 932 332 8.08 5.63 0.968

(a) (b)

Fig. 1 Computation times experienced by running FLIP-CPM and CPM on our iMac using some
small graphs as inputs (a) and computation time versus number of threads on AMS-IX and LINX,
respectively (b)
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Furthermore the analysis of more and more dense and large complex systems, such
as Wikipedia or Facebook networks, is very well under-way in order to test the
capability of FLIP-CPM on networks of this scale.
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G-Network Modelling Based Abnormal
Pathway Detection in Gene Regulatory
Networks

Haseong Kim, Rengul Atalay and Erol Gelenbe

Abstract Gene expression centered gene regulatory networks studies can provide
insight into the dynamics of pathway activities that depend on changes in their
environmental conditions. Thus we propose a new pathway analysis approach
to detect differentially behaving pathways in abnormal conditions based on
G-network theory. Using this approach gene regulatory network model parameters
are estimated from normal and abnormal samples using optimization techniques
with corresponding constraints. We show that in a ‘‘p53 network’’ application, the
proposed method effectively detects anomalous activated/inactivated pathways
related with MDM2, ATM/ATR and RB1 genes, which could not be observed
from previous analyses of gene regulatory network normal and abnormal
behaviour.

1 Introduction

One of the fundamental problems of biology is to understand complex gene reg-
ulatory networks (GRNs), and various mathematical and statistical models have
been introduced for inference from GRNs [1]. Based on such networks, over-
represented biological processes or pathways of a group of genes are identified by
mapping them onto the gene ontology (GO) terms or regulatory structures [2].
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These pathway analyses provide the annotations and functional insight of the
group of genes which are usually determined by conventional statistical tests such
as the t-test. However, these differentially expressed gene (DEG) derived analyses
are limited in detecting defective pathways since they only observe the amount of
expression of a gene itself rather than considering the flows of expression signals
that communicate with neighboring genes.

Here we aim to detect the abnormal pathways of GRNs by modelling them
using G-Networks [3] which is a probabilistic model of a system with special
agents such as positive and negative customers, signals and triggers. In contrast
to normal queuing networks, the negative customers of G-Networks describe
the inhibitory effects of GRNs [4, 5]. G-networks have a product form solution
which enables us to handle the dynamics of complex GRNs without heavy
computation times. The parameters of the modelled GRN are inferred from
normal samples with the assumed transition probabilities of gene expression
signals. Then the transition probabilities of abnormal conditioned samples are
estimated by minimizing the difference between the observed and predicted
steady-state probabilities with constraints. Finally, permutation tests are per-
formed to determine the statistical significance of the estimated transition
probabilities.

2 G-Networks for Gene Regulatory Networks

Following [4] consider the notion of a ‘‘packet’’ that contains the gene expression
signals, and a network node that represents a gene consisting of a queue where its
packets are stored and a server where the packets’ fates are determined. Let kþi and
k�i be the positive and negative packet input rates to the ith node, respectively.
li is the packet firing rate (service rate) of the ith node. Furthermore we
define x ¼ fx1; :::; xng a non-negative integer n-vector with xþi ¼ fx1; :::; xi þ
1; :::; xng; x�i ¼ fx1; :::; xi � 1; :::; xng; and xþ�ij ¼ fx1; :::; xi þ 1; xj � 1; :::; xng:
Let pþij and p�ij be the transition probabilities for packet motion from the ith node to
the jth node as a positive and a negative packet, respectively. Note that a negative
packet has the effect of disappearing after it destroys one packet of the target
node, or it disappears also if it does not find a positive packet to destroy.
Lastly, di denotes the probability that a packet leaves the system so thatPn

j¼1ðpþij þ p�ij Þ þ di ¼ 1:
Consider now a random process XðtÞ ¼ fX1ðtÞ; :::;XnðtÞg where XiðtÞ is an

integer-valued random variable representing the number of packets in the ith node
at time t� 0: If Pr(x,t) is the probability that X(t) takes the value x at time t, then
the G-network equations are:
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Prðx; t þ DtÞ ¼
Xn

i¼1

�
ðkþi Dt þ oðDtÞÞPrðx�i ; tÞIðxi [ 0Þ þ ðk�i Dt þ oðDtÞÞPrðxþi ; tÞ

þ
Xn

j¼1

n
ðpþij liDt þ oðDÞÞPrðxþ�ij ; tÞIðxj [ 0Þ

þ ðp�ij liDt þ oðDÞÞPrðxþþij ; tÞ þ ðp�ij liDt þ oðDÞÞPrðxþi ; tÞIðxj ¼ 0Þ

þ
Xn

l¼1

�
ðpijlliDt þ oðDtÞÞPrðxþþ�ijl ; tÞ þ ðpjilljDt þ oðDtÞÞPrðxþþ�ijl ; tÞ

�
Iðxl [ 0Þ

o

þ ðdiliDt þ oðDtÞÞPrðxþi ; tÞ þ ð1� ðkþi þ k�i þ liÞDt þ oðDtÞÞPrðx; tÞ
�

ð1Þ

where I(C) is 1 if C is true and 0 otherwise, and oðDtÞ ! 0 as Dt! 0: The
complete equilibrium solution of (1) was given in [4]. Let qi be the steady-state
probability that the ith gene is activated:

qi ¼ min 1;
kþi þ Kþi

li þ k�i þ K�i

� �
ð2Þ

with

Kþi ¼
Xn

j¼1

qjljp
þ
ji þ

Xn

j;l¼1;l 6¼j

qjqlljpjli and K�i ¼
Xn

j¼1

qjljp
�
ji þ

Xn

j;l¼1;l 6¼j

qlllplij

then the steady-state probability that there are xi packets of ith node in each of the
n cells is:

lim
t!1

PrðX1 ¼ x1; :::;Xi ¼ xi; :::;Xn; tÞ ¼ Pn
i¼1qxi

i ð1� qiÞ ð3Þ

3 Abnormal Edge Detection

The packets in the G-network represent latent objects containing the gene
expression signal, and we assume that the number of packets is proportional to the
mRNA expression levels which are actually observable data. We also assume that
the mRNA levels are observations of the steady-state. Therefore the steady-state
probability that there is at least one mRNA of ith gene is qi ¼ ai

aiþ1 from (3) if we

denote by ai the average mRNA level (average queue length) of ith gene, also
given by ai ¼ qi=ð1� qiÞ:

To determine the G-network parameters under normal conditions we use (2)
where there are four sets of unknown parameters pji ¼ fpþji ; p�ji ; qjli; qlijg; kþi ; k�i ;
and li: We initially set pji ¼ 1=ðnout

j þ 1Þ where nout
j is the out-degree of gene

j. We set the packet output rate li based on the values of kþi and k�i which are
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kþi ¼ 0:0062 sec�1 and k�i ¼ 0:002 sec�1 [6], with li ¼ c � nout
i where c is a scaling

constant. From (2) we have qi ¼ fiðkþi ; k�i ; lijqj; pjiÞ where q ¼ ðq1; ::; qnÞ: Then

c can be found by minimizing the following equation given the initial values of kþi
and k�i ;

~c ¼ arg minc

X

i

ðqi � fiðcjq; pji; k
þ
i ; k

�
i ÞÞ

2 ð4Þ

Once each li is determined, we can find the optimal positive input rate kþi which

minimizes ðqi � fiðkþi jq; pji; ~li; k
�
i ÞÞ

2 for each gene with the initial value k�i and a

constraint 0� ~kþi � li þ k�i þ K�i � Kþi : Then we determine ~k�i which produces
exactly the same values of qi:

3.1 Transition Probabilities in Abnormal Conditions

In an abnormal condition, let q0i be the steady-state probability that ith gene is
activated and p0ji be a packet transition probability from the ith gene to jth gene in
the same condition. If there are k unknown p0ji for ith gene, then we will denote
them by a vector pki: For the detection of the abnormally behaving pathways, pki

needs to be estimated given the input (~kþi and ~k�i ) and output (~li) rates found in
normal conditions. pki can be determined by minimizing the following sqaured
error with two constraints, 0� ~p0ji and

P
i ~p0ji� 1;

~p0ki ¼ arg min
p
ðhÞ
ki

ðq0i � fiðpðhÞki jq0j; ~k
þ
i ;

~k�i ; ~liÞÞ2 ð5Þ

where p
ðhÞ
k is the hth hypothesis in the constrained parameter space. Our algorithm

searches for the optimal solution iteratively with different initial starting values to
reduce the possibility of remaining in a local minimum.

3.2 Permutation Test for the Estimated Transition Probabilities

When the estimated ~p0ij differs from its initially assumed value pij; it is necessary to
determine if the difference is statistically significant. The null hypothesis of this
test will be ~p0ij ¼ pij: To proceed with the test the set of samples is shuffled at
random and divided into normal and abnormal groups with the same sample size of
the original group. Then the proposed method is applied in the same way as the

original data. Let M be the number of permutations and ~pðmÞij be the estimated
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transition probability of the mth permutation. Then we can compute the emperical
p-value of the ~p0ij as follows,

p�value of ~p0ij ¼
1
M

PM
m¼1 Iðp0ij� ~pðmÞij Þ if p0ij [ pij

1
M

PM
m¼1 Iðp0ij� ~pðmÞij Þ if p0ij� pij

(

where I(C) is the indicator function. Thus if the p-value is less than a2 then the null
hypothesis is rejected. In our study, a2 ¼ 0:1:

4 The p53 Pathway

In order to evaluate our approach using experimental data, we selected the p53
pathway which is a well studied system in human cells whose most important
feature is tumor suppression when DNA is damaged. The regulatory structure of
the p53 pathway with 30 genes was constructed on the basis of the KEGG data-
base, and we also downloaded two microarray mRNA expression datasets from
GEO. The first dataset (GSE12941) consists of 10 non-tumor liver tissue and 10
hepatocellular carcinoma (HCC) samples. The second (GSE6222) is a dataset for
the study of liver cancer progression in HCC. In this dataset, we use 2 normal and
10 HCC samples. Before applying the proposed method, the data was normalized
and scaled with mean 3 so that the average number of mRNAs of a gene without
its interactions in a single cell are assumed to be approximately 3, while the
variance was scaled to 1. The gene input and output rates are assumed to be
0:0062 sec�1 and 0:002 sec�1 from [6] so that 0:0062=0:002 � 3:

Figure 1 shows the average expression levels of genes in each dataset, and the
corresponding p-values of t-tests which detect DEGs. The two datasets share nine
significant DEGs with 0.05 significance level while GSE12941 has four more
DEGs. This similarity can be confirmed by observing their expression patterns in
Fig. 1.However interpreting the DEGs even when we know their regulatory
structure is yet another challenge. Figure 2 shows the results from our proposed
method. Despite the apparent lack of significance of p53 and MDM2 in the t-test,
the p53-MDM feedback loop was clearly activated in cancer samples in both
datasets. In [7], the p53-MDM2 feedback loop appears to produce oscillatory
expression patterns. Thus in terms of the system dynamics, the activation of two
pathways between p53 and MDM2 in our result might be more appropriate than
the activation of only one pathway from MDM2 to p53. One of the significant
pathways in both datasets is TP53-IGFBP3-IGF1 [8]. Also our method properly
detects two pathways, ATM-CHEK2-TP53 and ATR-CHEK1-TP53 as expected
from [9] in both datasets, which cannot be detected merely by observing the
p-values of the DEG test.
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5 Discussion

We have proposed a new approach for detecting abnormal pathways in GRNs
based on G-network modelling. This method provides an effective way to describe
the flows of gene expression signals including negative or inhibitory effects on
gene expression. Using some experimental data, we show that one advantage
of our approach is that it can detect abnormal information flows in the dynamics of
gene pathways. Thanks to existing G-network theory, the model uses a compu-
tationally tractable steady-state analysis and therefore does not require a large
number of samples from time-dependent data. Moreover the analytic solution
provided by G-network theory offers the possibility that our approach may be
extended to very large-scale GRN systems.

In order to exploit this analytical tool, our work shows that a successful
application of this method requires that the model be started with a reliable prior
network structure based on real experimental data, or carefully calibrated GRN
information. Though our intial experimental evaluation appears quite positive,
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Fig. 1 Average mRNA expression levels of genes in two datasets, GSE12941 (top) and
GSE6222 (middle). The p-values of the t-tests are shown in the bottom panel where the y-axis
represents negative natural logarithms of the p-values. Note that multiple testing corrections are
not applied in these i-tests
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further experimental studies will be needed to validate the proposed approach and
apply it to attain biological meaningful and clinically useful results.
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discussions.
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DeDALO: A Framework for Distributed
Systems Dependencies Discovery
and Analysis

Emiliano Casalicchio, Antonello Paoletti and Salvatore Tucci

1 Introduction

The welfare of our daily life depends, even more, on the correct functioning of
complex distributed applications. Moreover, new paradigms such as Service ori-
ented computing and Cloud computing encourage the design of application real-
ized coupling services running on different nodes of the same data center or
distributed in a geographic fashion. Dependencies discovery and analysis (DDA) is
core for the identification of critical and strategical assets an application depends
on, and it is valid support to risk and impact analysis [1].

The goal of this research, framed in the context of the MOTIA1 project, is to
define methodologies and metrics to quantitatively and qualitatively evaluate
service level dependencies in critical distributed systems.

In literature there is a pletora of network monitoring tools, working at layer 2
and 3, that offer discovery dependencies features and that allow to building a
dependency map of the observed system (an updated list could be found here[2]).
On the contrary few works concentrate their attention on application level DDA
[3–9]. Often, DDA is used as a tool for distributed application management and
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typically gives a qualitative picture of system dependencies. At the best of our
knowledge there are no examples of works oriented to application level depen-
dency quantification that is, no indicators has been defined to quantify how much
two services are dependent.

This paper briefly describe DeDALO, the DEpendency Discovery and AnaLisys
using Online traffic measurement framework we have designed and implemented.

2 The DeDALO Framework

The architecture of the DeDALO framework is sketched in Fig. 1. DDA is realized
through four main steps (implemented by related software modules): Traffic
acquisition, Flow identification, Flow sequencing and Dependency analysis. In the
following we give a brief description of each phase and therefore we concentrate
our attention on Flow Identification and Dependency Analysis.

Traffic acquisition. In this phase DeDALO accesses a network interface card or a
PCAP file to extract an IP packet and to convert it in a manageable data structure.
The DeDALO observation system, inspired to existing works, has been imple-
mented using an agent-based architecture, deploying several agents to observe and
acquire the system activities. To implement the network traffic collection module
we use the libpcap library.
Flow identification. As second step, DeDALO works on the extracted packet
trying to match it with a suitable group of packets (flow) according to its header.
Each flow is an instance of an access, performed by a client node to obtain a
service from a server node.
Flow sequencing. For any starting flow, DeDALO matches it with all ended flows,
originated by the same client node, saving the corresponding interarrival time. For
any couple of flows, DeDALO keeps a frequency distribution which counts the
occurrencies of a given time.
Dependancy analysis. In this phase DeDALO analizes all distributions to evaluate
a possible dependency between the observed flows, applying an inference engine
to all samples. The result of this analysis is a qualitative evaluation of depen-
dencies (let say Yes/No/Maybe). The analysis phase is completed by the evalua-
tion of a dependency metric we propose and that measures the intensity of a
dependency. As result DeDALO builds a wheighted graph with the flows repre-
sented as vertex and the dependencies as weighted edges.

2.1 Flow Identification and Sequencing

We define data flow Fi a continuos sequence of information exchanged by two
nodes. A service Si consists of specific software components, running on a net-
worked node, and providing its functionalities though the network.
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Each data flow considers a tuple composed by the two end-point nodes and the
time interval in which they exchanged data. The end-points are called origin and
destination, identifying the source of the request and the element offering the
service. Two data flows, let say Fi;j and Fi;k; originated by the same node i, towards
two different destinations (j and k), may occur in a sequence interleaved by an
interarrival time ki;j;k: It is possible to study the correlation between the two data
flows by analyzing the distribution of ki;j;k:

The assumption made by DeDALO is that the relation of dependency between
two services Sj and Sk is a condition related to a systematic and sequential use of
both services inside a common application context (of course, this assumption
impose some limitation we will discuss later on). If a sequence of data flow
(representing service accesses) is repeatly spaced by similar interarrival time, than
we assume that the two flows (and by consequence, the two services) are bound by
a dependency relation. For example, if data exchanged through the first flow Fi;j,
toward Sj; are vital to the origin end-point i to successfully access Sk; access
identified by Fi;k: Therefore Sj and Sk are dependent, as well as the application/
service Si; Sj and Sk:

A common example is the domain name resolution process (very simplified
here). The sequence of a DNS flow and a HTTP flow analyzed from the vantage
point of a node running a web browser is likely to be found many times, because
the node will need to know the HTTP server IP address, querying the DNS. If the
DNS is unavailable the HTTP server will be not reachable and, even if it is
properly working, the client will perceive a denial of service.

DeDALO’s goal is to retrieve couples of IP services bound by a dependency
relation. It carries on the analysis by fetching every IP packet exchanged between
an origin and two or more destination services. The algorithm considers only
packets headers and timings, discarding the payload.

DeDALO identifies a data flow by aggregating packets with same connection
information (IP address, TCP ports, protocol) saving the timing of first and last
packet of each flow, in order to identify the interarrival time. It’s important to point

Fig. 1 Phases of the
DeDALO framework
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out that all timing information are coherent, as they are referred to packets orig-
inated by the same node, and there’s no need for synchronization.

As a new data flow Fi;j is identified, DeDALO tries to correlate it with all flows
Fi;� previously originated by the same node. Each of these flows is coupled with
Fi;j; by calculating the interarrival time between it and Fi;j; meaning that a
sequence between two data flows has been detected with a given interarrival time.
When two flows are correlated, we’re also correlating the nodes which are
responsible for the offered services. For each couple of flows (and nodes) is
computed the interarrival time frequency distribution, counting the occurencies of
timing samples. The distribution represents the frequency with which one or more
client nodes access two services subsequently. Any distribution can have different
shapes and can be characterized by a specific mean, standard deviation and
sparseness.

2.2 Dependency Discovery Model

DeDALO uses all interarrival time frequency distributions to identify a depen-
dency between the corresponding services. It looks for one or more interarrival
times with a frequency higher than a given dependancy threshold d.

To build our discovery model we considering that only data flows Fi;j and Fi;k

with an interarrival time ki;j;k � 3 s are considered to contribute to possible
dependencies. The distribution of interarrival time is computed binning observed
interarrival times with a granularity of 10�2 s. Therefore, being lf the average
value for interarrival time frequency and rf its standard deviation, we compute the
dependency threshold as d ¼ lf þ a � rf ; where 1:96� a� 3; for example in [5]
the authors use a ¼ 3:

If one or more interarrival time show a frequency higher than the dependency
threshold, than such interarrival time value are evidence of a systematic behavior
that is likely to represent a dependency.

3 Concluding Remarks

The main lessons learned from the design and implementation of DeDALO are the
followings. First, there is a set of limitation to draw a map of service level
dependencies in a network regardless its extension. Such limitation can be clas-
sified as structural factors (e.g. switched networks) and encoding factors
(e.g. packet encryption). Second, a dependency model is strictly related to the
observation points used, and therefore it is influenced by the policy used to deploy
agents.
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A Content-Based Social Network Study
of Evliyâ Çelebi’s Seyahatnâme-Bitlis
Section

Ceyhun Karbeyaz, Ethem F. Can, Fazli Can and Mehmet Kalpakli

Abstract Evliyâ Çelebi, an Ottoman writer, scholar and world traveler, visited
most of the territories and also some of the neighboring countries of the Ottoman
Empire in the seventeenth century. He took notes about his trips and wrote a
10-volume book called Seyahatnâme (Book of Travels). In this paper, we present
two methods for constructing social networks by using textual data and apply it to
Seyahatnâme-Bitlis Section from book IV. The first social network construction
method is based on proximity of co-occurence of names. The second method is
based on 2-pair associations obtained by association rule mining by using sliding
text blocks as transactions. The social networks obtained by these two methods
are validated using a Monte Carlo approach by comparing them with the social
network created by a scholar-historian.

1 Introduction

Evliyâ Çelebi; a seventeenth century Ottoman writer, scholar, and world traveler
(born on 1611, died circa 1682); visited most of the territories and also some of the
neighboring countries in Africa, Asia and Europe of the Ottoman Empire over a
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period of 40 years. His work Seyahatnâme (The Book of Travels) is known by its
distinguished style and detailed descriptions of people and places that he visited
during his long journeys [1]. UNESCO has declared 2011 as the anniversary year
of Evliyâ Çelebi on the four hundredth anniversary of his birth. This provides an
additonal motivation for this study.

One of the methods we present in this study is based on association rules, which
are the derived relations between the items of a dataset. Let I ¼ fi1; i2; . . .; ing be a
set of items with size n and T ¼ ft1; t2; . . .; tmg is set of transactions (in market
data analysis a transaction involves the group of items purchased together) with
size m. Then an association rule is shown as X ) Y where X; Y � I and X \ Y ¼
ø: In a related work Raeder and Chawla [2] model a store’s product space as a
social network using association rules. Their work shows the use of social net-
works for market basket analysis.

The important aspects of this study can be summarized as follows. We present
two different methods for constructing social networks from textual data and apply
them to Seyahatnâme-Bitlis Section from book IV. For this purpose, we use the
text in transcribed form [3]. We employ the social network created by a human
expert as the ground truth, and assess the effectiveness of the methods by
comparing the generated network structure with that of the ground truth. Finally,
we use a Monte Carlo approach and show that the social network structures
obtained by our methods are significantly different from random, i.e., are not by
chance and hence valid.

2 Methods and Measuring Effectiveness

In this paper, we present two social network construction methods. These are
the text proximity-based method (ProxiBM) and the association rule-based
method (RuleBM). Both methods are based on co-occurrence of names in close
proximity within a text block. For determining text blocks with a meaningful
cohesive context we use two approaches. In the first blocking approach we use
the paragraph information provided in the transcribed text. We manually
identified and tagged 164 paragraphs. Each paragraph is used as a block. In the
second method we employ a sliding window-based blocking approach (see
Fig. 1).

In ProxiBM, edges for the undirected graph of social network are derived by
creating a link between every character that appear in the same paragraph within a
close word proximity (using a threshold). The proximity threshold between any
two names is varied between 5 words and 500 words in steps. This approach is
inspired by the use of term closeness as an indicator of document relevance [4].

In RuleBM we use the sliding text window for blocking and treat each block as
a transaction where the existing names correspond to shopping items. We use the
2-pair association rules as relational edges of the social network by using
the Apriori algorithm [5]. We employ different support threshold values and repeat
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the blocking operation for different block and step sizes in order to find the best
performing parameters. The agreement between automatically constructed social
networks and the manually constructed (actual) social network is measured by
precision, recall, and the F-measure [6, pp. 142–144].

3 Experimental Results

In the experiments, both methods are tested in various conditions in order to find
their best matching configuration to the ground truth. For ProxiBM we use various
proximity threshold values and for RuleBM different blocksize, step size and
support threhold values. Table 1 shows the precision, recall and F-measure results
of ProxiBM for different proximity threshold values. The best configuration (the
highest F-measure value) for this method is observed when proximity threshold is
25 words.

A similar experiment is done for RuleBM. Association rules correspond to
frequencies of these 2-pair items (character names) appearing together in different
transactions (blocks). They are derived from the blocks for different support
thresholds ranging from 5 to 20%. The precision, recall and F-measure results of
the RuleBM for the best configuration which is 500 words, stepsize: 300 words and
support threshold: 5% can be seen in Table 2 among with other support threshold
values.

Fig. 1 Sliding window-
based blocking:l total text
length, b block size
(0\b� lÞ; s step size,

nb number blocks, nb ¼ 1þ
dðl�bÞ

s e for 0\s� b; nb ¼
1þ bðl�bÞ

s c for s [ b

Table 1 Performance results of ProxiBM over paragraphs for different proximity threshold (H)
values in terms of no. of words

Measure H ¼ 5 H ¼ 10 H ¼ 25 H ¼ 50 H ¼ 100 H ¼ 250 H ¼ 500

Precision 0.47 0.52 0.54 0.49 0.48 0.46 0.45
Recall 0.16 0.39 0.66 0.70 0.70 0.71 0.71
F-measure 0.24 0.44 0.59 0.58 0.57 0.56 0.56
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Automatically generated social networks are further tested to understand if they
are significantly different from random. For this purpose Monte Carlo experiments
are performed [7]. In all Monte Carlo experiments, we generate a random version
of the social network which is being evaluated 1000 times and measure the
average F-measure values. In order to achieve this the Erdos-Renyi random net-
work generation algorithm is used [8]. Monte Carlo results show that both methods
with proper parameters generate networks which are significantly different from
random.

4 Conclusion and Future Work

We present two methods ProxiBM and RuleBM for constructing social networks
by using textual data and apply it to Seyahatnâme-Bitlis Section from book IV.
The experimental results show that the networks created by ProxiBM show a
higher similarity to the manually created social network than those of RuleBM.
However, the disadvantage of ProxiBM is that it requires more focused (cohesive)
blocks obtained from paragraphs. On the other hand, RuleBM is more flexible
since it simply exploits blocks obtained from a sliding text window.

It is possible to obtain a better performance with RuleBM if we use contextually
meaningful sliding text blocks: For the construction of such cohesive units we may
use an automatic text segmentation method [9].
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On the Parameterised Complexity
of Learning Patterns

Frank Stephan, Ryo Yoshinaka and Thomas Zeugmann

Abstract Angluin (1980) showed that there is a consistent and conservative
learner for the class of non-erasing pattern languages; however, most of these
learners are NP-hard. In the current work, the complexity of consistent polynomial
time learners for the class of non-erasing pattern languages is revisited, with the
goal to close one gap left by Angluin, namely the question on what happens if the
learner is not required to output each time a consistent pattern of maximum
possible length. It is shown that consistent learners are non-uniformly W[1]-hard
inside the fixed-parameter hierarchy of Downey and Fellows (1999), and that there
is also a W[1]-complete such learner. Only when one requires that the learner is in
addition both, conservative and class-preserving, then one can show that the
learning task is NP-hard for certain alphabet-sizes.
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1 Introduction

Angluin [1] introduced pattern languages as an example for an interesting class
that is learnable in the limit from text. A pattern p is a finite string over a finite
alphabet R and a countably infinite set X of variables, where R \ X 6¼ ;:
The language LðpÞ generated by p is the set of strings which can be obtained by
substituting each variable in the pattern by a non-empty string over R:

Allowing the empty string as a possible substitution was also studied, yielding
the erasing pattern languages (cf. e.g., [10, 12]) which are not learnable from text
[10]. So we follow Angluin [1] and allow only non-empty substitutions. Such
pattern languages are called non-erasing pattern languages.

We consider here the model of learning in the limit from text (see Sect. 3). Our
learners are required to be consistent and/or conservative (cf. e.g., [9, 15]).

In [1, 2] the class of all non-erasing pattern languages was shown to be
learnable in the limit from text and an easy modification of her learning algorithm
is consistent and conservative (cf. e.g., [15]) but not polynomial-time computable
if P 6¼ NP (cf. [1], Theorem 3.6). Lange and Wiehagen [8] sacrificed the consis-
tency requirement and provided a polynomial time learner. Zeugmann [14] studied
the learning properties of their algorithm from a statistical perspective. Various
approaches to learn pattern languages followed [6, 11, 13].

Note that there is no pattern learner which outputs only consistent patterns of
maximum possible length unless P ¼ NP (cf. [1]). So what happens if we drop the
maximum possible length condition? It is shown that the following holds:

The existence of a polynomial-time consistent learner for the class of non-erasing
pattern languages is equivalent to the condition that CLIQUE is non-uniformly
fixed-parameter tractable, that is, W ½1� � FPTn;
If there is a polynomial-time consistent and conservative learner using a hypoth-
esis space where Hi ¼ LðpÞ for an index i and a pattern p is decidable, then
CLIQUE is uniformly fixed-parameter tractable, i.e., W ½1� � FPT :

There is an oracle A relative to which FPT ¼ W ½Poly� and P 6¼ NP: This result
gives some evidence that one cannot show that the existence of a polynomial time
consistent and class-preserving pattern language learner would imply P ¼ NP:

In [1] the word problem of the pattern languages was shown to be in W[poly]
which is the highest class of the W-hierarchy [5] but the exact level of that
hierarchy was not located. Polynomial-time consistent and conservative class-
comprising learning algorithms for classes where the membership-problem is
uniformly polynomial-time computable and some mild other conditions hold were
provided in [3, 4]. Below we use the algorithm of [8] instead of the work of [3, 4],
but the algorithm of Theorem 4 can also be obtained by their methods.
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2 The Complexity of the Pattern-Membership Problem

The uniform membership-problem fðp;wÞ j w 2 LðpÞg is NP-complete (cf. [1])
but the membership-problem for a fixed pattern was not checked. So we ask what
happens if the underlying numbering of all the pattern languages is not the default-
numbering but given in a different way. Then certain information could be coded
into the hypothesis space and the learner could gain power.

So it is adequate to look at the parameterised complexity (cf. [5]). A parame-
terised set A is in FPT iff there is a recursive function f and a polynomial p such
that the question whether ðk; xÞ 2 A can be decided in pðf ðkÞ þ jxjÞ time.

A parameterised set S is fixed-parameter many-one reducible to a parameterised
set T (abbr. S� n

mTÞ iff there is a polynomial p such that for each parameter k there
is a parameter k0; a factor dk and a reduction wk such that wk translates every hx; ki
in time dk � pðk þ jxjÞ into hx0; k0i with hx; ki 2 S, hx0; k0i 2 T : Moreover, S is
strongly uniformly fixed-parameter many-one reducible to T (abbr. S� s

mTÞ iff
there is a recursive function computing k0; the factor dk and a program for wk from
k (cf. [5]). We write S �s

m T iff S� s
mT and T � s

mS:
Let PMO denote the membership problem of pattern languages with the

parameter k being the number of occurrences of variables in the pattern p; e.g.,
let p be such that one variable occurs twice and two other variables occur just one
time each in p; then k ¼ 4: For CLIQUE the parameter is the size of the clique
requested. The complexity class W[1] can be characterized as those sets which are
strongly uniformly fixed-parameter many-one reducible to CLIQUE.

Theorem 1 The problem PMO is W[1]-complete for strongly uniform fixed-
parameter many-one reducibility. In particular, PMO �s

m CLIQUE:

3 Learning Theory

First, we recall notions from learning theory and then apply Theorem 1 to it. The
source of information are texts. A text t is an infinite sequence eventually
containing all words of the target language L and possibly some pause symbols but
no non-members. The learner is fed incrementally growing initial segments tn of
t and computes a hypothesis from its input, say in; if it has seen precisely the first
n words of t. The hypotheses are interpreted with respect to a chosen hypothesis
space fHi j i 2 Ig: The sequence ðinÞn2NðN is the set of all natural numbers) of all
created hypotheses has to converge to an i 2 I such that Hi ¼ L:

A learner learns L from text if it learns L from all texts for it. A learner
learns a class C with respect to a hypothesis space fHi j i 2 Ig from text iff it
learns every language from C from text. This model is called learning in the
limit from text (cf. [7]). Since we consider this model only, we refer to it just as
learning.
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Our learners are also required to be consistent and conservative (cf. [1, 2]).
A learner M is consistent iff for every input tn it outputs an in such that rangeðtnÞ �
Hin ; if no such in exists, M outputs a special no-conjecture symbol. We call M
conservative iff for every two subsequent hypotheses in based on tn and inþk based on
tnþk; in 6¼ inþk; there is an x 2 rangeðtnþkÞ with x 62 Hin :

A hypothesis space fHi j i 2 Ig is class-preserving (with respect to the target
class C) iff fHi j i 2 Ig ¼ C: We call fHi j i 2 Ig class-comprising iff fHi j i 2
Ig � C: Every hypothesis space must be class-comprising; ideally it should be
class-preserving, but this restricts learnability sometimes (cf. [15]).

We relate our results to Angluin’s [1, 2] which are based on descriptive
patterns. By sample we mean rangeðtnÞ: A pattern p is descriptive of a sample
S iff S � LðpÞ and for every pattern s with S � LðsÞ; we must have LðsÞ 6� LðpÞ:
Every learner producing on every input a descriptive pattern learns the class of
all non-erasing pattern languages (abbr. PAT) and there is an algorithm com-
puting on input any sample S a pattern that is descriptive of S (cf. [1, 2]). If we
require learnability with respect to a class-preserving hypothesis space this is the
only way to obtain a consistent and conservative learner for PAT.

Theorem 2 Let M be a consistent and conservative learner for PAT with respect
to a class-preserving hypothesis space. Then M must output in every step a
hypothesis that is descriptive for the content of the text seen so far.

Theorem 3 PAT has a consistent polynomial-time learner iff W ½1� � FPTn:

The next result shows that for consistent and conservative learning with a
minimum decidability requirement on the hypothesis space, polynomial-time
learnability becomes linked to the more restrictive condition W ½1� � FPT :

Theorem 4 W ½1� � FPT iff there is a consistent and conservative polynomial-
time learner for PAT which uses a hypothesis space fHi j i 2 Ig such that fðp; iÞ j
LðpÞ ¼ Hig is decidable.

Next, we use an infinite alphabet R; e.g., R could be N: Then it is NP-hard
to make a consistent and conservative learner using a class-preserving hypothesis
space. So the weakening from class-preserving to class-comprising hypotheses
spaces is an important ingredient for the general polynomial-time learners
obtained by [3, 4] for many uniformly polynomial-time decidable classes.

Theorem 5 Let R ¼ f0; 1; 2; . . .g: Now P ¼ NP iff there is a consistent and
conservative class-preserving polynomial-time learner for PAT over R:

The same result holds if one works with finite alphabets and the learner has to
learn the pattern plus the alphabet from the data. Then the learnability problem
uniform over finite alphabets is NP-complete.
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Using SVM to Avoid Humans: A Case
of a Small Autonomous Mobile
Robot in an Office

Emi Matsumoto, Michèle Sebag and Einoshin Suzuki

Abstract In this paper we construct a small, low-cost, autonomous mobile robot
that avoids humans in an office. It applies an SVM classifier to each of 16 regions
of interest in each picture taken by its camera mounted toward the ceiling.
Experiments with 1 and 2 subjects with 3 kinds of velocities show encouraging
results.

1 Introduction

Avoiding humans is a mandatory capability for an autonomous mobile robot in
reality [1, 4–7]. In this paper we exploit the recent advancement of hardware and
software and construct a small, low-cost, autonomous mobile robot using SVM [8]
as its example.We stick to research with physical robots due to the gap between the
reality and simulators [2]. Note also that such a robot is promising as a physical
platform for discovery science (http://www.i.kyushu-u.ac.jp/~suzuki/expDS.html),
a scientific discipline on any discovery process that is mainly approached by
computer science.
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Figure 1 shows a description of the problem of avoiding two humans by a
small autonomous robot, which is headed toward x ¼ 1: Humans 1, 2 repre-
sented by shaded ellipses approach the robot from directions h1; h2 with
velocities v1; v2 and we record the shorter distance d between them when the
robot starts moving. Note that avoiding a standing human by a moving robot is
a kind of obstacle avoidance problem and is thus easier than this problem. We
assume a circle of radius / around the center of the robot, and judge a success
if d�/ and a failure otherwise. Figure 2 shows an example of the images
taken by the camera of our robot. Note the human around the upper corner on
the right, the relatively low resolution, and the fluorescent lamp which obscures
the detection.

2 Small Autonoumous Mobile Robot

The robot, shown in Fig. 3, is of width 22.5 cm, length 32.0 cm, height 22.5 cm,
and costs about 113K JPY. It is equipped with two cameras, two micro processing
units (MPUs), a driving system, three IR sensors, and two pairs of batteries. In our
paper, we do not use the camera placed in front, which will be used for navigation
and patrolling purposes in other papers. The camera we use is Sanwa Supply
CMOS Web camera CMS-V25SETW with maximum resolution 640 � 480 pixels
and frame rate 30 fps. It is equipped with a fisheye lens Toda Seiko K-180 to
widen its view for an early detection. One of the MPUs, BeagleBoard, which has a
processor ARM Corte-A8 600 MHz, memory units 128 MB LPDDR RAM and
256 MB NAND Flash, is used for processing images. It runs an operating system
Ubuntu Linux 9.04 ARM version. The batteries are fully charged in 30 min, which
allows the robot to function for 60 min.

For each processed image, BeagleBoard sends a command to Arduino with
serial communication and Arduino sends control signals to the motors via the
control tip. The command is either move forward, turn right, turn left, move
backward, or stop. Note that the direction along which a human stands in a picture
is always from the center (head) to the border (body), as shown in Fig. 2. We thus
use 16 rectangles as shown in Fig. 4 as the regions of interest. An SVM classifier
trained on a PC is applied to each of the region of interest and the directions of the
escape are specified by the designer in advance.

1

human1

robot

1

2

2
human2

Fig. 1 Problem description
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3 Experiments

3.1 Training SVM

We collected 60 images taken by the robot, each containing one person and is
reduced to size 240 � 180. Each region of interest, of which size is 60 � 90 pixels,
was transformed into a 16.2 K-dimensional vector of HSV values for the 5.4 K
pixels. We labeled each region of interest to either +1 (with a person) or �1
(without a person) and obtained a training data set which consists of 165 and 795
images of class +1 and �1, respectively.

We used SVMlight [3] without kernel function because it performed best at the
default settings. The accuracy, recall, precision, and F-value are 0.909, 0.529,
0.938, and 0.677, respectively. Note that the higher the recall is, the smaller is the
risk of being crushed by a human. On the other hand, a high precision implies a
small possibility of useless avoidance. It should be empathized that a perfect
performance, i.e., recall = precision = 1, is desirable but not mandatory as the

Fig. 2 Example of image

Fig. 3 Sideview of the robot
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Fig. 4 Regions of interest
for the SVM classifier, where
the numbers represent the
order of the applications
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robot has multiple chances to detect a human. The robot processes one image in
about 1/s.

3.2 Experiments on Human Avoidance

We performed the experiments of human avoidance in an office with chairs, desks,
white boards, fluorescent lamps, and windows during the daytime. We tested a case
of one human (two kinds of subjects) with h ¼ 0; 45; 90; 135; 180; 225; 270; 315ð�Þ
and another case of two humans (one kind of combination) with ðh1; h2Þ ¼
ð0; 180Þ; ð0; 90Þ; ð90; 270Þð�Þ: For both cases, we adopted / ¼ 25 cm and tested
vi ¼ 12:50; 18:75; 25:00 ðcm/sÞ and repeated the experiments 6 times for each
condition. For the one-human case we report only the results of a 163 cm-height
subject and exclude those with of a 183 cm-subject. The heights of the two subjects in
the two-human case are about 160 cm.

A part of the results are shown in Figs. 5 and 6. For the one-human case, we see
that h ¼ 90; 270 show larger numbers of successes than h ¼ 0; 180: We attribute
the reason to the fact that it is easier for the robot to escape by moving forward,
i.e., to the direction of x ¼ 1: It makes sense that the cases of v1 give the best
results but it seems contradictory that the cases of v2 give the worst results. We are
trying to explain the latter results by the timings of the image processing.

For the two-human case, conditions 1 and 2, which respectively correspond to
ðh1; h2Þ ¼ ð0; 180Þ; ð0; 90Þ; give bad results while condition 3, i.e., ðh1; h2Þ ¼
ð90; 270Þ; give excellent results. They may be explained by the fact that the robot
does not have to avoid a person coming from the front (h1 ¼ 0) in condition 3.

Fig. 5 Numbers of successes
in avoiding 1 human

0

3

6

Condition 1 Condition 2 Condition 3
v1 v2 v3v1 v2 v3v1 v2 v3

d=25cm
d=50cm
d=75cm

Fig. 6 Numbers of successes
in avoiding 2 humans
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4 Conclusions

In this paper we have constructed a low-cost, small, autonomous mobile robot that
avoids humans in an office. The obtained expertise in terms of the hardware, the
software, and the experiments form a precious basis for further research for
physical robots that learn and discover in an office. Now in Kyushu University we
possess 15 robots of this type and 12 robots of a similar type with a higher
computation power. We plan to use them for monitoring elder persons indoor
without using a sensor network in the near future.
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Palmprint Verification Using SIFT
Majority Voting

H. Pasindu Abeysundera and M. Taner Eskil

Abstract In this paper we illustrate the implementation of a robust, real-time
biometric system for identity verification based on palmprint images. The palm-
print images are preprocessed to align the major axes of hand shapes and to extract
the palm region. We extract features using Scale Invariant Feature Transform
(SIFT). Classification of individual SIFT features is done through KNN. The class
of the hand image is decided by a majority based voting among its classified SIFT
features. We demonstrate on the CASIA and PolyU datasets that the proposed
system achieves authentication accuracy comparable to other state of the art
algorithms.

Keywords Palmprint verification � Biometric identification � SIFT � KNN �
Majority voting

1 Introduction

Reliable personal identification promise of biometrics and the growing demand for
public security attracted researchers’ significant interest to this field. Authentica-
tion by biometric verification has found a wide range of application areas from
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commercial security applications to criminal investigation systems and sophisti-
cated homeland security systems.

One important criterion of success for biometric verification systems is their
ease of use. Among the biometric traits iris is consistently found to be one of the
most reliable [1]. Nevertheless fingerprint recognition has gained more acceptance
in a variety of application areas due to the convenience it offers to the end user.
Likewise, human palm is both convenient to extract, and it embodies many dis-
tinctive features. Although this has been known for some time, the palmprint trait
has not been studied as thoroughly as the other biometric features.

Our motivation in this study is to exploit the numerous advantages offered by
palmprint as a biometric trait. First and most important advantage of the palmprint
is that its features can be extracted without too much computational effort.
Consequently palmprint acquisition does not require sophisticated equipment.
It also has significant practical value due to its resistance to counterfeit.It is seldom
that one leaves his/her complete palmprint somewhere unintentionally.

Palmprint contains a sophisticated and a distinctive pattern that inherits ade-
quate traits to substantiate a person’s identity. Among the four key hand based
biometric traits; fingerprint, hand geometry, palm vein and palmprint, palmprint is
alleged to have the potential to attain the authentication accuracy equivalent to
fingerprints [2].

Principal lines and texture are the most prominent traits found in a palmprint.
Consequently these traits are easily observable even in low resolution images. The
curve delineated by the principal line is reported to be utilized in several studies in
literature. Huang et al. [3] proposed a technique based on Radon transform to
extract principal lines effectively and efficiently. Principal lines were matched by
means of a pixel to area ratio. Huang achieved false positive and false negative
rates as low as 0.493 and 0.499% in this study.

Zhang [4] employed wavelet transformation in palmprint verification. Their
study resulted in a modified complex wavelet structural similarity index in com-
puting the score of an input palmprint for each known subject. The proposed
method is fast, invariant to small rotation and distortions, and achieves a genuine
acceptance rate of 99.2%.

Chen and Moon [2] suggested combining SIFT with 2D SAX in the feature
extraction phase. A weighting method is applied in authentication process.

Our study differs from Chen’s in a couple of ways. First, we preprocess the
hand images to align them, which enables us to use the (x, y) coordinates of the
SIFT features in the verification stage. We also do morphological processing to
remove the fingers from the image. We observed that the creases that are on the
joints of fingers are the main source of the features that cause imposter matches.
Third, we take advantage of majority voting in the feature fusion stage.

In this paper we propose a method that is invariant to rotation and scale and
offers satisfactory genuine acceptance and very low false acceptance rates.
We make use of spatial coordinates of SIFT features, their magnitudes and ori-
entations in palmprint verification. Scale invariance is achieved inherently by use
of SIFT features. Orientation invariance is accomplished by aligning each hand
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image through Principal Component Analysis. We implemented majority based
decision fusion at the level of SIFT features. Also we applied 3-fold cross
validation to improve the reliability of our results.

The rest of the paper is organized as follows. Section 2 will describe our
proposed method and how we utilize SIFT in extracting palmprint traits. Section 3
presents the experimental results and we conclude our research in Sect. 4.

2 Proposed Method for Palm Verification

2.1 Image Acquisition

We acquired our palmprint images from two databases. Experiments were carried
out on each database independently. CASIA Palmprint image database [5] contains
5502 (640 9 480, 96 dpi) palmprint images captured from 312 subjects. For each
subject approximately 16 images exist with eight images from each palm. Images
were captured for each subject in two sessions. The average interval between the
initial and final session was one month.

PolyU palmprint image database [6–9] contains 8000 grayscale images (384 9 284
pixels, 96 dpi) from 400 different subjects. For each subject approximately 20 samples
were taken. Similarly images were captured in two sessions, where the mean interval
between the initial and final sessions was around two months.

2.2 Preprocessing

PolyU palmprint database contains images of the center region of the palm.
Conversely CASIA palmprint database contains full hand images with diverse
finger orientations. Our interest lies only on the center region of the palm, since it
contains the majority of the discriminative features. The region of interest (ROI) is
retrieved by applying morphological operators on palm images.

Preprocessing commences with converting the grayscale images to binary.
Before extracting the ROIs all palmprints are aligned using PCA and the eigen-
vectors of the hand shapes. Next we extract the ROI by applying morphological
opening. Figure 1 presents the results of the extraction process.

2.3 Extracting SIFT Features

SIFT was proposed to detect local image features invariant to scaling and trans-
lation. It also demonstrates partial invariance to rotation, illumination variations
and background noise [10]. One of the most distinctive characteristics of SIFT is
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its low computational cost. A cascade filtering approach utilizes an initial test to
eliminate more expensive computations. The process of extracting SIFT features
consists of four key stages.

In the preliminary stage difference of Gaussian filtered images are utilized to
discover the scale space extrema. In our study, we applied Gaussian filter five
times and obtained four difference of Gaussian (DoG) images for each octave.
For each octave, DoG images are cascaded together to obtain n by m by 4
matrices, where n and m are the dimensions of the original image in that octave.
The local maxima and minima are detected in this matrix by comparing a cell with
its neighbors in a 3 9 3 9 3 cube. After the key points are detected the points that
lie on an edge and low contrast points were eliminated.

In the next stage the locations of key points are approximated to subpixel
accuracy. Once the key points are accurately localized their orientations are
determined with the assistance of a gradient orientation histogram. Gradient
magnitude m and orientation H are calculated using the following formulae.

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2

q
ð1Þ

hðx; yÞ ¼ atanðLðx; yþ 1Þ � Lðx; y� 1Þ
Lðxþ 1; yÞ � Lðx� 1; yÞÞ ð2Þ

Highest peak in the histogram is assigned as the orientation. Finally the
image (key point) descriptor is generated. Typically it is a vector composed of
128 values. In the original SIFT architecture features were matched using
Euclidean distances. We employed city block distance to enhance the compu-
tation speed.

Figure 2a displays some of the SIFT traits retrieved from the palmprints. The
directions and magnitudes of vectors illustrate the orientations and magnitudes of
SIFT features. Figure 2b shows the matched key points in the retrieved ROI using
SIFT. It is observed that most key points are matched accurately.

2.4 KNN Classification and Palm Verification

We extracted 20918 and 73669 SIFT features from CASIA and PolyU datasets
respectively. We classified each SIFT feature in the test set using KNN where the
number of neighbors is selected as three. In case where all labels of the neighbors

Fig. 1 Image alignment
through PCA and ROI
extraction. a Original image,
b binary image, c aligned
image after PCA, d region of
interest, e extracted ROI
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are dissimilar we employed a nearest neighbor tie-break. A test set observation is
labeled according to the mode of the classes of its SIFT features. Finally we used a
3-fold cross validation to improve the reliability of our results.

3 Results

Results we obtained using the mode of classification of features on two data sets is
summarized in Table 1 .

Figure 3 shows the Receiver Operating Characteristic (ROC) curve using both
datasets. ROC curve is plotted with respect to varying number of features.

We achieved 87.23% true positive rate with around 12.77% false rejections
using the mode of the labels of the features using PolyU dataset. Similarly for
CASIA dataset 81.79% true positive rate is achieved with about 18.21% false
rejections.

The results can be significantly improved by employing two palmprints in the
verification process. In this scenario 93% true positive rate with 7% false rejection
was achieved for the CASIA dataset. In the PolyU dataset we obtained 96% true
accept rate with 4% false negative rate. These improvements in results are due to
the fact that we use more features in the verification stage.

4 Conclusion

In this paper we presented a biometric verification method that utilizes palmprints.
The proposed system is robust to translation, rotation and scale. Rotation invari-
ance is achieved by aligning the hand shapes using PCA. Invariance to translation,
scale and partial invariance to illumination is achieved by the use of SIFT features.

We classified the SIFT features using KNN classification with three neighbors
and nearest neighbor tie-break. The final classification of the palmprint image is

Fig. 2 Palmprint matching.
a Sample SIFT features on
the palm, b matching SIFT
features in ROI
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done by treating each classified SIFT feature as a classifier and performing a
mode-based voting scheme among these classifiers. Observed results reveal that
our system can have up to 87.23% true acceptance rate with 0.75% false accep-
tance rate. In order to improve the reliability of our results we exercised three fold
cross validation.

Testing performance, high precision, and invariance to scale, translation and
orientation of the palmprint suggests the possibility of the proposed system being
used in real time civilian applications and high end security environments.

We are currently concentrating on increasing our genuine acceptance rate.
Our plans include improving the preprocessing step and exploring with different
matching strategies.
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3D Object Exploration Using Viewpoint
and Mesh Saliency Entropies

Ekrem Serin, Candemir Doger and Selim Balcisoy

Abstract This paper introduces a technique to inspect a 3D object in a scene with
minimal loss of information. We exploit the concept of the viewpoint entropy and
introduce a novel view descriptor called mesh saliency entropy to explore the
object by finding a minimal set of camera positions that covers the maximum
information. Here we present a greedy choice algorithm which tries to detect a
sub-optimal N-best views using the combination of mesh saliency entropy and
viewpoint entropy to perceive the information communicated by the object.
The main contribution is that the object can be examined with minimal loss of
information for which can be used in scientific and medical analysis.

1 Introduction

3D object exploration has been actively studied in recent years [1–3], and has
applications in many areas including medical analysis and training, virtual reality
and scientific visualizations. The goal is to perceive as much as information
available for recognizing objects, detecting regular or non-regular patterns, and
executing the required tasks.

The scientific object exploration depends on information and a measure to
quantify it. Here we borrow the concept of viewpoint entropy which is introduced
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by Vazquez et.al. [4]. The viewpoint entropy is an information theoretical measure
which is used to determine the amount of information from a viewpoint.
Viewpoint entropy depends on the model presented by Shannon for a general
communication system [5]. We model the scientific object exploration as a
communication between user and object. The entropy lets us to quantify the
amount of information from the points on viewing-sphere and from which we can
select a set that receives the maximum in amount. Mesh saliency [6] is a measure
of regional importance for graphics meshes.

In this work we provide an algorithm that uses viewpoint and mesh saliency
entropies to select a set of viewpoints to have maximal information coverage
presented by the object. Our contributions are, an efficient greedy choice algorithm
that selects high coverage of faces, and introduction of a novel approach called
mesh saliency entropy. We also discuss about the combination of viewpoint and
mesh saliency entropy methods, and evaluation of the entropy as a metric for
information coverage. A usability study is conducted to measure the strength of the
techniques we provided.

The rest of the paper is organized as follows, in Sect. 2 we discuss about the
related work, in Sect. 3 we present Greedy N-Best View Selection and Mesh
Saliency Entropy algorithms and discuss the differences with the methods pre-
sented in [4, 7, 8], in Sect. 4 we deliberate on the statistical results, in Sect. 5 we
present a usability study and its outcome, and Sect. 6 concludes our work.

2 Related Work

In recent years many methods have been developed for measuring the quality of
the views and have tried to describe the optimum point to place a camera on a
scene which can be viewed the best way. Unfortunately the translation of term best
or good into measures or numbers is not an easy task. Kamada–Kawai [9] were
one of the pioneers in defining a good position to place a camera in a 3D scene.
They define a parallel projection of a scene to be good, if the number of surface
normals orthogonal to the view direction is minimal. The method has several
drawbacks, first it does not guarantee that user will see as much details as possible
and will fail when comparing equal number of degenerated faces.

Vazquez et al. [4] propose a metric based on the entropy of the scene. They
define the best viewpoint as the one with the highest entropy, i.e. the one that sees
the maximum of information. They apply the ratio of the projected area of each
face to the area covered by the projection of all faces in the scene. Vazquez et al.
[4] suggest the technique in 2001 and make improvements in following years. The
differences between our approach and techniques from Vazquez et al. [4] will be
analyzed in detail in Sect. 3.

Mesh Saliency is also actively studied for viewpoint selection and mesh sim-
plification. Salient features including luminance, pixel colors or geometry are
deliberated. Lee et al. [6] propose a geometrical approach for calculation of mesh
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saliency in 3D models. Their method uses the curvature attribute of the object and
Itti et al.’s center-surround mechanism to highlight the regions that are different
from their surroundings. Takashi et al. [10] propose a method to locate optimal
viewpoints for volumetric objects by decomposing the entire volume into a set of
feature components. Bordoloi and Shen [11] use view goodness, view likelihood
and view stability concepts to locate viewpoints for volume rendering where
viewpoint goodness measure is based on entropy that uses the visibility of the
voxels. Bulbul et al. [2] use the concept of saliency and apply it to the animated
meshes with material properties.

3 Information Coverage

We selected viewpoint entropy to cover the polygons of the 3D object and
introduced Mesh Saliency Entropy to have salient points along with the face
coverage. Viewpoint entropy and mesh saliency entropy expose the surface area as
information to the viewer, which is suitable for scientific visualization tools.

3.1 Viewpoint Entropy

Viewpoint entropy using Shannon Entropy [5] is defined in Vazquez et al. [4], and
we use the orthogonal version presented in Vazquez et al. [8]. The techniques to
compute the viewpoint entropy using Graphics Processing Unit can be found in
Castello et al. [12]. Here we provide a comparative analysis of our approach to the
work of Vazquez for solving the best view selection problem. For more details
about Vazquez’s work we refer the reader to [4, 7, 8]. Vazquez et.al. [4] predict the
middle point entropy, add only the highest predicted entropy to the view set, and
use spherical triangles for middle point calculations. In our approach we compute
each entropy instead of estimating it, we use binary combination of points in view
set for sampling, and we employ entropy-weighted midpoints. Differences provide
us more viewpoint samples on viewing-sphere, that outputs a viewpoint with
higher polygon coverage.

3.2 Greedy N-Best View Selection

Best View Selection algorithm is modified for N-Best View Selection to take the
previously covered faces as input and to return the currently covered faces as
output. The viewpoint entropy computation is also changed not to include the
pixels from already visited faces. It works as continuously calling the Best View
Selection with supplying the face coverage set in each call. The output of the
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algorithm is the faces that are covered along with a selected viewpoint and entropy
value for that iteration. In each call of the Best View Selection the returned faces
are added to face coverage set. The algorithm terminates when it can not return
any newly covered faces or all faces of the model are covered. Algorithm starts
from initial sample points and navigates around the object on each best view
selection call to find the best viewpoint, whereas Vazquez et al. [4] perform
entropy re-computation only for already computed viewpoints. Our method
resembles to finding the best viewpoint of non-visited faces for each iteration and
therefore can be called Greedy N-Best View Selection.

3.3 Viewpoint Mesh Saliency Entropy

In our approach we borrow the techniques [6, 13] to calculate curvature based
mesh saliency. We use the Gaussian filtered mean curvatures of vertices proposed
by Lee et al. [6] using Taubin’s procedure to calculate mean curvatures [14].
Let Nðv; rÞ be the set of points within a distance r for vertex v therefore Nðv; rÞ ¼
fxjjjx� vjj\r; x is a meshpointg: Let GðSðvÞ; rÞ denote the Gaussian-weighted
average of the mean curvature.

GðSðvÞ; rÞ ¼
P

x2Nðv;2rÞ SðxÞexpð� jjx�vjj2
2r2 Þ

P
x2Nðv;2rÞ expð� jjx�vjj2

2r2 Þ
ð1Þ

The saliency for vertex v is the absolute difference between coarse and fine
scales, where the standard deviation coarse scale is the twice of the fine scale.
Then the saliency for vertex v for multiple scales is,

MiðvÞ ¼ jGðSðvÞ; riÞ � GðSðvÞ; 2riÞj ð2Þ

where ri is the standard deviation of the Gaussian filter at scale i. After calculation
of curvature saliency for five different scales [6] we linearly added those feature
maps after the normalization method proposed by Itti et al. [13] hence denote
M(v). Viewpoint Mesh Saliency entropy is defined as the total saliency entropy of
the scene from a selected viewpoint. In each Greedy N-Best View Selection, mesh
saliency entropy is calculated for each face and summed up. The saliency entropy
for viewpoint p given surface S is defined as,

IðS; pÞ ¼ �
XNf

i¼1

PNv
j¼1 MjP
v2S Mj

logb

PNv
j¼1 MjP
v2S Mj

ð3Þ

In Eq. 3, Mj stands for the saliency value for vertex v (i.e. normalized Gaussian
Mean Curvature given in Eq. 2) which is a positive real number. Nf stands for the
number of faces, and Nv for the number of vertices belonging to a face.

P
v2S Mj

denotes the total saliency of the given surface S.
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3.4 Combined Approach

Viewpoint Mesh Saliency Entropy is combined with Viewpoint Entropy in
Greedy N-Best View Selection to cover both surface area and surface curvature
information. Hence the entropy is defined as the information amount on the
communication channel, the combined entropy for a given view point p on
the surface S can be specified as the product of the two quantities therefore the
aggregate information value is,

IðS; pÞ ¼ If ðS; pÞ:IsðS; pÞ ð4Þ

In Eq. 4, If ðS; pÞ denotes the face coverage information hence Viewpoint
Entropy, and IsðS; pÞ denotes the saliency coverage information hence Mesh
Saliency Entropy. Greedy N-Best View Selection can use either one of If ðS; pÞ; or
IsðS; pÞ; or IðS; pÞ quantities during the traversal on bounding sphere for optimal
viewpoint search.

4 Results and Statistical Output

We have tried three different setups using Greedy N-Best View Selection. The first
one takes only surface area information i.e. viewpoint entropy into account, the
second takes the mesh saliency entropy and the final one uses the combination of
both for view selection. We observed that the outcome of the combined approach
was tend to maximize the face coverage as well as salient points. The snapshots
from the output of combined approach are shown in Fig. 1. In Fig. 1a–e a hand
model with 18905 faces is displayed using five selected viewpoints. These
viewpoints cover 98.75% of faces of the model. The contribution of Fig. 1a to the

Fig. 1 Hand and Bunny
shown from five viewpoints
using combined approach.
Figures are ordered from the
most contribution to the least.
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total face coverage is 42.96%. Figure 1b covers 42.67% of the faces. Figure 1c
contributes 6.92%, this ratio is 4.22% for Fig. 1d and 0.98% for Fig. 1e.

In Fig. 1f–j a Stanford Bunny with 16301 faces is presented. The displayed
viewpoints cover 98.88% of faces of the bunny model. Figure 1f covers 49.56% of
the total faces. The contribution of Fig. 1g is 42.68%, this ratio is 3.36% for
Fig. 1h, 1.22% is for Fig. 1i and 0.06% for Fig. 1j . The saliency coverage ratio
using the viewpoints presented in Fig. 1 is 99.72% for the hand model and 99.26%
for the bunny model.

5 Usability Study

A simple usability study is conducted to measure the effectiveness of our technique
and evaluate user tendencies for salient points interests. A group of 15 university
students has participated to the study. The task to be completed by users was to
place 20 points on the model where they were interested in most. The users were
able to freely rotate/orient and zoom in/out the model shown to them. Hand model
is displayed with gray color, and users were visually queued by the small red
spheres on the surface where they double-clicked.

We conducted two analyses on the user selected points. The first analysis was to
find the coverage ratio of the user selected points by the viewpoints provided by
our algorithm. When the results were analyzed, we observed that the face coverage
of the user selected points was 100% for all participants using viewpoints from our
technique. The second analysis was to find the average of the saliency for the
selected points. The saliency mean of points selected by users were higher than the
surface mean.

Those analysis provided us preliminary feedback about the user interested
points coverage by the viewpoints calculated by our algorithm, and a primitive
answer for the question that users are mostly interested in salient points on the
model presented to them.

6 Conclusion

In this paper we presented a technique to inspect a 3D object in a scene with
minimal loss of information where the information is modeled as faces and mesh
saliency. We combined the Viewpoint Entropy and Mesh Saliency Entropy
presented above in Greedy N-Best View Selection algorithm to explore the object
in 3D scene via minimal set of camera positions. Our experiments and user studies
have shown that Shannon’s entropy model is a promising way to solve viewpoint
related problems by providing a measure to quantify the information on the
communication channel between the user and visual world in computer.
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Boundary Descriptors for Visual Speech
Recognition

Deepika Gupta, Preety Singh, V. Laxmi and Manoj S. Gaur

Abstract Lip reading has attracted considerable research interest for improved
performance of automatic speech recognition (Rabiner, L., Juang, B.: Funda-
mentals of speech recognition. Prentice Hall, New Jersey (1993)). The key issue in
visual speech recognition is the representation of the information from speech
articulators as a feature vector. In this paper, we define the lips using lip contour
spatial coordinates as boundary descriptors. Traditionally, Principal Component
Analysis (PCA), Discrete Cosine Transform (DCT) and Discrete Fourier Transform
(DFT) techniques are applied on pixels from images of the mouth. In our paper, we
apply PCA on spatial points for data reduction. DCT and DFT are applied directly
on the boundary descriptors to transform these spatial coordinates into the fre-
quency domain. The new spatial and frequency domain feature vectors are used to
classify the spoken word. Accuracy of 53.4% is obtained in the spatial domain and
54.3% in the frequency domain which is comparable to results reported in literature.

1 Introduction

Automatic speech recognition (ASR) is a promising area of research in the field of
Human Computer Interaction (HCI). By incorporating the visual modality with the
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audio signal, we can enhance the accuracy of speech recognition in an audio-
challenged environment [10].

Visual features can be broadly classified as pixel based, shape based and
appearance based features. To extract pixel based features from the ROI, images
containing the mouth region are taken and transforms like Principal Component
Analysis (PCA) [7], Discrete Cosine Transform (DCT) [9], DWT (Discrete
wavelet transform) [2] and DFT (Discrete Fourier transform) [14] are applied
directly on the gray level values of the pixel intensities. These transformed values
are then used as a feature vector.

In this paper, we locate 120 points on the outer lip contour to determine shape
based features. These points are represented by their xy coordinates and are called
the boundary descriptors. The boundary descriptors are varying in each frame of
the video sequence as the word is spoken. Thus, they can be considered as a time-
varying signal which changes in every frame. While traditionally, DCT and DFT
transformations are applied directly on pixel intensities in the ROI, we have
applied DCT and DFT on these coordinates to transform them into the frequency
domain. In the spatial domain, PCA is applied on the boundary descriptors. The
high energy components available from each transformation are used to form
veature vectors for speech identification.

The following of this paper is organized as follows: In Sect. 2, we give some of
the related work reported by researchers in this field. Section 3 describes our
visual feature extraction method. Our experimental setup is discussed in Sect. 4
followed by the results in Sect. 5 Finally, Sect. 6 concludes the paper.

2 Related Work

Much of the work related to feature extraction using DCT, DFT and DWT is done
by applying these techniques directly on the images of the mouth of the speaker.
Hong et al. [6] propose a PCA based method to reduce the dimensionality of DCT
coefficients. In this work, block-based DCT features are extracted from 256*256
image sequences. Principal Component Analysis is then applied for dimensionality
reduction.

Arsic et al. [1] proposes an application of information theoretic approach.
Meaningful visual features are selected using mutual information from audio and
visual sources. Principal components projections of the mouth region images are
obtained and only those cues having the highest mutual information are used for
classification. The experiments are carried out in speaker independent scenario on
Tulip database consisting first four English digits uttered tow times each by 12
speakers.

Matthews et al. [7] have compared four different visual speech parameteriza-
tion methods on IBM ViaVoiceTM audio-visual speech database. Direct mouth
image region based transforms viz. discrete cosine, wavelet transforms and prin-
cipal component analysis are applied. A statistical model of shape and appearance
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(an active appearance model [3]) is also defined to track and obtain model
parameters. All parameterisations are compared using hidden Markov models.

Feng and Wang [4] proposes new visual dynamic texture features, based on
Dual Tree Complex Wavelet Transform (DTCWT). Canberra distances between
lip texture features in adjacent frames are used as visual dynamic features.
Experiments are carried out on a Chinese AV database consisting of 78 isolated
Chinese words uttered thrice by 20 subjects. 79.83% accuracy has been reported
which is 8% more than that achieved by the common Canberra method.

Wang et al. [12] discuss a novel speech segmentation approach combining
Otsus method with traditional short-time energy and zero-crossing rate (ZCR).
DCT coefficients, extracted from the mouth and Mel frequency cepstral coeffi-
cients (MFCC) are used as the visual/audio features respectively. The experiment
is carried out on a database consisting of 10 connected Chinese digits spoken by
10 subjects. Each subject utters each word three times.

3 Visual Feature Extraction

The performance of visual speech recognition largely depends on an efficient
representation of features. In our experiments, the lips of the speaker are extracted
from the images using the Point Distribution Model (PDM) [5]. A PDM is con-
structed from a training set of images from 20 different speakers. This PDM is
allowed to deform to take the shape of the lip in an input image based on intensity
analysis. The process of feature extraction is described below:

3.1 Boundary Descriptors

The boundary of the lips is described by the xy coordinates of 120 points lying on
it. To obtain these points, twelve key points are detected on the boundary depicted
by P1;P2 . . . P12 (refer Fig. 1). Twenty points are linearly interpolated between
each pair of key points resulting in a total of 120 points. The feature vector giving
the coordinates of these points is given by V ¼ ½x1y1x2y2 . . . x120y120�, having a
length of 240. These points describe the boundary of the lips in the spatial domain
and are referred to as boundary descriptors.

3.2 Boundary Descriptor Transformation

To reduce the dimension of the boundary descriptors, Principal Component
Analysis (PCA) is applied on it to yield the boundary-PCA vector. The variation of
the boundary descriptors in each frame can be visualized as a time-varying signal.
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These are transformed to the frequency domain using 2D-DCT and 2D-DFT. The
high energy components are taken to form the boundary-DCT and boundary-DFT
feature vectors. Thus, we obtain three feature vectors: one in spatial domain and
two in frequency domain.

4 Experimental Setup

For experimental purposes, we recorded our own audio-visual database in office
environment. Since lip segmentation is not the primary focus of our experiments,
the lips of the subjects were painted blue for easy segmentation of lips from face.
12 subjects uttered the digits zero to nine, each digit being repeated five times by
each subject. Figure 2 shows a few frames from a sequence of utterance of digit
four by a speaker.

The images were converted from RGB to HSV image space. The lip contour
was extracted using the PDM method described in Sect. 3 120 boundary
descriptors were located on the lip contour. PCA was applied on these boundary
descriptors to extract significant components. It was observed that seven prin-
cipal components accounted for 98% variance. These PCA components were
taken as the boundary-PCA feature vector. DCT and DFT were also applied to
the boundary descriptors. 50 high energy components from each transformation
were taken to obtain the boundary-DCT and boundary-DFT feature vectors.
Considering speech recognition as a typical pattern recognition problem, we
have classified our three feature vectors using multiple data mining algorithms in
WEKA [13].

P2

P3
P4

P5

P6

P7P1

P8
P9

P10
P11

P12

Fig. 1 Boundary descriptors

Fig. 2 Example frames from image sequence of utterance of four
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5 Result Analysis

Four classifiers in the WEKA toolkit have been used to classify the three visual
feature vectors obtained by applying PCA, DCT and DFT. These are J–48,
Random Forest (RF), Multilayer Perceptron (MLP) and Sequential Minimal
Optimization (SMO). The k–fold cross-validation method has been used for testing
with k ¼ 10: The advantage of this method is that all observations are used for
both training and testing. To evaluate the recognition accuracy of the spoken word,
the metrics used are True Positive Rate (TPR), False Positive Rate (FPR) and
Precision (P).

From Table 1, we observe that the best recognition accuracy of 54.3% is
obtained using the Random Forest classifier. This corresponds to the feature vector
using 50 high energy coefficients obtained by applying DCT on the 120 points
located on the lip contour. If all the classifier accuracies are compared, DCT
features show improvement over DFT and PCA features.

In [6], an accuracy of 68.8% has been reported on classification using fea-
tures obtained by applying PCA on DCT coefficients. Visual only accuracy is
reported to be 50.67% in a speaker independent scenario by Wang et al. [12].
However, these results are obtained on Chinese databases and need to be val-
idated on an English vocabulary. The best accuracy reported in [1] is 89.6%.
These results are on a vocabulary of four digits only. Best visual only word
error rate (WER) of 58.1% is obtained for DCT transform based features in [7].
Matthews et al. [8] reports that an accuracy of about 40% has been achieved for
visual only speech recognition for an English database. Our results are com-
parable to this.

It can be observed from Table 1 that there is only a marginal difference between
the accuracies of DCT and DFT features. DCT features contain only the real
values while DFT features are containing the real and imaginary values. Therefore,
it can be argued that it is computationally more efficient to use DCT features for
classification without compromising on the recognition accuracy.

Application of DCT has been normally done on pixels in the ROI. This
involves a large computation and storage effort as all pixel values are trans-
formed. In our experiments, only a few spatial coordinates are being trans-
formed. This reduces computation overheads considerably without decrease in
recognition accuracy.

Table 1 TPR, FPR and Precision values for J–48, RF, MLP and SMO

Method J–48 RF MLP SMO

TPR FPR P(%) TPR FPR P(%) TPR FPR P(%) TPR FPR P(%)

Boundary-PCA 0.41 0.07 40.5 0.53 0.05 53.4 0.19 0.09 19.8 0.16 0.10 15.4
Boundary-DCT 0.47 0.06 43.6 0.54 0.05 54.3 0.22 0.09 22.2 0.18 0.09 17.7
Boundary-DFT 0.42 0.06 42.3 0.53 0.05 54.0 0.21 0.09 21.7 0.18 0.09 17.7

Boundary Descriptors for Visual Speech Recognition 311



6 Conclusion

This paper uses the concept of transformation of boundary descriptors from spatial
domain to frequency domain. To the best of our knowledge, all previous work
reported apply DCT and DFT on the ROI. In this paper, we have defined the lip
contour using 120 xy coordinates. These boundary descriptors are subjected to
transforms like Principal Component Analysis, Discrete Cosine Transform and
Discrete Fourier Transform which are traditionally applied directly on mouth
image pixels. With our approach, we see that the obtained visual speech recog-
nition accuracy is comparable with reported results while the computation effort is
reduced as only the lip contour coordinates are being used as the input data.
The results motivate us to increase the size of the database and try to determine
other visual features which can be an improvement on the achieved accuracy.
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Semi-Automatic Adaptation of High-Polygon
Wireframe Face Models Through Inverse
Perspective Projection

Kristin S. Benli, Didem Ag̃dog̃an, Mete Özgüz and M. Taner Eskil

Abstract Precise registration of a generic 3D face model with a subject’s face is a
critical stage for model based analysis of facial expressions. In this study we propose
a semi-automatic model fitting algorithm to fit a high-polygon wireframe model to a
single image of a face. We manually mark important landmark points both on
the wireframe model and the face image. We carry out an initial alignment by
translating and scaling the wireframe model. We then translate the landmark ver-
tices in the 3D wireframe model so that they coincide with inverse perspective
projections of image landmark points. The vertices that are not manually labeled as
landmark are translated with a weighted sum of vectorial displacement of k neigh-
boring landmark vertices, inversely weighted by their 3D distances to the vertex
under consideration. Our experiments indicate that we can fit a high-polygon model
to the subject’s face with modest computational complexity.
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1 Introduction

Human face serves as an interface for one of the principal modes of interpersonal
communication. Due to this fact facial expression research is very popular in many
domains, ranging from psychology to computer science. In computer science,
facial expressions are mostly studied in the context of human-computer interaction
(HCI). In the most general sense HCI aims to analyze the emotional status of the
human operator and use the obtained results in the decision processes of the
machine for better adaptation to the user’s intentions.

A typical model-based facial expression recognition system incorporates the
following five stages; detecting the human face in the input, fitting a 3D model
onto face region, tracking the rigid body motion of the head and the defor-
mations of the face, extracting features and classifying the facial expression.
As one of the earlier stages, registering the subjects face with a generic 3D
face model is critical for the overall success of the system. Any imprecision
introduced in this stage will accumulate as error in the later stages. Adaptation
of the generic face model must also be flexible enough to accommodate
interpersonal variations. This stage is referred to as adaptation, initialization or
customization by researchers.

Essa [1] used Moghaddam’s [2, 3] view-based and modular eigenspace methods
for fitting 3D face model to a face in an image. The positions of the eyes, nose and
lips are extracted automatically and the canonical face mesh is deformed and
matched with the face image.

Active Shape Models (ASM) approach is proposed by [4]. These models are
parametric deformable models. They are used to create models of human hearts,
hands and faces. A statistical shape model of the face object is built using a set
of training examples. Pose and shape parameters are iteratively modified for a
better fit.

Active Appearance Model (AAM) was also proposed by [5]. AAM combines
the statistical model of the shape and the gray-level appearance of the object of
interest. The synthesized model is projected onto the face image and matching is
done iteratively.

Krinidis and Pitas [6] used a semi-automatic approach for fitting the wireframe
model to a face image. The face model is a 2D mesh whose elements are springs
with stiffness. In the first step they coarsely initialized the wireframe on the face
image, and then they manually matched model nodes with the corresponding
positions of the face image. Using these correspondences driving force values that
will cause the deformation of the wireframe are calculated.

There are still a limited number of studies in the literature that focus solely on
the topic of wireframe adaptation, and those studies that address to this topic
attempt to solve the fitting problem on low-polygon wireframe models. In this
study we propose a semi-automatic algorithm for fitting a generic high-polygon 3D
wireframe model to an input face image. Our algorithm produces visually accurate
results that are free of collapsing polygons.
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2 Semi-Automatic Wireframe Fitting

We propose a semi-automatic model fitting method for wireframe deformation.
Our approach starts with manually marking important feature points of the face
image and the wireframe model, which will be called landmark points and land-
mark vertices respectively. We define a landmark point as a point on 2D face
image that represents an important feature on the face of a subject such as an eye
corner, tip of the chin or the top of the forehead. In our study we marked 36
landmark points on the face image and their corresponding landmark vertices on
the wireframe model. These traits are carefully selected in order to sketch the
general shape of the subject’s face.

Given the image landmark points, we estimate their locations in the 3D coor-
dinate system. We call this process inverse perspective projection and detail it in
Sect. 3 The original wireframe model is translated and scaled for an initial
alignment with the inverse projected landmark points. In the last stage of fitting we
calculate the new positions of the unmarked vertices, which ends the customiza-
tion process.

3 Perspective and Inverse Perspective Projections

We aim to reshape the generic wireframe model based on the facial landmark
points selected on the 2D image. In order to calculate translation vectors for the
wireframe vertices we need to estimate the 3D coordinates of these facial land-
mark points. Perspective projection is a method for mapping a 3D object onto 2D
camera plane (Fig. 1)

In Eqs. 1 and 2, zvp stands for the z-coordinate of the view (camera) plane and
ðxprp; yprp; zprpÞ stand for the projection reference point. The projection reference
point is chosen on the z-axis to simplify the calculations of perspective projection
ðxprp ¼ yprp ¼ 0Þ: Then, Eqs. 1 and 2 can be rewritten as in Eq. 3.

xp ¼ xðzprp � zvp

zprp � z
Þ þ xprpð

zvp � z

zprp � z
Þ ð1Þ

yp ¼ yðzprp � zvp

zprp � z
Þ þ yprpð

zvp � z

zprp � z
Þ ð2Þ

fpðx; y; zÞ ¼ ðxp; ypÞ ¼
xðzprp�zvp

zprp�z Þ
yðzprp�zvp

zprp�z Þ

" #
ð3Þ

When the user selects a landmark point on the face, we know the depth of the
corresponding vertex in the wireframe. Assuming that the depth of the vertex is
fixed, we can take the inverse of perspective projection using Eq. 4.

Semi-Automatic Adaptation of High-Polygon Wireframe Face Models 317



f�1
p ðxp; yp; zÞ ¼ ðx; y; zÞ ¼

xpð zprp�z
zprp�zvp

Þ
ypð zprp�z

zprp�zvp
Þ

z

2
4

3
5 ð4Þ

4 Distance Weighted Nearest Neighbor Algorithm

We found the customized locations of the landmark vertices through inverse
perspective projection. For each landmark vertex we can compute the translation
vector by subtracting its initial position in original wireframe from the customized
position in the deformed wireframe model.

Dvl
i ¼ vl

i;orig � vl
i;custom ð5Þ

For each non-landmark vertex in the original wireframe we calculated the
Euclidean distances between the vertex and the landmark vertices. These distances
are to be used to determine the nearest k landmark vertices and their weights in
calculating the displacement vector for the non-landmark vertex.

di;j ¼ vl
i;orig � vnl

j;orig

���
���
��� i ¼ 1 ::: 36; j ¼ 1 ::: 576

��� ð6Þ

Fig. 1 Perspective and inverse perspective projections
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Each non-landmark vertex is translated with a sum of translation of k nearest-
neighbor landmark vertices, weighted by the inverse of their distances to the
vertex.

Fig. 2 Test results
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Tj ¼

Pk
i¼1

Dvl
i

d2
ijPk

i¼1
1
d2

ij

ð7Þ

vnl
j;custom ¼ vnl

j;orig þ Tj ð8Þ

5 Experiments and Results

We used the face database prepared by the California Institute of Technology
Computational Vision group [7]. Our test images contain neutral faces that are
oriented towards camera. Experimental results are shown in Figs. 2 and 3 .

Our generic wireframe model consists of 612 vertices. In the first step of the
study we manually marked 36 landmark vertices on the wireframe model. For each
test image, we marked the corresponding landmark points. We then applied 3D
translation and scaling operations to the wireframe model for initial alignment.
The customized and final coordinates of the landmark vertices are found by taking
the inverse perspective projection of the facial landmark points. The coordinates of
non-landmark vertices in the customized model are computed using the distance
weighted nearest neighbor algorithm. The new positions of the non-landmark
vertices are calculated by weighting the displacement vectors of closest
10 landmark vertices on the wireframe model.

6 Conclusion

In this study we focus on registering a 3D generic wireframe model with an input
face image. We proposed a semi-automatic wireframe fitting algorithm for cus-
tomizing a high-polygon wireframe model. It is currently not possible to quantify

Fig. 3 Test results of
wireframe model with
different views
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the precision of our algorithm since our input images are 2D. We are currently
working on repeating these experiments using 3D databases. By registering
vertices in the customized wireframe model with 3D face points, we will be able to
quantify our error and take steps to improve our algorithm and reduce the
error rate.
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A Fuzzy Metric in GPUs: Fast
and Efficient Method for the Impulsive
Image Noise Removal

María G. Sánchez, Vicente Vidal, Jordi Bataller and Josep Arnal

Abstract The implementation of image correction algorithms on the CUDA
platform is a relatively new field. Although the platform is easy to program, it is
not easy to optimize the applications due to the number of decisions that have to be
made. This paper reports an optimization study on the use of the CUDA platform
to remove impulsive noise in images using fuzzy metric and the concept of peer
group. The texture memory is used to speed up the access to data. In order to get
the maximum bandwidth on the GPU memory, a strategy based on storing each
pixel in 4 bytes is proposed.
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1 Introduction

In recent years, the incorporation of GPUs (Graphics Processing Units) in graphic
cards has achieved significant improvements in computational speed, offering a
high parallel processing level. For this reason, developments based on this hard-
ware have become increasingly widespread, not only for graphic implementations
but also for general purpose applications. The most commonly used programming
platform for these graphic cards is CUDA (Compute Unified Device Architecture)
[1]. Its multiple fields of application include medicine, astrophysics, computational
chemistry and signal processing, among many others [2, 3]. Whilst it is relatively
easy to use the CUDA platform to program the GPU, the problem lies in the
difficult task of optimizing application performance, due to several hardware
restrictions and the multiple types of memories included. Thus, it is necessary to
carry out a specific study in order to identify the best approach to using the
resources offered by CUDA in each case. Such a study is the subject of the present
paper, applied in this case to noise removal in images. We propose a parallel
algorithm to remove impulse noise in images based on the fuzzy metrics [4]
and the concept of peer group P [5]. Many algorithms have been proposed for
correcting impulsive noise, for instance those mentioned in [6, 7]. At the hardware
level, there are studies regarding image correction implementations [8], in which
the hardware is configured for that purpose. In the present study, we implemented
a parallel algorithm based on the algorithms proposed in [6]. The process of noise
removal was divided into two steps: erroneous pixel detection, and the elimination
of these pixels. We analyze the access time to global memory and use the texture
memory in order to reduce it. A strategy for getting the maximum bandwidth of the
GPU memory is proposed.

This paper is organized as follows: In Sect. 2, the GPU is described together
with CUDA programming models. Section 3 illustrates the noise removal method
employed and its implementation on CUDA. Experimental results are shown in
Sect. 4, and lastly, the conclusions are presented in Sect. 5.

2 GPU and CUDA Programming Models

Physically, the GPU contains a set of multiprocessors and a physical memory that
can be used in different ways. The main use is as global shared memory among the
GPU multiprocessors. However, this memory also permits its several areas to be
used in other modes: as local memory, as texture and as a constant read-only area.
Internally, each multiprocessor has four kinds of memories [1]: a set of registers
per processor, a shared memory, a constant cache memory and a texture cache.
The large variety of memories and their different features complicate the task of
achieving optimal performance in programs using CUDA. One of the main issues
that must be considered in order to obtain efficient programs is the coalescence of
accesses to global memory. Global memory bandwidth is used more efficiently
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when the simultaneous memory accesses by threads in a half-warp can be
coalesced into a single memory transaction of 32, 64, or 128 bytes [1]. Initially,
data are available in the GPU global memory but if coalescence problems arise, it
becomes necessary to consider whether it would be advisable to copy data from the
global memory to the shared memory of each multiprocessor in order to process
them. Another option is to use textures, if part of the information is read-only and
the information contained is organized dimensionally in arrays. Since a GPU has
various multiprocessors, it is necessary to group the threads (a piece of code being
run in parallel) in blocks to make clear the allocation of the execution of a block to
a specific multiprocessor of the GPU. This feature permits to synchronize the
threads only if they belong to the same block. The set of blocks is called a grid.
When a block of threads ends and there are still data to be analyzed, a new block is
assigned to the multiprocessor that remains available. As can be appreciated, in the
design of a CUDA program is essential to decide at each moment the best location,
among the different available memories, for the input and output data, and how to
access them, performing the necessary copies at the appropriate time.

3 Image Noise Removal and Implementation Strategies
with CUDA

In the present study, the process of image noise removal was divided into two
steps. The first step was to detect erroneous pixels and the second, to eliminate
them. For the detection stage, the fuzzy metric between the vectors of the color
image xi and xj was used, which is given by the following function:

Mðxi; xjÞ ¼
Y3

l¼1

min xiðlÞ; xjðlÞ
� �

þ k

max xiðlÞ; xjðlÞ
� �

þ k
; ð1Þ

where ðxið1Þ; xið2Þ; xið3ÞÞ is the color vector for the pixel xi in space color RGB.
In [6], k = 1,024 was shown to be an appropriate setting, and this was therefore
the value that was used in the present study. Fuzzy metric is employed in peer
group Pðxi; dÞ;

Pðxi; dÞ ¼ fxj 2 W : Mðxi; xjÞ� dg; ð2Þ

where xi is the central pixel in a window W with size n� n; n ¼ 3; 5; 7; . . .; and
0� d� 1 is the distance threshold. The peer group associated with the central pixel
of W is a set consisting of the central pixel xi and its neighbors belonging to W,
whose distance from xi exceeds d. After several tests, d ¼ 0:95 proved to be
a good value for d. In the detection process described in Algorithm 1, the kernel
was configured so that each thread processed one item of pixel data. The thread
corresponding to the pixel xi analyzes the n� n pixels of W (in the present study,
n ¼ 3 was considered), calculates the peer group and if this satisfies the cardinality
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mþ 1; i.e. #Pðxi; dÞ�mþ 1; the central pixel is diagnosed as uncorrupted; if not,
it is diagnosed as corrupted. In the correction step described

Algorithm 1 Detection of Erroneous Pixels

Require: m, d, W.
Ensure: The image with the pixels classified as corrupt or not.

1: Calculate P(xi, d):
2: Each thread calculates:
3: distance = M (xi, xj)
4: if distance C d then
5: pixel xj [ P(xi i, d)
6: endif
7: if (# P(xi, d) C m +1) then
8: xi is declared as non-corrupted pixel
9: else

10: xi is declared as corrupted pixel
11: end if

in Algorithm 2, we used an equal number of threads for kernel 1. The threads
corresponding to pixel xi apply filtering by substitution where this has been labeled
as corrupted in detection step. The replacement value is determined by creating a
window W for the pixel xi and calculating the well-known AMF (Arithmetic Mean
Filter) [6] on corrupted pixels W. Threads with uncorrupted pixel values continue
as before. The arithmetic mean was used instead of the median for two main
reasons: first, because in the calculation of the median, comparison operations are
required and these operations are not recommended on the GPU. Second, because
the computational cost of the arithmetic mean is lower than the median.
To determine the number of threads per block that

Algorithm 2 Elimination of Erroneous Pixels

Require: n, threads corresponding to the pixels labeled as corrupted.
Ensure: Filtered Image.

1: Each thread defines the row and column corresponding to the central pixel xi.
2: Each thread builds its windows W of pixels.
3: Calculate the AMF of uncorrupted pixels W.
4: Thread corresponding to the pixel xi replaces value obtained by the AMF.

best fits the application, a heuristic study concluded that 64� 64 threads per block
gave lowest computational costs. As can be observed in Sect. 2, a series of choices
must be considered in order to implement an algorithm on CUDA. In the present
case, two strategies were employed:
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1. Storing the image with 3 channels per pixel or 4 channels per pixel.
2. Accessing data through the texture memory or not.

Deciding whether to store the image in RGB (three channels) or RGBA (three
channels + padding), is necessary since the RGB format uses 3 bytes and thus does
not achieve access coalescence. Moreover it is not a multiple of 32, 64 or 128 bits
that matches a correct access pattern to write or read to the memory. However, if a
padding byte is added, even using a time for it, the accesses will fit in blocks of
4 bytes and performance may improve. Furthermore, the addition of a fourth byte
can be used to indicate pixel status: corrupted, uncorrupted or undiagnosed.
In addition, we evaluated the improvements deriving from the use or not of texture
memory. In our case, we evaluate whether access to this memory improves access
time to data. For this research, two textures were used: one in the first phase of
detection, another in the elimination phase. In all cases, these were used with the
purpose of reading xi neighboring pixels in the fuzzy and peer group calculations.

4 Experimental Results

This section presents the results obtained for the implementations discussed in
Sect. 3. The CPU used was a Mac OS X Intel Xeon Quad-Core processor at
2 9 2.26 GHz with 8GB memory. The GPU was an NVIDIA GeForce GT 120
with 512 MB of memory and 4 multiprocessors. Our implementation used C
language and single-precision calculations. The lenna image [6] was employed,
with RGB format square dimensions 128, 256, 512, 1024, 2048 and 4096 pixels
and 5 and 10% noise impulse. For each algorithm, we designed both the CPU
serial code and the GPU parallel code and then we compared execution time. We
have taken into account the preparation time and data transfer time between CPU
and GPU and the calculation time on the GPU. In the first experiment (strategy
1 of Sect. 3) we use the char data type to store each pixel component, using 3 bytes
per pixel, and we compare with the option of storing the pixel in 4 bytes. The data
access was done through a normal pointer directly to global memory. In the second
experiment (strategy 2 of Sect. 3) we reserve space in memory using 4 bytes per
pixel and we access data through the texture memory. Table 1 shows that the
4 bytes storage option obtained better execution times than the 3 bytes storage
option. Moreover, it can be seen that the access to the data through the texture
memory improves significantly the global memory option. These performance was
obtained for the two choices of percentage of image noise. When the image size
increases the reduction rate in execution time increases.Working with 4 bytes per
pixel we get more bandwidth when accessing data of the GPU memory and we can
use it to classify the pixel as corrupt or not, and then it is not needed aditional
memory space for this purpose. Moreover, more time reduction is obtained if the
texture memory is used because we access through its cache. The results regarding
relative GPU time spent by each kernel are shown in Table 2. As can be seen, the

A Fuzzy Metric in GPUs 327



T
ab

le
1

P
ro

ce
ss

in
g

ti
m

e
in

m
il

li
se

co
nd

s
fo

r
th

e
im

pl
em

en
ta

ti
on

s

S
iz

e
5%

no
is

e
10

%
no

is
e

3
by

te
s

pe
r

pi
xe

l.
D

at
a

ac
ce

ss
di

re
ct

ly
to

gl
ob

al
m

em
or

y

4
by

te
s

pe
r

pi
xe

l.
D

at
a

ac
ce

ss
di

re
ct

ly
to

gl
ob

al
m

em
or

y

4
by

te
s

pe
r

pi
xe

l.
D

at
a

ac
ce

ss
th

ro
ug

h
te

xt
ur

e
3

by
te

s
pe

r
pi

xe
l.

D
at

a
ac

ce
ss

di
re

ct
ly

to
gl

ob
al

m
em

or
y

4
by

te
s

pe
r

pi
xe

l.
D

at
a

ac
ce

ss
di

re
ct

ly
to

gl
ob

al
m

em
or

y

4
by

te
s

pe
r

pi
xe

l.
D

at
a

ac
ce

ss
th

ro
ug

h
te

xt
ur

e

G
P

U
T

ot
al

(G
P

U
an

d
C

P
U

)
G

P
U

T
ot

al
(G

P
U

an
d

C
P

U
)

G
P

U
T

ot
al

(G
P

U
an

d
C

P
U

)
G

P
U

T
ot

al
(G

P
U

an
d

C
P

U
)

G
P

U
T

ot
al

(G
P

U
an

d
C

P
U

)
G

P
U

T
ot

al
(G

P
U

an
d

C
P

U
)

12
8

1.
44

2.
03

1.
11

1.
34

0.
47

0.
87

1.
48

2.
07

1.
15

1.
38

0.
51

0.
90

25
6

5.
62

6.
85

4.
18

4.
65

1.
63

2.
39

5.
82

7.
07

4.
34

4.
82

1.
78

2.
56

51
2

31
.7

8
35

.7
9

16
.6

7
18

.1
1

6.
29

8.
54

32
.6

9
36

.7
0

17
.2

5
18

.6
9

6.
68

9.
10

10
24

13
0.

45
14

5.
95

68
.0

9
73

.4
8

24
.9

1
33

.0
8

13
4.

85
15

0.
30

70
.6

1
75

.9
9

27
.5

4
35

.7
2

20
48

56
9.

35
63

0.
91

30
6.

20
32

7.
09

10
4.

48
13

6.
14

59
3.

74
65

5.
02

31
6.

54
33

7.
47

11
5.

35
14

7.
00

40
96

25
36

.1
6

27
79

.9
3

12
50

.8
9

13
33

.7
7

41
9.

92
54

5.
59

26
53

.6
8

28
97

.5
1

13
00

.9
8

13
83

.8
5

46
4.

69
59

0.
29

328 M. G. Sánchez et al.



computational cost in the elimination phase is lower than in the detection. This is
due to the fact that in the detection phase all the threads have to check if the pixel
is corrupted or not using the process of peer group and fuzzy metric, whereas in the
elimination phase only corrupted pixels have to do the filtering of the arithmetic
mean. The strategy of 4 bytes with texture reflects the least computational time for
all sizes. Table 3 shows the speedup when comparing the sequential version
running on CPU and the parallel version on GPU using 4 bytes with textures.

5 Conclusions

In this paper we have described a study conducted in order to determine the best
method for implementing image correction processing in RGB format with
impulsive noise on a GPU using a CUDA platform. This processing was divided
into two steps: noise detection and noise elimination. For detection, the fuzzy
measure and the concept of peer group were used. In the correction stage,
corrupted pixel values were replaced by calculating the mean of those neighbors
not labeled as corrupted in the detection step. The experiments show that if the
accesses coalesced and an access pattern of read/write in words of 32, 64, of 128
bytes is satisfied, the results improve significantly. Furthermore, we have also
shown that the use of textures for accessing data in global memory reduces sig-
nificantly the data access time. Likewise, through the use of textures, we have

Table 2 Computational times on GPU for kernels with 5% impulsive noise

Strategy

3 bytes/Global memor 4 bytes/Global memor 4 bytes/Texture memor

Image Size Detection Elimination Detection Elimination Detection Elimination

128 0.92 0.52 0.73 0.37 0.28 0.19
256 3.70 1.92 2.78 1.40 0.92 0.70
512 23.40 8.38 11.20 5.47 3.60 2.69
1024 96.80 33.65 46.21 21.88 14.07 10.84
2048 427.66 141.69 215.91 90.29 57.82 46.66
4096 1937.16 599.00 886.58 364.31 232.93 186.99

Table 3 Speedup for different image sizes with 5% impulsive noise

SIZE TEXTURES GPU CPU SPEEDUP

128 0.87 8.17 9.39
256 2.39 31.84 13.32
512 8.54 126.96 14.87
1024 33.08 491.20 14.85
2048 136.14 1961.51 14.41
4096 545.59 7895.66 14.47
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obtained outstanding results in speedup, compared to sequential version of the
implementation. For future works, we plan to spread the processing load between
multiple GPUs and evaluate the performance of large images.
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Improved Secret Image Sharing Method
By Encoding Shared Values With
Authentication Bits

Guzin Ulutas, Mustafa Ulutas and Vasif Nabiyev

Abstract Authentication capability and stego image distortion issues of secret
sharing schemes are addressed and improved by the proposed scheme in this paper.
Reduced fake stego block authentication probability and improved stego image
Peak Signal to Noise Ratio (PSNR) are achieved by encoding both the share and
authentication bits by XOR. Employing only eight bit for both share and
authentication reduces the probability of authenticating a fake stego block to 1/256
with 44 dB average PSNR stego images. Experimental results indicate improve-
ments compared to similar studies reported in the literature.

Keywords Secret image sharing � Steganography � PSNR

1 Introduction

Shamir proposed a polynomial based technique to share a secret among a group of
participants in 1979 [1]. Thien and Lin used Shamir’s approach to share a secret
image among n participants in 2002 [2]. Lin et al. proposed to use Steganography
to hide share images into meaningful cover images [3]. Their method also intro-
duced an authentication mechanism for stego images. Two issues, distortion
caused by truncation and the use of a simple parity bit for authentication, are
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reported in Yang et al.’s work in 2007 [4]. In 2008, Chang et al. proposed a
new authentication technique based on the CRT to improve the authentication
capability [5]. A new secret image sharing scheme encoding both share and
authentication bits by XOR to both enhance authentication and visual quality of
the stego images is proposed in this paper. Each stego block accommodates eight
bit to both represent eight bit shared value and eight bit authentication value. Any
modification of a stego block would result in a modified share since share and
authentication bits are related by XOR. The proposed method is able to identify
alterations of stego images after the secret image is revealed by the reconstruction
procedure. However, using only eight bit of the block to accommodate both share
and authentication value improve stego images’ PSNR by 4 dB on the average as
indicated in the results. Authentication capability of the proposed method is also
improved compared to similar works since eight authentication bits reduces the
probability of a cheat to 1=256:

2 Sharing Scheme with Packed Share
and Authentication Bits

The proposed method can be defined as a sharing algorithm and a retrieving
algorithm. The sharing algorithm is used to share a secret image among n partic-
ipants for a (k,n) scheme. It also employs steganography to hide shared values into
cover images. The retrieving algorithm needs at least any k of the n stego images
from the participants. It retrieves shared values from stego images and Lagrange’s
interpolation technique is used to reconstruct secret pixel values from shared
values. The details of both algorithms are given below. The dealer D should select
a unique serial numberxi; i 2 1; � � � ; nf g for each participant. Pixels of the secret
image S with intensity values in 251� 255½ �range are truncated to 250 before the
sharing algorithm. Let the intensity of the gray level secret image S of size
N 9 M be S ¼ sij sij 2 0� 250½ �

�� ; 1� i�N; 1� j�M
� �

:

1. Repeat the following steps for i ¼ 1; 2; � � � ; N
2. Repeat the following steps for j ¼ 1; 1þ k; 1þ 2k � � � ; M=kb c � k � k � 1ð Þ

2.1. Obtain the current section from the secret image sij; sijþ1; � � � ; sijþk�1
� �

2.2. Construct a polynomial asF xð Þ ¼ sij þ sijþ1xþ � � � þ sijþk�1xk�1
� �

mod

251:
2.3. Repeat the following steps for t ¼ 1; 2; � � � ; n

2.3.1. Evaluate the polynomial to compute the shared value F xtð Þ:

2.3.2. Obtain the corresponding cover block
Xt ¼ Ct

uv Yt ¼ Ct
uvþ1

Zt ¼ Ct
uþ1v Wt ¼ Ct

uþ1vþ1

� �
at

tth cover image where u; vð Þ is 2 � i� 1; j=kb c � 2þ 1ð Þ:
2.3.3. Compute authentication value using keyed hash function H �ð Þ:
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At
uv ¼ H Xt � xt

7; x
t
8

� �� �
Yt � yt

7; y
t
8

� �� �		 		 Zt � zt
7; z

t
8

� �� �
Wt � wt

7;w
t
8

� �� �		� �
 �
8

2.3.4. Compute the encoded embedding value Et
uv to be stored into corre-

sponding cover block from the share F xtð Þ and authentication hash At
uv

values by Et
uv ¼ At

uv � F xtð Þ:
2.3.5. Partition embedding value Et

uv into two bit chunks to be embedded into
corresponding cover pixels’ last two bits.

The proposed method modifies only eight bits of cover blocks to accommodate
both share and authentication values using XOR encoding whereas similar studies
use 8 ? b, eight bit share and b, b 2 1� 4½ � bit authentication. Separate share and
authentication bits impair PSNR and limit the authentication capability of those
methods due to increased number of modified bits per block. In other words,
the proposed method do not need extra bits to represent authentication value which
both enhance the visual quality of stego images while ensuring eight bit authen-
tication capability. Previous methods used maximum four bits for authentication
purposes. The retrieving algorithm reconstructs shares and reveals the secret.

Fig. 1 a Secret image of size 256 9 256 b–e Gray level cover images f–i Stego images
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Let k different stego images be denoted by ST1; ST2; � � � ; STk: The steps of the
retrieving algorithm processing k stego image block by block are given below.

1. Repeat the following steps for i ¼ 1; 3; � � � ; 2N
2. Repeat the following steps for j ¼ 1; 3; � � � 2M

2.1. Repeat the following steps for t ¼ 1; 2; � � � ; k

2.1.1. Obtain a stego block
~Xt ¼ STt

ij
~Yt ¼ STt

ijþ1
~Zt ¼ STt

iþ1j
~Wt ¼ STt

iþ1jþ1

" #
from tth stego image.

2.1.2. Compute eight bit authentication value ~At
ij from block as ~At

ij ¼
H ~Xt � ~xt

7;~x
t
8

� �� �
~Yt
�		�

� ~yt

7;~y
t
8

� �
Þk ~Zt � ~zt

7;~z
t
8

� �� �
~Wt � ~wt

7; ~wt
8

� �� �		 Þi8
2.1.3. Extract the embedded value Et

ij by concatenating last two bits of pixels
of the current stego block.

2.1.4. Decode the shared value F xtð Þ using F xtð Þ ¼ ~At
ij � Et

ij:

2.2. Use Lagrange’s interpolation technique on F x1ð Þ � � �F xkð Þ to compute
k coefficients of the polynomial corresponding to secret pixel values
values.

Computed authentication value in step 2.1.2 would indicate modifications of the
stego image pixels since decoded shared value by the authentication bits would
result in incorrect coefficients. By utilizing XOR function, the method not only
improves stego image quality but also prevents construction of the correct secret
pixel values, if stego image pixels are modified during transmission or storage.

3 Experiments and Discussion

The two metrics of secret image sharing schemes, visual quality and authentication
capability, of the proposed method are tested during the experiments. The secret
image ‘‘Lena’’ of size 256 9 256 and cover images of size 512 9 512 given in
Fig. 1a–e respectively are used in the experiments. Proposed method shares the
secret among four participants for k = 3 for as the first experiment. Generated
stego images have approximately 44 dB PSNR as shown in Fig. 1f–i. Authenti-
cation capability of the proposed method is tested by the second experiment. First
stego image obtained in the first experiment is replaced by a fake stego image
given in Fig. 2a. The least significant two bits of the fake stego image pixels are
replaced by the least significant two bits of the original stego image pixels in order
to preserve the share information. The reconstructed secret image given in Fig. 2b
does not reveal any information about the secret image. Improved authentication
capability of the method correctly identifies alterations on any one of the stego
images. Using only eight bit for both hiding shared and authentication values
improves both the PSNR and authentication capabilities compared to similar
works by others reported in the literature. eight bit authentication capability
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provided to verify the stego blocks during the retrieving algorithm reduces the
probability of authenticating a modified block to 1/256. Table 1 lists a feature
comparison of the proposed method and related works. Proposed method has
higher PSNR and improved authentication capability compared to similar works.
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Fig. 2 a Fake stego image
b Reconstructed secret image
with a fake stego image

Table 1 Properties of the
proposed method and other
methods

[2] [3] [4] [5] Proposed
method

Num. of auth. Bits – 1 1 4 8
Avg. PSNR 39 dB 41 dB 38 dB 37 dB 44 dB
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Intelligent Navigation Systems
for Building Evacuation

Gokce Gorbil, Avgoustinos Filippoupolitis and Erol Gelenbe

Abstract Intelligent navigation systems can significantly improve the evacuation
of civilians in urban emergencies by providing dynamic directions to the evacuees
as the hazard spreads. In this paper, we propose two distributed and adaptive
systems for building evacuation. The first system, called intelligent evacuation
system (IES), is composed of a wireless network of static decision nodes (DNs)
installed in the building which provide movement decision support to evacuees by
directing them to exits via less hazardous routes. The second system, called
opportunistic communications based evacuation system (OCES), is based on
mobile communication nodes (CNs) carried by civilians, which form an oppor-
tunistic network to exchange information on the situation and provide directions to
civilians. We evaluate our systems’ performance with simulation experiments of a
three-floor office building. Our results indicate that both systems can greatly
improve the outcome of an emergency.

Keywords Building evacuation � Intelligent systems � Opportunistic
communications � Emergency navigation
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1 Introduction

To address the issues of safe and quick evacuation of buildings under dynamic
conditions, we propose the use of emergency evacuation systems which use
sensing and communications to safely evacuate people when some major hazard,
such as fire or explosion, is detected. We specifically propose two different
evacuation systems and provide simulation results to show that significant
improvements can be obtained through their use. In this paper, we evaluate the IES
and OCES as separate systems: only one of them would be installed in the building
for evacuation support at any time.

2 Description of Proposed Systems

We assume that the building is represented as a graph GðV ;EÞ: Vertices V are
locations where civilians can congregate, such as rooms, corridors and doorways,
and edges E are physical paths that can be taken by the civilians for movement.
Edges have multiple costs: edge length lði; jÞ; which is the physical distance
between vertices i; j 2 V ; hði; jÞ; which is the hazard intensity along this edge,
and Lði; jÞ ¼ lði; jÞ � hði; jÞ; which is the ‘‘effective’’ edge length, a joint metric
combining physical distance and hazard for shortest path calculations. Note that
hði; jÞ ¼ 1 when there is no hazard on the edge and its value increases with the
value of the observed hazard.

We also assume that the building graph is known for a building. Both the IES
and OCES are supported by fixed sensor nodes (SNs) installed in the building,
where each SN monitors a graph edge. Each SN has a unique device ID, a location
tag that corresponds to the area (i.e. edge) it monitors, and very short-range
(1–2 m) wireless communication capability so it can relay its measurements to
other entities in the system, such as DNs in the IES and CNs in the OCES. We
assume that SNs are very simple, battery-operated devices, with little to no generic
computing power, low memory capacity and restricted energy constraints. Because
of these limitations, SNs do not perform any data storage, processing or decision
making. Each measurement is stored until it is over-written by a newer mea-
surement. When a DN or CN requests the current measurement from an SN, the
SN sends its hði; jÞ value to the requester.

2.1 Intelligent Evacuation System

Our proposed intelligent evacuation system (IES) [1] consists of static decision
nodes (DNs), which are installed at specific locations inside the building (at each
graph vertex). Each DN has short-range wireless communication capability, some
local processor and memory, and a dynamic visual panel to present directions to
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civilians. The main role of a DN is to compute the best direction towards a
building exit and communicate this to the evacuees in its vicinity. Hazard infor-
mation is provided to DNs by their adjacent SNs, and this information is further
propagated among DNs based on the distributed decision algorithm as presented
below. Each DN, positioned at vertex u, stores the following information:

• the effective edge lengths to neighbors: Lðu; nÞ; 8n 2 V j ðu; nÞ 2 E
• the effective lengths of the paths to an exit for all neighbors: Lðn; eÞ; 8n 2

V j ðu; nÞ 2 E and e is a building exit,
• the effective length of the shortest path (SP) from u to an exit e: Lðu; eÞ;
• the next suggested DN d (i.e. the next hop along the SP from u to an exit).

The distributed decision algorithm, given in Algorithm 1, is executed periodi-
cally by each DN and updates both the executing DN’s neighbors (i.e. their Lðn; eÞ
values) and the DN itself (its Lðu; nÞ; Lðu; eÞ and d values). Note that Lðu; nÞ values
are updated based on measurements received from the SNs. The algorithm is based
on principles developed in [2, 3], and inspired by the distributed shortest path
algorithm [4] and adaptive routing techniques such as the Cognitive Packet Network
[5]. Its output is the next hop (i.e. DN) along the SP to the nearest building exit. As
edge costs are a combination of physical distance and hazard intensity, the IES
directs the civilians towards the exits while avoiding dangerous areas in the
building. Prior to executing the algorithm for the first time, exit DNs set their Lðu; eÞ
values to 0, while all other DNs set it to 1: Note that since DNs only use local
information, the IES is a distributed system that does not require global information.

Algorithm 1 Distributed decision algorithm for the IES. A DN updates its
suggested direction via communication with its adjacent DNs and SNs.

procedure UPDATEDN (u)

for all n 2 V j ðu; nÞ 2 E

Send Lðu; eÞ to n
Get hðu; nÞ from SN for ðu; nÞ
Lðu; nÞ  lðu; nÞ � hðu; nÞ

end for
Lðu; eÞ ¼ minfLðu; nÞ þ Lðn; eÞ; 8n 2 V j ðu; nÞ 2 Eg
d ¼ argminfLðu; nÞ þ Lðn; eÞ; 8n 2 V j ðu; nÞ 2 Eg

end procedure

2.2 Opportunistic Communications Based Evacuation System

The opportunistic communications based evacuation system (OCES) is composed
of mobile communication nodes (CNs) carried by civilians. In the OCES, we
assume that each civilian is equipped with a pocket- or hand-held device, with
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storage and processing capacity that would be equivalent to a mobile phone or
similar unit, capable of short range (up to 10 m) wireless communication. CNs
form a network in an opportunistic manner as devices come into contact as a result
of the vicinity of other humans and their mobility. Opportunistic communications
(oppcomms) are characterized by the ‘‘store-carry-forward’’ paradigm [6] where
CNs carry messages in local storage and then forward it to others when they get in
communication range. Thus, a message is delivered to its destination via succes-
sive opportunistic contacts. Because the opportunistic network (oppnet) can be
disconnected for long periods of time, CNs may need to carry messages for long
durations and delivery of messages is not guaranteed.

Oppcomms are used to disseminate emergency messages (EMs) containing
information on the hazard (i.e. location and intensity) among CNs. A CN obtains
hazard observations from SNs in its vicinity, which are then translated by the CN
into EMs that include the CN ID, locations (e.g. edges), intensities and timestamps
of the hazard observation(s). An EM is disseminated among all CNs in the OCES,
meaning each EM is sent network-wide. The first hazard observation or EM
received by a CN acts as an alarm, indicating that there is a hazard and the civilian
should evacuate the building. Each received EM is used to update the edge costs
stored locally by a receiving CN, and triggers re-calculation of its local evacuation
SP. The evacuation SP from the current CN location to the nearest building exit is
calculated using Dijkstra’s SP algorithm. Since effective edge lengths (Lði; jÞ
values) are used in SP calculation, the ‘‘shortest’’ path minimizes exposure to the
hazard while also minimizing travel distance.

A CN uses its evacuation SP to provide a navigation service to its civilian by
guiding her towards the next hop (i.e. graph vertex) on the SP. CNs use the SNs to
find their location in the building. CNs request the location tag from their nearby
SNs as they move within the building, and each near-by SN sends back a local-
ization message (LM) which contains its location (or the monitored area, i.e. edge).
CNs can then find out where they are in the building based on these LMs. The
actual position of a CN is therefore approximated by its inferred location (vertex)
on the building graph. Epidemic routing (ER) [7] is used for the dissemination of
EMs in the oppnet. We have found that ER is very suitable for the OCES due to its
flooding-based approach which closely matches how EMs should be disseminated,
and its high message delivery ratio and low message latencies [8], which are
critical in emergency communications. In order to store EMs, CNs employ
timestamp-priority queues, where EMs with the earliest creation timestamps are
dropped from the queue when it is full.

3 Experimental Evaluation

We have evaluated the IES and OCES with simulation experiments in the case
of a fire in a three-floor office building using the distributed building evacuation
simulator (DBES) [9], which is a multi-agent discrete-event simulation platform
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that can be coupled with real-life networks, such as WSNs [10]. The two building
exits are located on the ground floor. Before a civilian is notified of the fire, she
follows a probabilistic mobility model which simulates inter-office movement.
After being alerted of the fire, civilians follow directions provided by the IES or
the OCES. We assume that in the IES experiments the execution period of the
distributed decision algorithm is 100 ms. All communication entities are assumed
to have wireless capabilities similar to IEEE 802.15.4-2006. We also assume that
entities on different floors cannot communicate. Each data point in the presented
results is an average of 50 simulation runs; each run represents a different
distribution of civilians over all vertices of the building. The spread pattern for the
fire is based on a probabilistic model inspired by [11]. Where appropriate,
experimental results are presented with their 95% confidence intervals. In all
experiments the fire starts at time 0 at the intersection of two corridors (near the
staircases) on the second floor.

We compare our proposed systems under different scenarios: (i) In the IES with
alarm (IES) scenario, all civilians are alerted of the fire via a central alarm as soon
as the fire starts and they then follow dynamic directions provided by the DNs to
evacuate the building. (ii) In the OCES without alarm ðOCES�Þ scenario, we
assume that there is no central alarm in the building, so civilians are alerted and
guided only by the OCES. (iii) The OCES with alarm ðOCESþÞ scenario assumes
a central alarm as in the IES scenario, but civilians are guided by the OCES. (iv)
The no system (NoSys) scenario simulates the case where there is no evacuation
support system in the building other than a fire alarm.

Figure 1a shows that OCES� performs worse than NoSys when population
density and CN communication range are both low. In this case, CNs are
disconnected from the rest of the oppnet for a considerable amount of time, which
means that civilians are alerted late of the fire and do not receive up-to-date
evacuation guidance as the fire spreads. However, OCES� performance improves
with a longer communication range (i.e. 10 m) and surpasses NoSys in terms of
evacuated civilians even with a low population density. In the 10pf case, the IES
performs the best in terms of both evacuated civilians and evacuation time. With a
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higher population density (20pf), OCES� performance improves and as population
density and communication range increase, OCES� performs better than IES. This
is due to increased connectivity in the oppnet with increasing density and range,
while IES performance gets slightly worse with increasing density due to physical
congestion during evacuation (e.g. at the staircases). OCES� is not affected by
congestion as much since civilians start evacuating at different times due to the lack
of a central alarm. In Fig. 2, trends similar to the above discussion are observed.
The effect of the central alarm in OCESþ (compared to OCES�) is most apparent at
low population densities (10pf), and the alarm loses its effectiveness as OCES
performance improves with increasing density and/or communication range.

4 Conclusions and Future Work

We have proposed and described two intelligent navigation systems for building
evacuation in cases of dynamic hazards such as a fire. We have evaluated our
systems using simulation experiments of a three-floor building in case of a fire.
Our results indicate that IES provides a good overall performance, while OCES
performs poorly in low population densities when a short communication range is
used but surpasses IES in denser populations or with higher communication ranges.
In future work, we aim to investigate how IES and OCES can be deployed simul-
taneously to improve evacuation, for example when there are failures in the system.
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Automatic Population of Scenarios
with Augmented Virtuality

Oscar Ripolles, Jose Simo and Roberto Vivo

Abstract In this paper we propose a new augmented virtuality framework
where the synthetic scenario is populated with the information coming from the
real-world. Our proposal is based on a smart camera which processes the images to
detect objects. With this information, our framework relies on the collisions of the
optical rays with the scenario to locate the detected objects. Our solution is also
capable of handling situations where objects are piled on others.

Keywords Augmented virtuality � Surveillance � Computer vision

1 Introduction

Video surveillance is an increasingly active research area, and different researchers
have proposed systems for visual surveillance using mixed reality. Most surveil-
lance solutions are based on augmented reality and very few systems offer
augmented virtuality applications, where the virtual environments are augmented
with data and media coming from the real world.

In this paper we present a new augmented virtuality framework using automatic
video interpretation. The framework that we propose combines a computer
graphics application with a smart camera which is currently being developed under
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the SENSE project.1 This smart camera performs image analysis onboard and
outputs a stream of XML-coded information containing the details on the detected
objects [1]. In this way, our aim is to develop a fully synthetic environment where
the augmentation is only used to indicate the characteristics of the detected objects
and their location. The graphics application uses the information coming from the
smart camera to infer the 3D characteristics of each detected object. Previous
solutions have typically used bounding boxes to locate the objects [2, 3], which
result in very simple approximations. In our proposal we use the silhouette
information to calculate the size of the objects in their three dimensions. Once
the 3D scene is populated, the user can vary the view-point as desired to observe
the scene from a better perspective.

This paper is structured as follows. The following section introduces previous
solutions for the simulation of real scenarios in 3D. Section 3 details the proposed
framework and describes the algorithms. Section 4 presents the results that we
have obtained and, finally, the conclusions and the main ideas for future work are
given in Sect. 5.

2 Previous Work

There are two main lines of research regarding augmented virtuality for surveil-
lance. On the one hand, some authors propose combining 3D environments with
real videos. In this sense, 3D scenarios are augmented by locating the real cameras
on them and adding a textured quad on this position to render the video sources.
These solutions aim at offering situational awareness so that the user has a clearer
understanding of where the cameras are located [3, 4].

On the other hand, some authors propose using computer graphics techniques to
estimate the position of the objects [2, 3]. This process is depicted in Fig. 1, where
the synthetic camera (point A) is located and oriented as the real-world camera,
while the image plane is located and oriented so that it matches exactly the
perspective view from the synthetic camera. Authors commonly use very rough 3D
scenarios and create a simple textured polygon at point C to represent the object
with an image from the video source [2, 3, 5]. From a different perspective, other
authors propose training the systems to detect a low range of objects. Then, when
simulating a scene, the algorithms perform a classification of the objects by finding
the combination of type of object, height and orientation that best fits the detected
bounding box in the 2D image [6]. With a similar idea, Osawa et al. use the
information of previous frames to produce a set of synthetic images by varying the
position of the objects in the 3D scenario until the objects detected in the real and
the synthetic images are the same [7].

1 SENSE stands for Smart Embedded Network of Sensing Entities (Project 033279), developed
under a grant from European Sixth Framework Programme
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3 Augmenting the Virtual Environment

To convert the 2D information obtained from the camera into accurate 3D data, we
follow an approach similar to the one presented in Fig. 1. The main difference with
previous approaches is that we use multiple points from the silhouettes to obtain
a much better approximation. For the visualization system we have chosen
OpenSceneGraph as rendering engine [8]. For the correct performance of the
proposed solution, the 3D scenario must be modeled with the actual sizes of the
real-world and the camera must be correctly registered. Within the synthetic
environment, each detected object is rendered as a cuboid (see Fig. 2).

Depending on the information retrieved from the camera, the system is capable
of modeling the objects with more or less detail. For every detected object we are
always able to use the information of their bounding box. Nevertheless, if the
detected silhouette meets some requirements the framework is also capable of
using the silhouette information to model the object with a higher accuracy.

3.1 Using the Bounding Box to Model the Object

The information on the bounding box that the smart camera outputs can be used to
approximate the location and shape of the detected object. The algorithm to follow

Fig. 1 Example of object
location by casting a ray from
A (optical center) through B
(object location on the image
plane) intersecting the floor
in C (calculated 3D position)

Fig. 2 Cuboid, the
geometrical shape used to
represented the detected
objects
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in this case is simple. Firstly, we start by casting two rays towards the scenario
through the two bottom corners of the bounding box. The two collisions give us
the location of the object within the scenario and the projected width. Secondly,
we create a quad centered between the two collisions and oriented accordingly.
The width of the box is slightly increased and the height is given a high value to
avoid errors in the following step. The third step consists in casting two more rays
through the two top corners of the bounding box. These collisions indicate the
height of the detected object, which is calculated as the average of the values
obtained from each collision. Finally, we must infer a value for the length of the
cuboid, as this third dimension of the object cannot be assessed from the bounding
box. The length can be fixed for every object or proportional to its width and/or
height.

3.2 Using the Silhouette to Model the Object

Although the approach presented in the previous section was suitable for all cases,
the algorithm proposed in this section is only adequate for objects oriented with
respect to the camera in such a way that perspective information is available.
Using the notation presented in Fig. 2, when the casted ray towards vertex v1 is
parallel to the edge ðv2; v1Þ and perpendicular to the edge ðv5; v1Þ (or vice-versa),
it is not possible to infer further details on the cuboid as we lack information on the
width or the length of the object.

The idea of our second augmentation algorithm is to select the silhouette points
that can correspond to the vertices of the cuboid:

• from the points located near the left side of the silhouette, select the one at the
bottom to represent v2

• from the points located near the right side of the silhouette, select the one at the
bottom to represent v5

• from the points located near the bottom side of the silhouette, select the one at
the center to represent v1

• from the points located near the left side of the silhouette, select the one at the
top to represent v3

• from the points located near the right side of the silhouette, select the one at the
top to represent v8

The first three points are projected on the 3D scenario and then used to calculate
the position (we consider v1 to be the location), the width and the length of the
cuboid. The only dimension to find out is the height. We create two cuboids, one
located at edge ðv2; v6Þ and the other one on edge ðv5; v6Þ: We project the two
latter points (v3 and v8) and calculate the height as the mean of the values obtained
from these two collisions.

350 O. Ripolles et al.



3.3 Solving Ambiguities

Our framework is capable of working with complex environments with objects
piled on others. A problem can appear when parts of an object are hanging off, as
we could obtain erroneous values when projecting the corners of the bounding box
or the silhouette points. One of the advantages of working with OpenSceneGraph
is the fact that the engine is capable of indicating the object that the ray collides to.
With this information, it is easy to retrieve the height of the different objects
the rays collide and select the highest one (provided the collision happens on top of
the objects; if not, errors may be introduced). This height is then used to locate an
imaginary plane where to perform the calculations of the location and the shape of
the object using the algorithms presented before.

4 Results

In this section we present some results that have been obtained using our augmented
virtuality application, which has been developed using OpenSceneGraph, which is
written entirely in C++ and OpenGL.

We want to start by testing how the accuracy of the detection depends on the
orientation of the object with respect to the camera. Table 1 presents the results
obtained when detecting a stapler which measures 3.67 9 4.55 9 14.4 centime-
ters (width 9 height 9 length) using the silhouette algorithm. In this table we
vary the location and the orientation, being the latter referred to the angle between
the ray that goes through v1 and the edge ðv1; v5Þ:

Firstly, in the results depicted in the first half of Table 1 we vary the angle, and
we can see how the lower the angle is, the higher the accuracy for calculating the
length, as we have less perspective information. Similarly, the higher the angle is,
the higher the precision for calculating the width. It is worth mentioning that,
angles 0� and 90� have not been considered as the silhouette algorithm cannot be
applied. Secondly, the results of the second half test the accuracy when the staple
is always oriented at approximately 45�: These results prove how the calculations

Table 1 Results obtained when varying the orientation or the location

Angle(�) Real Position (x,y) Calculated position (x,y) Width Height Length

15 50, 25 50.45, 27.23 2.95 4.22 14.07
30 50, 25 51.22, 26.59 3.39 4.09 13.92
45 50, 25 51.02, 25.97 3.86 4.33 13.52
60 50, 25 51.89, 24.45 3.49 4.10 12.93
75 50, 25 49.03, 26.33 3.75 3.78 11.75
45 50, 25 50.46, 24.77 3.81 4.15 13.84
45 50, 40 50.72, 36.98 3.75 3.75 13.72
45 80, 25 82.86, 23.24 4.54 4.14 12.52
45 80, 40 83.72, 39.15 3.27 4.15 12.72
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are more precise when the object is closer to the camera, as the algorithm has more
information on the silhouette.

From a different perspective, Fig. 3 offers a more complex scenario, where the
box and the book are modeled with the silhouette algorithm, while the ball is
modeled using the bounding box as no perspective information can be obtained
from its silhouette. Finally, we must underline that the box has been located in
such a way that some points of the silhouette hang off the book. In this case, as
some rays collide on the book and some on the floor plane, the algorithm selects
the height of the book to locate a plane with which continues the modeling process.

5 Conclusions

In this paper we have presented an augmented virtuality framework based on a
smart camera. We have shown how our approach is capable of locating the objects
on the scenario with high accuracy. This paper offers important improvements
over previous solutions, as it uses the silhouette to better adjust the shape of the
objects. Once the synthetic scene is populated, the user can modify the camera
position and orientation as desired, obtaining new perspectives that can be useful
for surveillance tasks.

As future work, our main line for future work implies extending the vision
algorithms of the SENSE camera to offer features like classification, speed or color
to improve the quality of the simulation performed in the graphics application.
For example, having information on trajectories can enable prediction if there were
delays in the visual feedback loop. From a different perspective, we must say that
the use of a multi-camera framework would imply altering our algorithms but
would definitely improve our simulation.

Acknowledgments This work has been funded by the Spanish Government (TIN2009-14103-
C03-03, TSI-020400-2009-0133 and DPI2008-06737-C02-01/02) and by the European Union
(ITEA2 IP08009).

Fig. 3 Synthetic environment obtained from a real scenario. a Scenario with three objects
b Image from a different perspective
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Support for Resilient Communications
in Future Disaster Management

V. M. Jones, G. Karagiannis and S. M. Heemstra de Groot

Abstract Disasters are often accompanied by damage to critical infrastructure,
including (wireless) communications infrastructure. Our solution for emergency
communications is based on advanced networks: Generalized Access Networks
(GANs), Body Area Networks (BANs) and Vehicular Networks, to support
dynamic, resilient communication services for disaster management.

Keywords Disaster management �Health monitoring �Wireless communications �
GAN � BAN � Vehicular networks �MANETS � Resilience � QoS

1 Introduction

Wireless communications have been widely deployed in disaster management.
Experience around the world however shows that communication and coordination
continue to present major challenges. Problems are compounded if communica-
tions are disrupted through destruction of infrastructure. Digital solutions for
emergency communications have not resolved all the issues; problems such
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as network congestion, loss of connectivity and indoor and underground coverage
continue, resulting in difficulties for first responders at the scene and for incident
commanders. We present a solution to support dynamic, resilient communication
services for disaster management. The work is based on the MOSAIC project’s
Major Incident Scenario [1, 2].

2 Proposed Solution

In our solution, emergency services personnel and vehicles are equipped with
Body Area Networks (BANs) and Vehicular Networks which comprise nodes
that connect to form mobile ad hoc networks (MANETS) to support intra- and
inter-service communications. MANETS may provide the only communication
possibility for emergency services by providing islands of communication
whereby personnel at the scene can communicate. Further, these ad hoc networks
should discover and communicate with any surviving telecommunication infra-
structure, connecting over damaged infrastructure networks with disaster and
emergency services’ coordination centres. Such a solution must support resil-
ience mechanisms providing fast connectivity restoration, resulting in a self-
healing communication environment. The advanced networking technologies
needed to realise this solution are described below.

Body Area Networks (BANs). A BAN is a body worn network of communi-
cating devices (e.g. sensors, actuators). A BAN may communicate wirelessly with
external networks. In 2001 BANs were proposed to support Virtual Trauma Teams
[3]; a casualty attended by an ambulance team would be fitted with a trauma
patient BAN which would measure vital signs and transmit them to the hospital.
Each paramedic would be equipped with a paramedic BAN effecting A/V
communication with the hospital. These BANs were implemented and trialled
during the IST MobiHealth project. The MobiHealth trauma trials involved a
single casualty and one ambulance team. In IST MOSAIC this scenario was
extended to cover a major incident, where multiple teams from different emer-
gency services cooperate during first response. The futuristic MOSAIC scenario
shows wearable microelectronics incorporated into the uniforms of the emergency
services personnel to support biosignal monitoring, positioning and A/V
communication with control centres. Firefighter BANs would also include envi-
ronmental sensors and paramedic BANS would also be able to discover/query
casualties’ BANs, link BAN data with the EMR and enable telepresence and an
augmented reality experience for hospital staff. The BANs communicate with the
emergency vehicles to provide an ad hoc communications network at the scene.

Wireless Vehicular Networks range from vehicular area networks (VANs), for
communication between persons, equipment and devices located in the vicinity of
the vehicle, to ad-hoc networks for inter-vehicle communication and vehicle to
infrastructure communications. Vehicular networks make use of different wireless
technologies (e.g WiFi IEE802.11, WiMAX, Bluetooth and Zigbee, GPRS,
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or UMTS/W-CDMA), as well as domain-specific technologies such as TETRA
and satellite links. IEEE802.11p [4] is the main wireless technology for vehicle to
vehicle communication and the two main standards are IEEE WAVE [5] and ISO
CALM [6]. In a disaster we envision a large hybrid ad hoc and infrastructure
network providing ad hoc communication between vehicles of the different
emergency services, vehicle to infrastructure, and vehicle to emergency services
personnel. In addition, a wide range of sensing systems (such as rapidly deployed
sensors to detect toxic gases and high temperatures in the incident area, including
cameras and robots with sensor and information processing units) will be part of
the combined network supported by the vehicular networks.

Generalized Access Networks (GANs) allow ubiquitous connectivity to ad hoc
networks. The Generalized Access Network (GAN) proposed provides an
enhancement to the 3GPP General Access Network [7] using a radio access
method which utilizes unlicensed spectrum on an all IP-based based broadband
transport network. This is a B4G architecture, including mobile and wireless
access networks, based on a flexible, seamless all-IP infrastructure with enhanced
interworking features and global roaming for all supported access technologies.
The supported radio access methods include wireline and radio access methods
and are based on existing radio technologies using licensed and unlicensed
spectrum, sharing the same network infrastructure among different operators and
supporting appropriate levels of security and QoS. The approach is based on
separating physical networks into a number of overlay networks to support, for
example, separation of multiple mobile virtual operators and the formation of
service networks and Virtual Private Networks (VPNs). The system incorporates:
a GAN operator with a common infrastructure supporting multiple radio interface
technologies through which mobile hosts and several forms of ad hoc networks are
attached, e.g. Mesh networks, Wireless Sensor networks, BAN and PAN; different
forms of ad hoc communication, involving emergency services personnel and
vehicles; multiple radio technologies for communication with remote centres using
the different GAN system and radio interfaces. Any existing radio technology can
be supported, e.g. TETRA, Zigbee, Wibree, Bluetooth, WLAN, GSM/GPRS,
UMTS/W-CDMA, CDMA2000, UMTS/HSPA, WiMax, LTE or UMB. A GAN
should be able to satisfy the following critical requirements: (1) Security support;
(2) Resilience support; (3) Mobility and load distribution support; (4) Network
management support; (5) Ad hoc networks for emergency management support.
Some solutions that can be used within the GAN to satisfy these requirements are:
(a) for support of strict QoS requirements in combination with the requirement on
supporting different communication modes it is recommended to use MPLS in
combination with RSVP-TE for point to multipoint traffic engineering label
switched paths and MPLS multicast label; (b) for support of mobility requirements
it is recommended to use the generic PMIP with multicast support; (c) for support
of security, it is recommended to use IPSec combined with security solutions
applied for MPLS.
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3 Conclusions and Discussion

The challenges relating to emergency communications are being tackled by
governments, industry, standards bodies and NGOs, and by many international
fora, conferences and researchers. The IASC Working Group on Emergency
Telecommunications addresses regulatory, operational and technical aspects of
telecommunications for disaster relief. The Major Incident Medical Management
and Support procedures have been adopted as a military standard in the UK,
Netherlands, Italy and Sweden and are used in NATO training. Many research
projects focus on the technical challenges surrounding communication and related
ICT issues. The success of emergency response depends on access to timely and
reliable information, however networks and systems are constrained by extreme
operating conditions. The Hyperion projects investigate adaptive agent-based
information management systems for enhancing quality and resilience of infor-
mation made available to defense users [8]. Simulation tools, important for
training responders in different emergency situations, may also be used as a means
to evaluate alternative actions during operation. Examples are tools for real-time
evaluation of optimal evacuation routes [9] and an on-line decision support system
[10]. In [11] a multi-agent simulator is integrated with a real wireless sensor
network. Robots equipped with wireless communications to create ad hoc
communication networks to assist trapped victims are proposed in [10]. In this
paper we address part of the problem by proposing a combination of advanced
networking technologies to support communication and reliable transfer of
information during first response. We believe the proposed solution supports the
identified requirements by enabling ubiquitous connectivity to ad-hoc networks,
resilience in the face of damaged infrastructure, mobility and load distribution and
adaptive network management. Major and critical challenges remain; they include:
ensuring security of the emergency communications services, especially crucial in
case of terrorist attack, and quality assuring correct system behaviour in such
dynamic adaptive distributed systems.
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Agent-Based Modeling of a Price
Information Trading Business

Saad Ahmad Khan and Ladislau Bölöni

Abstract We describe an agent-based simulation of a fictional (but feasible)
information trading business. The Gas Price Information Trader (GPIT) buys
information about real-time gas prices in a metropolitan area from drivers and
resells the information to drivers who need to refuel their vehicles. Our simulation
uses real world geographic data, lifestyle-dependent driving patterns and vehicle
models to create an agent-based model of the drivers. We use real world statistics
of gas price fluctuation to create scenarios of temporal and spatial distribution of
gas prices. The price of the information is determined on a case-by-case basis
through a simple negotiation model. The trader and the customers are adapting
their negotiation strategies based on their historical profits. We are interested in the
general properties of the emerging information market: the amount of realizable
profit and its distribution between the trader and customers, the business strategies
necessary to keep the market operational (such as promotional deals), the price
elasticity of demand and the impact of pricing strategies on the profit.

1 Introduction

In this paper we describe an agent-based simulation of a fictional (but feasible)
information trading business. The Gas Price Information Trader (GPIT) buys
information about real-time gas prices in a metropolitan area from drivers, and
resells this information to drivers who need to refuel their vehicles.

S. A. Khan � L. Bölöni (&)
Department of EECS, University of Central Florida, Orlando, USA
e-mail: lboloni@eecs.ucf.edu

S. A. Khan
e-mail: skhan@eecs.ucf.edu

E. Gelenbe et al. (eds.), Computer and Information Sciences II,
DOI: 10.1007/978-1-4471-2155-8_46, � Springer-Verlag London Limited 2012

361



Similar systems have been proposed previously [1, 2], online webpages
tracking gas prices currently exist (the ad-supported GasBuddy and GasPrice-
Watch in the United States, the government-run FuelWatch in Western Australia).
These are related in spirit and operation to a large number of applications proposed
in the field of urban computing/citizen computing, which can be similarly con-
strued as information trading. While feasibility has been repeatedly demonstrated,
many of these systems have not been, in general, deployment successes. We argue
that the low deployment is due to the fact that voluntary participation can be only
maintained for projects with emotional and political impact. Instead of relying on
voluntary participation, our system relies on the self interest of the participants.
We assume that the business is stable only if all the participants profit financially
over the long run. We are interested in the overall market dynamics of the system.
To illustrate the operation of the system, let us consider an example. A driver
travels from work to home in Orlando. Near Lake Burkett, the car signals low fuel.
The driver has several nearby choices for refueling: some of them are on his
planned path, while others require short detours. He contacts the GPIT and
requires information about the cheapest option in the vicinity. The GPIT obtains
this information from its local database which contains information it has acquired
ahead of time from drivers. It will provide this information for a price, which will
be negotiated in real time.

From the point of view of the cost structure of its business, the GPIT is similar
to a software company: it has an initial cost to acquire the information, but sub-
sequently, it can sell it an arbitrary number of times, without incurring further
costs (as long as the database is accurate). What makes the GPIT business
challenging is the difficulty in determining the utility of the information to the user,
the very large variation of the utility from user to user, and, as we shall see, the
variation of the utility over time periods.

These considerations require us to consider a system where the cost of infor-
mation is determined on a case by case basis, by a short negotiation process
between the user and the GPIT. Not all negotiations will be successful. In fact,
there will be clients who will effectively drop out from the system. This will
happen if the clients estimate the utility of the information provided by the GPIT to
be zero (considering the driving habits and location of the client). The subset of
clients who will regularly purchase information depends on the pricing and
negotiation strategy of the GPIT. Specific long term pricing strategies such as
promotional offers are also an important part of the system.

To understand the behavior of this system, we need a detailed simulation.
In paper we use real world geographic data, lifestyle-dependent driving patterns
and vehicle models to create an agent-based model of the drivers. We use real
world statistics of gas price fluctuation to create scenarios of temporal and spatial
distribution of gas prices. The price of the information is determined on a case-
by-case basis through negotiation. The trader and the customers are adapting their
negotiation strategies based on their historical profits.

We are interested in the general properties of the emerging information market:
the amount of realizable profit and its distribution between the trader and customers,
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the business strategies necessary to keep the market operational (such as promo-
tional deals), the price elasticity of demand and the impact of pricing strategies on
the profit.

2 Negotiating the Price of Information

To save on the cost of fuel by choosing the optimal gas station, the customer
contacts the GPIT, sends its location, planned path, and requests information about
the optimal gas station at the same time making a price offer x1

c!s: The GPIT
calculates this information and replies with a counter offer x2

c s: The negotiation
Xm

c$s will consist of a series of exchanged offers fx1
c!s; x

2
s c. . .xn

c$sg: If the kth
negotiation was successful, it will conclude with a deal vk: In this case, the client
will pay vk dollars to the GPIT.

The customer’s negotiation strategy. The first offer made by the client is at umin;
it will uniformly concede with a concession rate d 2 ð0; 0:5Þ: The conflict offer set
by the customer is twice the initial offer and is normally distributed around the
initial offer, i.e., uc

max ¼ 2 � uc
min þNðl; r2Þ where l ¼ 0 and r2 ¼ 1: Therefore,

the cost of a deal is given as

costðX k
c$sÞ ¼ vk ¼ xn

c$s if xn
c!s� us

min _ xn
c s� uc

max
0 otherwise

�

At the start of each negotiation the initial offer is dependent upon the previous
r negotiations with the GPIT:

uc
min;k ¼ m �

Pr
n¼1 vk�n

r

� �
þ uc

min;k�1 � ð1� mÞ ð1Þ

where m = 0.125 bounds the initial offer to increment within one fourth of previous
negotiated deal. The limitation of the amount of history is justified by the
experimental fact that while recent negotiation experience can be a good predictor
of the current negotiation, older negotiations are not.

The trader’s negotiation strategy. The GPIT uses exponential smoothing to give
more weight to the recent deals. The initial offer from GPIT in start of kth
negotiation is

us;k
max ¼ m � /kðrÞ þ us;k�1

max ð1� mÞ ð2Þ

where m = 0.125 and /kðrÞ is the exponential moving average of previous r deals:

/kðrÞ ¼ a � vk�1 þ ð1� aÞ/k�1ðrÞ ð3Þ

where, there control factor is chosen as a ¼ 2=ðr þ 1Þ providing more weight to
the recent negotiation.
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To model the gradual change in the customers’ concession, the GPIT uses
Moving Average Convergence Divergence /k

uðrÞ (MACD). This indicator pro-
vides a histogram with the help of which GPIT estimates the concession behavior
of the customer. The histogram is obtained by computing the difference of two
EMAs (of different weights) against an EMA of the difference. The signal u; i.e.,
difference between two EMAs is given as:

u ¼ /ð9Þ � /ð15Þ ð4Þ

Evaluating u with brackets of 9 and 15 takes-in consideration the current
negotiations as well negotiations preceding it and these values have been deter-
mined experimentally to provide a good match of the customer behavior (in stock
market analysis the values of 9, 12 and 26 day moving averages are used).
The concession step of GPIT dc

k is dependent upon u and is given as Fig. 1

dc
k ¼

0:15 if u\/k
uð5Þ

0:25 else

�
ð5Þ

3 Environment Modeling

The environmental conditions under which the system operates have been modeled
based on real world data (and extrapolations of it) and at a relatively high level of
detail.

Modeling geography. We have chosen to model a relatively large area of East
Orlando. This area has a number of employers in education and high tech industry,
as well as residential, shopping and recreation areas. It is a ‘‘driving city’’: public
transportation options are virtually non-existent, the distances between areas are
large and the zoning restrictions frequently prevent the building of mixed use
areas. The simulator was directly contacting the Google Maps web service, parsing
the returned KML files, and caching them locally for reuse.
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Modeling gas prices. We have acquired our gas prices from the website
GasBuddy.com, which works as an urban portal for people who can participate in
posting and reviewing gas prices. Based on these prices we were able to generate a
number of fictional scenarios. To extrapolate the values we used a technique to
scale the spatial variance of the gas prices with an arbitrary factor, and added a
Gaussian noise component.

Modeling lifestyle. The lifestyle of East Orlando residents consists of well
distinguished time periods spent at distinct locations, and driving between them.
The clients were assumed to have an 8-to-5 work schedule on weekdays, not going
to work on weekends, and a randomly distributed set of other activities in the
remaining time.

Scenario generation. The simulation of the economic system starts with a
baseline scenario containing the movement patterns of the clients, over the course
of a year, assuming that no refueling is needed. We assume that the variations of
the price of the fuel do not impact the in-city driving patterns of the users. Running
the economic model on this scenario will add the refueling times, occasionally
inserting small detours necessary to find the cheapest gas station.

The generated scenario is implemented as a series of events which represent
driving activities happening at specific locations and time. Each event is described
by (a) the participating agent, (b) the event type, (c) the location, (d) the timestamp
and (e) the distance travelled since the previous event.

4 Experimental Study and Results

We performed a series of simulations to analyze the properties related to the
information market and the GPIT, observing (a) the total income for the server, (b)
the agreement price and (c) the number of successful negotiations. Our first series
of experiments verify if the dynamic price formation mechanism operates as
expected. Our expectation is that the strategies deployed by the customers and the
trader interact in such a way that they will agree on a price level where both
the customers and the trader will profit over the long run. Figure 2(left) shows that
the histogram of the agreed price for successful negotiations had a relatively wide
distribution around the value of $3/information. This is consistent with the vari-
ation of the gas prices and the potential savings of the customers filling their
15 gallon gas tanks.

Figure 2 (right) shows the ratio of successful negotations for a fixed initial offer
by the trader ranging in the interval us

max ¼ ½$0::$7�: The conflict offer was set to
uc

min ¼ uc
max=3; and the concession rate was fixed at dc ¼ 0:25:

Figure 3 shows the profits of the trader obtained using a fixed initial offer.
We observe the rachet effect [3] where even at higher prices some customers
are willing to pay for the price of information yet the total profit is very low. If we
compare the profits that are obtained using dynamic pricing as seen in Fig. 2, we
see that it is not feasible for the GPIT to operate using non-variable prices.
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5 Related Work

Sim [4] discusses that variable adapting behavior should incorporated for dynamic-
market. An agent based urban economic market with neighbourhood-variance and
other spatial properties is presented in [5]. In [6, 7] a model for automated bidders
and sellers with performance analysis is presented. Further it has been discussed
that how network performance [8] and other parameters, e.g., arrival rates of bids
or decision rates of sellers [9], affects the different parties involved.
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Modeling Lane Preferences in
Agent-Based Multi-Lane Highway
Simulation

Yi Luo and Ladislau Bölöni

Abstract Simulation of highway driving was traditionally the domain of virtual
physics based models. Yet, traffic simulation is incomplete without considering the
drivers’ conscious strategic and tactical behavior. These aspects can be naturally
simulated through an agent-based driver model. In this paper, we describe a model
of the strategic lane preferences of the drivers, with a special attention to the
optimal lane positioning for a safe exit. Our experiments show that the simulated
traffic of Orlando’s Highway 408 matches well with the real world traffic data.
The increased simulation detail can be applied to crash prediction and the control
of intelligent transportation system devices, such as variable speed limits.

1 Introduction

Existing microscopic traffic simulation models describe the behavior of the car and
driver in terms of mathematical formulas which are often expressed in formulas
analogous to those describing various physical phenomena: forces, viscosity,
potential fields and so on. We will call these virtual physics models.

Our work is centered on improving the accuracy of microscopic highway
simulation through agent based modeling of the conscious aspect of the driver
behavior. For the starting point of the contributions described in this paper see [1].
We separate the behavior of the driver into two simulation modules:
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The virtual physics model models the physics of the vehicle as well as those
aspects of the driver which are either reflexive (such as emergency braking) or
learned to the point of becoming sub-conscious (such as lane following and
keeping a constant distance from the car in front).

The agent model models the conscious cognition of the human driver.
This includes both strategic planning (which exit to take, which lane to prefer for
long distance driving) and tactical (the decision to join a convoy or overtake a slow
moving car).

In this paper we concentrate on a single aspect of strategic behavior, the
planning, decision and execution of lane changes.

2 Virtual Physics-Based Lane Change Models

Our baseline model extends the traditional car following model with the lane
change model described by Kesting et al. [2]. This model assumes that lane
changes happen instantaneously: for a shift to the left lane, a vehicle which has
been previously in the middle lane, at time t disappears from the middle lane and
appears in the left lane. This opens the possibility that a car, coming from behind
in the new lane with a higher speed can not break sufficiently quickly and collides
with the lane changing car. The model assumes that it is the responsibility of the
lane changing car to ensure that the rear left vehicle j� 1 has sufficient buffer
distance such that it can decelerate before hitting the lane changing vehicle

âj�1ðtÞ� � bmax ð1Þ

If this condition is not satisfied, the vehicle concludes that it is not safe to
change lanes.

The notion of politeness models the fact that the driver might consider the
accelerations of the other vehicles as well when taking a decision to change
the lane. The politeness parameter p specifies how much does the vehicle discount
the other vehicles’ desired acceleration compared to its own. A value p ¼ 0
indicates an impolite, fully selfish driver which does not care about other drivers
(however, it still considers the safety criteria). The vehicle i will decide to change
the lane if the following inequality is verified:

âi þ p � ðâj�1 þ âi�1
� �

� ai þ p � ðai�1 þ aj�1Þ
� �

�Dpth ð2Þ

where Dpth is the politeness threshold. The left hand side is the difference
between the new accelerations âi; âj�1 and âi�1 if the vehicle i successfully
changes into the target lane and the old accelerations ai�1 and aj�1 if it doesn’t
change lane. The intuition is that the vehicle favors to change lane only when the
advantage of the action is greater than the disadvantage it exerts to its neighboring
vehicles. However, because the vehicle i can not obtain the parameters (T ; v0; a; b)
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for its successor i� 1 and j� 1; the utility of lane change can only be calculated
by vehicle i’s own parameters.

3 Strategic Lane Change Behavior

Strategic behavior considers, beyond the short term measurable advantages of a
certail lane, the utility of the line for the long term goals of the driver. The first
idea would be to use the left hand side of Formula 2 as the utility metric. This
value, however, can be negative: it’s range is ½�C;C� where

C ¼ aþ bmaxð Þ 1þ pð Þ ð3Þ

We need, however, a strictly positive utility metric for the further definitions.
To achieve this, we add C to the formula. Thus the utility of the current, left and
right lanes will be defined as:

Uc ¼ Dpth þ C

Ul ¼ âi þ p � ðâj�1 þ âi�1
� �

� ai þ p � ðai�1 þ aj�1Þ
� �

þ C

Ur ¼ âi þ p � ðâh�1 þ âi�1ð Þ � ai þ p � ðai�1 þ ah�1Þð Þ þ C

ð4Þ

The preference model modifies the virtual physics model by allowing the long
term planning process to assign the preference value Wc 2 ½0:0; 1:0� to the lanes of
the road. The virtual physics model will consider the weighted utilities of the lanes
Uw

c ¼ Wc � Uc: When all the lanes have the same preference, the behavior reverts
to the basic virtual physics model.

The preference weights are directly associated to the lanes of the highway, yet
the vehicle needs to make decisions one lane change at a time. Thus the vehicle
occasionally needs to accept a decrease in utility in order to reach a preferred lane
after more lane changes.

To resolve this problem, we define the lane change preferences as follows. Wc is
the preference of the vehicle’s current lane. Wl and Wr are the maximum of all the
preferences to the left and right of the vehicle, respectively.

Let’s now consider some examples of the use of the preferences by the agent:

(i) When entering the highway, the agent will set the preference of its termi-
nating entrance lane to zero. This will cause it to move to the highway’s
continuing lanes as soon as it is safe (see Fig. 1a).

(ii) When driving on the highway, the vehicle will assign higher preference
to the lanes it prefers driving on. The preference gradients will be,
however, milder. This allows the preference to be overridden if signif-
icant advantage is to be gained - or if the tactical maneuver requires it
(see Fig. 1b).
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(iii) If the vehicle needs to ‘‘give a way’’ to a police car or emergency vehicle, it
will set the specific lane(s) to zero preference, forcing it to move to one of the
non-zero preference lane as soon as it is safe. Once the emergency vehicle
has passed, the vehicle reverts to its previous preferences (see Fig. 1c).

(iv) If the vehicle prepares to exit, it will modify the lane preferences to prefer the
exit lane. Note that this does not mean that the vehicle will immediately
change to the exit lane, as a number of other safety conditions need to be
satisfied for each lane change(see Fig. 1d).

(v) Avoiding entering lanes. Let us consider a vehicle which is on inter-city
routes prefers to drive on the rightmost lanes. These lanes, however become
extremely busy before and after exits with cars which are entering and
exiting the highway. Thus many drivers prefer to the left side of the road
around the exit to their default preferences after the merge finished (Fig. 1e).

To model the behavior of human drivers we implemented a speed adaptation
technique. The safety condition for lane change is more likely to be satisfied if the
vehicle modifies the speed of the desired destination lane. Thus, under situations of
forced lane change, the vehicle will change its desired speed to the current speed
of the neighboring vehicle in the destination lane. If the vehicle needs to cross
several lanes (as the case of the exit) it will change its desired speed in steps,
always adapting it to the speed of the next destination lane. Once the forced lane
change situation is terminated, the desired speed of the vehicle reverts to the one
dictated by the virtual physics model.

3.1 Case Study: Preparing for Exit or Merge

Exiting the highway is a maneuver which requires several consecutive forced lane
changes. It was found that about 10% of the crashes occuring on highways are
sideswipe crashes while about 11% of them are angle crashes [3]. Both types are
associated with lane changes (the reminder of the crashes are mostly rear-end
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crashes). Modeling the mechanics of this process is of a major importance as it can
predict traffic situations with high crash risk.

Probability of successful lane change. The need to prepare in advance for exit is
due to the fact that a driver who intends to perform a lane change might not be able
to execute it for a certain amount of time.

The difficulty of the lane change depends on the local density of the vehicles in
the target lane Di and the average speed difference between the vehicle and the
neighboring vehicles in the target lane DVi: An experienced driver can estimate
Prðt;Di;MViÞ—the probability that it can successfully change lanes in time t for
a specific value of the density and speed difference.

Probability of successful exit. If the vehicle is currently n lanes away from the
exit lane, it will need to successfully execute n lane changes before exit. The driver
needs to start its exit preparations at such a time/distance ahead so that it can safely
exit. Let us denote with Prðts;Di;MViÞ the probability of a single lane change
which is finished at time t when the next lane i has density Di and speed difference
MVi: In general, if the agent tries to change from lane i to j in time n, the
probability that it can succeed is

Prði; j; nÞ ¼

Pn�ðj�iÞþ1
t¼1 Prðt;Diþ1;MViþ1ÞPrðiþ 1; j; n� tÞ i\jPn�ði�jÞþ1
t¼1 Prðt;Di�1;MVi�1ÞPrði� 1; j; n� tÞ i [ j

1 i ¼ j

8
<

: ð5Þ

4 Experimental Study

For the experimental study we implemented the virtual physics and agent models
in our simulator. The agent model also includes a number of tactical behavior
components not discussed in this paper (such as communication through signal-
ing), which ensures a higher accuracy and realism of the overall simulation.
The experiments have been performed on a detailed, lane-by-lane model of
a 22.13 mile stretch of Highway 408. Inflow and outflow information was acquired
from the statistics of the expressway authority.1 The vehicle inflow was modeled
as a Poisson traffic, matching the specified average inflow rate. For the following
experiments we will study two different types of vehicle behavior with the same
virtual physics model but different agents. The SIG agent does not change the
speed of the vehicle when trying to change lane. In contrast, the VAR agent is
changing its desired speed to match the destination lane.

Rate of exit misses function of the exit preparation distance. In this experiment,
we study the rate of the exit misses (or, in a different interpretation, of the

1 http://www.expresswayauthority.com/Corporate/aboutStatistics/HistoricalTraffic.aspx
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dangerous exits) in function of the distance where the vehicles start their prepa-
ration for exit by changing their lane preferences to prefer the exit lane (as in
Fig. 1d).

Figure 2a shows rate of exit misses for the SIG and VAR agents for regular
traffic on Highway 408. We find that for agents the miss rate decreases with the
distance, but in general the VAR agent has a lower miss rate.

Figure 2b shows the same measurements for rush hour traffic (with the inflow
and outflow increased five times). The conclusions from the normal traffic situation
extend to this scenario as well. The rate of exit misses of the VAR agent did not
change significantly, on the other hand the miss rate of the SIG agent is much
higher, and it cannot be reduced below about 20% even with early preparation.
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We conclude that adapting the speed to the target lane is a major requirement
for safe driving under high traffic conditions. While this might appear as a
commonsense advice for an experienced driver, it is an observation which does not
appear in purely virtual physics based models, yet it emerges naturally when that
model is augmented with an agent-based conscious behavior simulator.

Rate of exit misses function of inflow ratio. Figure 3 plots the exit misses as well
as the average speed function of the inflow ratio. We compare four strategies:
SIG and VAR with a fixed preparation distance of 600 m, and their ‘‘intelligent’’
variants with adaptive preparation distance INT-SIG and INT-VAR. We find that,
as expected, the adaptive strategies have a more ‘‘flat’’ diagram, allowing us to
choose our preferred compromise between performance and risk.
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Chromosome Coding Methods in Genetic
Algorithm for Path Planning of Mobile
Robots

Adem Tuncer and Mehmet Yildirim

Abstract In this study, various chromosome coding methods are analyzed for
genetic algorithm to solve path planning problem of mobile robots. Path planning
tries to find a feasible path for mobile robots to move from a starting node to a
target node in an environment with obstacles. Genetic algorithms have been
widely used to generate an optimal path by taking the advantage of its strong
optimization ability. Binary, decimal and orderly numbered grids coding methods
are used to create chromosomes in this study. Path distance, generation number
and solution time parameters are observed and compared for the three coding
methods under the same conditions. Results showed that the solution time is
directly affected by chromosome coding method.

Keywords Genetic algorithm � Path planning � Mobile robot

1 Introduction

Recently, interest of researchers on autonomous vehicles increases with techno-
logical developments. There are many studies in the literature about autonomous
vehicles. One of the main subject on autonomous vehicle is path planning. Path
planning tries to find a feasible path for mobile robots to move from a starting node
to a target node in an environment with obstacles [1].

Path planning environment can be either static or dynamic. For the static
environment, the whole solution must be found before starting execution.
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However, for the dynamic or partially observable environments re-plannings are
required frequently in each step and it needs more planning update time.

There are so many methods that have been developed to overcome path
planning problem for mobile robots. Each method differs in their effectiveness
depending on the type of application environment and each one of them has its
own strengthness and weaknesses. Compared to traditional search and optimiza-
tion methods, such as calculus-based and enumerative strategies, the evolutionary
algorithms are robust, global and generally more straightforward to apply in situ-
ations where there is little or no a priori knowledge about the problem to solve [2].

In the last decade, genetic algorithms have been widely used to generate the
optimal path by taking the advantage of its strong optimization ability [3]. Genetic
algorithms have been recognized as one of the most robust search techniques for
complex and ill-behaved objective functions. The basic characteristic that makes
the GA attractive in developing near-optimal solutions is that they are inherently
parallel search techniques [4]. They can search all working environment simul-
taneously in a parallel manner and so they can reach a better solution more
quickly.

Solution time is critical issue for path planning of mobile robots on the dynamic
environment. It is directly proportional to the generation number in genetic
algorithms. Decrease in the length of chromosome leads to decrease in generation
number or solution time. In this study, different chromosome coding methods are
analyzed for genetic algorithm to solve path planning problem of mobile robots.
Grid-based environment model is used, since the calculation of distance and the
representation of obstacle are easier with grid-based representation. Binary, dec-
imal and orderly numbered grids coding methods are used to create chromosomes.
Path distance, generation number and solution time parameters are observed and
compared for the three coding methods under the same conditions.

2 Path Planning with Genetic Algorithms

2.1 Representation of Environment and Chromosome

Many path planning methods use a grid-based model to represent the environment
space. It has been determined that calculation of distance and representation of
obstacle are easier with grid-based representation. The grid-based environment
space is represented in two ways, by the way of coordinate plane [4–6] or by the
way of orderly numbered grids [1, 7, 8]. Coordinates can be represented with both
the binary or decimal numbers. Figure 1 shows the binary, decimal and orderly
numbered grids representation of the path planning environment. The shadowed
grid on the environment shows the infeasible obstacle area and blank grid shows
the feasible area where mobile robots can move freely.
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A chromosome represents a candidate solution [9] for the path planning
problem. A chromosome or a path consists of a starting node, a target node and the
hopping nodes which mobile robot across on them. These nodes or steps in the
path are called as genes of the chromosome. Different coding methods are used to
create chromosomes (Fig. 2), depending on the representation method of the
environment. Binary coded string method [4, 10, 11] is used in general, however
decimal coded string method is also used [1, 7, 8] and it is thought as to be more
flexible. Decimal coding needs less computational overhead in time and space.

2.2 Initialization of Population

The initial population is generally generated randomly. Some of the generated
chromosomes may include infeasible paths which intersect an obstacle. An opti-
mal or near optimal solution can be found by genetic operators, even though the
initial population includes infeasible paths.

In the study, genetic algorithm is being run with both randomly generated and
feasible initial population. For the same environment and 10 runs, the average

Fig. 1 Binary, decimal
and orderly numbered
representations of
environment

Fig. 2 Binary, decimal and orderly numbered coding of chromosomes
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fitness value, number of generation and solution time of each method are given in
Table 1. It is determined that starting the genetic algorithm with the feasible initial
population is fairly beneficial, as also stated in the [7, 8].

2.3 Fitness Function and Selection

The purpose of the path planning problem is to find an optimal path between a
starting and a target node. Optimal path may be the shortest, the least time and
energy requiring path to trip on it. Generally, in the path planning problems,
objective function is considered as a shortest path. In this study, objective function
value of a chromosome used in genetic algorithm is given in Eqs. 1 and 2.

f¼

Xn� 1

i¼1

dðpi; piþ1Þ; for feasible paths

Xn� 1

i¼1

dðpi; piþ1Þþ penalty, for infeasible paths

8
>>>><

>>>>:

ð1Þ

dðpi; piþ1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxðiþ1Þ�xiÞ2 þ ðyðiþ1Þ�yiÞ2

q
ð2Þ

Where; f is fitness function, pi is the ith gene of chromosome, n is the length of
chromosome and d is the distance between two nodes.

Objective function value is defined as the sum of distances between nodes in a
path. If there is an obstacle between two nodes, a penalty is added to objective
function value. The penalty value should be greater than the maximum path length
on the environment.

In this study, the rank based fitness assignment is used instead of the propor-
tional assignment method. This prevents a few better chromosomes to be dominant
in the population. At the last step, chromosomes are selected according to fitness
values and then put into mating pool to produce new chromosomes.

Table 1 Comparison of the
initial population methods

Initial population method Random Feasible

Fitness value 28.34 28.29
Number of generation 81 36
Solution time(s) 0.87 0.49
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2.4 Crossover and Mutation Operators

Generally, crossover combines the features of two parent chromosomes to form
two offspring. Single-point crossover operator is used in this study (Fig. 3). The
genes of two chromosomes after the crossover point are swapped. All candidate
chromosomes in the population are subjected to the random mutation after the
crossover operation. This is a random bit-wise binary complement operation or a
random small change in gene, depends on the coding of chromosomes, applied
uniformly to all genes of all individuals in the population with a probability of
mutation rate. The mutation operation expands the search space to regions that
may not be close to the current population, thus ensuring a global search [8].
Mutation operation increases the diversity of the population and avoids the pre-
mature convergence.

3 Experiments and Performance Evolution

Solution time is critical issue for path planning of mobile robots on the dynamic
environment. An optimal new path must be determined until the robot move from
present node to next node. Minimization of the solution time may be more
important than reducing the path distance. Solution time is directly proportional to
the generation number in genetic algorithms. Decrease in the length of chromo-
some, that means decrease in number of genes in the chromosome, leads to
decrease in generation number or solution time.

In order to point out the success of chromosome coding methods, binary,
decimal and orderly numbered grids coding methods are analyzed with two
experiments. Path distance, generation number and solution time parameters are
observed and compared for the three coding methods under the same conditions.

Experiment 1: Path planning problem is solved by genetic algorithm for the
environment shown in Fig. 4a. The environment consists of 16 9 16 grids and has
eight obstacle regions that are shadowed on the figure. Binary, decimal and orderly
numbered grids coding methods are used one by one to create chromosomes in the
genetic algorithm. The parameters of the genetic algorithm are like these; the
population size is taken as 60, crossover probability is taken as 1.0 and mutation
probability is taken as 0.1. After 10 runs of genetic algorithm for each method, the
average values of path distance, generation number and solution time are given in
Table 2. According to the table, decimal coding method finds the optimal

Fig. 3 Single-point
crossover
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(shortest) path and orderly numbered grids coding method finds a near optimal
path more quickly than others.

Experiment 2: Path planning problem is solved again for the environment
shown in Fig. 4b. The environment has seven obstacle regions that are shadowed
on the figure. The parameters of the genetic algorithm are taken as same as the
Experiment 1. After 10 runs of genetic algorithm for each method, the average
values of path distance, generation number and solution time are given in Table 3.
According to the table, decimal coding method finds again the optimal path and
orderly numbered grids coding method finds a near optimal path more quickly than
others.

Fig. 4 a Environment for experiment 1 consists of eight obstacle regions. b Environment for
experiment 2 consists of seven obstacle regions

Table 2 Results for
experiment 1

Binary Decimal Numbered

Path distance 28.40 25.07 26.30
Generation number 153 75 54
Solution time(s) 2.7 1 0.7

Table 3 Results for
experiment 2

Binary Decimal Numbered

Path Distance 31.9 29.6 30.6
Generation Number 101 44 32
Solution Time(s) 1.5 0.55 0.47
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4 Conclusion

Path planning tries to find a feasible path for mobile robots to move from a starting
node to a target node in an environment with obstacles. In this study, binary,
decimal and orderly numbered grids coding methods are used one by one to create
chromosomes in the genetic algorithm. After 10 runs of genetic algorithm for each
method, the average values of path distance, generation number and solution time
are observed and compared for the three coding methods under the same condi-
tions. According to the results of two experiment, orderly numbered grids coding
method finds a near optimal path most quickly. Decimal coding method finds the
optimal path in a reasonable time when compared to the solution time of orderly
numbered grids. However, binary coding is the worst of three methods concerning
with the path distance, generation number and solution time. Results showed that
the solution time is directly affected by chromosome coding method. Decrease in
the length of chromosome leads to decrease in generation number or solution time.
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Part IX
Security and Safety



Client-Based CardSpace-OpenID
Interoperation

Haitham S. Al-Sinani and Chris J. Mitchell

Abstract We propose a novel scheme to provide interoperability between two of
the most widely discussed identity management systems, namely CardSpace and
OpenID. In this scheme, CardSpace users are able to obtain an assertion token
from an OpenID-enabled identity provider, the contents of which can be processed
by a CardSpace-enabled relying party. The scheme, based on a browser extension,
is transparent to OpenID providers and to the CardSpace identity selector, and only
requires minor changes to the operation of the CardSpace relying party.

1 Introduction

To mitigate identity-oriented attacks, a number of identity management systems
(e.g. CardSpace, OpenID, etc.) have been proposed. An identity provider (IdP) in
such systems supplies a user agent (UA) with an authentication token that can be
consumed by a relying party (RP). Whilst one RP might support CardSpace,
another might only support OpenID. To make these systems available to the
largest possible group of users, interoperability between such systems is needed.

We consider CardSpace-OpenID interoperation because of OpenID’s wide
adoption; complementing this, the wide use of Windows, recent versions of which
incorporate CardSpace, means that enabling interoperation between the two
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systems is likely to be of significance for large numbers of identity management
users and service providers. CardSpace-OpenID interoperation is particularly
attractive since both schemes support user attribute exchange. In addition, sup-
porting interoperation on the client could be practically useful, because IdPs/RPs
might not accept the burden of supporting two identity systems unless there is a
significant financial incentive. Client-based interoperation means that the perfor-
mance of the server is not affected, since the overhead is handled by the client.

2 CardSpace and OpenID

2.1 CardSpace

CardSpace is Microsoft’s implementation of a digital identity metasystem, in which
digital identities are represented to users as Information Cards (or InfoCards). There
are two types of InfoCards: personal (self-issued) cards and managed cards, issued
by remote IdPs. Personal cards are created by users themselves, and the claims listed
in such cards are asserted by the self-issued identity provider (SIIP) that co-exists
with the CardSpace identity selector (or just the selector) on the user machine [1].
The integration scheme uses CardSpace personal cards to make information pro-
vided by OPs available to CardSpace RPs.

The personal card protocol operates as follows, in the case where the RP does
not employ a security token service (STS).

1. UA ? RP. HTTP/S request: GET (login page).
2. RP ? UA. HTTP/S response. A login page is returned containing the

CardSpace-enabling tags in which the RP security policy is embedded.
3. User ? UA. The RP page offers the option to use CardSpace; selecting this

option activates the selector, which is passed the RP policy. If this is the first
time that this RP has been contacted, the selector will display the identity of the
RP and give the user the option to either proceed or abort the protocol.

4. Selector ? User. The selector highlights InfoCards matching the policy.
5. User ? Selector. The user chooses (or creates) a personal card. The user can

preview the card to ensure that they are willing to release the claim values.
6. Selector � SIIP. The selector sends a Request Security Token (RST) to the

SIIP, which responds with a Request Security Token Response (RSTR).
7. UA ? RP. The RSTR is passed to the UA, which forwards it to the RP.
8. RP ? User. The RP validates the token, and, if satisfied, grants access.

The PPID is an identifier linking an InfoCard to an RP. When a user first
uses a personal card at a particular RP, CardSpace generates a card-site-specific
PPID by combining the card ID1 with data taken from the RP certificate, and a

1 During card creation, a card ID and master key are created and stored.
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card-site-specific signature key pair by combining the card master key with data
taken from the RP certificate. The PPID could be used on its own as a shared secret
to authenticate a user to an RP. However, it is recommended that the associated
(public) signature verification key should be used to verify the signed security
token to provide a more robust authentication method [1].

2.2 OpenID

OpenID is a decentralised user authentication scheme supporting remote single
sign-on to multiple websites using a single digital identity. Two ‘major’ OpenID
versions have been released: OpenID 1.1 [2], and OpenID 2.0 [3]; fortunately v2.0
is backward compatible with v1.1. OpenID 2.0 uses two types of user identifier:
URLs and XRIs. A user could adopt a self-owned URL, or register a (new) URL at
an OP. OpenID operates as follows (the use of TLS/SSL is recommended).

1. UA ? RP. HTTP/S request: GET (login page).
2. RP ? UA. HTTP/S response. A login page is returned containing a form.
3. User ? UA. The user enters their OpenID identifier into the OpenID form.
4. RP: OP Discovery. The RP uses the identifier to discover the user’s OP.

• HTML-based discovery (OpenID 1.1/2.0). The RP requests an HTML docu-
ment identified by the user’s OpenID URL; such a document contains the
information necessary to discover the required OP.

• XRDS-based discovery (OpenID 2.0). The RP requests an XRDS document
containing the data necessary to discover the OP. If the user’s identifier is an
XRI, the RP will retrieve an XRDS document identified by the XRI; if it is a
URL, the RP will use Yadis to retrieve an XRDS document, and, if this fails,
the RP will revert to HTML-based discovery.

5. RP � OP (optional). The RP and OP agree a shared secret key to be used
for a specified period of time to MAC-protect exchanged messages. This
(back-channel) request-response process, known as the ‘association’ mode,
requires the two parties to be able to store the secret.

6. RP-OP Interaction. The RP and OP can communicate in either ‘checkid_
immediate’ mode, involving direct RP-OP communications without user inter-
action, or ‘checkid_setup’ mode, where the user is interactively involved. The
‘checkid_setup’ mode is more commonly used; if ‘checkid_immediate’ mode
fails, the scheme reverts to ‘checkid_setup’ mode. If using ‘checkid_immediate’
mode, the RP directly sends the OP an OpenID authentication request, and the OP
directly replies with an OpenID authentication response; step 9 then takes
place.However, if using ‘checkid_setup’ mode, the RP redirects the user to the OP
with an OpenID authentication request, and step 7 follows.

7. OP � User. If necessary, the OP authenticates the user. If successful, the OP
constructs an OpenID assertion token, including user credentials/attributes,
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a freshly-generated nonce, a current time-stamp, and a MAC computed on the
token. If a shared key was agreed in step 5, the OP uses it to generate the MAC;
otherwise the OP employs an internally-generated MAC key. The OP requests
permission to send the assertion token to the requesting RP.

8. OP ? UA ? RP. The OP redirects the user back to the RP with a positive or
negative OpenID authentication response.

9. RP ? User. The RP verifies the MAC-protected OpenID authentication
response, and, if satisfied, grants access. If a shared secret was previously
agreed (see step 5), the RP uses its copy to verify the MAC. If not, the RP must
make an extra request to the OP to verify the MAC, typically via a TLS/SSL
channel. This request-response process is known as the ‘check_authentication’
mode, and is adopted in the integration scheme.

3 The Integration Scheme

The parties involved are a CardSpace-enabled RP, a CardSpace-enabled UA (e.g. a
suitable web browser), an OP, and a browser extension implementing the protocol
described below. The scheme has the following operational requirements.

• The user must have accounts with the CardSpace RP and the OP (thus the OP
can authenticate the user). The RP and the user must trust the OP.

• Prior to use, the user must create a personal card, referred to here as an IDcard,
containing the following data items in specific fields (the choice of which is
implementation-specific): the user’s OpenID identifier; a predefined sequence of
characters (e.g. ‘OpenID’) used to trigger the browser extension and indicate
which OpenID version to use; and the OP URL.

• The CardSpace RP must not employ an STS; instead, it must express its policy
using HTML/XHTML, and selector-RP interactions must be based on HTTP/S
via a browser (a simpler and probably more common scenario). This is because
the scheme uses a (JavaScript-based) browser extension, and is incapable of
managing the communications with an STS.

• The RP must accept an unsigned SAML token which includes OP-asserted
attributes and the signed RSTR containing the card-RP-specific PPID.

The novel protocol operates as follows. Steps 1, 2, and 4–7 are the same as steps
1, 2, and 3–6, respectively, of the personal card protocol given in Sect. 1.

3. Browser extension ? UA. The extension performs the following steps.

(a) It scans the login page to detect whether the RP website supports
CardSpace; if so, it proceeds, otherwise it terminates.

(b) It examines the RP policy to check whether the use of personal cards is
acceptable. If so, it proceeds; otherwise it terminates, giving CardSpace the
opportunity to operate normally.
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(c) It keeps a local copy of any RP-requested claims.
(d) It modifies the policy to include the claim types employed in the IDcard.

8. Selector ? Browser Extension. Unlike in the ‘standard’ case, the RSTR does
not reach the RP; instead the extension intercepts it and temporarily stores it.
It then determines the communication protocol (HTTP or HTTPS) in use.2

If the RP uses HTTP, the extension uses the RSTR’s contents to construct an
OpenID authentication request,3 which it forwards to the appropriate OP,
having discovered its address from the RSTR. On the other hand, if the RP uses
HTTPS, the browser extension:

(a) asks the user to enter his/her OpenID identifier and uses the supplied
OpenID identifier to perform OP discovery (see Sect. 2;) and

(b) constructs an OpenID authentication request (precisely as in the HTTP
case), which it forwards to the discovered OP.
In both cases the format of the OP authentication request will depend on the
version of OpenID being used. In both cases the more commonly used
OpenID ‘check_setup’ mode is adopted (the ‘check_immediate’ mode is
not supported as it requires back-channel RP-IdP communication).

9. OP � User. If necessary, the OP authenticates the user. If successful, the OP
requests permission to send the OpenID token to the RP return-page.

10. OP ? UA ? RP. The OP redirects the UA back to the RP return-page with a
positive or negative OpenID authentication response4 depending on whether
or not the user granted permission in step 9.

11. Browser Extension ? UA. The extension verifies the MAC-protected
OpenID token by interacting with the OP using the ‘check_authentication’
mode via a TLS/SSL channel. If successful, it constructs a CardSpace-
compatible SAML token,5 and forwards it to the RP. If unsuccessful, the
extension terminates.

12. RP ? User. The RP verifies the SAML token (including verifying the RSTR
signature, PPID, nonce, time-stamps, etc.), and, if satisfied, grants access.

2 The protocol operates slightly differently depending on whether the RP uses HTTP or HTTPS.
This is because, if HTTPS is used, the selector will encrypt the RSTR using the site’s public key,
and the browser extension does not have access to the corresponding private key. Hence, it will
not know whether to trigger the integration protocol, and will be unable to obtain the user’s
OpenID identifier; such issues do not occur if HTTP is used since the selector will not encrypt the
RSTR.
3 This will indicate the RP-requested attributes which are to be asserted by the OP.
4 The RP will receive the OP-issued token unchanged (embedded in the URL); however it is
assumed that the RP will ignore it because of its inability to process the token.
5 Observe that this (unsigned) SAML token will contain the user attributes as asserted by the OP
and the digitally-signed SIIP-issued RSTR (which contains the PPID).
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4 Security Analysis

The unsigned browser extension-generated SAML token (referred to as the ‘user
token’) includes the PPID, the OP-asserted user attributes, the signed SIIP-issued
RSTR, and (optionally) the MAC-protected OP-issued token. The RP compares
the SIIP-asserted PPID (and the public key) in the user token with its stored values
and verifies the digital signature. The RP can optionally verify the MAC in the
OP-issued token, which is embedded unchanged in the user token; for the RP to
verify the MAC, the extension must skip the verification process and the RP must
interact with the OP via the ‘check_authentication’ mode.

It is infeasible for a malicious entity to fabricate a user token to masquerade as a
legitimate party since it will not have access to three key token components: the
PPID; the SIIP-signed RSTR, which is only issued if the appropriate InfoCard is
selected on the correct platform; and the MAC-protected OP-issued token, which
is only issued if the genuine user has been authenticated by the OP. In addition,
nonces and time-stamps are used to prevent replay attacks, and RPs can also
employ IP address validation. The use of SSL/TLS on the OP-client and RP-client
channels is strongly recommended.

The selector identifies the RP to the user and indicates whether or not they have
visited that particular RP before; if this RP is being visited for the first time,
CardSpace requests the user’s permission to proceed. This helps to support
mutual authentication since the user and the RP are both identified to each other
(a security gain over ‘native’ OpenID, which does not identify the RP).

The scheme mitigates the risk of phishing, because the redirect to the OP6 is
initiated by the browser extension and not by the RP, i.e. the RP cannot redirect the
user to an OP of its choosing. By contrast, in OpenID a malicious RP could
redirect a user to a fake OP, which might capture the user credentials.

Finally, the scheme allows the user attributes to be remotely stored at the OP;
this has potential security advantages over storing the attributes locally on the user
machine, as is currently the case with CardSpace SIIP-issued attributes.

5 Related Work

A somewhat similar scheme [4] has been proposed to support CardSpace-Liberty
interoperation. However, unlike the scheme proposed here, the CardSpace-Liberty
integration scheme is not transparent to the IdPs, does not support the exchange of
identity attributes, and does not support HTTPS-enabled websites.

Kim et al. [5] have proposed an OpenID authentication method using an
identity selector. The scheme uses a specially modified identity selector to enable
OpenID authentication, unlike our scheme which uses an unmodified selector.

6 In HTTP mode the OP address is retrieved from the IDcard as entered by the user.
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Microsoft and OpenID have announced plans (http://www.guardian.co.uk/
technology/blog/2007/feb/07/openidgetsab) to enable a level of interoperation.
A stated aim of this effort is to reduce the risk of phishing in OpenID by enabling
an OpenID user to employ CardSpace when authenticating to an OP. The scheme
proposed here inherently protects against phishing (see Sect. 4), and also supports
the use of CardSpace to authenticate to OPs.

6 Conclusions

We have proposed a means of interoperation between two leading identity
systems, namely CardSpace and OpenID. CardSpace users are able to obtain an
assertion token from an OpenID provider, the contents of which can be processed
by a CardSpace-enabled relying party. The scheme is transparent to OpenID
providers and identity selectors, uses a browser extension, and requires only minor
changes to a CardSpace relying party. It uses the selector interface to integrate
OpenID providers with CardSpace relying parties, using personal cards.

The integration scheme takes advantage of the similarity between the OpenID
and the CardSpace frameworks, and this should help to reduce the effort required
for full system integration. A full version of this paper, including a description of a
prototype implementation, is available [6].
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An Artificial Immune Classifier Using
Pseudo-Ellipsoid Rules

Aris Lanaridis and Andreas Stafylopatis

Abstract We suggest in this papers a fuzzy rule-based classification algorithm
based on an Artificial Immune Network. The network evolves a dynamically-
determined number of pseudo-ellipsoid rules to cover the patterns of the problem,
focusing both on the quality and the diversity of the evolved rules. The proposed
classifier is compared against C4.5 and GEP on a number of benchmark problems
from the UCI Repository, yielding satisfactory results.

Keywords Artificial immune systems � Artificial immune networks � Fuzzy rule
classifiers � Fuzzy ellipsoid rules � Pattern classification

1 Introduction

Fuzzy rule classifiers using ellipsoid regions have been extensively researched in
the literature of pattern classification, producing very satisfying results [1–3].
However, the calculations of high-dimensional ellipsoids are computationally
expensive, imposing several restrictions on algorithms based on such rules, such as
requiring clustering algorithms to be employed, determining the number of rules in
advance, or demanding a priori knowledge of the data to be classified.

We suggest in this paper a fuzzy classification system based on an Artificial
Immune Network. The algorithm uses fuzzy rules based on a simplified general-
ization of the ellipse in high-dimensional spaces, using these pseudo-ellipsoid
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surfaces to cover the problem space. The immune network evolves in a way that
focuses on the diversity of the rules, dynamically determining the number of rules
required to cover all the patterns to be classified.

2 An Artificial Immune Network for Pattern Classification

The Artificial Immune Network proposed here attempts to create a rule-based
classification system. The proposed method is based on the usual principles of
Artificial Immune Networks (we refer the reader to [4] for a thorough overview),
with one important modification. As is the case in the natural immune system, the
objective of the algorithm is not the recognition, but the elimination of the anti-
gens. Only after this objective has been achieved we measure the classification
capability achieved by the network throughout the process.

To incorporate this modification into the algorithm, we assign to each antigen a
factor h representing its health, assumed to lie in the interval ½0; hmax�: We note
that, the term ‘health’ is used here in the same sense that it is used in computer
games, that is it represents the amount of damage the antigen can withstand. The
health of antigen is also an indicator of its strength. Stronger antigens impose an
greater threat on the immune system, and consequently the network assigns greater
importance to them.

The set of antigens represent the dataset of the problem, with each antigen
representing a pattern belonging to a specific class. The antibodies represent fuzzy
rules, each dedicated to recognizing antigens of a specific class, randomly selected
among the classes of the problem. The antibodies evolve in a way that maximizes
the total membership of positive (belonging to the same class as the antibody)
antigens, while minimizing the total membership of negative (belonging to any
other class) antigens. The strength of the antigens is also taken into account, with
stronger antigens weighing more to the total membership function.

The evolution of each antibody is based on the clonal selection principle. That
is, for each antibody a number of clones are created and mutated, and the best
clone replaces the original antibody. The process is repeated for a given number of
generations, after which the new antibody is added to the network. To preserve the
quality and diversity of the population, each time a new antibody is added to the
network the quality and similarity of all antibodies is compared. Antibodies that
present significantly inferior quality or high similarity to other antibodies are
removed.

The network continues its evolution until the health of all antigens falls below a
specific threshold hmin: The calculation of the antigen health is based on the
antibodies currently present in the network. Each antibody weakens the health of
each positive antigen to a degree equal to the membership function, while it has no
effect on negative antigens.
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3 Fuzzy Pseudo-Ellipsoid Rules

The antibodies in the network represent fuzzy rules, based on a generalized form
of the ellipse, used to cover the problem space. An ellipse is the locus of all points
of a plane whose distances to two fixed points add to the same constant. Each of
these points is called a focus of the ellipse, while the constant is called radius. If
we denote the two foci f1 and f2 and the radius r, the ellipse consists of all the
points x of the plane for which the quantity

dðxÞ ¼ kx� f1k þ kx� f2k
r

ð1Þ

is dðxÞ ¼ 1: The set of points satisfying the above equation in an n-dimensional
space with n [ 2 define a quadric surface in this space. This surface does not
constitute an ellipsoid in the strict sense of the term. However, it is based on a
generalized form of the ellipse, and will be thus called pseudo-ellipsoid for the rest
of this paper. To create a fuzzy pseudo-ellipsoid based on the above definition, we
define a membership function

lðxÞ ¼ exp �dðxÞf
� �

ð2Þ

where f 2 ½0;þ1� is a factor defining the steepness of the membership function.
For f ! þ1 the function reduces to a crisp one, while for f ! 0 it is uniform
with value equal to the membership of the points on the surface of the ellipsoid.
This factor is allowed to vary among different rules.

The value of the membership function also represents the extent to which the
antibody interacts with a specific antigen. That is the antibody reduces the health
of all positive antigens (until the health drops to zero) by a value equal to the value
of the membership function, while it has no effect on antigens of other classes, that
is

h0i ¼
maxðhi � li; 0Þ; ai 2 P
hi; ai 2 N

�
ð3Þ

4 Mutation and Evaluation of Antibodies

The mutation process is based on the common non-uniform mutation operator
defined by Michalewicz [5]. To apply this operator, each attribute x has to be
confined in an interval ½xmin; xmax�: To simplify the calculations, we first normalize
all the patterns in the dataset in the ½�1; 1� range. The normalization does not affect
the function of the classifier in any way, since all parameters will be scaled
accordingly.
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After the normalization, each attribute of the foci will also be in ½�1; 1�: For the
radius of the ellipse, we use a factor a 2 ½0; 1� which produces a linear map from
½0; 1� to ½rmin; rmax�; that is

r ¼ rmin þ aðrmax � rminÞ ð4Þ

and apply mutation on this factor. In the above equation, the minimum possible
value of the radius is the distance between the two foci rmin ¼ kf1 � f2k (recal-
culated each time the foci are moved), and the maximum is set to the maximum
possible distance in the normalized problem space, that is rmax ¼ 2

ffiffiffi
n
p

: Finally, the
steepness of the membership function f is limited to the interval [2, 6], since its
shape does not change significantly for values outside this interval.

To evaluate the rules of the classifier we define a fuzzy variant of the crisp rule
evaluation metric known as M-estimate [7]. For the fuzzy rule, if P, T are the sets
of positive and total patterns in the dataset, the coverage p, t of positive and total
patterns covered will be

p ¼
X

i2P

li; t ¼
X

i2T

li ð5Þ

We also need to incorporate in the above quantities the health factor h assigned
to each antigen, so that the network becomes less concerned with antigens as they
weaken. By incorporating this factor into the rule coverage and replacing in the
original M-estimate, the evluation metric becomes

e ¼
P

i2P lihi þMjPjjT jP
i2T lihi þM

ð6Þ

5 Antibody Death

As explained above, an essential aspect of Artificial Immune Networks is that they
regulate their population by generating new antibodies and removing existing
ones. The birth of new antibodies is aimed at confronting the invading antigens,
while the death of existing antibodies is aimed at maintaining the quality and
diversity of the population. Specifically, antibodies die when they are either sig-
nificantly lower in quality than the rest of the population, of too similar to other
antibodies. To achieve this we apply a common outlier detection criterion, namely
the upper and lower inner fences of a distribution [6].

To remove antibodies of significantly lower quality, each time an antibody is
added to the network we evaluate all the antibodies using equation (6). To compare
the rules on equal basis we regard the health of all antigens to be hi ¼ hmax; 8i:
Having evaluated all the rules, we create the distribution e ¼ e1; e2; . . .; ekBk

� �
;
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where B is the set of antibodies currently present in the network, and remove the
antibodies whose quality is below the lower inner fence of the distribution of e:

In a similar manner, rules that are too similar to existing rules must be removed.
If li ¼ li1; li2; . . .; lim½ � is the vector containing all membership values for the
ith rule, we define the similarity between the ith and the jth antibody as

sij ¼
li � lj

klik � kljk
ð7Þ

For the ith antibody of the network we find the most similar one, that is the
antibody for which the similarity value is

Mi ¼ max
1� j�kBk; j6¼i

sij ð8Þ

We repeat the process for all antibodies, creating the distribution of maximum
similarity pairings M ¼ M1; M2; . . .; MkBk

� �
:

If the similarity between two rules exceeds the upper inner fence of the above
distribution, one of them must be removed. Let Mi be a such similarity value,
where Mi represents the similarity between the ith rule and the kth rule, where
sik ¼ Mi: In this case either the ith or the kth rule must be removed. We remove the
one with the smaller evaluation value. The process is repeated for all Mi exceeding
the upper fence of the distribution.

6 Evolution of the Network

Let A ¼ fa1; . . .; amg be the set of antigens, with each antigen representing a
pattern which is to be classified. The attributes of the antigens are normalized to
the interval ½�1; 1�n; where n is the number of attributes of each antigen. Let
CA ¼ fca1; . . .; camg be the classes of the antigens. Regarding the initial health
hmax of the antigens, it is set to 1 for all antigens. The network is initialized to the
empty set, and a new antibody is created, with each of its parameters randomly
initialized in their respective domains, specifically, f1; f2 2 ½�1; 1�n; f 2 ½2; 8�; a 2
½0; 1�; and cbi randomly selected among the classes of the problem.

After the initialization, NC clones (exact copies) of the antibody are created and
mutated. The rate of the mutation depends on the current generation t as defined by
the operator, while the bounds of the mutation are the same as those used to
initialize each parameter. Among the mutated clones produced the one that
maximizes the evaluation metric given by (6) is selected to replace the original
antibody. The procedure is repeated for T generations, after which the antibody is
added to the network.

Having added the newly evolved antibody to the network, all antibodies of the
network are re-evaluated, with the health of all antigens considered to be 1, and the
similarity of between all pairs of antibodies is calculated. The antibodies that are
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considered outliers, in terms of either low quality or high similarity to other
antibodies are removed, as described in Sect. 5, producing the current set of
antibodies B. At this point, the health of each antigen is calculated by

hj ¼ max 0; 1�
XkBk

i¼1

lij � Iði; jÞ
 !

where Iði; jÞ ¼ 1; cbi ¼ caj

0; cbi 6¼ caj

�
ð9Þ

According to equation (9) the health of each antigen is reduced by a quantity
equal to its membership to each antibody of the same class, until its health drops to
zero. The calculation is repeated for all antigens, producing the distribution
h ¼ ½h1; . . .; hm�: If, after removing the outliers above the upper inner fence, the
health of all antigens is below hmin; the evolution of the network stops. In any other
case a new antibody is added and the procedure is repeated.

When the evolution of the training has been completed, each pattern is assigned
to the class of the rule to which it exhibits the largest membership value. Spe-
cifically, an antigen aj will be assigned to the class cbk of the kth antibody, where
the value of k is given by k ¼ arg max1� i�kBk lij:

7 Experimental Results

In this section, the classifier described above is tested on a number of benchmark
problems from the UCI repository [8], and its performance is compared against
two typical rule-based classifiers, C4.5 and Gene-Expression Programming (GEP).
The system is trained using the parameters listed in Table 1a. To assess the
classification accuracy of the proposed method, we applied 5-fold cross-validation
to each dataset, and the process was repeated 5 times. The results given in
Table 1b correspond to the mean and the standard deviation of the resulting 25
experiments.

Table 1 Values of the parameters used to train the classifier

Parameter Value

(a) Distance Metric
NC 100
T 20
M

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
noinstances
p

hmin 1=e
b 2
(b) Distance Metric
Dataset C4:5 GEP AIS
Breast Cancer 94:7� 1:5 96:7� 1:8 96:08� 1:22
Iris 93:9� 8:1 95:3� 4:6 96:67� 4:08

Pima Indians 74:8� 4:7 69:7� 3:8 75:72� 2:09

Wine 91:6� 8:1 92:0� 6:0 96:63� 2:32
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As illustrated by the experiments, the classification accuracy of the algorithm is
satisfactory, surpassing the competition in all problems with the exception of
Breast Cancer where it was slightly surpassed by GEP. In the future we will study
the effect of the training parameters to a greater extent, and we will try alternative
rule evaluation criteria, in an attempt to further improve the classification accuracy
achieved. Finally we will test the efficiency of the method of different pattern
recognition problems.
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Contextually Learnt Detection of Unusual
Motion-Based Behaviour in Crowded
Public Spaces

Ognjen Arandjelović

Abstract In this paper we are interested in analyzing behaviour in crowded public
places at the level of holistic motion. Our aim is to learn, without user input, strong
scene priors or labelled data, the scope of ‘‘normal behaviour’’ for a particular
scene and thus alert to novelty in unseen footage. The first contribution is a
low-level motion model based on what we term tracklet primitives, which are scene-
specific elementary motions. We propose a clustering-based algorithm for tracklet
estimation from local approximations to tracks of appearance features. This is
followed by two methods for motion novelty inference from tracklet primitives:
(a) an approach based on a non-hierarchial ensemble of Markov chains as a means
of capturing behavioural characteristics at different scales, and (b) a more flexible
alternative which exhibits a higher generalizing power by accounting for constraints
introduced by intentionality and goal-oriented planning of human motion in a
particular scene. Evaluated on a 2 h long video of a busy city marketplace, both
algorithms are shown to be successful at inferring unusual behaviour, the latter
model achieving better performance for novelties at a larger spatial scale.

1 Introduction

Public spaces such as squares and shopping centres are unpredictable and
challenging environments for computer vision based inference. Not only are they
rich in features, texture and motion, but they also continuously exhibit variation of
both high and low frequencies in time: shopping windows change as stores open
and close, shadows cast by buildings and other landmarks move, delivery lorries
get parked intermittently etc. The focus of primary interest, humans, also undergo
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extreme appearance changes. Their scale in the image is variable and usually
small, full or partial mutual occlusions and occlusions by other objects in the scene
are frequent, with further appearance variability due to articulation, viewpoint and
illumination.

2 Low-Level Building Blocks

Our approach can be broadly described as bottom-up. We first extract trajectories
of apparent motion in the image plane. From these a vocabulary of elementary
motions is built, which are then used to canonize all observed tracks. Inference is
performed on tracks expressed in this fixed vocabulary of motion primitives.
In this section we address low-level problems related to motion extraction and its
filtering, and the learning of motion primitives vocabulary.

2.1 Motion Extraction

As the foundation for inference at higher levels of abstraction, the extraction of
motion in a scene is a challenging task and a potential bottleneck. The key difficulty
stems from the need to capture motion at different scales, thus creating the com-
promise between reliability and permanence of tracking. Generally speaking, the
problem can be approached by employing either holistic appearance, or local
appearance in the form of local features. Holistic, template based methods capture a
greater amount of appearance and geometry, which can be advantageous in pre-
venting tracking failure. On the other hand, in the presence of frequent full and
partial occlusions, these methods are difficult to auto-initialize and struggle with the
problem of gradual bias drift as the tracked object’s appearance changes due to
articulation, variable background and viewpoint, etc. All of these difficulties are very
much pronounced in the scenario we consider, motivating the use of local features.

Focusing on computationally efficient approaches, we explored several methods
for detecting interest points. Recently proposed Rosten-Drummond fast corner
features and Lowe’s popular scale-space maxima were found to be unsuitable due
to lack of permanence of their features: for an acceptable total number of features
per frame, features that were detected at some point in time remained undetected
in more than 80% of frames. Success was achieved by adopting a simple method of
tracking small appearance windows, in a manner similar to Lucas and Kanade.
Image region corresponding to a window in frame Fi; is localized in subsequent
frame Fiþ1 by finding the translation which minimizes the observed error between
the two regions:

d�i ¼ arg min
d

Z

x�W
Fiþ1ðxþ

1
2

dÞ � Fiðx�
1
2

dÞ
� �

dW ð1Þ
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This criterion is similar to that originally formulated by Lucas and Kanade, with
the difference that the expression is symmetrized in time (i.e. with respect to Fi

and Fiþ1Þ: Further robustness in comparison to the original method is also gained
by performing iterative optimization in a multiscale fashion, whereby d�i is first
estimated using smoothed windows and then refined by progressively less
smoothing. The best features to track were selected as those corresponding to the
2� 2 gradient matrices with the largest magnitude eigenvalues.

Trajectory filtering. Following the basic extraction of motion trajectories, we
filter out uninformative tracks. These are tracks which are too short (either due to
low feature permanence or due to occlusion of the tracked region) or which
correspond to stationary features (possibly exhibiting small apparent motion in the
image plane due to camera disturbances, such as due to wind). We accept a track
ðx1; y1Þ; . . .; ðxN ; yNÞf g if N� 30 (i.e. it lasts for at least 30 frames, or 1.2 s at

25 fps) and:

1
N � 1

XN

i¼1

ðxi � �xÞ2 þ ðyi � �yÞ2
h i

� r2
min �x ¼

XN

i¼1

xi=N �y ¼
XN

i¼1

yi=N

2.2 Tracklet Motion Primitives

People’s motion trajectories in a scene can exhibit a wide range variability.
However, not all of it is relevant to the problem we address. For example, motion
of interest is corrupted by noise and at a short scale modulated by articulation.
To reduce the effects of confounding variables, we represent all tracks using the
same vocabulary of elementary motion primitives, inferred from data.

Inferring primitives. We construct the vocabulary of motion primitives by
clustering tracklets—local, linear approximations of tracks. We extract a set of
tracklets ti from a feature track T ¼ ðx1; y1Þ; . . .; ðxN ; yNÞf g by first dividing the
track into overlapping segments ðxsðiÞ; ysðiÞÞ; . . .; ðxeðiÞ; yeðiÞÞ

� �
such that:

DD ¼
XeðiÞ�1

j¼sðiÞ

xj

yj

� �
� xjþ1

yjþ1

� �����

����;

where DD is the characteristic scale parameter of the corresponding tracklet
model. The ith tracklet is then defined by a numerical triplet consisting of its
location and orientation ti ¼ ðx̂i; ŷi; hiÞ; where:

x̂i ¼
PeðiÞ

j¼sðiÞ xj

eðiÞ � sðiÞ þ 1
ŷi ¼

PeðiÞ
j¼sðiÞ yj

eðiÞ � sðiÞ þ 1
ĥi ¼ tan�1 yeðiÞ � ysðiÞ

xeðiÞ � xsðiÞ
ðmod pÞ

All tracklets extracted from training data tracks are clustered using an iterative
algorithm. In each iteration, a new cluster is initialized with a yet unclustered
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tracklet as the seed. The cluster is refined further in a nested iteration whereby
tracklets are added to the cluster under the constraint of maximal spatial and
directional distances, respectively DQ and DH; from both the seed and the cluster
centre. Cluster centre is then set equal to the mean of the selected tracklets and the
procedure repeated until convergence.

Note that the equivalence of directions h and h� p introduces some difficulty in
the estimation of the cluster centre orientation. Specifically, it is not appropriate to
average member directions using modulo p arithmetic. First, note that the problem
is not always well posed, i.e. that it does not always have a unique solution. Thus,

we require that 8i:Dĥi\p=4; where:

Dĥi ¼ min ðĥi � hcÞðmod pÞ; jĥi � hcj
n o

:

This condition ensures that the range of directions in a cluster is sufficiently
constrained that the mean direction is unambiguously definable. It is sufficient
that DH\p=4 for this to be the case, which is certainly true in this paper, as
a directional spread of over p=2 within a cluster would produce meaningless
tracklet groupings. An algorithm for computing the cluster angle (provided that a
unique solution exists) is described in the extended version of this paper.1

Expressing tracks using primitives. A track is expressed in a particular tracklet
model by diving it into overlapping segments, computing the location and direction
of each segment as before and, finally, associating each segment ti ¼ ðx̂i; ŷi; hiÞwith
the most similar tracklet TjðiÞ ¼ ðXjðiÞ; YjðiÞ;HjðiÞÞ:

ti �! TjðiÞ : jðiÞ ¼ arg min
k
�ðTj; tiÞ;

where �ðTj; tiÞ ¼ ðXjðiÞ � x̂iÞ2 þ ðYjðiÞ � ŷiÞ2 þ
DQ

tanðDHÞ tanðDĥiÞ
� �2

:

This functional form ensures that the angular contribution to distance is infinite

for orthogonal tracklets and approximately linear for small Dĥ; whereas the
proportionality factor ensures that relative scaling of spatial and angular distances
corresponds to the spread of cluster tracklets.

3 Two Tracklet Based Motion Models

In the previous section we described our approach to extraction and representation
of motion in a scene. We now turn to the problem of learning a motion model from
these representations and applying it to infer novelty in unseen data.

1 Extended paper with additional detail is available on the author’s website.
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3.1 First Order Markov Chain Ensemble

The first model we introduce in this paper utilizes an ensemble of K complemen-
tary first order Markov chains models to learn ‘‘normal’’ behaviour in a scene.
The idea is that each model learns behaviour on a different characteristic spatial
scale. While this idea is now new, it should be noted that our approach is different
in that the ensemble we construct is (in general) not a hierarchial one—states
describing behaviour on longer scales do not consist of sequences of lower scale
states. Rather, each model is built independently by extracting tracklets and
the corresponding motion primitives using different characteristic scales. The kth

model thus comprises learnt priors PðTðkÞi Þ and transition probabilities PðTðkÞj jT
ðkÞ
i Þ

for tracklet primitives at the corresponding scale.
Consider a particular novel feature track T. In our model, the track is expressed

independently in each of the K vocabularies of tracklet primitives:

T �! Tk ¼ T
ðkÞ
1 ; . . .;T

ðkÞ
Mk

n o
where M1\M2\. . . MK ;

where T1 corresponds to the smallest scale of interest and TK the largest. Each of
the chains can then be used to compute the log-likelihood estimate corresponding
to its scale, which we average to normalize for differing track lengths:

RkðTÞ ¼
1

Mk
log PðTðkÞ1 Þ þ

XMk

i¼2

log PðTðkÞi jT
ðkÞ
i�1Þ

" #
:

Thus, the task of deciding if motion captured by T sufficiently conforms to
behaviour seen in training is reduced to inference based on log-likelihoods RkðTÞ:
This would not be a difficult problem if both positive and negative training data
(i.e. both unusual and normal motion patterns) was available, or if log-likelihoods
corresponding to different models were directly comparable. However, a represen-
tative amount of positive training data is difficult to obtain in this case. Furthermore,
although each RiðTÞ is normalized for track length, the range of variation of its
value is dependent on the model’s characteristic scale. This is a consequence of lower
entropy (generally) of larger scale models, which have fewer states (tracklet prim-
itives). To solve this problem, we transform the average log-likelihoods of all models
to conform to the same cumulative distribution function of the lowest scale (highest
entropy) model:

Rk �! R̂k ¼ C�1
1 CkðRkÞ½ �

where CkðRÞ is the cumulative distribution function of the average log-likelihood

of the kth model, estimated from the training data set: CkðRÞ ¼
R R
�1 pkðrÞdr:

The conformance of the track to the overall multiscale model is then computed as the
minimal conformance over different scales: q1ðTÞ ¼ mink R̂k:
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3.2 Pursuit-Constrained Motion Model

In the previous section we described an approach to learning the range of normal
motion in a scene which treats a feature trajectory as a sequence of states corre-
sponding to extracted tracklet primitives. To make the parameter estimation
practically tractable, the sequence of states was modelled as a first order Markov
chain which inherently restricts the scope of the model to aggregating single-step
behaviour. Progressively less spatially constrained behavioural characteristics
were captured by multiple tracklet models, each with a different characteristic
scale.

What this approach does not exploit is the structure of observed motion
governed by the of intentionality of persons in the scene (whether they are on foot
or using a vehicle). While it is certainly the case that if unlimited data was
available the described purely statistical model would eventually learn this regu-
larity, this insight can help us achieve a higher degree of generalization from
limited data which is available in practice. Our idea is based on the simple
observation that people perform motion with the aim of reaching a particular goal
and they generally plan their it so as to minimize the invested effort, under the
constraints of the scene (such as the locations of boulders and paved areas, or
places of interest such as shopping windows). Consequently, we concentrate on
learning the distribution of traversed trajectory lengths between two locations in a
scene, rather than the exact paths taken between them (a far greater range of
possibilities). Unlike in Sect. 1, we now express a feature track T as a sequence of
tracklet primitives only in the vocabulary of the smallest scale:

T �! T1 ¼ T
ð1Þ
1 ; . . .;T

ð1Þ
M1

n o
:

For each pair of tracklets Ti and Tj ði; j ¼ 1; . . .;M1Þ from the sequence we
compute the corresponding distance Lij between them along the path. Since the
tracklet primitives were estimated using a single scale model with the character-
istic scale parameter DD1; by construction this distance is Lij ¼ ði� jÞDD1=2: The
track is thus decomposed into M1ðM1 � 1Þ=2 triplets ðTi;Tj; LijÞ: We wish to
estimate pðTi;Tj; LijÞ: By expanding the joint probability as:

pðTi;Tj; LijÞ ¼ PðTiÞPðTjjTiÞpðLijjTi;TjÞ;

we can see that the first two terms—the prior probability of the ith primitive and
the probability of i! j transition—can be learnt in a similar manner as for the
Markov chain based model described previously. On the other hand, the last term
corresponding to the distribution of possible path lengths between the ith and jth
primitive, is computed by modelling it using a normal distribution:

pðTjjTi; LijÞ ¼ N ðLj�Lij; rijÞ:
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We estimate its parameters—the mean �Lij and standard deviation rij—using
transitions between primitives observed in the training data set. Finally, the
conformance of a novel track to the learnt motion model is computed as the log of
the lowest probability transition within the observed motion: q2ðTÞ ¼ mini;j

log pðTj;Ti; LijÞ:

4 Evaluation

Using a stationary camera placed on top of a small building overlooking a busy
city marketplace we recorded a video sequence which we used to evaluate the
proposed methods. This footage of the total duration of 1 h:59 m:40 s and
spatial resolution 720� 576 pixels contains all of the challenging aspects used to
motivate our work: continuous presence of a large number of moving entities,
frequent occlusions, articulation and scale changes, non-static background and
large variability in motion patterns.

4.1 Results

After training each of the proposed methods using the 113,700 extracted tracks, we
computed the corresponding histograms of conformity measures q1 and q2: From
these we automatically selected thresholds for novelty detection, R1 and R2; such
that 0.05% of training tracks produce lower conformities. An examination of these
tracks revealed that the two algorithms generally identified the same tracks as
being the least like the rest of the training set. A common aspect which can be
observed between them is that they correspond to motions which include sharp
direction changes at locations in the scene where there is little reason for them.
This motion not only novel by the construction of our model but it also conforms
to our intuition about what constitutes unusual behaviour. Note the scene-specific,
contextual aspect of the learnt motions: many extracted tracks contain sharp turns
(e.g. at the end of the row of marketplace stalls or at the corner of the buildings)
which are not deemed unusual because the constraints of the scene made such
turns (comparatively) frequent in the training data.

Next, to evaluate how our algorithms cope with unseen data, by clicking on the
image of the scene we generated a series of synthetic tracks which a human
might consider unusual in the context of the marketplace in question. Here, the
two methods produced different results. The discrepancy can be explained by
observing that in the ensemble approach, a trade-off is made between the precision
of motion localization by tracklet primitives and the ability to capture behaviour at
a larger scale. Such compromise does not exist in the proposed pursuit-constrained
model.
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Lastly, since the conformance measure q2 is effectively dependent only on
a single pair of primitives (those which are explained the worst by the path length
model), we could visualize these for a series of tracks in which novelty was
detected. This is useful firstly as a way of ensuring that the model is capturing
meaningful information and secondly to draw attention not only to a particular
behaviour on the whole but its particular feature.
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endless access to computing infrastructure across various organizations (academia
and industry). This technology allows the aggregation of various computer systems
for usage by different users to run applications. The information stored on these
computers may be vulnerable. According to research on attribute based access
control for grid computing, security mechanism to authorize and authenticate
users, before accessing information on a grid system, is not totally adequate.
The issue of security in grid technology has not been fully addressed even though
it is a precondition for optimizing grid usability. In this paper some of the security
attacks on a grid system were explored and reasonable countermeasures are
proposed. An architectural model to prevent any form of attacks explained, is
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1 Introduction

For any grid participant to enjoy the full benefits of resource sharing, resource
distribution and resource aggregation across various domains, assurance has to be
given that the data that will be shared is safe from any form of attack. In a
distributed environment, such as the grid, which involves users from various
domains, data manipulation, alteration and falsification are possible. Security
breaches cause problems that can be devastating therefore participants in distrib-
uted environments sometimes fear sharing resources. This paper attempts to
explain what causes security lapses [3] in a grid-based environment and propose
various measures to circumvent some of these anomalies.

2 Grid Classification Based on Topology

Grid computing can be classified into four basic groups based on its topology.
The classifications that will be discussed are : clusters; intra-grids; extra-grids and
inter-grids [11].

2.1 Cluster: is the smallest form of grid both in scope and size [1]. It is a
combination of various servers which can generate computing power similar to
what is obtainable in an offline (standalone) system. This form of grid computing
was developed to solve problems in a unit or same department and it is most often
implemented on campus intranets.

2.2 Intra-grid: Is a combination of various clusters. This form of grid com-
puting is also referred to as a campus grid. It allows resources to be shared across
various departments and units. An intra-grid allows resources to be shared across
various organizations (with the same policies) without any need to address the
security and policy management relating to global grids. Fig. 1.

Cluster grid Intra grid Extra grid Inter grid
2.3 Extra-grid: is also referred to as ‘‘Partner grids’’ or ‘‘Extraprise grids’’. It is

a combination of two or more intra-grids with various security domains. This form
of grid is geographically distributed between various establishment, companies
and organization. Virtual Private Networks (VPN) are used for implementing this
type of grid in order to make resources easily available [1] to users.

2.4 Inter-grid: is the final phase of grid evolution. It is also known as a global
grid. It is a combination of intra-grids and cluster grids joined together by the
internet. This form of grid is often used in academia.

3 Security Attacks on a Grid System

It has been recognized by researchers that all forms of distributed systems are
vulnerable and cannot be secured completely. Some of the security measures
currently being used are inflexible and not scalable [8].
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The most common security attacks on grid systems can be divided into the
following categories:

• Passive attacks
• Active attacks
• Dictionary attacks

3.1 Passive attacks: Passive security attacks ranges from [2] secret monitoring
of transmissions, such as electronic mails, file exchange on any distributed system,
client–server transmission or eavesdropping. Passive attacks involve a thorough
analysis of traffic as well as exposing and releasing of message content.

• Release of message contents: This form of attack can be best explained as
shown in Fig. 2. Electronic mail messages, telephone conversations and files
being transferred may contain sensitive and confidential information [22].
To limit the vulnerability of the information, it is important to prevent intruders
to learn about and understand the contents of the transmission [21].

• Traffic analysis: This is a form of security attack [3] whereby messages are
intercepted and examined in order to get information from patterns in com-
munication process. This form of attack can be carried out even when the
message is encrypted and is difficult to be decrypted. The higher the number
of messages intercepted and examined the more deduction and inference can be
made from the traffic. Traffic analysis (often carried out in military intelligence)
is a serious concern for computer security [15].

3.2 Active attacks: This type of attack attempts to change, remove, or destroy
data being transferred from one system to another system on a grid network. Some

Fig. 1 Grid classification based on topology
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of the types of active attacks are denial of service, masquerade, replay and
modification [21]. It can be prevented with the aid of common and popular security
mechanisms such as firewalls or encryption techniques. The following section
gives a brief explanation of some of the examples of active attacks.

• Denial of Service (DoS): This is a type of active security attack, which halts the
system on a grid so that it fails to respond to users’ demands. To accomplish this
objective, attackers will send a very large quantity of data to the access point
[16] so that it becomes extremely difficult to respond appropriately.

• Impersonation: In this case the behaviour of an authorized grid user is mim-
icked and copied by the attacker. With this approach, attackers can easily
modify and change information to the detriment of a legal user. Man-in-the
middle attack is the commonest form of impersonation.

• Disclosure: Sensitive information across the grid might be disclosed by a
compromised machine on the grid to another machine that is not authorized to
have access to such information. Sometimes classified information is unwit-
tingly compromised or divulged by a user and thus the content is exposed[2].

• Unauthourized access: This type of security attack occurs when a person, who
is permitted to access particular information, gains access to it and plays around
with it as if he/she is the rightful owner of the information. When this happens
the sensitivity of the information will be lost and the data can be manipulated
without beingy challenged [12].

• Replay attack: Replay attack can also be likened to a ‘‘Man-in-the-middle’’
form of attack. This form of security attack allows the data packets to be
intercepted and replayed (resent) to the server. For example, it is possible for a
client to send a password and a username that is encrypted to a server to gain
access to grid information. A hacker may use monitoring software to intercept
such a message and replay/resend it. Hence, such a hacker will have the same
rights as the rightful owner of such a message.

Fig. 2 Release of message contents (Passive attack) Source: [22]
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3.3 Dictionary attack: This method is used by attackers to break a security
measure put in place for a system or a server, by trying all possible passwords with
the intention of gaining access. Dictionary attacks allow spammers [4] to randomly
send mail across to various addresses using a combination of some popular domain
names with the intention of getting information across to a large percentage
of e-mail users [5]. For example a dictionary attack may begin with the fol-
lowing e-mail addresses john@uwc.ac.za, john1@uwc.ac.za, john2@uwc.ac.za,
john3@uwc.ac.za. This may continue till all possible combinations of both the
numbers and variable has been tried and exhausted [5].

4 Security Requirements in a Grid Environment

Security requirements for a grid were defined by The International Organization
for Standardization (ISO) and the International Telecommunication Union (ITU)
(ITU-T Provision X.805 and X.800) [7].

4.1 Authourization: For any organization to allow its resources to be jointly
shared between all parties involved there is need for authorization—thus who
should have access to any particular resources and who should not. Permission is
only given to authorized nodes on the network [2]. Globus toolkit gridmap files,
Community authorization service (CAS) and Virtual organisation membership
service (VOMS) are some of the authorization measures used in grid computing [6].

4.2 Authentication and access control: Impersonation has been identified as a
big threat in a grid environment. Authentication is important to purposely prevent
resources from being illegal accessed. The main purpose of authentication [9] is
solely to confirm that the user is he who he claims to represent and not any other
person. Authentication is usually carried out with the use of a password a user-
name. A digital certificate, verified by a Certificate authority [3], is generally
accepted to be the best way to ensure authentication on the internet.

4.3 Availability: Irrespective of security attacks, data must be readily available
across the network to satisfy the demands of grid computing users at any point in
time. Data availability means that data is available at all times. In a grid envi-
ronment, data availability is usually achieved through redundancy; which has to do
with how data is stored and how such data can be reached [7].

4.4 Data Confidentiality: The purpose of data confidentiality is to protect data
from being divulged to the wrong or an unintended party [24]. Two steps can
be used to achieve data confidentiality; data encryption and data decryption.
Two types of cryptography that can be used to provide data confidentiality [17] is:
symmetric and asymmetric cryptography.

4.5 Data integrity: In the banking industry, military operation as well as
aviation industry [10] data modification by unauthorised [23] persons is very
serious. Data integrity assumes that data in a grid environment is removed,
updated, modified, deleted, edited and transmitted only by an authourised [19]
person.
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4.6 Non repudiation: Since many transactions take place on the internet, this
security service protects parties involved in a transaction from denying that a par-
ticular transaction took place [13]. Non-repudiation therefore ensures that both the
receiver and the sender cannot renege or deny that a message has been sent or received
[18]. This security measure is usually achieved through the use of digital signatures
and certificates. Timestamps which contain the date and time can also be used.

4.7 Privacy: The main purpose of privacy [20] is to ensure that information
being shared on the grid system is protected. Every grid user wants his sensitive
information to be completely secured from misuse and abuse. According to Alan
Westin, the definition of privacy is given as follows [14]:

Privacy is the right of individuals to determine for themselves when, how, and to what
extent information about them is communicated to others

5 Proposed Secured Grid Model

As shown in the Fig. 3, when a message is to be sent from location A to location B
across a grid to a rusted third party, both the sender and the receiver are expected
to cooperate in order to ensure the smooth exchange of information across the grid.
A reliable information channel ensures the smooth passage of the message from
source to destination. To secure the information and protect the message flow from
being tampered with, confidentiality, authenticity and integrity needs to be
ensured. How can such a secured transmission be put in place? In this model, an
encryption key is used to protect the message before transmission and unprotect it
immediately after it is received at location B. It will thus be difficult for an intruder
to unencrypt an intercepted message. Additional code, based on the message
contents, is used to trace and identify the identity of the sender.. This is an added
protection measure.

Fig. 3 Secured grid model
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6 Conclusion

Since the confidentiality as well as integrity of information in a distributed system
should be sacrosanct, it is important to ensure that appropriate mechanisms are put in
place to ensure that the information is protected. Various grid security loopholes have
been identified which could compromise a grid-based environment. The counter-
measures suggested should go a long way in protecting sensitive information.
Although the suggested model has not been tested as yet, it is believed that when
implemented it should address many of the security challenges within the grid.
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Detection of Broken Link Fraud
in DSDV Routing

Rajbir Kaur, Vijay Laxmi and Manoj Singh Gaur

Abstract In this paper we present a technique to defend against Broken Link
Fraud, a denial of service attack against Destination Sequenced Distance Vector.
Each node in the network keeps track of the frequency of next hop for each
destination. Next hop is blacklisted if frequency exceeds a threshold. Our method
does not rely on expensive cryptographic techniques making it suitable for energy
constrained Mobile Ad hoc NETworks. Simulation results demonstrate effective-
ness of our method in blacklisting misbehaving node, resulting in improved Packet
Delivery Ratio.

keywords Broken Link Fraud � Denial of service � DSDV � MANET

1 Introduction

Destination Sequenced Distance Vector (DSDV) [1] is a proactive protocol to
enable communication between mobile nodes in Mobile Ad hoc NETwork
(MANET). It is essential to study attacks in routing protocols [2] and incorporate
provisions for detection to minimize their impact. In this paper we present an
inexpensive countermeasure for Broken Link Fraud (BLF) [3].
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2 Related Work

Wang et al. [4] study security properties of DSDV. They have not studied impact of
large distance fraud on DSDV. Smith et al. [5] propose digital signatures to provide
authentication and integrity of routing messages which does not protect against short/
long distance fraud (LDF). SEAD proposed by Hu et al. [6] does not prevent a mis-
behaving node from advertising a distance longer than the one it has received. Wan
et al. [7] state that LDF can only be used to launch passive attacks (e.g., selfishness).
BLF uses LDF to launch active attacks that severely hampers network performance.

3 Methodology for Detection and Countermeasure

Dynamic topology in MANETs ensure that neighbors of a node change with time;
a persistent neighbour is indication of presence of malicious node. Improper
behavior may be modelled as same next hop neighbor for period longer than some
threshold. Detection of malicious node is done in two phases:

Phase 1: Each node keeps track of the frequency of next hop for a given
destination for observation time. Neighbour is labelled malicious if its frequency
exceeds threshold.

Phase 2: Nodes broadcast identity of suspected node and assimilate information
received from other nodes. Node labelled as suspected by maximum nodes is
designated as malicious and blacklisted.
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4 Simulation

We use NCTUns-5.0 [8] for simulation. Packet Delivery Ratio (PDR) (ratio of
packets received to packets sent) is used as metric. Table 1 shows the simulation
parameters used. To incorporate our methodology, we have made changes as
illustrated in Algorithm 3 to DSDV module.

Simulation Result and Discussion: Figure 1 shows the PDR for different
simulation periods. In the graph we plot curves for four scenarios: with/without
attack and with/without countermeasure. In attack, PDR is very low. When
countermeasure is applied, there is an improvement of 20 to 25% in PDR.

It takes � 17 s for countermeasure to converge. During this, the attacker claims
itself as next hop for the destination. Routing tables at most nodes have attacker as
next hop. Incorrect routing tables cause a packet to be discarded after expiry of
TTL (time-to-live). As a result, PDR drops. For each simulation time, We have
averaged 10 readings by assuming different nodes as attackers. We also observe
from Figure 1 that the performance of modDSDV in no attack situation is
comparable to that of normal DSDV. For a small and relatively less dynamic
topology, proposed method may blacklist a ‘honest’ node. This requires searching
for an alternate path which may be less efficient than the previous one in terms of
hop count. Slight drop in PDR is observed in such cases. This explains slightly low
performance of modDSDV. Figure 2 shows false positive rate with different
values of observation time. Probability of false positives is low even if the
observation time is 5 s. Figure 3 shows PDR for different values of observation
time. Lowering observation time does not have any appreciable effect on PDR.
We infer that observation time between 7–10 s can also be chosen. Figure 4 shows
overhead associated with our approach.

Overhead ¼ No: of broadcasts
(No. of broadcasts + No. of packets transmitted)

ð1Þ

Proposed countermeasure does not significantly increase broadcast packets indi-
cating that there is no flooding of channel bandwidth.
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Table 1 Simulation
Parameters

Number of nodes 16
Signal range of each node 200 m
Mobility model Random direction

waypoint model
Traffic type UDP traffic
Number of packets sent

from source to destination
1 packet/s

Simulation time 100 s
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5 Conclusion and Future Work

In this paper we have proposed a detection and countermeasure for BLF.
Simulation results prove effectiveness of the approach to detect attacker.
Probability of false positives is negligible. Our approach does not use expensive
computations as by cryptographic methods. In future, we will refine the method to
override underlying assumptions.
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Strategies for Risk Facing in Work
Environments

MariaGrazia Fugini, Claudia Raibulet and Filippo Ramoni

Abstract Risk management in work environments requires the introduction of
mechanisms able to identify the causes and the indications, which precede acci-
dents in order to avoid them whenever this is possible. Most of the accidents are
announced by risk events, which may be identified and managed before their
evolution into accidents through preventive strategies. We propose to address risks
by proposing risk management strategies where the risk is explicitly defined and
revealing and protection devices generate risk events managed through conditions
and set of actions.

Keywords Risk management �Work environments � Risk events � Risk strategies
databases

1 Introduction

The advances available in IT, service-based software, telecommunications and
sensors networks, work safety garments may be exploited successfully in the
identification and management of risky situations which usually precede and
announce accidents. In this paper, we describe a Risk Management System (RMS)
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whose software and hardware components are able to monitor and analyze risk
events, and to plan and execute risk facing strategies.

The RMS is specified according to a MAPE (Monitoring, Analysis, Planning,
Execution) loop [3]. In case of risky situations, the sensors and the software
services attached to objects used to tag the environment and the workers are able
not only to signal the danger but also to compute and put in place preventive or
corrective mechanisms able to diagnose and possibly repair the risky situation. In
previous work [4], we have explored how technologies can provide information
about the individual who wears the computer sensors and services and the world
which this individual interacts with. We have also studied design issues [7] of an
RMS in work areas, investigating what a risky situation is and how it can be
modeled and simulated.

Risks in dangerous environments are usually solved technically through the use
of sensors, ad-hoc devices and suitable software for empowering the individuals’
lives. The related solutions available in the literature are based on sensors (and
sensor networks), and various types of monitoring devices, among which wearable
devices [4, 9]. In [5], emphasis is on the use of key decision structuring steps and
analytical tools to help ensure the systematic treatment of fact-based and value-
based risk knowledge claims. The overall problem of risks and safety, with par-
ticular attention to the way of communicating risks to people and companies is
discussed for instance in [8]. Both articles address our problems of education
to risk through monitoring and simulation techniques. Research areas related to
our work are the area of sensors [1, 2], and of wearable objects in ambient
intelligence [10].

The paper is organized as follows. Section 2 introduces the basic issues of our
RMS. Section 3 describes risk facing strategies. Conclusions and further work are
given in Sect. 4.

2 Risks and the Risk Management System

Among the most common risks which may arise in work environments (such as
building sites, industrial plants, or underground areas), we consider the loss of gas.

The loss of gas may lead to an explosion, if not timely revealed. The causes of
the loss of gas may be of various types such as a consequence of a deterioration of
the gas conducts in time or the interaction of persons with tools/machineries in the
nearby of gas pipe lines. The loss of gas may be gradual, in time. In this case, the
loss is hardly identifiable directly by the persons/workers because they get used to
the gas smell. Initially, in this case, the risk level is low and it increases in time if it
is not revealed and addressed. On the other hand, if the loss of gas occurs suddenly
and powerfully, then the risk level is high and a risk or even an emergency may
occur immediately.

Moreover, if in the nearby of the gas loss, persons are at work, than the risk
level is higher. If workers are performing activities that may produce sparks
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(e.g., digging), than the level increases, too. This example of risk can be identified
through gas sensors. Depending on the risk level, there may be various strategies to
face this risk: close the gas provisioning, turn electricity off, evacuate all the
persons/workers in the interested area, and/or repair the gas conduct.

After identifying the reason for a high risk value, the RMS, which continuously
receives data from sensors for monitoring, performs the analysis, trying to find a
correlation between the cause (e.g., high concentration of gas in the air) and a
possible risk facing strategy. The actions which are part of the strategy and which
can take place to decrease the risk in this case are:

1) instruction for general valve: close the general gas pipe;
2) message to person in the room (such as, ‘‘leave the room quickly’’);
3) message to the team leader: problem with gas in the environment.

Upon application of these actions, the risk index of a person is likely to
decrease.

In case the gas level increases, the risk for the person increases too, and the risk
index exceeds the emergency threshold. The analysis phase of MAPE realizes that
the source of risk is the gas concentration, and a different strategy has to be
selected, e.g., a strategy with stricter time constraints, such as the following:

1) message to the persons in the environment: leave the environment quickly;
2) instruction for general valve: close the central gas pipe;
3) message to the team leader: serious problem with gas in the environment.

If no persons are in the environment, in our approach the risk index is not
computed.

We have implemented a prototype RMS to make available to simulate the data
flow from sensors and devices (sensor networks, RFiDs, antennas, tags, and so on)
and the risk reaction process in terms of alarms, actions, and strategies.

The RMS is aware of which persons is the environment and detects the change
of persons’ locations, determines the variation of environmental parameters,
determines if a risk exists, and generates the necessary data for risk management.
The simulation is centered around the worker actions, to focus on the Human-
Environment interactions by simulating the actions typical of persons in a work
environment. Workers’ actions are the driver of both the RMS interaction with the
simulation and of the generation of events for risk computation and prevention.
The simulator is described in [6].

3 Risk Strategies

A strategy is defined as a set of Actions which can take place to decrease the risk.
Strategy 1 beneath is a possible strategy, composed of actions to be executed in
sequence. Words in italic denote basic action types, followed by the parameter of
such action in ( ) and boldface, denoting to whom the action is directed and which
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environment elements are involved, and by an instantion of the action terms,
appearing in \[.

Strategy 1—Risk Level 1

{a1 {instruction (for central valve): \ close, central gas pipe [ ;
/* this is a prescription action */

a2 message (to persons in the room): \ leave room within 5 min [ ;
/* this is a message for risk facing */

a3 message (to persons in adjacent rooms): \ leave rooms within 10 min [ ;
/* this is a message for risk facing */

a4 message (to team leader): \ leakage in pipe n. 756 room R1 to be solved in the
next 2 h [ .

/* this is an explanation message sent by the RMS analysis module giving
textual explanation of fault e.g. on PDA*/

}

In order to have an RMS which is useful also for learning risk management
procedures, both from end-users (workers) and administrators, the RMS is con-
ceived as endowed with a Business Intelligence module. This module is structured
according to a Case-based reasoning approach and works as in Fig. 1.

The Cases database contains ECA rules describing the RISK CASE and the
strategies to face it:

RISK CASE = \EVENT, CONDITION, STRATEGY[

Events are expressed as risk types (e.g., HEALTH, FIRE, GAS, TOOLS
HANDLING, and so on). Conditions are environment or context-related predicates
describing the risk situation. They contain the following elements (each is
optional):

• Risk value (LOW, MEDIUM. HIGH, VERY HIGH)
• Presence of persons (yes/no)
• Time constraints (a reaction has to be applied within x time units)
• Alarm constraints (if alarms have been activated)
• Required skills for interventions (a fire specialist is required, or a team leader

must be present in the risk physical area, etc.)
• Devices (hardware and software devices, sensors, tags to be activated/

deactivated).

The strategy is specified in the ECA rule as a set of Actions to be executed to
react to the Event. The Strategy has a name, a description, a priority level, denoting
if the strategy applies during a risk, a combination possibility, describing if the
strategy can be used together or as an alternative to other strategies (and in this
case, which ones). It contains a set of Actions to be executed in sequence or in
parallel (depending on the gravity of the risk and on the inherent possibility to
handle parallel interventions such as ‘‘activate an alarm’’ and ‘‘switch power off’’).

428 M Fugini et al.



The person(s) expected to execute the action can also be specified (e.g., the fire
brigade chief only, or ‘‘at least 3 people together’’). These are conditions attached
to the Actions. Each Action can be shared by various strategies. The Cases
database is structured as a relational database with the schema reported in Fig. 2:

A Case can be queried by the DBMS on the basis of RISK TYPES, PERSONS,
GRAVITY OF THE RISK, etc., according to predefined indexes. These indexes
can evolve during the system lifetime in that the system is tuned to more refined
versions according to observation of the effects of both search processes (if they
are successful immediately or need many queries to be posed to the user to find a
match) and of the effectiveness of the applied strategy. The observation of the
success of application of a given (set of) strategy(ies) is the final part of the MAPE
loop, namely the observation of the effects of the strategy on the risk. If the risk is
mitigated in less than n time units, then the strategy can be defined as VERY
SUCCESSFUL and stored in the db with a high success score. Other criteria to
evaluate the goodness of a strategy (or a combination of strategies) can be the
number of persons who were safely guided out of the risky status, or how many
tools and machinery were safely guarded during the risk management procedure.
For a strategy to be stored in the Cases database, a score must be defined as a result
of both an automatic evaluation (‘‘yes’’ branch in Fig. 1) and upon manual analysis
by the RMS managers.

Fig. 1 Reasoning about risk
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4 Conclusions and Further Work

In this paper we have presented an overview of our approach to risk management
in work environments. We have presented risk facing strategies. The novelty
consists in the explicit design of risks and their facing strategies according to a risk
prevention approach useful to implement a training/learning tool for risk manag-
ers. We are currently implementing a set o strategies within the java-based pro-
totype simulator and are refining the risk computation functions to achieve a more
precise reporting on risks and on the application of strategies.
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Numerical Integration Methods for Simulation
of Mass-Spring-Damper Systems

Mete Özgüz and M. Taner Eskil

Abstract The dynamics of a face are often implemented as a system of connected
particles with various forces acting upon them. Animation of such a system requires
the approximation of velocity and position of each particle through numerical inte-
gration. There are many numerical integrators that are commonly used in the literature.
We conducted experiments to determine the suitability of numerical integration
methods in approximating the particular dynamics of mass-spring-damper systems.
Among Euler, semi-implicit Euler, Runge-Kutta and Leapfrog, we found that
simulation with Leapfrog numerical integration characterizes a mass-spring-damper
system best in terms of the energy loss of the overall system.

Keywords Numerical integration methods � Physically-based facial modeling �
Animation � Semi-implicit Euler � Runge-Kutta � Leapfrog

1 Introduction

In mass-spring-damper systems, a face is composed of mass points and springs
that connect these points. The charm of physically-based modeling lies in the
simplicity of its formulation. The first muscle based face model is done by Platt
and Badler [2]. Their skin model had one layer. Terzopoulos and Water modeled
facial tissue as trilayer [1].
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Our face model is composed of one layer triangular mesh for skin, one layer
triangular mesh for skull and three types of anatomically-motivated facial muscles;
linear, sheet and sphincter. The details of these muscle types can be found in [3].
Every vertex on the skin has a mass m and every edge between vertices is a spring
with spring constant k and damping constant b.

2 Simulation Results

We designed an experiment to show the energy loss for the numerical integration
methods mentioned above. Experiments are conducted on a 10 9 10 grid.

Steady state of grid is disrupted by displacing dynamic points at (3, 7), (4, 7),
(5, 7), (6, 7) and (7, 7) to (3, 8.5), (4, 8.5), (5, 8.5), (6, 8.5) and (7, 8.5) respec-
tively. For each time step in the simulation the kinetic, potential and total energy
of the system are calculated. There is no muscle force acting on the vertices once
the simulation is started.

In Fig. 1, when the vertices are released at time zero, system’s potential energy
is at its maximum. Alternatively, if vertices pass through their steady state posi-
tions simultaneously, the kinetic energy of the system reaches its maximum.
If there is energy loss, next peak in potential energy will have a smaller magnitude
and this loop continues until the total energy becomes zero. Figure 1a shows these
oscillations of the potential and kinetic energy for the Euler integration with
position refinement [3] while the total energy diminishes.

The energy loss with the semi-implicit Euler method can be seen in Fig. 1b.
In this figure, we see that the kinetic and potential energies converge to a stable
energy level while the total energy becomes approximately constant. This is
because of the phase shift in the oscillations of the vertices. In a snapshot in the
later stages of the simulation, there will be vertices that are momentarily stationary
(zero kinetic energy), there will be vertices in motion under an equilibrium of
spring forces (zero potential energy), and there will be vertices in transition.
The energy loss is getting noticeable over 100 s.

Leapfrog surpasses both Euler integration with position refinement and semi-
implicit Euler in terms of the conservation of energy . As observed in Fig. 1c, the
energy loss is not noticeable even at 100th s when Leapfrog numerical integration
is used.

Leapfrog offers higher robustness against energy loss while keeping the
execution time the same with semi-implicit Euler method. Further tests showed
significant improvement in conservation of energy when Leapfrog is used.

Our experiments so far imply that Runge-Kutta 4 (RK4) and Leapfrog have the
same performance in terms of conservation of energy. To distinguish them further, we
experimentally determined the largest time step that the simulation can endure before
getting unstable (Table 1). For each integration method, simulations were repeated
100 times starting time step of 0.01 s and incrementing it by 0.01 until it reaches 1 s.

With the largest achieved time step value of 0.91, RK4 nearly doubles
Leapfrog. RK4’s extra steps in integration have a direct impact on execution time
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but as the time steps become larger, it may be possible to decrease the overall
execution time as long as the error introduced is tolerable. This means that RK4
can be preferable over Leapfrog in certain applications.

To determine which integration method will be used, we did a last test to show
energy loss of all numerical integration methods when time step Dt is 0.1 s instead
of 0.01 s.

Fig. 2 clearly shows that RK4 can not conserve energy as well as Leapfrog
when time step is increased. It must be noted that this time step is one ninth of its
achieved largest time step. On the other hand, Leapfrog is still quite robust against
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Fig. 1 Change in potential, kinetic and total energies ðDt = 0.01, 100 s)

Table 1 Largest achieved
time steps

Integration method Largest time step Collision

Zhang 0.41 Not observed
Semi-implicit Euler 0.45 Not observed
Leapfrog 0.55 Observed
Runge-Kutta 0.91 Not observed

Numerical Integration Methods for Simulation of Mass-Spring-Damper Systems 437



energy loss. With its largest achieved time step of 0.55 s, which is quite advan-
tageous for real-time animation, its performance in conservation of energy and its
ease of implementation; Leapfrog integration steps ahead as the preferable choice.

3 Conclusion and Future Work

Conservation of energy is an important characteristic that suggests the accuracy of
the simulation. It is particularly important in catching the subtle facial movements
for realistic simulation of facial expressions.

We found in our experiments that the Leapfrog method conserves the overall
energy of the system best and it is quite robust against instability for increased
time steps. This implies that Leapfrog is preferable for both higher realism and
real-time simulations.
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Multi-Layered Simulation Architecture:
A Practical Approach

Okan Topçu and Halit Oğuztüzün

Abstract This paper presents a practical approach to design federate architectures
by applying a well-known architectural style—layered architecture. Applying the
layered architecture to specify the architecture of an HLA-based simulation pro-
vides a good separation of concerns, which are the interface, the simulation logic,
and the HLA-specific communication. Thus, the layered simulation architecture
allows the simulation developers to focus on each concern separately and gives
them the freedom to implement each layer in a different programming language,
and to encapsulate the repetitive and low-level implementation details of HLA.

1 Introduction and Background

Software engineering has a long history, built by academic and industrial efforts,
towards developing better software. While building software, the engineers and the
programmers generally face to solve the same type of design and implementation
problems, which are affected not only by the user requirements, but also the
technological advances. Observing the problems and solutions yielded architec-
tural styles and design patterns, which provide good abstracted templates.
Additionally, the need for building quality software promoted the use of archi-
tectural patterns. This need is no exception to computer simulations.

Today, the dominating framework and standard for distributed simula-
tion applications is High Level Architecture (HLA) [1–3]. It is a distributed
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simulation framework emphasizing the interoperability and reuse in simulation
components (i.e. federate applications in HLA terminology) in a distributed
simulation (i.e. federation). The architectural design of an HLA-based distributed
simulation can be grouped into two broad categories: (1) the architectural design
of a federation (called federation architecture) and (2) the architectural design of
each federate (called federate architecture) within a federation. Note that neither
the HLA standard nor the accompanying Federation Development and Execution
Process (FEDEP) recommendation [4] address the issue of how to architect a
federate. FEDEP recommends developing designs for new federates or tailoring
the existing ones in order to comply with ‘‘federation agreements’’ if necessary.
But, it does not provide guidance to federate design and architecture. In many
large scale simulation projects we are familiar with, new federate applications
have to be built. Thus, there is a need for guidance for designing federate archi-
tectures. Although federation architectures for some projects have been reported in
the literature [5–7], there is a lack of reports on federate architectures.

The federation architecture deals with modeling the structure and the observed
interactions among federates and the environment [8]. The federated architecture
focuses the internal structure of a federate. Either generated or coded manually, the
federate internal structure can be enhanced by the good practices in architecture
and design patterns in order to develop quality simulations.

In this study, the federate architecture is formalized in a multithreaded and
layered way to take the advantage of modern software architectures and patterns.
This article contributes to the literature on the design of simulation software by
elucidating a layered federate architecture for simulation design.

2 Layered Federate Architecture

A typical design of a federate conforms to the layered architecture. Layering [9] is
an encapsulation of the assemblies by providing separation of concerns of three
types of tasks: The user interaction (graphical output, the user input, and syn-
chronization of data between view and simulation), the simulation logic and
computation (model), and the communication which provides the federation-wide
data (objects). The architecture mainly includes a presentation layer, a simulation
layer, and a communication layer (see Fig. 1). The federation specific data
structures are found in the federation foundation library (FFL).

The separation of algorithms and the visual presentation of their results is a
point worthy of discussion. Consider, for example, a weather condition, such as
fog. The algorithm that models the dynamics of fog dispersion should be imple-
mented in the simulation layer, while the visualization of the fog dispersion should
be handled in the presentation layer, and updates on the fog status should be sent
out via the communication layer.
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The presentation layer (also called the user interface layer) includes the pure
presentation (view), input, and (if involved) interaction with user. The main
components are the graphical user interface (GUI) and the user interface con-
troller. The UI controller binds the user interface widgets with simulation data,
manages and handles the user events, and iterates the simulation flow (i.e. the main
simulation loop). A federate can have more than one GUI based on different
architectures (e.g. web-based vs. windows-based) and/or libraries in order to
support various working environments. The architecture is technology-indepen-
dent to the extent possible, but it can be implemented with currently available
technologies. The presentation layer is separately developed for each federate.

The simulation layer (also called processing layer) includes the computation
(the simulation) and the local data (the federate-specific objects). It defines
the federate behavior. The simulation layer is application (federate) specific.
The simulation layer classes directly include or extend the generic classes found in
the communication layer.

The communication layer deals with the HLA runtime infrastructure level
communication in order to access the federation-wide data (namely, the objects
and interactions exchanged in federation) by using an RTI abstraction com-
ponent for .NET (RACoN). RTI is middleware broker software that manages
the federation execution and object exchange through a federation execution.
The presented federate architecture is not dependent on any particular RTI
abstraction layer. Developing an abstraction layer (wrapper) over RTI is a
popular approach in HLA-based development projects [10–12] as it offers more
maintainable, easier to use, and portable methods. RACoN is used to wrap the
native C++ interface to obtain a .NET interface to provide language indepen-
dency (only for .NET languages). It also makes transparent the use of both the
various HLA specifications (e.g. DoD HLA 1.3 specification [13] and IEEE
1516–2000 standard [3]) and the various vendor specific RTI implementations
for the same specification (e.g. Portico, DMSO 1.3 NG) to the developer. The
RACoN component is federation independent and can be used in all kinds of
federates. But, its current limitation is that it only supports a subset of federate
interface specification of HLA 1.3 and HLA 1516-2000 standards.

Fig. 1 Layers in a federate application
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The Federation Foundation Library provides common data types, structures,
GUI components, and the federation object model (FOM)1 to the federate appli-
cations. In addition, it provides cross cutting concerns (e.g. exception handling,
internationalization, and security) for each layer. This library encapsulates the
federation-specific data structures (i.e. classes and data types where each federate
application uses this library in order to construct its local data structures (i.e.
simulation object model (SOM) in HLA jargon). The FFL supports the code reuse.
Thus, using the FFL classes promote reduced development effort in federate
development, and better encapsulation and standardization in common interests of
the federates. The FFL also supports the code maintenance by keeping the com-
mon code in a central library. Consequently, a change in FFL reflects in all the
federates using it. Note that our approach is not the layered architecture in the pure
sense due to the FFL.

3 Discussion and Conclusions

This paper presents a multi-layered simulation architecture adopting the layered
architecture style for HLA federates. The architecture and its supporting frame-
work have been used in a variety of small-scale projects, but that body of work is
outside the scope of this paper. It has been observed that adopting the layered
architecture style provides a good separation of the concerns, which are the
interface, the simulation logic, and the HLA-specific communication.

As a future work, the multi-layered simulation architecture can be extended to
take advantage of the recent advances such as multicore processors and graphical
processing units.
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Variable Threshold Based Cutting
Method for Virtual Surgery Simulations

Ömer Çakir, Fatih Çakir and Oğuzhan Çakir

Abstract We propose a variable threshold based cutting method for tetrahedral-
ized deformable objects used in virtual surgery simulations. Our method uses
cut-nodes and cut-edges scheme to determine cutting path with variable threshold
improvement. Static threshold may cause ambiguity in cut-node selection when
the threshold is so large that one of two vertices of the triangle to be cut can be
selected as a cut-node. In addition, small threshold value results in many tetra-
hedrons while a smooth cut and large threshold value leads to a more jagged
incision with less small tetrahedrons. Thus, both small and large threshold values
have advantages and disadvantages. Simulation results show that our variable
threshold based cutting method offers relatively better results than static threshold
based one in terms of advantages and disadvantages mentioned above.

Keywords Physically based modeling � Animation � Cutting simulation
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1 Introduction

In recent years virtual surgery has become a very active thread of research. One
of the major parts of virtual surgery is cutting and several methods have been
presented before. Bielser et al. [1] pioneered interactive tetrahedral mesh cutting
for surgical simulation or volume visualization. This work used a tetrahedron
based mass-spring model and was later included in a framework for open surgery
simulation [2], including collision detection and haptic interaction. Tetrahedron
cuts are restricted to a small number of possible cases, but the predefined
decomposition schemes result in a large number of new sub-elements. Ganovelli
et al. [3, 4] extend the method for multi-resolution mesh representations, and
improve the decomposition schemes with respect to number of elements. Mor
et al. [5] adapt these schemes to model progressive cutting by dragging nodes
along a blade. Bielser et al. [6] present a state machine where element
decomposition is recursively changed depending on the movement of the cutting
tool inside the tetrahedron, allowing for progressive and high-resolution cutting
operations. Nienhuys et al. [7] modeled interactive cutting by restricting cut
paths to element boundaries.

Denis Steinemann implements a similar approach to [7] to find the sets of
cut-nodes and the set of cut-edges for cutting path selection. He uses static
threshold and offers threshold to be variable in his PhD dissertation [8], but does
not give sufficient information setting on how to define threshold variable. In this
paper we propose a method for a threshold value for each of the edges of all
tetrahedrons belonging to the same object based on edge lengths. Selected
thresholds are variable because every edge has different length. We will explain
our proposed method in detail in Sect. 2.

2 Proposed Cutting Method

Utilized cutting algorithm is based on determining cut-nodes and cut-edges. If the
cutting surface is sufficiently close to (smaller than a threshold d) a node, this node
is selected as a cut node and duplicated. Otherwise cutting surface splits cut edge
into two new edges. This is illustrated in Fig. 1(a).

The cutting algorithm mentioned causes cut-node ambiguity when the threshold
d is so large that it is possible to select any near vertex of the triangle as cut-node.
This is illustrated in Fig. 1(b) (topmost) with bold edge. Our method uses the
threshold d variable by dividing every edge into three equal parts. If cutting
surface passes through one of the two parts that are close to a node, this node is
selected as a cut node and duplicated. Otherwise it passes through the middle part
and splits cut edge into two new edges. This is illustrated in Fig. 1(b) (middle and
undermost).
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3 Simulation Method

Finite Element Method (FEM) is used as a deformable body simulation method.
FEM part of the simulation program solves the dynamic equilibrium equation and
updates positions utilizing implicit Euler integration. The rotational part R of
tetrahedrons are updated using ‘‘Stiffness Warping’’ method [9] to conserve
volume during the simulation. The concept of stiffness warping consists of rotating
the deformed positions back into the undeformed frame, calculating the elastic
force in this frame, and than rotating the result back to the deformed frame using
(1) or (2),

fext ¼ RKðR�1x� xuÞ ð1Þ

¼ RKR�1x� RKxu ð2Þ

where fext is the external force, K is the element’s stiffness matrix, x and xu are the
positions of the four vertices of the tetrahedron in deformed and undeformed
states, respectively.

(a) (b)

Fig. 1 a Cut nodes and cut edges scheme [8] b Cut-node ambiguity problem in bold edge and
solution with the proposed method
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4 Results

The cutting simulation was performed on a Intel Core i7 2.66 GHz PC with
a Geforce GTX460 GPU. The simulation program runs at about 60 frames per
second at 1920 9 1080 screen resolution in release mode compilation. Fig. 2
shows a screen shot from the simulation program. A screen-captured video of the
simulation program can be seen at this page: http://ceng2.ktu.edu.tr/*cakir/
iscis2011.html.

The simulation program uses a head model that was modeled with MAYA. The
model consists of 482 polygons and 1321 tetrahedrons. Tetrahedrons were
generated using NETGEN.

5 Conclusions and Future Work

The proposed method removes cut-node ambiguity and the simulation program
runs in real-time but FEM part of the simulation still runs on CPU. Conjugate
gradient part of the FEM could be executed on GPU. CUDA programming
language supports conjugate gradient calculations on GPU. Simulation program
was written using DirectX 10 API. CUDA supports DirectX via DirectCompute
so in the future conjugate gradient calculations will be performed with
DirectCompute.

The head model has no skull and muscles. The skull and the muscles will be
added to the model to achieve a more realistic soft tissue deformation.

Fig. 2 A screen shot from
the cutting simulation
program
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Model Based Approach to the Federation
Object Model Independence Problem

Mehmet Fatih Uluat and Halit Oğuztüzün

Abstract One of the promises of High Level Architecture (HLA) is the reusability
of simulations. Although HLA supports reusability with the Object Model
Template, the Federation Object Model (FOM) Independence Problem arises when
the developer desires to reuse a legacy federate application within a federation with a
different FOM. Usually, federate code modifications become necessary. There have
been attempts to alleviate this problem and they offer help to some extent, but they
fall short of providing a flexible and complete mapping mechanism even when
only Object Management is considered. In this work, a model based approach
that addresses Declaration, Object and Federation Management services are dem-
onstrated. The transition process is arranged into three distinct phases, namely,
modeling, automatic code generation and component construction.

1 Introduction

High Level Architecture (HLA) is as a common software architecture that provides
a general framework within which developers can structure their distributed
simulation applications [1]. In 2001, HLA became an IEEE (Institute of Electrical
and Electronic Engineers) standard [2–4]. The main motivation behind HLA is to
support reusability and interoperability of simulations. These are facilitated

M. F. Uluat (&)
Ankara Teknoloji Gelis�tirme Bölgesi Bilkent, STM Inc,
Cyberpark E Blok 5.Cad. No: 6/A, Çankaya, Ankara, Turkey
e-mail: f_uluat@yahoo.com
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through Object Model Template (OMT) [3] and Federate Interface Specification
(FIS) [2]. The OMT provides a standard mechanism to define and document the
form, type and structure of data that will be shared among the members of
a distributed simulation. The HLA FIS describes the runtime services offered to
the members by the Run Time Infrastructure (RTI) [2], which is the software that
implements this specification. RTI provides the services and functions necessary to
support a HLA compliant distributed simulation. In HLA parlance, the whole
distributed simulation is termed as a federation and its members as federates.
Federates can be thought of as the basic functional units of an HLA federation.
A federate typically simulates a real-world entity, such as an aircraft, or carries out
some utility function, such as monitoring.

HLA supports reusability, particularly by means of the Federation Object
Model (FOM) and the Simulation Object Model (SOM). A SOM specifies the data
that a federate can provide and the data that it requires. A FOM specifies the data
that is exchanged among the member federates. All members are supposed to
agree on the FOM at development time. At execution time, RTI will enforce that
all data exchanges abide by the FOM. Problems related with reusability of
federates became prevalent with the expanding adoption of HLA. When the
federate developer wants to use her legacy federate within another federation
having a different FOM, she faces the FOM Independence Problem (FIP), also
known as the FOM agility problem. A federation developer can construct a new
FOM based on existing SOMs. For large federations, this process often involves
negotiations among federation developers and federate developers. Once a FOM is
decided, the developers of existing federates are likely to be called upon to modify
their federates so that they can fulfill their responsibilities under the new FOM.
These modifications must accurately reflect their respective SOMs as well. The
necessity of such modifications to a legacy federate to reuse it under a new FOM is
the essence of FIP.

The paper is organized as follows. FIP and its impact on federation develop-
ment are described in the next section. Some well-known approaches are outlined
in section III. The proposed approach is expounded in section IV. Then, a case
study is presented in section V and conclusions are drawn in section VI.

2 Problem

FIP is encountered when an existing federate is reused as a member of a new
federation with a different FOM. Ideally, no modifications to the federate source
code would be needed. However, the existing HLA OMT mechanism alone is not
enough make this possible. The brute force solution is to modify the federate
source code according to the new FOM. However, at this point, the federate cannot
join the previous federation as a result of the modifications. Code modifications
might be affordable for small federates with simple functionality, but they could
be infeasible for complex legacy federates. Nevertheless, multiple-FOM-related
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versions of the federate application must be maintained which exacerbates the
configuration management issue.

The FIP involves two federations, designated as Source and Target Federation.
The Source Federation has the Source Federate as a member. The variant of the
Source Federate adapted for a new role in the Target Federation is called Target
Federate. The FOMs of these two are named as the Source and Target FOMs
which is illustrated in Fig. 1.

To utilize the Source Federate in Target Federation, the developer needs to
define, at least, the relationship between the Source and Target FOM’s object
attributes and interaction parameters. To draw the boundaries of problem, the
kinds of discrepancies that might occur between two FOMs are examined first. The
most obvious ones are those resulting from the syntactic changes in the names of
Attributes and Parameters. A more important discrepancy arises when the same
concept is represented with different data types or data structures. Suppose, for
instance, in Source Federation, ‘‘Temperature’’ is expressed in Celsius and is
represented as a floating point. In Target Federation, it is still in Celsius but it is
represented as an integer. For the floating point and integer case, federate code
modification may not be necessary as long as they have same sizes, but if it is
defined as a user defined type or complex data type, code modification is inevi-
table. Another source of discrepancy is the multiplicity of representation schemes.
For instance, suppose in the Source Federation, Temperature is represented as an
integer quantity in units of Celsius, and in Target Federation it is represented as
a real number type in Fahrenheit. In this case, in addition to data type conversions,
conversion between Celsius and Fahrenheit is also needed, which requires further
code modifications.

The most problematic discrepancies are those rooted in semantics. Although the
concepts used in different federations might be closely related, the precise
semantics and representation might differ drastically from Source to Target
Federation. For instance, suppose a legacy high fidelity Aircraft federate is reused
in a C2 federation as a low fidelity Track federate. Although both federates are
employing the location concept, the way they represent location might be very
different. All these discrepancies seem to necessitate federate code modifications.
The proposed solution, however, can bridge all these discrepancies without
changing a single line of federate code.

Fig. 1 Target and source federation/federate relationship
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3 Related Work

Having defined the problem, related approaches tackling the FIP are now
summarized. The most two well-known approaches comes from MÄK [5, 6]. The
first approach is FOM-specific Code Generation Approach where a middleware
API is generated for a specific FOM. The federate code is being developed using
this API. Thus, the developer does not need to deal with the details of the HLA
API. However, when the FOM changes, the API needs to be regenerated, and the
existing federate code needs to be adapted according to this new API manually.
The second approach is called FOM-Configurable Fixed-API Middleware
Approach. It provides a mechanism to develop the federate code once and use it
without any modifications for new federations. As stated in [5], in this approach
a fixed FOM-Configurable API is provided and when the FOM changes a new
mapper, which is usually packaged as a Dynamic Linked Library (DLL), is
generated and used without changing code.

Another approach is represented by Real-time Platform Reference Federation
Object Model (RPR FOM), which let the stakeholders (including developers and
users) agree on a common FOM and use it for a variety of HLA-based projects [7].
Although this might solve the problem to some extent, in reality, there are diverse
kinds of applications and specialized concepts which are very difficult and
sometimes impossible to capture with only one FOM, or any fixed number of
FOMs. Even for common concepts, such as geographical coordinates, there
are a number of representations that result from different standards or specific
constraints.

There is also an ongoing study [8] to enhance agreement on FOM prior to
federation execution for interoperability, but it is not yet standardized.

Having examined these approaches, it is concluded that all of them alleviate
FIP to some extent, but they all fall short of providing a flexible and complete
mapping mechanism. On a minor note, each one is based on some propriety API
deviating from the HLA standard. These two concerns are the main motivation of
this paper.

4 Model Based Approach to FIP

The solution proposed for FIP adopts the Model Driven Engineering (MDE)
approach. This approach aims at developing software from domain-specific
models via a series of transformations. MDE, treats models as first class entities
like source code. The relevance of the model-driven engineering approach in
modeling and simulation has already been well recognized [9, 10].

In this work, a particular manifestation of MDE, Model Integrated Computing
(MIC), is adopted [11, 12]. For all metamodeling and modeling activities, the
Generic Modeling Environment (GME) software is used [13]. To attack FIP,
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a modeling capability for the HLA domain is needed and for that a base meta-
model is required. The HLA Object Model Metamodel (HOMM) [14, 15] forms
the basis for the modeling activities in this work.

The proposed approach is organized into three sequential phases: modeling,
automatic code generation and component construction. The three-phased solution
is illustrated in Fig. 2a, where the main activities performed in each phase, along
with their inputs and outputs are shown. The steps that need user involvement are
indicated by a person icon on the upper left part of the circle. Figure 2b shows an
overview of the components proposed and their relationship with each other. In
a basic federation, only the native RTI and federate application codes are involved,
which are shown as boxes at the upper and bottom parts. The other parts represent
software components resulting from the present study (i.e. RTIDotNet1516
Library, Adaptation Component). Whenever a federate is needed to join a new
federation with different FOM, only the Adaptation Component which is shown at
the left part is changed, no source code or library is required to be modified.
Figure 2b also shows the corresponding paths for both federate-initiated calls
(marked as numbers) and RTI-initiated callbacks (marked by letters). The
federate-initiated calls are shown by ‘1’, and then these calls are directed into
Adaptation Component to check if there are any mapping for incoming attribute/
parameters values, shown by ‘2’. After necessary actions are taken in the
Adaptation Component, the obtained attribute/parameter values are fed into RTI,
shown by ‘3’ and ‘4’. The similar path is followed for federate-initiated callbacks,
simply in reverse direction and through Federate Ambassador.

The modeling phase consists of the construction of FOMs in compliance
with FOM Independence MetaModel (FIMM), Correspondence Models and the
verification of these models. The Correspondence Model is a representation of
a mapping from Source FOM Attributes/Parameters to Target ones, which are
modeled to conform to FIMM. These mappings are created between two or more
of them according to the semantics and representations of the Attributes/

Fig. 2 a The three phases of the proposed approach. b Overview of the software components
involved in the solution to FIP
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Parameters. The collection of all the Correspondence Models is called an
Adaptation Model. Thus, an Adaptation Model needs to be created for each par-
ticular instance of FIP. In contrast to existing approaches using tables or special
programming notations for mapping, the mapping itself is a model.

The main issue addressed in the modeling phase is how to specify mappings
and how to formulate the adaptations that carry out these mappings at federation
execution time. There are four possibilities. The simplest case is a one-to-one
mapping from the Attributes/Parameters of a single Object/Interaction Class in the
Source Federate to the corresponding Attributes/Parameters of a single Object/
Interaction Class in the Target one. For this type of mapping, when an RTI service
is executed in the Source Federate, the same is executed in the Target one. The
second formation is a one-to-many mapping in which converters process one or
more Attributes of a single Object Class in the Source Federate and generate
multiple RTI service calls for each Object Class with corresponding Attributes in
the Target one. When multiple RTI services are executed in the Target Federation
for more than one Attribute, there will be only one Federate callback for the
corresponding Attributes of the Object Class in the Source Federate. Many-to-one
mapping is similar to one-to-many, but in reverse direction. The most complicated
case is many-to-many mapping where all source and target federation originated
RTI calls should be handled according to the Correspondence Model. All infor-
mation necessary for these calls are obtained from the Correspondence Models.

An important issue in the Modeling Phase is model verification where the
purpose is to prevent the developer from constructing inappropriate or potentially
problematic Correspondence Models. When the developer commits her models,
they are checked and diagnostics are produced.

The automatic code generation phase is started after the developer completes
the construction of the Correspondence Models and performed via a plug-in
mechanism [13]. Following verification, the interpreter walks over the constructed
models and gathers necessary information for automatic code generation. Finally,
the source code of Adaptation Component with the Adaptation Method templates
is generated automatically.

The third and the final phase is the construction of an Adaptation Component
from automatically generated codes in the previous phase. It is used for adapta-
tions determined in the mapping phase and handling of RTI services during the
federation execution. In this phase, templates generated with input and output
arguments are filled by developer and then component is generated through
a simple build process.

5 Case Study

In this section, the proposed approach is illustrated through a case study with two
federations having different FOMs: Combat and Command and Control (C2)
Federation. Combat Federation, is responsible for forming a high fidelity combat
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environment for performing various air defense scenarios. It consists of two
federates: F16 and Environment federates. First one is in charge of high-fidelity
simulation of the behaviors of an F16 aircraft. Second one is in charge of providing
necessary environmental data, such as temperature, date, time and humidity to
federation. C2 Federation is responsible for carrying out C2 scenarios on a low
fidelity representation of a battlefield. It consists of three federates. The Track
federate provides data related to entities that are to be detected by Radars. The
Radar federate simulates the radar behavior by processing the data provided by
Track federate according to the radar model employed. Finally, the Meteorology
federate provides meteorological data that is necessary for performing simple
C2 scenarios.

In this case study, most complicated mapping scenario which is many-to-many
mapping is detailed in following lines. The legacy F16 and Environment federates
are going to be reused as the Track, Radar and Meteorology federates in
C2 Federation. Obviously, there is a semantic disagreement between the F16 and
Radar federates, which stems from the way that these federates publish the data.
F16 federate publish position data very frequently; however Radar needs to
analyze these data, process it and publish it as trajectory information which
contains previously received data with a given interval. For implementation of this
capability, the Adaptation Method needs to utilizes a mechanism to determine
whether the adapted data is passed or it is held. With utilization mentioned, the
F16 data is used with the employed radar model and processed track data is
provided to the federation through trajectory data. As a benefit of this, the C2
Federation developer can use the F16 federate both as a Track and Radar federate.

Performance implications of the proposed solution are of interest. We present
quantitative measurements of the overhead that was incurred due to the added
intermediate steps. In fact, there are two points where overhead is introduced: one
is additional RTI/middleware calls and the other one is adaptation methods. Here,
the latter overhead is directly related to the adaptation logic.

To obtain related measurements, the critical path was determined and the time
spent along that path was assessed. For this purpose, the Aircraft and Environment
federates of the case study were used. To focus on the overhead stemming from the
proposed solution the adaptation method definitions were simplified so that their
execution times would be negligible. Time spent by the RTI is not considered. The
measurements are obtained for federate initiated ‘‘updateAttributeValues’’,
‘‘sendInteraction’’ service calls and RTI-initiated ‘‘reflectAttributeValues’’,
‘‘receiveInteraction’’ service callbacks. These are chosen because they are among
the most heavily used service calls/callbacks. The measured overhead per service
call and callback results are illustrated in Table 1. These values were obtained
from average measurements of 10000 trials. The callbacks took more time than the
service calls as federate ambassador related actions are needed.

The test configuration employed is as follows: Windows XP SP3 PC, equipped
with Intel Core 2 Duo 2.26 GHZ CPU and 2 GB RAM. It can be concluded that
the layering overhead that the proposed solution brings should be negligible for
most applications.
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Regarding the implementation,.NET 2.0 technologies are chosen. A reason for
this choice is the lack of.NET adoption in the HLA arena, and our desire to
evaluate it as a side benefit. In fact, The RTIDotNet1516 library, which is
essentially an RTI abstraction layer, is developed for this purpose as a side product
of this study.

Note, however, that by its very nature, our approach does not rely on any
particular technology, be it.NET, J2EE or CORBA. When it comes to demonstrate
and validate the approach, however, a particular implementation technology has to
be utilized.

6 Conclusion

In this work, a model based solution is put forth to solve the FIP within the
confines of Federation, Declaration and Object Management services. The prob-
lem, which is frequently encountered in reusing HLA federate applications, is
defined and previous approaches are reviewed by examining what they provide or
lack. Then the proposed solution is described by grouping related activities into
three clearly scoped phases.

There are some limitations of the presented solution. First of all, the Time, Data
Distribution and Ownership Management services are beyond the current scope.
Second is the infeasibility of a fully automatic solution. The current approaches are
required to define, at least, the algorithmic relationship among the Source and
Target Federation by hand. In other words, the computation code associated to
a mapping cannot be generated automatically from a given FOM. For a sensible
mapping, human intervention is needed.

Based on experience acquired, it is believed that this approach can successfully
be integrated into forthcoming model-driven HLA application development tools.
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Secondary Bus Performance in Retiring
Cache Write-Backs to Memory

John W. O’Farrell, Rakshith Thambehalli Venkatesh
and Sanjeev Baskiyar

Abstract Processor bus access latencies and queuing delays continue to remain a
major bottleneck for communication between the CPU and other devices even with
the use of multi-level caches. Write buffer induced stalls can be significant in data
intensive applications. A number of writeback strategies have been proposed with
a goal of reducing the cache miss penalty, but the focus has not been on these write
buffer induced stalls. In this paper, we evaluate the use of a secondary bus that
handles memory writes, connecting the level 2 on-chip cache to the main memory.
Simulation results on the SPEC CPU 2006 benchmarks show that the addition of
this bus results in program execution speed-up of up to 19% and reduction in the
queuing delay on the main system bus by more than 95% even during high traffic
on the system bus. This secondary bus is useful in real time applications and with
programs having substantial I/O and graphics processing operations.

1 Introduction

Generations of technology scaling has led to a wide speed gap between the
processor and the memory. As processor speeds continue to scale according
to Moore’s law [1], DRAMs have not been able to keep-up. The processor
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is connected to the main memory and other peripherals via a high bandwidth bus
called the ‘main bus’ or the ‘system bus’. The main bus carries a significant
amount of traffic to and from the processor and tends to get clogged with data
when programs with large workloads are executed on it. Caches within the
processor employ various coherency strategies such as ‘write-through’ and ‘write-
back’ to maintain data consistency with the next higher level in the memory
hierarchy. Both of the write techniques employ a ‘write buffer’ [2] to prevent the
next-level write access latencies from affecting the program execution time. The
dirty cache lines have to be retired to the memory once the buffer is full, and
retirement is usually made in bursts. The buffer initiates the write-back and waits
until all the contents are emptied into the memory before serving the L2 cache
miss request by the processor, adding to the latencies. In addition to processor-
memory accesses there is bus contention by I/O devices that communicate with the
processor through the I/O controller or memory controller.

In this chapter, we measure the effectiveness of a secondary channel [3, 4]
between the processor and main memory that would carry the write-back traffic
and help in improving the congestion on the system bus. The secondary channel
helps retire the write-back buffer entries to memory in a timely fashion, thereby
preventing memory access stalls due to the buffer being full. A control mechanism,
in addition to the memory controller, would enable the secondary bus to snoop the
main bus and initiate memory write-back when the latter is not being used for
memory operations or busy with I/O transactions between the CPU and the I/O
devices.

2 Background

When the write-back buffer is full, any cache miss for the processor results in wait
cycles, until a cache block is evicted. This is because when the buffer gets filled, a
burst-write of the write-back data happens and the wait time for the processor is
significant as the buffer contents have to be written to the memory over the main
bus, which also caters to the subsequent read traffic from the memory. Bus
contentions by multiple agents on the main bus and queuing delays for the read
traffic are a major bottleneck for program execution.

An observation of the write back rates for various SPEC CPU 2006 benchmarks
shown in Fig. 1 indicates that the number of writes to the memory, in the
benchmarks, can comprise up to 30% of the total memory accesses on the main
bus. Furthermore, the burst write following a buffer full may create write traffic,
which depending on the buffer size, could add large queuing delays to any read
traffic. Simply using dual-ported memories is unlikely to reduce queuing delays.
Although dual-ported memories may allow simultaneous read/write accesses, the
requests will get queued, as the bus is half duplex [5], [6], [13]. Many techniques
have been proposed for preventing the program execution stalls that occur as a
result of the system bus contention. Miss Status Holding Registers (MSHRs) [7]
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and Victim Buffers proposed by Jouppi [8] are used for non-blocking direct
mapped caches. A technique called Eager Writeback was proposed by Lee, Tyson
and Farrens [9] to address the write-back congestion by focusing on efficient main
bus bandwidth utilization. This technique tries to retire the write-back buffer lines
early to reduce future access conflicts on the main bus. The secondary bus design
provides benefits over and above this technique and even in presence of I/O.

3 Architecture of the Secondary Bus

The motivation behind the secondary bus architecture design is to first provide
a separate path from write buffers to main memory so that stalls due to the
buffer becoming full can be avoided. The design of the secondary bus based
architecture is shown in Fig. 2. As seen in Fig. 2, the secondary bus supports
the main bus during write-backs and I/O transactions. This is made possible by
the secondary bus controller, which snoops the main bus and identifies bus
cycles that are not involved in memory accesses. These cycles will be used to
retire the dirty cache lines to the memory over the secondary bus. The signals
‘s1’ and ‘s2’ are sent in accordance with the states of the main bus to arbitrate
accesses.

A simple main bus state diagram is shown in Fig. 3 [3]. In state T3, the main
bus is idle and is waiting for an address strobe to move to the next state. If the
address supplied is for an I/O operation, the main bus would move to state T2.
When the main bus is busy with I/O, it will be in state T2 and upon completion of
I/O, it will return to T3. In state T1 the bus is busy with memory accesses [14]. In
states T2 and T3, write-back entries can be retired through the secondary bus. The
controller is designed so that s1 in state T1 is a connection enabling signal and s2
is a disabling signal. In states T2 and T3 the reverse is true.

There can be situations where the main bus state would change from T3 to T1
or from T2 to T1 via T3 in the middle of a cache write-back commit via the
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secondary bus. To handle this situation, the first option is to queue the main bus
request until the write operation completes and the write-back buffer is empty. The
second option aborts the burst write-back and enables the main bus to access
memory. The second option of giving the main bus access priority was adopted in
our design so as not to add to the queuing delay on the bus and for consistency
with existing architectures. We note that the state transitions of the secondary bus
depend on the state of the main bus.

The simulation was conducted on the SimAlpha simulator [10] of the
SimpleScalar tool set that simulates an Alpha 21264 processor. The SPEC CPU
2006 benchmark suite was used for evaluating the design. The use of ‘simpoints’
[11] to simulate the programs at specific instruction milestones helped reduce the
simulation time to a few days. The specifications used for the simulations
have been given in Table 1. The SimAlpha simulator was modified to incorporate
the bus controller mechanism and a writeback buffer capable of holding 256 cache
lines Fig. 3.

Fig. 2 Architecture with the
secondary bus
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4 Simulation Results and Analysis

4.1 Speed-up

As seen in Fig. 4, speed-ups of up to 19% were achieved with the addition of the
secondary bus. With the presence of the secondary bus, the main bus never had
to wait for the dirty write-back traffic to be written to the main memory
whenever it requested data due to a L2 cache miss. Results also show that the
speed-up depends on how much the program strains the memory hierarchy.
Programs having a very large working set could benefit compared to the ones
using smaller caches and working sets such as gromacs, sjeng, and h264ref.
Programs such as bwaves, zeusmp, gemsFDTD and sphinx were highly write-
back intensive, with nearly 30% of the traffic on the main bus being the
writeback traffic.

Table 1 Simulation specifications

Processor Parameter Specifications

Processor speed 3 GHz
Level 1 Data Cache 8 way, 32 KB, virtual-index virtual-tag
Level 1 Instruction Cache 8 way, 32 KB, virtual-index virtual-tag
Level 2 Cache 8 way, 2 MB, physical-index physical-tag
Number of MSHRs per Cache 8
Write mechanism for level 1 Cache Victim buffer
Write mechanism for level 2 Cache Writeback buffer
Main Bus (Front side bus) 600 MHz, 8B wide, 10 cycles of arbitration latency
Secondary bus 600 MHz, 1B wide, 10 cycles of arbitration latency

Fig. 4 Improvement in processor throughput across SPEC CPU 2006 benchmark programs
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4.2 Worst Case Execution Time (WCET)

The WCET of a program or task is dependent on the critical path in the program.
Results of our simulations show that the maximum number of cycles taken by an
instruction to execute was reduced significantly with the secondary bus architec-
ture compared to the base architecture. This reduction can be seen in Fig. 5, where
the maximum cycles taken by an instruction for each of the benchmark programs
have been shown. We see up to 95% reduction in the worst case number of cycles.

4.3 Queuing Delay

When the main bus is being used to service requests then any newly arriving requests
are queued. In real-time systems these queuing delays can become significant,
resulting in unexpected latencies and hard deadlines being missed. For instance, if
there were an I/O device requesting the use of the processor during a memory read/
write it would have to wait until the main bus is free. Almost all programs showed
great reduction in the queuing delays, with an average reduction of nearly 99%. The
presence of the secondary bus helped in making the main bus less prone to bus
contention. We can predict that the percentage reduction would somewhat diminish
as the I/O traffic becomes a larger portion of the main bus bandwidth (since then the
write traffic becomes a smaller fraction of the total traffic).

5 Conclusion

A novel idea to reduce latencies due to bus contentions on the main system bus
between the CPU and the chipset has been evaluated here. The technique of bus
redundancy and a policy for efficient bus bandwidth management through data
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traffic distribution has shown to give significant performance improvements
compared to the existing architecture. Queuing delays and worst-case instruction
execution times were considerably reduced due to the sharing of the load on the
main bus by the secondary bus. This outcome was verified across a range of the
SPEC CPU 2006 benchmarks which were comprised of both CPU and memory
intensive workloads to test the architecture.
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Runtime Verification of Component-Based
Embedded Software

Hasan Sözer, Christian Hofmann, Bedir Tekinerdoğan
and Mehmet Aks�it

Abstract To deal with increasing size and complexity, component-based software
development has been employed in embedded systems. Due to several faults,
components can make wrong assumptions about the working mode of the system
and the working modes of the other components. To detect mode inconsistencies at
runtime, we propose a ‘‘lightweight’’ error detection mechanism, which can be
integrated with component-based embedded systems. We define links among three
levels of abstractions: the runtime behavior of components, the working mode
specifications of components and the specification of the working modes of the
system. This allows us to detect the user observable runtime errors. The effec-
tiveness of the approach is demonstrated by implementing a software monitor
integrated into a TV system.

1 Introduction

An evident problem in the embedded systems (ES) domain is the increasing
software size and complexity. As a solution, component-based development has
been recognized as a feasible approach to improve reuse and to ease the creation of
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variants of products [1]. Hereby, usually each component has to deliver a set of
well defined services in a set of working modes. Components can correctly
work together in the integrated system only if their working modes are con-
sistent with each other; however, several faults can lead to mode inconsisten-
cies at runtime.

We observed that mode inconsistencies between components can cause severe
errors that lead to user-perceived failures. To detect and recover such errors,
dedicated fault tolerance mechanisms are required. Instead of tolerating faults, one
may try to avoid them by adopting theorem proving and model checking tech-
niques at design time. Although these techniques have showed their value for
many practical applications, the existing tools do not scale-up easily. Moreover,
some faults may simply remain undetected during design and/or new faults may be
introduced during the implementation.

In our approach, we define 3 levels of abstractions: the runtime behavior of the
components, the working mode specifications of components and the specification
of the working modes of the system. We establish explicit links among these
levels. This allows us to detect runtime errors caused by inconsistent working
modes of components. The effectiveness of the approach is demonstrated with a
software monitor integrated into a TV system.

The remainder of this paper is organized as follows. Section 2 introduces the
problem using an industrial case. Our solution approach is described in Sect. 3.
Section 4 proposes diagnosis and recovery techniques. Section 5 discusses the
effectiveness and the limitations of the solution approach. In Sect. 6, related
previous studies are summarized. Finally, the paper is concluded in Sect. 7.

2 Industrial Case

In this section, we illustrate the problem using digital TV (DTV) as an industrial
case. The DTV software is composed of many components working in coordi-
nation [1]. Each component has a set of working modes. These modes should be
mutually consistent to provide the functionality that is required by a working mode
of the system. If the synchronization between the component’s working modes is
lost (by loosing a notification message, data corruption etc.) inconsistent behavior
occurs and component interactions no longer work in the anticipated way.

Consider for example the Teletext Page Handler component, which is
responsible for requesting and acquiring a teletext page. Another component,
Display Manager renders teletext pages on the screen. If Display Manager cor-
rectly assumes that the TV is in Teletext mode whereas Teletext Page Handler
assumes that the TV should display the video stream, the combined behavior leads
to a failure: no Teletext page is rendered leaving the user with a blank screen.

Due to the large number of components and the cost sensitivity of the ES
domain, it is not feasible to check mode consistencies at the system level.
Therefore, we propose to detect mode inconsistencies at component level as
follows.
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3 Error Detection

Our approach is based on models of the working modes of the system and its
components. We map the models describing the component working modes to the
implementation of the corresponding component in order to observe the compo-
nent modes at runtime. We also map all component modes to the system modes.
This makes the inter-dependencies between component modes explicit. The
mappings between modes specify the mutual consistency condition, which is
checked by monitoring the system at runtime. An error is detected whenever an
inconsistency has been observed. In the following, we will discuss a prototype
implementation of this approach in more detail. Then, we generalize this imple-
mentation and provide a formal definition of the mode consistency condition.

3.1 Implementation: A Prototype

The number of errors that can be detected by our approach depends on the number
of working modes of the system that is considered and the number of component
modes that are monitored. We developed a prototype and integrated it into a real
TV system, where 4 system working modes are considered and 3 components are
monitored. System working modes are TV, Txt, dual screen, and transparent
teletext. The monitored components are Teletext Page Handler, Display Manager,
and Application Manager. The Application Manager component controls the
execution of applications in the system. Each component mode is represented by a
bit vector, hb0b1b2b3i; where each bit corresponds to a system working mode, e.g.,
b2 corresponds to dual screen. The mapping between the system working modes
and the component modes is shown in Table 1.

Application Manager, Teletext Page Handler and Display Manager compo-
nents can be in one of 4, 3 and 4 different modes, respectively. In total, there are
3� 4� 4 ¼ 48 different mode combinations. AND ing the bit vector representa-
tions of the component modes leads to the value 0 in 40 of the cases. In 8 cases the
result is non-zero, i.e., there is at least one bit where all of the component modes
have the value 1. Therefore, our prototype can detect 40 error cases. The error
detection mechanism polls the system periodically, where the current state values
of the components are ANDed and an error is issued if the result is 0.

Table 1 Mapping between the component modes and the 4 system working modes

Application manager Txt page handler Display manager

Mode Map Mode Map Mode Map

On screen display 1000 On 111 On screen display 1000
Txt 0111 Off 1000 Txt full screen 0100
Off 0000 subtitle 0111 Txt left-half screen 0010
TV 1000 Default screen 1000
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We injected 4 different faults in the TV system. These lead to mode incon-
sistencies between the Teletext Page Handler and Display Manager components,
which eventually end up in lock-up failures in the Teletext functionality. We
systematically activated the faults with a key combination from the remote control.
In all cases the detection mechanism was able to detect the errors (notified by
blinking the TV status LED) even before we observed the associated failure. This
allows to (possibly) recover from an error before a failure is perceived by the user.

3.2 Generalization of the Prototype

In this section, we generalize and formalize our approach. We define a finite set of
components C, where for each component Ci 2 C; there exists a set of working
modes Mi: Furthermore, there exists a set of working modes of the system MS: For
each mode couple (m,s) s.t. m 2 Mi and s 2 MS; we define a mapping function,

mapðm; sÞ ¼ 0; s) Að:mW:sÞ
1; otherwise

�

where s) Að:mW:sÞ is a Computational Tree Logic [2] formula denoting that
when s occurs, m should never occur until the mode of the system changes. For
every mode m 2 Mi of a component Ci; we define a bit-vector vi;m of length MSj j:
Each bit in vi;m refers to a mode s in MS and its value is assigned according to the
mapping function. The consistency condition is defined as

V
0� i\ Cj j vi;m; where

vi;m corresponds to the current mode of component Ci: There exists an error if this
condition is evaluated to 0, meaning that there is no consistent assumption of each
component about the current mode of the system.

3.3 Performance Overhead

To measure the performance overhead introduced by the error detection mecha-
nism, we used an existing feature of the system that measures the load in terms of
CPU cycles. We have made load measurements during two scenarios; watching
TV (TV) and reading a Teletext page (TXT). For each scenario, we calculated the
maximum, minimum and average CPU load of the system with and without the
error detection mechanism. The results are presented in Table 2.

In Table 2, we see that the CPU load during the TV scenario did not differ at all.
For the TXT scenario, the average CPU loads was increased by 1,2% on average.
This shows that the overhead introduced by the error detection mechanism can
vary depending on the usage scenario. In the case of the TV and TXT scenarios, the
overhead is at acceptable levels. In general, our approach provides several
advantages in terms of simplicity and efficiency. Error checking is performed with
a single AND operation over bit-vectors and a space of size ð Cj j � SGj jÞ bits must
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be allocated only. Also note that the modeling effort is limited to assigning binary
values that indicate the mode compatibility.

4 Diagnosis and Recovery

Error detection is the main focus in this paper. Another essential step of fault
tolerance is recovering from the detected errors. We have recently developed a
local recovery framework [3] for this purpose. Local recovery is an effective
approach, in which the recovery procedure takes actions concerning only the
erroneous components. To make local recovery possible, an additional diagnosis
step should be introduced, which identifies the components that do not have a
consensus on the current system mode. We can apply a voting mechanism to
pinpoint such components in Oð SGj j � Cj jÞ time as shown in Algorithm 4.

Algorithm 1 Diagnosis Procedure

1. systemmode ø
2. maximumvotesum 0
3. for j ¼ 0! SGj j do
4. votesum 0
5. for i ¼ 0! jCj do
6. votesum votesum þ vi;mcurrent ½j�
7. end for
8. if maximumvotesum\votesum then
9. systemmode j

10. maximumvotesum votesum
11. end if
12. end for
13. for i ¼ 0! jCj do
14. if vi;mcurrent

½systemmode� 6¼ 1 then
15. mark the component Ci

16. end if
17. end for

Table 2 CPU load of the system with and without error detection

Scenario Without error detection With error detection

Min.(%) Avg.(%) Max.(%) Min.(%) Avg.(%) Max.(%)

TV 34 36.9 51 34 36.9 51
TXT 39 42.9 46 41 43.4 47
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5 Discussion

We assigned the monitor to the lowest priority task, which can proceed after all
the other tasks become idle. This provides a safe point in time to perform the
error checking: (i) the monitor does not intervene with other tasks and func-
tions, (ii) the system reaches to a stable state before the mode information is
collected, and (iii) the introduced performance degradation is negligible. The
only drawback of this approach is that error detection might be late. Error
checking may never have a chance to execute in case the system is continu-
ously busy or deadlocked. Such errors can be detected by other mechanisms
like watchdog [4].

6 Related Work

There have been several proposals regarding formal specification of behavior
[5–7]. Behavior protocols [8] and contracts [9] have been mainly used to formalize
component interaction and utilized for design-time verification.

The scheme proposed by Thai et al. in [10] detects errors by checking
consistency of states. The decision about whether there exists an error or not is
made statistically. The outcome is according to the ratio between checks that
passed and the total number of checks executed. Our approach is deterministic in
the sense that an error is issued whenever a check does not pass.

Classification schemes have been provided for on-line monitoring [11] and real-
time system monitoring [12]. We can classify our work as a monitoring approach
for fault tolerance. It is based on time-driven sampling of component modes and
built-in event interpretation that triggers recovery actions.

7 Conclusion

We pointed out a problem associated with component-based software that con-
stitutes a challenge for reliability of ES. Either because of implicit assumptions at
the design level or faults introduced during the implementation, mode inconsis-
tencies can occur between components, which end up with the failure of the
system. Such errors can be detected and recovered, (possibly) before a failure is
observed. In this paper, we proposed an error detection mechanism that can detect
mode inconsistencies at runtime. It can be adopted independent of the utilized
component technology. We implemented a prototype of our solution and inte-
grated it into a TV system. We obtained promising results.
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Model-Based Software Integration
for Flexible Design of Cyber-Physical
Systems

K. Ravindran

Abstract The paper discusses the design of complex embedded systems around
intelligent physical worlds (IPW). Here, an IPW is an embodiment of control
software functions wrapped around the raw physical processes to perform the core
domain-specific adaptation activities. The IPW exhibits an intelligent behavior over
a limited operating region of the system—in contrast with the traditional models
where the physical world is basically dumb. To perform over a wider range of
operating conditions, the IPW interacts with an intelligent computational world
(ICW) to patch itself with suitable control parameters and rules/procedures relevant
in those changed conditions. The modular decomposition of an application into IPW
and ICW lowers the overall software complexity of building embedded systems.

1 Introduction

A cyber-physical system (CPS) allows the computational processes to interact with
the physical world processes to impact how the latter is structured and designed.
We elevate the definition of an embedded system by eliminating the hardware-
centric boundaries of physical processes. An application B that is traditionally
viewed as a non-embedded system because of its heavy software leaning can now
be brought into the fold of CPS with a notion of intelligent physical world (IPW)
Ap: Here, Ap can be an embodiment of diverse software functions, with the
embedded hardware instantiating the raw physical processes (RPP). The RPPs
are dumb physical component ensembles through which a system interacts with
its external environment (e.g., steering to turn a car on the road, network link to
transport data packets, and conveyor belt to move assembled parts).
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The sub-systemAp consists of a software wrapper that controls RPP in such a way
to infuse a self-contained and intelligent behavior. From a programming standpoint,
the RPP is abstracted as a function g(I, O) that takes an input I and responds with an
output O. Here, O depicts an observation of the state of physical processes, with the
time-scale of response hidden as part of the abstraction. For example, g(I, O) may be
the end-to-end path in a data network, with I and O denoting a packet transmission
and its delivery respectively. As another example, g(I, O) may be the motor in an
industrial control system, with I and O denoting the electrical signal and rotational
speed respectively. Our idea is to extend g(I, O) into a coherent intelligent physical
world Ap that is self-aware and can repair itself (in a limited way) from the damages
caused by environment conditions. Ap is augmented by an intelligent computational
world (ICW) Ac that manages the overall operations of Ap: Their composition is
denoted as: B � Ap � Ac; where Ap is wrapped around g(I, O) and the operator ‘�’
depicts the inter-module flow of signals between Ap and Ac: which includes a
management-oriented feedback from Ap to Ac: The signal flow is at a meta-level
abstracting a ‘monitor-and-control’ type of interaction (M&C), while the Ac�Ap

concrete interactions are determined by their programming boundaries.
An example of Ap is a smart home that sets the heating and cooling parameters

based on the occupancy, ambient conditions, comfort level, and the like. Here, Ac

may be a Home Comfort & Security Company outsourced with the task of
managing the intelligent home remotely by setting the right parameters and
operating procedures (say, different procedures for winter operations and summer
operations). In a target tracking system as another example, the radar units
reporting the images of objects in a terrain to a data fusion center may also notify
the terrain characteristics to enable the choice of a right set of image processing
algorithms (say, to meet the processing and communication resource constraints).
Here, Ap is the group of radar units and Ac is the fusion center.

The off-loading of domain-specific core adaptation functions into Ap enables
the infusion of new functionalities and features in applications with less software
complexity. The ease of verification and testing of such modularly structured
systems lowers the development cost of distributed control software for complex
systems. This is in contrast with a traditional embedded system (TES) which
employs an asymmetric control relationship with the physical world: i.e., only the
computational processes initiate the M&C interaction with g(I, O) but not vice
versa. Figure 1 illustrates the difference between CPS and TES. We focus on the
software engineering advantages of CPS arising from this difference.

2 Our CPS-Based View of Embedded Systems

In a TES, only the computational processes interact with the physical world
g(I, O). Whereas, a CPS delegates some intelligence to the physical world. So, our
notion of CPS underscores a certain degree of self-awareness in Ap; which enables
Ap to communicate with Ac to coordinate supervisory control by Ac:
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2.1 Existing Design Approaches Cast Through Our CPS View

Computational intelligence in the physical world requires the components to be
self-aware, i.e., a component needs to be able react to its external environment—
and possibly repair itself. Such an ensemble of self-aware components in Ap need
to work together to provide a coherent interface to Ac: In this light, existing works
on embedded control systems [1, 2] use an integrated structure that assigns
intelligence for adaptation and reconfiguration only to the computational world,
which exercises control on the physical world to cause effects in the external
environment. In a TES-based design, an application B is thus a composition:

B � B00 � gðI;OÞ;

where B00 refers to the computational processes (implemented in software) that
interface with the RPP function g(I, O). The composition � depicts a M&C type of
interaction, with B00 invoking gð:Þ with an actuator signal I and accepting an output
response O. The TES structure assigns intelligence to B00; with the latter inter-
facing with g(I, O) through signaling hooks to actuate the trigger mechanisms,
thereby moving the RPP move from one operating point to another.

We thus have: ApðcpsÞ � A0p � gðI;OÞ as an augmented physical world that
exhibits intelligence over a limited operating region. Here, A0p is the software

function wrapped around the RPP g(I, O) such that B00 � A0pðcpsÞ � AcðcpsÞ;
where AcðcpsÞ infuses a broader intelligence in the operations of B:

Due to the state-machine complexity of the system as a whole, the TES-based
integrated approach does not lend itself well for a seamless addition/removal of
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automated system features, entails difficulty in incremental software changes, and
makes the maintenance of system software a labor-intensive activity.

2.2 CPS-Based Modular Structuring of Complex Systems

We employ the principles of piece-wise linearity and separability of functions
describing the system model [3], to determine the operating regions of Ap where
the system-level computations of future trajectories (in a control-theoretic sense)
are simpler and fall within the ambit of local intelligence. When the system
behavioral changes satisfy linearity/separability, Ap can repair itself. The self-
repair can be via a local built-in mapping function that is instantiated with the
parameters supplied by Ac for that operating region. An example is the adjusting of
TCP flow control window size based on small changes in packet round-trip delay
(RTT) over the transport network. On the other hand, if the behavioral changes are
larger taking the system into non-linear regions, Ap notifies an exception to Ac for
the latter to adjust the parameters for the new operating region: say, by using
domain-specific policy functions. In the TCP example, the protocol itself may
be changed to aggressively adjust the window size when the RTT swings are large.
Ac is wired with policies and rules to evaluate the linearity and separability
conditions, and then patch Ap with suitable parameters and procedures.

Ap operates over a much faster time-scale than Ac: This is because the control
loop in Ap is self-contained to react to the smaller changes that typically occur
frequently in the external environment. Whereas, Ac steps in only when larger
changes occur in the external environment—which are less frequent (e.g., a net-
work suffering a DOS attack, a car tire losing air due to a puncture). Ap embodies
the core domain-specific functionality, and Ac is delegated with an external
management role using parameterized procedures and rules specific to the domain.
See Fig. 2 for an illustration of the functional blocks to realize the hierarchical
control relationship between Ac and Ap:

2.3 Situational Assessment Feedback

Distinct from the well-known supervisory control methods [4], we incorporate a
management-oriented feedback from Ap to a situational assessment module (SAM)
housed in Ac; for the latter to adjust the control laws employed by Ap: The
feedback is a notification about how successful Ap is in realizing the control
delegated by Ac: Ap obtains a control reference parameter Pref from Ac; along with
domain-specific operating parameters and computational functions (e.g., a rule for
changing the packet transmission window size for an RTT-adaptive flow control in
TCP). Ap then generates appropriate inputs I to g(.) over multiple invoke-and-
observe iterations until the output O of gð:Þ becomes stable: possibly, with a close
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match to Pref : The computation of I is governed by the domain-specific operating
parameters and mapping functions loaded into Ap: Since it may be difficult to
model g(.) in a closed-form, the local adaptation strategy allows determining the
input I needed to attain a stable output O. Any mismatch between O and Pref is
notified to Ac for appropriate recovery. The intelligent behavior of Ap is however
feasible only over a limited operating region.

If the magnitude of final control error jPref � P0j indicates that Ap has exceeded
its repair capability, Ap seeks the services of Ac for a comprehensive repair, i.e., to
bring down the error to a minimum. The comprehensive repair may involve, say,
changing the plant and/or the controller parameters—and even the controller
algorithm itself. Thus, the adapt/repair cycle is collectively realized by Ap and Ac;

with the procedural invocations from Ap occurring infrequently on Ac in com-
parison to that on g(I, O).

The adaptation cycle executed by Ap is at the machine-level time-scales
pertinent to the physical processes. The operations of Ac occur at much slower
time-scales. The time-scale separation in the operations of Ac and Ap makes it
easier to assert the correctness of application behavior with high confidence.

3 Existing Paradigms for Cyber-Physical Systems

For system specification and analysis purposes, We treat the adaptation and
functional behaviors separately. In this light, we broadly categorize the existing
works as dealing with:

system
output Ocontroller

sy
st

em
in

pu
t I

P’=M(O)

reference
input
Pref

P
re

f-P
’

E
m

be
dd

ed
sy

st
em

  a
pp

lic
at

io
n

Situation assessment
module (SAM)

[non-linearity checks,
environment assessment, . .]

Control algorithm
manager

physical
effects on
external

world
(e

.g
., 

se
ns

or
 s

pe
cs

,
pl

an
t m

od
el

,
ad

ap
ta

tio
n 

ru
le

, .
 . 

)

Raw physical
processes

g(I,O)

TSF

pl
an

t s
ta

te
(s

am
pl

ed
)

TSF

al
go

ri
th

m
 &

pa
ra

m
et

er
pa

tc
hi

ng

st
ab

ili
ze

d
co

nt
ro

l e
rr

or

st
ab

le
st

at
e

se
ns

in
g

po
in

t

observer

COMPUTATIONAL
WORLD Ac

PHYSICAL
WORLD Ap

External
environment
parameters

TSF:
time-scale filter

Fig. 2 A meta-level view of hierarchical control in our CPS structure

Model-Based Software Integration for Flexible Design of CPS 483



• Systems engineering for the control-theoretic aspects of adaptation (such as
stability and convergence) [6, 7];

• Software engineering for the verification of application requirements (including
para-functional ones) [8, 9].

There have also been system-level tools developed to aid these studies: such as
probabilistic monitoring and analysis [10, 11], plug-in based model-solvers (e.g.,
SYSWeaver) [12], and algorithm-level reconfiguration to manage application
QoS [5]. In this light, our work falls in a distinct category of model-based engi-
neering of complex embedded systems.

4 Conclusions

Our paper introduced a concrete notion of IPW that removes the explicit hardware-
centric boundaries as part of the currently prevalent definitions of an embedded
system. The IPW then interacts with an ICW to realize an embedded system
application.

The paper described the software engineering issues in orchestrating a har-
monious co-existence of the IPW and ICW. A software structural model of CPS
aids the study of complex embedded systems applications (such as automotive
systems and intelligent data networks) through the prism of ICW–IPW partition-
ing. The advantages of our CPS-style structure are that it reduces the development
cost of distributed control software via software reuse and modular programming.
It also enables easier system evolutions in the form of adding and/or modifying the
controller functionalities in applications without weakening the software correct-
ness goals. These advantages in turn spurn the discovery/support of newer func-
tionalities in an application that is otherwise difficult with the existing integrated
approaches for embedded systems deign.
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Generating Preset Distinguishing
Sequences Using SAT

Canan Güniçen, Uraz Cengiz Türker, Hasan Ural
and Hüsnü Yenigün

Abstract The preset distinguishing sequence generation problem is converted
into a SAT problem to investigate the performance of SAT solvers for generating
preset distinguishing sequences. An initial set of experiments are carried out and it
is shown that the heuristics of SAT solvers can perform better than brute force
algorithms that are used to generate preset distinguishing sequences.

Keywords Finite state machines � Distinguishing sequences � Satisfiability
problem

1 Introduction

Finite state machines (FSM) have been widely used as a modeling formalism in
areas such as sequential circuits [1], lexical analysis [2], software design [3],
communication protocols [4], object-oriented systems [5], web services [6], and in
many others. There have been many attempts to automatically generate test
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sequences from FSM models of systems [3, 7–9]. Among these testing methods,
a particular set of methods are based on sequences called distinguishing sequences
(DS) using which one can identify the current unknown state of an FSM. Although
not every FSM may have a DS, it is known that for those machines which have
a DS, a polynomial length test case can be constructed [7–11]. This positive
result also explains the popularity of DS based testing methods. A DS may be
preset (which we will call as PDS from now on) or adaptive. In this paper, we
focus on PDS.

It is long known that checking the existence of a PDS for a given FSM is
PSPACE-complete [12]. Finding a PDS is therefore obviously a hard problem as
well. There is almost no work for designing algorithms to find a PDS, besides the
text book algorithms [1, 13, 14]. These algorithms are based on a brute-
force construction of a tree with the depth equal to the length of the shortest
PDS. Satisfiability problem (SAT) is the first decision problem proven to be NP-
complete [15]. However, within the last 15 years, there has been an incredible
improvement in the practical performance of SAT solvers using various heuristics
in their search algorithms. In this work, we investigate the use of SAT solvers to
generate a PDS for a given FSM, by taking advantage of these search heuristics of
SAT solvers. To this end, we encode the PDS generation problem as a Boolean
formula that is satisfiable if and only if the given FSM has a PDS, and use
a standard SAT solver to check the satisfiability of this formula. We also report
some initial experiments conducted on a set of randomly generated FSMs.

In Sect. 2, we introduce our notation and give necessary background infor-
mation formally. The proposed SAT encoding of PDS generation problem is given
in Sect. 3. Section 4 presents our initial experimental results. Finally in Sect. 5, we
give some concluding remarks and future directions of our work.

2 Preliminaries

An FSM M is a tuple M = (S, X, Y, d, k) where S = {s1, s2, …} is a finite set of
states, X = {a, b,…} and Y = {1, 2,…} are finite set of input and output symbols.
Throughout the paper n, p, and q will be used to denote the number of states, the
number of input symbols and the number of output symbols, respectively.
d: S 9 X ? S is the transition function, and finally k: S 9 X ? Y is the output
function. Intuitively, if FSM M is at a state s [ S, and if an input x [ X is applied,
M moves to the state s0 = d(s, x) and produces the output k(s, x). Such a transition
will also be denoted as (s, x/y, s0) below. An FSM can be depicted as a directed
graph, where the states correspond to the nodes and the transitions correspond to
the edges. Furthermore, the edges are labelled by the input and the output of the
corresponding transitions. In other words, d(s, x) = s0 and k(s, x) = y, then the
edge corresponding to this transition has the label x/y.

We use juxtaposition to denote concatenation. For example, if x1, x2, and x3

are input symbols, x1x2x3 is an input sequence. The symbol e is used to denote
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empty sequences. The transition function and the output function can be
extended to sequences of inputs. By abusing the notation, we will still use
d and k for the extended functions. These extensions are defined as follows:
d(s, x1x2 … xk) = d(d(s, x1), x2x3 … xk), d(s, e) = s, k(s, x1x2 … xk) = k(s, x1)
k(d(s, x1), x2x3 … xk), and k(s, e) = e. Two states s, s0 [ S are said to be
equivalent if for all input sequences a [ X*, k(s, a) = k(s0, a). If there exists an
input sequence a [ X* such that k(s, a) = k(s0, a), then s and s0 are said to be
distinguishable. An FSM M is minimal if every pair of states of M is distin-
guishable. M is completely specified if both d and k are total functions. Since d
and k are functions (rather than a relation), there can be at most one transition
defined from each state with each input symbol. Such machines are called
deterministic. In this work, we consider only deterministic, completely speci-
fied, minimal machines.

A preset distinguishing sequence (PDS) for an FSM M is an input sequence
a [ X* such that for any two distinct states s, s0 [ S, k(s, a) = k(s0, a), i.e. the
output produced from each state is unique. Therefore a PDS can be used to identify
the state of an FSM. Not every FSM has a PDS, and PDS existence problem is
PSPACE-complete [12].

We use common Boolean operators but introduce what we call ‘‘exactly-one-
OR’’. We use the symbolr for this operator. It is used as a prefix operator, operating
on a set of operands.r{r1, r2, …, rk} is true if and only if exactly one of r1, r2, …, rk

is true. We will also give below the number of clauses in conjunctive normal form
for each formula we introduce. Note that an exactly-one-OR operator having
k operands introduces k(k-1)/2 ? 1 clauses. For each ri and rj in r{r1, r2, …, rk},
we will have the clause (:ri _ :rj). There are k(k-1)/2 such clauses. Finally we
have the clause (r1 _ r2 _… _ rk). For a positive integer k, we use the notation [k] to
refer to the set {1,2, …, k}.

3 SAT Encoding for Preset Distinguishing Sequences

In this work we formulate the constraints of a PDS in the form of Boolean
formulae and use a SAT solver to find a PDS. The set of formulae generated
depends on the FSM, and also on the length of the PDS that we would like to find.
Intuitively, the question asked to the SAT solver is the following: ‘‘Is there a PDS
of length L?’’.

Input guessing: We use free Boolean variables to let the SAT solver guess an
input sequence. The guessed input sequence is checked to see if it is a PDS or not.
If the length we are trying is L, for each l [ [L] and for each input symbol x [ X,
we generate a Boolean variable Xlx. Hence there are pL such variables. The
variable Xlx should be set to true only if at step l the input symbol x is used.
Obviously, at each step there should be exactly one input symbol being used.
Therefore, we generate the following formula: u1 ¼ ^l2½L�ðrfXlxjx 2 XgÞ: For a
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step l 2 L½ �; the formula rfXlxjx 2 Xg introduces p(p-1)/2 ? 1 clauses.
Therefore in total, there will be (p(p-1)/2 ? 1)L clauses.

State tracing: We need to trace the states that will be visited when the input
guessed by formula u1 is applied at each state. We use the family of variables Sijk,
where i; k 2 n½ � and j [ [L] for this purpose. Intuitively, Sijk is set to true only if we
are at state sk at step j when we start from state si. There are n2L such variables.
For each state si, Si1i is initialized to true by using the formula: u2 ¼ ^i2½n�ðSi1iÞ:
The number of clauses introduced by u2 is n. We also make sure that for each
starting state, at any step there will always be exactly one current state by using:
u3 ¼ ^i2½n�;l2L rfSiljjj 2 n½ �g

� �
: Each rfSiljjj 2 n½ �g

� �
in u3 has n operands.

Hence it will generate n(n-1)/2 ? 1 clauses. There are nL such operators in u3,
and therefore there will be nL(n(n-1)/2 ? 1) clauses for u3:

One last thing we have to do for state tracing is to assign the correct variable to
true to represent transitions. Let us consider a transition (sj, x/y, sk). No matter
which state we started from, at a step l [ [L-1], if the current state is sj and if the
input guessed for step l is x, then for the step l ? 1 the current state should be
sk. The following formula is used to encode the transition information into state
tracing variables: u4 ¼ ^i;j2½n�;l2½L�1�;x2XððSilj ^ XlxÞ ) Siðlþ1ÞkÞ; where (sj, x/y, sk)

is a transition in M. ðSilj ^ XlxÞ ) Silk

� �
� :Silj _ :Xlx _ Silk

� �
corresponds to

a single clause and there are n2(L-1)p such clauses.
Output tracing: We use the family of variables Yijk, where i 2 n½ �; j 2 L½ �; and

k [ Y for output tracing. Intuitively, Yijk is set to true only if output k is produced at
step j if we start at state si. There are nLq such variables. For the assignment of
these variables, we have two concerns similar to what we had for the state tracing
variables. First we have to make sure that, for each starting state and for each step,
the guessed input produces exactly one output. Second, we have to make sure that
this output produced is the correct output. The first concern can be handled by
using the following formula: u5 ¼ ^i2½n�;l2LðrfYilkjk 2 q½ �gÞ: Each ðrfYilkjk 2
q½ �gÞ in u5 generates q(q-1)/2 ? 1clauses and therefore in total there will be

nL(q(q-1)/2 ? 1) clauses due to u5:
For the generation of the correct output, we need to use the transition infor-

mation. Let us consider a transition (sj, x/y, sk). No matter which state we started
from, at a step l [ [L], if the current state is sj and if the input guessed for step l is
x, then the output produced in step l must be y. The following formula is used to
encode this information by using state tracing and input guessing variables:
u6 ¼i;j2½n�;l2½L�;x2X ððSilj ^ XlxÞ ) YilyÞ; where (sj, x/y, sk) is a transition in
M ððSilj ^ XlxÞ ) YilyÞ � ð:Silj _ :Xlx _ YilyÞ corresponds to a single clause and
there are n2Lp such clauses.

Output comparison: We introduce a family of Boolean variables
Eijlji; j 2 n½ �; i\j; l 2 L½ �
� �

to compare the outputs of pairs of states in each step.
Intuitively, Eijl is set to true only if starting states si and sj produce the same output
symbol at step l for the guessed input at step l. There are Ln(n-1)/2 such variables.
The assignment of these variables is performed according to the following
formulae:
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u7 ¼ ^i;i2½n�;i\j;l2½L�;k2½q� ðYilk ^ YjlkÞ ) Eijl

� �

u8 ¼ ^i;j2½n�;i\j;l2½L�;k;m2½q�k 6¼m ðYilk ^ YjlmÞ ) :Eijl

� �

u7 is used to setEijl to true when starting states si and sj produce the same output at
step l, and uu8 is used to set Eijl to false otherwise. Both ðYilk ^ YjlkÞ ) Eijl

� �
�

:Yilk _ Yjlk _ Eijl

� �
and ðYilk ^ YjlmÞ ) :Eijl

� �
� :Yilk _ :Yjlm _ :Eijl

� �
intro-

duce a single clause. Therefore for u7 and u8; there are q2Ln(n-1)/2 clauses.
PDS checking: As the final step, we introduce a Boolean formula to decide

if each state produces a unique output sequence for the guessed input sequence.
Hence for each unordered pair of two distinct states, we check if these two
states produce the same output sequence of length L using the following
formula:

u9 ¼ : _i;j2½n�;i\jð^l2½L�EijlÞ
� �

In u9; we have one conjunct for each unordered pair of states. Therefore u9

introduces n(n-1)/2 conjuncts. The overall formula for checking the existence of
a PDS of length L is

u1 ^ u2 ^ u3 ^ u4 ^ u5 ^ u6 ^ u7 ^ u8 ^ u9

If the SAT solver finds the formula satisfiable, the assignments of the input
guessing variables, Xlx, give a PDS for the FSM. If the formula is unsatisfiable,
then it means the FSM has no PDS of length L.

4 Experiments

We conducted a set of experiments to compare the performance of the classical
algorithm (called as CA below) as given in [1, 13, 14] and the SAT based approach
(called as SA below) explained in this paper. We constructed 15 sets of FSMs
where the numbers of states are 60, 70, 80, 90, and 100, and the numbers of input/
output symbols are 10/8, 9/9, and 8/10. There are 100 FSMs in each one of these
sets, hence a total of 1,500 FSMs are used. All machines are strongly connected,
minimal, completely specified, and have a PDS. The FSMs are generated
randomly, by assigning a random output symbol and a random next state for each
outgoing transition of each state. The experiments are carried out using MiniSat
2.2.0 running on Linux Ubuntu where the hardware is 2.5 GHz Intel Core2Duo
quad-core machine.

For each individual FSM in the test set, we measure the time taken by CA (tc)
and the time taken by SA (ts), from the start to the end of the tree exploration. We
consider the speed up factor of SA over CA, which is simply computed as tc/ts.
Table 1 summarizes the results of our experimental study. CA finds the length of
the shortest PDS. SA checks if there exists a PDS of this shortest length.
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The experimental results suggest that SA does not necessarily perform better
for all the cases, and in fact for some machines CA perform much better. We can
see this at MIN rows of Table 1, where the speed up factors are smaller than 1.
However, on the average we see that SA performs better and better as the number
of input symbols gets higher compared to the number of output symbols. We can
see this by comparing the average speed up factors for the cases of input/output
symbols 8/10, 9/9, and 10/8, in this order. In the case of 10 input and 8 output
symbols, the average speed up factor is consistently greater than 1 for all the state
sizes in our test set.

We also wanted to know if there are FSMs for which CA cannot decide if there
exists a PDS or not (due to memory limitations), whereas SA can terminate the
search. However, please recall that SA only answers the question ‘‘Does there exist
a PDS of length L?’’. In our previous experiments, we got L to be tried in the
SA runs from the CA runs. This time, such information is not available as CA
cannot terminate the search. However, theoretically we know that if there exists a
PDS for an FSM with n states and q output symbols, it cannot be shorter than
logqn:
� �

To leave a safety margin as well, in our experiments, SA is asked to

check if there exists a PDS of length 2� logqn:
� �

To find the cases where CA does
not terminate, we started from the biggest set of experiments (100 states, 10 inputs
and 8 outputs) and increased the number of inputs gradually. When we reached to
the machines with the number of inputs 50 (and above), we saw that CA cannot
finalize analysis within the heap space bound of 1 GB anymore. Whereas SA
terminates successfully for all of our randomly generated machines within 5–6 s
using less than 400 MB.

5 Conclusions

In this work, a SAT encoding for the problem of checking if a PDS of length
L exists for an FSM is given. Using this encoding method, we investigated and
compared the relative performance of classical PDS generation algorithm and
a SAT solver. It is observed that SAT based approach performs better than the
classical algorithm on the average when the tree that has to be constructed during
the search has bigger branching factor. However, the result cannot be generalized
easily since it is also observed in our test cases that for some FSMs the classical
algorithm performs much better than the SAT based approach.

Table 1 Speed up factor (MIN/AVG/MAX) of SA over CA (tc/ts)

Number of states

60 70 80 90 100

10/8 0.06/3.58/33.73 0.12/5.08/148.5 0.07/4.46/41.95 0.3/4.68/75.45 0.08/3.37/34.82
9/9 0.04/1.05/14 0.04/0.43/7.25 0.03/0.68/5.35 0.01/0.6/4.67 0.02/2.22/25.22
8/10 0.06/0.58/4.8 0.03/0.45/3.5 0.03/0.3/3.53 0.04/0.8/5.53 0.05/0.95/6.63
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The results reported here only reflect some initial work on the topic. There are
several ways to proceed to extend the investigation. One such path is to reconsider
the SAT encoding suggested in this paper. It is possible to have a logarithmic
reduction in the number of variables by using standard binary encoding. Our
experiments are performed with the standard options of a SAT solver (MiniSat).
Different options of this SAT solver or other SAT solvers can be tried out to see
how the other heuristics implemented in those variations would affect the
performance.
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A Decision-Making Ontology
for Analytical Requirements Elicitation

Fahmi Bargui, Hanene Ben-Abdallah and Jamel Feki

Abstract Despite their potential in analytical requirements elicitation, goal-
oriented approaches in Data warehouse (DW) projects have not been well
exploited. The main difficulties in their adoption is the lack of assistance in goal
elicitation and the lack of support in generating suitable information for decision-
making, from the defined goals. To address these limitations, in this paper we
introduce a decision-making ontology that formalizes the semantic relationships
among the decision makers’ goals and explicitly relates the decision-making
knowledge to the goals. In addition, this ontology is enriched with a set of queries
and inference rules that provide for an automatic generation of suitable analytical
requirements from the goals fulfilling any business process that the decision maker
cares to analyze.

1 Introduction

A data warehouse (DW) is a special type of database dedicated for decision-
making support. It organizes data into facts and dimensions based on Multidi-
mensional (MD) modeling. Goal-oriented MD modeling (e.g. [1, 2]) gained an
increasing interest in eliciting analytical requirements in DW projects thanks to
their graphical languages and supporting tools. However, their widespread usage
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remains hindered by their lack of assistance in goal elicitation conducted through
the decomposition of high level goals into concrete sub-goals. This goal
decomposition requires domain knowledge mastered only by domain experts.
Furthermore, our literature review highlighted that goal-oriented approaches
provide little or no assistance in identifying appropriate performance indicators to
measure the fulfillment degree of the elicited goals. The same shortage is also
present in identifying information (i.e. data to be stored in the DW) that could be
analyzed when the elicited goals are not met. In most cases, such information is
informally collected and without an explicit link with the goals. Consequently,
when decision maker’s goals change, it is difficult to trace the parts of the MD
model that should be modified.

In this paper, we present a decision-making ontology that provides for the
automation of analytical requirements elicitation. The next section, first, describes
the ontology and illustrates it for the commercial domain. Section 3 shows how
the ontology allows the analyst to overcome the lack of domain knowledge
required during requirements elicitation. Finally, Sect. 4 synthesizes our proposal
and presents our future work.

2 The Decision-Making Ontology

2.1 Thesaurus Part

Through an interview with decision makers at different hierarchical levels and
belonging to different domains, we identified the terminology used in the decision-
making process. This terminology includes nine concepts (Fig. 1).

A DecisionMaker is a person in the enterprise, who evaluates and controls the
performance of a BusinessProcess composed of a set of related activities that
produce a specific service/product for a particular customer. Each business process
must fulfill a set of Goals during a period of time. A Goal is quantitative and
calculated through a Formula to evaluate its achievement degree by comparing it
to an estimated Target Value. The achievement degree of a goal is given by an
Indicator. This later can be analyzed by the decision maker through a set of
AnalysisAxes by aggregating (SUM, MAX, AVG…) the various values produced
of the indicator over time.

In addition, an analysis axis is composed of several AnalysisLevels each of
which represents a granularity echelon to aggregate the indicator values. An
analysis level may have additional descriptions (AnalysisAttribute) and multiple
analysis levels can be organized into an AnalysisHierarchy.

Furthermore, the above decision making concepts can be semantically related
through the following nine relationships (Fig. 1):

• Control (D, P): The decision maker D controls the performance of the business
process P.
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• Fulfill (P, G): The business process P is defined to fulfill the goal G.
• Is_Measured_By (G, I): The fulfillment degree of the goal G is measured by the

indicator I.
• Is_Calculated_Through (I, F): The value produced by the indicator I is

calculated through the formula F.
• Is_Analyzed_Through (I, A): Indicator I is analyzed through the analysis axis A.
• Is_Composed_Of (A, H): The analysis axis A is composed of a hierarchy H.
• Has_Level (H, L): Hierarchy H has level L.
• Is_Described_By (L, At): The level L is described by the analysis attribute At.
• Require (G, G’): Fulfillment of the goal G requires the achievement of G’.

Figure 2 illustrates an instance of our ontology meta-model for the commercial
domain. In this instance, the concept SalesManager is defined to control the
performance of the three business processes: Order, AuctionOrder and Delivery;
each of which must fulfill some goals. For instance, the process Order is defined to
fulfill the goal IncreaseSales. The realization of this later requires the achievement
of three goals: IncreaseCustomers, ProductAvailable and IncreaseShops. Note that
relationships among goals are represented in the ontology by means of predicates.
For example, the realization of the goal IncreaseSales requires the availability of
the products in the stock, and increasing the number of either customers or shops.
This knowledge is represented in the ontology through the predicate: (Require
(IncreaseSales, IncreaseCustomers) _ Require (IncreaseSales, IncreaseShops))
^ Require (IncreaseSales, ProductAvailable).

Figure 3, shows various levels organized by analysis hierarchies for the analysis
axis Product. For example, for the hierarchy family, the indicator Turnover could
be analyzed according to the level Category of a product. This gives the decision
maker detailed values of the Turnover by category of product. The comparison

Fig. 1 Decision-making Ontology metamodel in Protégé (thesaurus part)
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of each realized value with an estimated target value allows the decision maker to
judge what category of product is not sold as expected.

2.2 Inference Rules and Queries

The inference rules are defined by the domain experts and are identified based
on the semantic relationships among the domain concepts. The inference rule’s
premises express constraints on concepts and restrictions on their properties’
values and cardinalities. These premises are expressions considered as always true

Fig. 2 An extract of the commercial domain ontology (the thesaurus part)

Fig. 3 An extract of the analysis axis concept (product)
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by the experts in the domain; that is, they represent knowledge (stored in
the ontology) that cannot be contested. When an inference rule is applied, the
reasoning engine matches the premises’ formulas with the knowledge stored in
the ontology to infer a set of new knowledge, as conclusions, not explicitly stored.
The deduced information is either retained by the user or can be part of the
premises of other rules.

In our context, we have defined a set of inference rules and queries in order to
assist the elicitation of the analytical requirement elements and to complete the
filling of our natural language based analytical requirements template [3]. The
components of this template are determined through an empirical study covering
samples of decision-making processes (cf. [4]). Figure 4 shows a sample of eight
queries and two inference rules. They are formalized, respectively in the SQWRL
and SWRL languages.1

3 Analytical Requirements Elicitation

Our requirement elicitation process uses a set of queries and inference rules to
extract information from the decision-making ontology (Fig. 4). It is conducted
through the following four steps by interaction with the decision maker and the
requirements analyst:

Fig. 4 Inference rules and queries part of the decision-making ontology

1 http://www.w3.org/Submission/SWRL/ and http://protege.cim3.net/cgi-bin/wiki.pl?SQWRL
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• Business process identification: Query 1 (Fig. 4) extracts from the ontology all
business processes controlled by the given Decision Maker; this latter selects
those business processes of interest.

• Goal identification: Query 2 extracts from the ontology all Goals that must be
fulfilled by a business process selected by the Decision Maker. In addition, for
complex Goals (i.e. might be difficult to fulfill at first); Rule 1 automatically
finds any sub-goals indirectly fulfilled by the selected business process. Finally,
to ensure the completeness of the set of goals, Rule 2 automatically finds all
goals that are required by the found goals.

• Indicator retrieval: For each found goal, Query 3 extracts from the ontology the
Indicator that measures it and Query 4 extracts its Formula.

• Analytical query generation: For each Indicator, Query 5 through Query 8
extract from the ontology, respectively: its analysis axis, their hierarchies,
their analysis levels and analysis attributes. The identified elements are then
combined to generate a query in natural language according to our query format
[5]: \ Analyze [ ? \ the [ ? \ Indicator [ ? \ by [ ? \ Analysis
axis [ ? \’s [ ? \ Analysis level [ ? [\ and [ ? \ Analysis Attribute [].
For example, the following analytical query: Analyze the Turnover by product’s
code and designation is generated for the indicator Turnover related to the
goal IncreaseSales and the business process Order.

Note that the stakeholders (i.e. decision maker and requirements analyst) are
involved in each elicitation step in order to select from/confirm the found results.

4 Conclusion and Future Work

This paper presented an ontology for the decision-making domain. This latter can
be used by a requirements analyst to identify automatically all: (1) pertinent
business processes to analyze, (2) goals and sub-goals that must be fulfilled by the
business processes, and (3) the indicators and their associated formulas measuring
the achievement degree of the goals. This automatically identified information is
then used to formulate automatically a set of analytical queries in natural language.
The formulated analytical queries can be used by the decision maker to carry out
different analyses when his/her goals are not met. In addition, the ontology helps
the analyst to acquire domain knowledge necessary during requirements elicita-
tion. Indeed, our method performs automatic decomposition of the decision
makers’ goals by referring to the semantic relationships and the inference rules
stored in the ontology.

We are currently working on finalizing the development of a toolset supporting
our analytical requirements elicitation approach which is based on the presented
decision-making ontology. In addition, we plan to examine how the evolution of
the decision-making ontology can be handled.
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Spatio-Temporal Pattern and Trend
Extraction on Turkish Meteorological
Data

Isil Goler, Pinar Senkul and Adnan Yazici

Abstract Due to increasing amount of spatio-temporal data collected from vari-
ous applications, spatio-temporal data mining has become a demanding and
challenging research field requiring development of novel algorithms and tech-
niques for successful analysis of large spatio-temporal databases. In this study, we
propose a spatio-temporal mining technique and apply it on meteorological data,
which has been collected from various weather stations in Turkey. In addition, we
introduce one more mining level on the extracted patterns in order to discover
general trends with respect to spatial changes. Generated patterns are investigated
under different temporal ranges, in order to monitor the change of the events with
respect to temporal changes.

Keywords Spatio-temporal data mining � Trend extraction � Spatio-temporal data

1 Introduction

Automatic extraction of potentially useful information from large spatio-temporal
databases requires development of new mining techniques. In contrast to previous
studies that focus on either spatial or temporal dimension of data [1–7], in this
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work, we aim to perform pattern extraction with respect to changes in both spatial
and temporal dimensions. In the literature, there are previous studies that consider
both spatial and temporal aspects of the data together [8, 9]. Although the
techniques proposed in previous studies are theoretically useful for discovering
patterns repeating over time and space, they do not present applicability of the
techniques with real case studies. Another motivation for this study is the need
for extracting more general trends, through the analysis of the extracted spatio-
temporal patterns.

In this study, we propose improvements for extracting spatio-temporal associa-
tion patterns by including a preprocessing step and incorporating sliding window
approach into the temporal intervals. In addition, we propose a technique for dis-
covering general trends of events by further analyzing the generated spatio-temporal
patterns. The proposed techniques are applied on a real data set, meteorological data,
which has been collected from various weather stations in Turkey.

2 The Proposed Approach

2.1 Spatio-Temporal Pattern Discovery

In this study, a data set collected by the Turkish State Meteorological Service [10]
is used. The data set covers the measurements taken from 263 major weather
stations in Turkey and it includes the monthly averages for temperature, precipi-
tation and the number of snowy days per station from 1970 to 2007. In the
preprocessing phase, Turkey map including weather stations is represented in
disjoint grid cells in order to define spatial neighboring relationships. Each cell
represents a spatial region denoted as (x, y). After mapping to grid representation,
the location of weather station is defined in terms of the coordinates of the grid cell
it stays in. A neighborhood relation is defined as follows: if the x grid number and
y grid number difference of two stations is smaller than or equal to 1, these stations
are considered to be neighbors. As an example, Station1 at (2, 3) and Station2 at
(3, 4) are assumed to be neighbors since the difference of their x and y grid
numbers is one (1). Events are classified on the basis of their intensities, and
related event tables are created for each of the event type.

Next phase is the generation of events. For the example given in Fig. 1, there are
weather stations in the grid cells (0, 1), (1, 2), (1, 3), (1, 4) and (2, 3) for time partition
January 1975. Characters and numbers written in the grid cells stand for the event
types. All the events of the first time window (of width 3) for the example given in
Fig. 1 are presented in the first column of Fig. 2. The second column shows the
events in neighborhood relation for consecutive time partitions, which are marked
with rectangles in Fig. 1. Once the events are extracted, consecutive eventsets can be
generated. One of the consecutive eventsets generated from the events in Fig. 2 is
{a, 2, g, b, 2, g} ? {a, 3, g, b, 3, h}. The first set in the consecutive eventset includes
the events of a selected cell and events of its neighbor cells for January in 1975, and
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the second set includes the events of a cell and events of the neighbor cells in
February in 1975. The next step is calculating the frequencies of the events in these
sets by searching for these consecutive eventsets in other years. The frequent ones
that exceed a given threshold are retained for further processing. All the events in the
consecutive eventset might not be frequent. For finding the frequent ones, subsets of
the consecutive eventsets are examined.

2.2 Second Level Mining: Mining on the Generated Patterns

This phase is developed in order to find new and higher-level trends from the gen-
erated patterns, and it can be called as second level mining. As the first step, frequent
patterns are classified on the basis of event types, and situation variables are defined
in order to express the temporal or spatial relationships in the trends. After this, all of
the frequent patterns, which are classified on the basis of event types, are analyzed
and events in the consecutive eventsets are compared with each other according to
the situation variables. It is assumed that the most frequent situation (the situation
variable with the maximum count value) shows the general trend. In meteorological
data set, events are grouped according to their event types as snow events, precipi-
tation events and temperature events. For each event type, four situation variables are
defined for representing event changes with respect to changes in x dimension and
four situation variables are defined for representing event changes with respect to
changes in y dimension. As the result of this analysis, trends such as ‘Stations located
up north have higher average temperatures compared to the average temperature of
their neighbor stations located south to them’’ can be discovered.

3 Experimental Results

3.1 Interpretation of Patterns Generated for a Sample Region

In this group of experiments, a region in Turkey, which is the area at the coast of
Black Sea, namely Black Sea Region, is used. The frequency count is set to 10,
which corresponds to about 70% support threshold. Since the data set spans

Fig. 1 Events on the grids
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through 16 years of recording, if an event occurs in at least 10 years out of 16, it is
considered to be frequent. The sample pattern given in Fig. 3, with 62.5% support,
corresponds to the following description: In January when average temperature is
[5.0–10.0�C] in Zonguldak (17022) and average temperature is less than 5.0�C in
Bolu (17070), in February precipitation is [25.0–50.0 mm] in Bolu (17070). As a
consecutive eventset, this is shown as {b, a} ? {2}.

3.2 Experiments on Trend Extraction by Second-level Mining

In order to generate sample higher level patterns and to interpret them, the patterns
generated for the coast of Black Sea Region (in the previous group of experiments)
are used. The trends extracted for this area are shown in Fig. 4. When the results
are inspected, it is seen that the strongest trend (with the highest frequency of 51%)
is ‘‘the temperature increases towards east’’. Another strong rule with 47%
frequency (i.e., it is observed 132 times out of 276 cases involving temperature)
says that ‘‘direction the temperature increases towards northern direction
(towards the coast)’’. The extracted trends are in general parallel to the charac-
teristics of Black Sea Region climate.

Fig. 2 Events of the first time window

Fig. 3 Sample frequent
events in one time window
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3.3 Experiments on the Climate Change Analysis

Another experiment is conducted on the analysis of climate change over several
temporal periods. Three different temporal periods are defined for the years 1986
to 1993, 1993 to 2000 and 2000 to 2007. The patterns discovered for these tem-
poral periods are compared in order to see whether any change in the climate
characteristics occurred. To this aim, as the first step, patterns are generated for
each of these periods. Afterwards, the patterns are compared to each other and
the changes in event for the same weather station and the same time partition
(i.e., the same month of the year) are marked. Figure 5 presents a sample set of
results for this analysis.

The result set given in Fig. 5 compares the temporal periods 1986–1993 and
1993–2000. As a sample event in this figure, the event \17030 5 c[ is stated as
a climate difference for the patterns of the temporal period 1986–1993. The temporal
period 1993–2000 includes the frequent event \17030 5 g[, which shows a
change of event for the same station and the same month. Event \17085 5 d[ is also

Trend Situation Variable Frequency
Temperature increases towards 
north

EventIntencityUp-YGridUp 132 / 276 
(47 %)

Temperature decreases towards 
south

EventIntencityDown-YGridDown 57 / 276       
(21 %)

Temperature increases towards 
east

EventIntencityUp-XGridUp 123 / 241 
(51 %)

Temperature decreases towards 
west

EventIntencityDown-XGridDown 60 / 241 
(25 %)

Fig. 4 Sample results for extracted trends

Fig. 5 Pattern changes for
different periods
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indicated as a difference. When the temporal period 1993–2000 is analyzed, it is seen
that there is not any event for \17085 5[ (for the same station and the same month).
Therefore, this indicates that the starting of a new climate characteristics.

4 Conclusion

Large collections of spatio-temporal data, such as meteorology data, contain
possibly interesting information and valuable knowledge. This work proposes
improvements for spatio-temporal data mining As a novel feature, a sliding
window mechanism is introduced. By using the sliding window mechanism, the
loss of correlations of different temporal intervals is prevented. Application of the
approach on a real data set, Turkish meteorological data set, is an important
contribution of this study, as well. As another novel feature, the generated patterns
are mined in one more mining phase, in which the general trends of the events with
respect to the location changes are discovered. Experiments demonstrate that the
proposed approach can be used for different kinds of analysis effectively.
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Contrastive Learning in Random
Neural Networks and its Relation
to Gradient-Descent Learning

Alexandre Romariz and Erol Gelenbe

Abstract We apply Contrastive Hebbian Learning to the recurrent Random
Neural Network model. Under this learning rule, weight adaptation is performed
based on the difference between the network’s dynamics when it is input-free and
when a teaching signal is imposed. We show that the resulting weight changes
are a first order approximation to the gradient-descent algorithm for quadratic
error minimization when overall firing rates are constant. The algorithm requires
no matrix inversions, and no constraints are placed on network connectivity.
A learning result on the XOR problem is presented as an empirical confirmation of
these ideas.

1 Introduction

Early models for the neural basis of memory and learning were centred around the
idea of connection strength modulation based on activity correlation, in what is
generally called Hebbian learning [2]. From the neural-inspired computational
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perspective, more success was obtained with algorithms in which weight
adaptation was oriented by an error-reduction goal, as in the perceptron learning
rule, and the gradient-descent backpropagation algorithm [8], which later became
almost synonymous of neural network learning for application purposes.

Meanwhile, studies on variations of the Hebbian rule continued, highlighting
possible connections between the two learning strategies. The Boltzmann machine
learning algorithm [6] prescribed weight changes in the form of a difference of
correlation of signals between units under two network states: a free-running state,
and a forced state, in which a teaching signal clamps a subset of neurons to desired
state values. In the framework of deterministic networks, a similar rule was
derived directly from the energy-function in the Hopfield network, and called
contrastive learning [7].

In those papers and others, an approximate equivalence between gradient-
descent on weight space and minimization of the contrastive function is shown, for
specific architectures: a single-layer network [7], or a layered network with
symmetric back-connections [10], among other approximations and assumptions.

In this paper we claim that the relationship between contrastive and gradient-
descent learning can be shown more clearly in the Random Neural Network
framework. The Random Neural Network (RNN) [3] is a stochastic model of
spiking neuronal activity which provides an effective calculation of the probability
distribution of neuron activations, in the form of non-linear fixed-point equations,
for arbitrary recurrent networks. It does not require, then, lengthy simulations to
calculate equilibrium conditions at each learning step.

A direct comparison between weight changes in this algorithm and the gradient-
descent algorithm for the RNN show they are equivalent to first order. No constraints
on connectivity are necessary. Even if this does not represent a gain in computational
cost, it does make the learning rule operate on mostly local variables, an important
aspect for hardware implementation.

This work is organized as follows. The Random Neural Network model is
revised in Sect. 2, along with its gradient-descent algorithm. The contrastive
learning equations are then presented in Sect. 3, with a demonstration of first-order
equivalence to the gradient-descent algorithm. An empirical demonstration is
presented along with conclusions in Sect. 4 .

2 Random Neural Network and Learning Algorithm

The RNN [3, 9] models neural activity as a discrete state-space, continuous time
stochastic process, mediated by external inputs and by the exchange of signals
(spikes) among neurons. The state of each neural cell i is described by its electrical
potential value KiðtÞ at time t� 0; a non-negative, integer variable. If excited
(KiðtÞ[ 0;) the cell outputs spikes with rate ri: Spikes may excite another cell
j with probability pþði; jÞ; or inhibit it with probability p�ði; jÞ or yet depart
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the network without affecting other cells, with probability di: Upon arrival of an
excitatory spike, the receiving-cell potential is increased by one. It is decreased by
one upon arrival of an inhibitory spike, but only if it is not already zero. After
sending a spike, the sending cell’s electrical potential is also decreased by one.
Cells are also affected by external excitatory inputs, represented as poissonian
events with rates Ki; and inhibitory inputs, represented by ki:

In this model, the synaptic weight connection is described by the set of
excitatory weights wþij and inhibitory weights w�ij ; satisfying wþij ¼ ripþði; jÞ and

w�ij ¼ rip�ði; jÞ: Since all spike outcomes are covered by probabilities pþ; p� and
d, a normalization requirement exists for every cell i. That requirement entails, for
the case di ¼ 0; in which all exiting spikes affect some other neuron,

ri ¼
X

j

wþij þ w�ij : ð1Þ

An important result for this model is that the stationary probability distribution
for the state of the network has a product-form solution [3]. Because of this, the
probability that cell i is excited, qi ¼ Pðki [ 0Þ can be calculated from a set of
nonlinear equations given by

qi ¼ min
Ki þ

P
j qjw

þ
ji

ri þ ki þ
P

j qjw�ji
; 1

 !
: ð2Þ

Conditions for existence and uniqueness of the solution are given in [4].
In [4, 5], a gradient-descent learning rule is presented for this recurrent neural

network. If t is the neuron for which a desired output value yt exists, weight
changes Dwþuv and Dw�uv are calculated as a step in the opposite direction of the
gradient of error E in weight space. So,

Dwuv ¼ �g
oE

owuv
¼ gðy� qtÞ

oqt

owuv
: ð3Þ

The derivatives of a cell excitation probability qt can be stated by the following
equations

oqt

owþuv

¼
X

i

oqi

owþuv

wþit � qtw�it
Dt

� �" #
þ qu

Dt
dðv¼tÞ ð4Þ

oqt

ow�uv

¼
X

i

oqi

ow�uv

wþit � qtw�it
Dt

� �" #
� qtqu

Dt
dðv¼tÞ ; ð5Þ

where Di ¼ ri þ ki þ
P

j qjw�ji is the denominator of Eq. 2, and where d½C� equals
1 when condition C holds, and equals 0 otherwise.

In the original work, there were additional terms to be considered on those
equations, because of the variation of rt with changes in weight wtv for any
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v. In the analysis that follows, we have noticed that it is convenient to work in a
framework where rates do not change with weight updates. This is compatible with
an alternative normalization procedure, in which we consider that variations in the
weights are accounted for by variations in di: This interpretation requires a
restriction on weights, namely

X

j

wþij þ w�ij � ri : ð6Þ

Following Gelenbe [4], and considering the constant-rate case, a closed-form
expression can be obtained for the weight adaptation. Equations (4) and (5) can be
put in matrix-vector form, as

oq

ow�uv

¼ oq

ow�uv

Wþ quc
�ðvÞ ; ð7Þ

where oq
ow�uv

is a vector of neuron activation probabilities and matrix W is defined by

½W �ij ¼
wþij � qjw�ij

Dj

" #

ij

: ð8Þ

Even though the network is recurrent, with arbitrary topology, the update of the
weights can be calculated explicitly, and the most complex operation is the matrix
inversion implied in Eq. 7.

3 Contrastive Learning and Equivalence

In the contrastive Hebbian learning algorithm [1], weight update Dwuv is a function
of network node activities under two different modes: under its free dynamics,
and under a teaching (forcing) signal f. For the specific case of the Random Neural
Network, a convenient way to impose a forcing signal is by perturbing the
neuron’s overall input Ki: The possibility of using the error as a form of teaching
signal in contrastive learning has been pointed out before [1].

To show the correspondence between this learning rule and gradient descent in
the context of RNNs, let us calculate the derivative of the neuron activation
probability qt in respect to a perturbation in the overall input of neuron v:

oqt

oKv
¼
P

i
oqi

oKv
wþit

Dt
þ 1

Dt
dðt¼vÞ � qt

P
i

oqi

oKv
w�it

Dt
: ð9Þ

Reorganizing terms and multiplying both sides by qu (from Eq. 8, qu 6¼ 0 if the
gradient rule prescribes any change to Dwuv):
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qu
oqt

oKv
¼

X

i

qu
oqi

oKv

wþit � qtw�it
Dt

" #
þ qu

Dt
dðt¼vÞ: ð10Þ

In vector-matrix form:

qu
oq

oKv
¼ qu

oq

oKv
Wþ quc

þðvÞ ð11Þ

and, from Eq. 7, only two possibilities exist. Either:

qu
oqt

oKv
¼ oqt

owþuv

ð12Þ

or (I 2 W) is singular, which would also prevent the gradient calculation.
A similar analysis on the updates for weights w�uv yields

�quqv
oqt

oKv
¼ oqt

ow�uv

: ð13Þ

The relevance of Eq. 12 is that it allows a very direct relationship between
Hebbian contrastive learning and gradient-descent, if we consider the following rule

Dwþuv ¼ quðqf
t � qtÞ ; ð14Þ

where the forced condition q f
t is obtained by introducing an input Kv ¼ gðy� qtÞ

on neuron v.
Because g is a small step, we write

quðq f
t � qtÞ � qugðy� qtÞ

oqt

oKv
¼ gðy� qtÞ

oqt

owþuv

; ð15Þ

and thus a small step in the direction prescribed by the contrastive rule equals the
gradient-learning direction to first order. For each neuron v, then, a signal pro-
portional to the error is added to the input Kv; and the new state for the visible

neuron q f
t is used to adapt wuv:

Update of weight wuv can now be performed with information about the state
of neuron u, which is locally available, and the activity of the output neuron.
This rule is more adequate, then, for a distributed implementation in hardware than
the original rule, where the matrix inversion is clearly requires information about
all the network connectivity.

4 Empirical Demonstration and Conclusions

As a first empirical test, we performed multiple learning trials of the XOR problem
for two algorithms: the modified gradient-descent algorithms for the case of
constant rates and constrained weights, and the contrastive learning rule.
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The network has an arbitrary number of seven neurons, four of which receive
external inputs (two for each). Connectivity is to be freely learned among the
neurons, including recurrent interconnection, but no self-inhibition or self-excitation
is allowed. An adaptive bias is present for every neuron, implemented as a
connection to a fictitious unit whose q is fixed at 1.

The external input rates were fixed at 0.9 for the higher logical input state and
0.0 for the lower. For the sake of classification, a high logical value was inferred at
the neuron output when qt [ 0:5: At the end of all learning trials, the correct
classification of all 4 input patterns was obtained. Initial conditions were the same
for both algorithms in each run, with weights drawn from a uniform distribution
with values between 0 and 0.1.

A total of 20 runs were performed. The average number of epochs to get
perfect classification was 2760 for the gradient-descent algorithm and 2375 for the
contrastive learning algorithm. The difference in averages was not statistically
significant (p ¼ 0:59). Fig. 1 shows error evolution during one example learning
trial for both algorithms. It should be noted that gradient-descent can result in
non-monotonic error decrease during learning, depending on the choice for the
learning rate.

In conclusion, the idea of Contrastive Hebbian Learning, applied in the
framework of Random Neural Networks, yields an algorithm that is equivalent, to
first order, to gradient-descent and that does not require matrix inversions.
We have also shown that it is possible to keep spikes rates constant during the
learning process, through a different interpretation of probability normalization in
the model. This simplifies the learning equations.
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Fig. 1 Evolution of total squared error during supervised learning of the XOR problem
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To address the main problem of the proposed algorithm, which is its need for
propagating multiple input perturbations to calculate the effect on the output
neuron, we are investigating whether this information can be obtained from
a single propagation of information on an adjoint network of back-propagating
connections, thus improving on the algorithm’s computational cost.
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A Genetic Algorithms Based Classifier
for Object Classification in Images

Turgay Yilmaz, Yakup Yildirim and Adnan Yazici

Abstract Increase in the use of digital images has shown the need for modeling
and querying the semantic content, which is usually defined using the objects in
the images. In this paper, a Genetic Algorithm (GA) based object classification
mechanism is developed for extracting the content of images. Objects are defined
by using the Best Representative and Discriminative Feature (BRDF) model,
where features are MPEG-7 descriptors. The classifier improves itself in time, with
the genetic operations of GA.

1 Introduction

The content of an image can basically be defined as objects and the interaction of
these objects. In order to define the content reliably, the categories of the objects
should be known. In this context, this study attacks the problem of classification of
objects which are extracted from images and develops a Genetic Algorithms (GA)
based classifier.

In the literature, studies dealing with objects in images performs either whole
image classification or object localization [1, 2]. These studies usually do not
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directly deal with the objects, or perform object segmentation and object classi-
fication tasks together. Different from the these studies, we propose to separate the
object segmentation and classification processes. Keeping in mind that object
classification appears more favourable than the object extraction/segmentation
process in order to reach the goal of understanding the semantic content; we focus
on the object classification problem in this study.

For modelling the objects in images, visual features are the main components.
A lot of research has been done in comparing, combining and creating features on
different domains, and many different methodologies have been applied. Several
studies tend to make improvements on the current features by combining more
than one feature [3], making changes in the calculations [4, 5] or making cor-
rections to account for distortions and noise [6] rather than by proposing brand
new features. In this study, creating a high-level model that can combine any
feature in the literature by means of a GA based classifier is preferred. In addition,
the combined features are used in the classifier in a way that each class can be
represented with different features. Such ability is performed via the Best Rep-
resentative and Discriminative Feature (BRDF) model.

In the literature, GA approaches are used in different levels/phases of object/
image retrieval: for the spatial segmentation of videos [7], for selecting represen-
tative frames of video [8], for object localization in the frame [9], for feature selection
[10], for segmentation threshold selection [11], etc. In this study, GA based classifier
performs selection of representative images of classes and representative features of
images. To the best of our knowledge, no study uses GA for such purposes.

In the developed GA based classifier, object categories are defined with
(BRDF) model, where features are MPEG-7 descriptors [12]. The BRDF model
developed in this study defines different feature sets that are specific to the cate-
gories. During categorization, the decisions of the classifier are calculated using
these features and the BRDF model. Due to the nature of GA, the classifier
improves itself in time by using genetic operations. Also, the system makes
multiple categorization and gives fuzzy decisions on the objects.

2 Our Approach for Object Classification

Two important ideas are considered for the object classification: the BRDF model, to
define objects with their features; and a Genetic Algorithm based approach, to classify
candidate objects from images. The basic idea is to construct a GA-based classifier that
contains representative objects that are modelled with a BRDF mechanism.

The developed system is a supervised learning system and requires a training
phase before it is possible to make queries on it. To use the GA approach and
genetic operations effectively, the training phase is divided into two parts: one
training phase for obtaining the definitions of the training objects (First-Training)
and one for making improvements on the definitions by using genetic operations
(Second-Training).
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2.1 The BRDF Model

The BRDF model is built on the idea that different object types can be represented
by different visual features. Using the same features for different domains and
types of objects yields unsatisfactory results. For example, shape features are more
important than color features for a ‘car’ object whereas a ‘sea’ object can be
defined with color and texture features.

In [13], Uysal et al. use a single different feature for each object class, which
maximizes the correct match in a training set. In this study, we propose to assign
weights to the features for each object class. Thus, different from [13], multiple
representative and discriminative features can be used to define each class.

2.2 Genetic Algorithms Based Classifier

The core of the genetic algorithm approach is the idea of ‘‘survival of the fittest’’.
Using crossovers and mutations during the reproduction will increase the variety
and the fitness of offspring solutions. The classifier is given in separate sub-
sections for representation, initialization, fitness function and genetic operations,
with the notion of GA. Due to space limitation, the formalism and the algorithms
are not included, instead adequate descriptions are given.

Representation and decision-making. Considering a multiple categorization
approach, the problem is classifying a candidate object into some categories. In the
classifier, each class is represented with a set of chromosomes which are repre-
sentative images of the object category. Also, each chromosome is represented
with a set of genes which are the representative features for that category,
in correspondence with the BRDF model.

For the decision making, the genes of each chromosome determine the decision
of the chromosome and all chromosomes determine the final decision of a class.
The classifier consists of multiple classes and gives a decision on the membership
of a candidate object for each of the contained classes. During such calculation,
decision of a gene bases on the similarity of candidate object with a representative
object in the decision-giving category for a particular feature. Decisions of genes
in a chromosome are combined by applying a weighted sum, where the weights are
the BRDF indices for the decision-giving category. Decisions of chromosomes are
also combined by using a weighted sum in order to obtain the decision of the class.
In such calculation, the weights of the chromosomes are the effectiveness values of
chromosomes that are updated during the genetic operations according to the
fitness of the chromosomes. Initially, effectiveness value of all chromosomes are
equal to 1.

Initialization of GA. The initial population is generated by using the First-Training
data. In other words, the classes in the above described representation gains chro-
mosomes by identifying new objects in the First-Training phase.
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Use of Genetic operations. The genetic operations are applied to the system
during Second-Training. For each image obtained during the Second-Training,
firstly the decisions of all categories are calculated. Also, fitness of all chromo-
somes on all categories are computed by using the Fitness Function. Then,
Effectiveness Correction, Crossover and Mutation operations are performed on the
chromosomes of all categories. Thus, each operation is performed for the number
of images in the Second-Training.

Fitness Function. The fitness function is used to understand how much a given
decision is fit. As the ground truth for the fitness function, the Second-Training
data is used. If the class of the chromosome is the same with the candidate object
and the calculated chromosomes decision value is larger than a predefined
threshold, then the chromosome decision is assigned as the fitness value. Other-
wise the fitness value is 0.

Effectiveness correction. To strengthen the mechanism of ‘‘survival of the fit-
test’’, the effectiveness value of the fit chromosomes is increased by a factor,
otherwise it is decreased. This is called ‘‘Effectiveness Correction’’. In the long
run, by increasing the effectiveness of the fittest chromosomes and decreasing the
effectiveness of others, the chromosomes which vote for incorrect classification
lose their existence and fitting chromosomes become more effective on the
resulting DecisionCðSÞ of the class.

Crossovers. During crossover, the mating chromosomes are selected by using a
roulette-wheel selection and the probability for participating in mating is directly-
proportional with the fitness value of the chromosome. Firstly, an new empty set of
chromosomes is created. Until reaching the original number of chromosomes, two
chromosomes are selected from the original chromosomes set, gene interchange is
performed between them and two new chromosomes are obtained. Effectiveness
values of the new chromosomes are assigned as the average of the effectiveness
values of the two original chromosomes. Then, fitness of the two new chromo-
somes are computed. If both of them are better than the original chromosomes,
both are included in the new chromosome set, otherwise the best of the four
chromosomes (two original, two new) is included only. After filling the chromo-
some set sufficiently, decision of the new set and the original set are compared. If
new set achieves a better decision result, it is replaced with the original set,
otherwise discarded.

By using the Crossover Algorithm, it can be stated that the chromosomes which
vote for incorrect classification can neither mate nor effect the resulting decision
much, and lose their existence in the long run.

Mutation. Different from the traditional GA studies, mutation process is
used for learning new information from newly encountered images during the
Second-Training. Mutation process is applied similarly as the Crossover. Since
each image obtained in the First-Training is imported into the system as a new
chromosome, the images in the Second-Training can be thought of outer-chro-
mosomes. From this point of view, the mutation can be assumed to be a crossover
between an outer-chromosome and a selected (inner) chromosome. In addition,
mutation has a special parameter (mutation factor) for determining interchanging
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genes. Using this parameter, at which ratio the features of the image are imported
into the chromosome is defined.

3 Empirical Study

During the tests, 8 visual features of MPEG-7 [12] in three types are used: Color
descriptors (Color Layout, Color Structure, Dominant Color, Scalable Color),
Shape descriptors (Contour Shape, Region Shape) and Texture descriptors (Edge
Histogram, Homogeneous Texture). As the dataset, the CalTech 101 image
dataset [14] is used. It contains pictures of objects belonging to 101 categories.
The dataset is divided into three to form First-Training, Second-Training and
Test datasets. The maximum of number of images for each one is determined as
30. During First-Training, all 101 categories are used and introduced to the
system. For Second-Training and Test. images from 10 categories are selected
randomly.

The parameters required for genetic operations are determined as follows:
Fitness function threshold is used as the average decision of all chromosomes in
each category, in order to accept the chromosomes which are better than the
average. The effectiveness correction factor is determined according to the number
of images used for each category in the First-Training (1/number of images in
category). The mutation factor is chosen as 0.5 in order to import half of the genes
in each mutation.

In addition to the training data and parameters, a BRDF model based on the
expertise knowledge on the image categories is also provided to the system.

3.1 Performance Measurement and Evaluation

During the tests, the retrieval accuracies are measured in five steps: After
encountering all First-Training images ðS0Þ; 1

4 ;
2
4 ;

3
4 and all of Second-Training

images ðS1; S2; S3; S4 respectively).
Figure 1 displays the change of the ANMRR and average recall values during

test steps. Considering the change between S0 and S4 in Fig. 1, all ANMRR values
decrease. The decreasing values of ANMRR represent improving performance.
The improvement on the First-Training set is approximately 34.8%, on the
Second-Training set is 58.4% and on the Test set is 46.6%. It is normal to obtain a
greater increase in Second-Training, but obtaining an increase in the First-Training
and Test sets can be accepted as a success of the GA methodology. Thus, the
positive effect of GA is obviously seen. Similar to the evaluation of ANMRR
graph, the values in the recall graph tend to increase during the steps. Such
increase shows the positive effect of GA methodology.
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Another important evaluation is the to check whether the performance when
using multiple features together is better than the performance of each MPEG-7
descriptor individually. In [15], Manjunath et al. calculates the ANMRR values of
different color and texture descriptors of MPEG-7. In [15], intervals for ANMRR
values of different MPEG-7 descriptors are given as follows: Scalable Color in
[0.05, 0.1], Dominant Color in [0.197, 0.252], Color Layout in [0.15, 0.20],
Color Structure in [0.046, 0.105] and Edge Histogram in [0.28, 0.36]. The
ANMRR values obtained in this study (Fig. 1) are 0.0349, 0.0513 and 0.0764 on
First-Training, Second-Training and Test images respectively. Thus, the test
results show that combining features is a superior approach than using a single
feature.

4 Conclusion

In this study, a GA based object classification mechanism has been developed.
Objects were defined with the BRDF model which contains MPEG-7 descriptors,
and the classifier makes decisions by using these features and the BRDF model. By
using genetic operations of GA, the classifier improves itself in time. Throughout
the experiments, the proposed system has achieved much better performances
compared to other approaches using single MPEG-7 descriptors as feature and
studies utilizing the selection of best single representative feature. Furthermore,
the test results have clearly shown the positive effect of the GA model.
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Two Alternate Methods for Information
Retrieval from Turkish Radiology
Reports

Kerem Hadımlı and Meltem Turhan Yöndem

Abstract Turkish is an highly agglutinative language and this poses problems in
information retrieval from Turkish free-texts. In this paper one rule based and one
data driven alternate methods for information retrieval from Turkish radiology
reports are presented. Both methods do not utilize any medical lexicon or ontol-
ogy, although inherent medical information within the training reports exist.
Performance is measured and evaluated as a retrieval problem.

1 Introduction

Radiology departments work by having a radiologist examine images and describe
his/her findings into full-text reports. Extracting structured information from
these reports requires knowledge on the field and the language. A vast amount of
medical information is contained and shared knowledge between writer and reader
is assumed [10]. In spite of this assumption, it has come to our attention that a
person with no medical knowledge can still understand the basic relations within
Turkish report sentences; even if a small portion of these relations are incorrect
due to insufficient medical information.

We propose two methods for retrieval from Turkish radiology reports. Both
methods are shaped around the idea of using only Turkish grammar. No medical
lexicon or ontologies are used. Although both methods can be used in an extraction
scenario, the context of this paper is limited to information retrieval.

Turkish is characterized by a rich agglutinative morphology, free constituent
order, and predominantly head-final dependencies [4]. Word structures in Turkish
are formed by productive affixations of derivational and inflectional suffixes [7].
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Morphological features partly determine syntactic relations within a sentence; but
nearly half of the words in a sentence are morphologically ambiguous. Moreover,
only the final POS tag is not sufficient to completely analyze a sentence; a word’s
earlier inflectional groups may take part in syntactic relations [8, 9, 11].

Derivational boundaries (DBs) are used to separate inflectional groups (IGs).
An IG consists of a single POS tag and some inflectional features. Separation
points of IGs are determined by derivational morphemes. In designing the Turkish
treebank [9], Oflazer et al. use IGs as the elementary unit between dependency
links. Eryiğit and Oflazer [3] and Eryiğit et al. [4] continue using this approach
for dependency parsing. Dependency links always emanate from the last IG of a
modifier word and land on any IG of head word.

Same medical terms might be spelled differently in different reports as there is
no consensus on Turkish spelling of most medical terms. Also, agglutinative
nature of Turkish requires morphological analyses of medical terms as well as
common words. Correctly identifying and disambiguating alternative morpho-
logical analyses is a requirement. (Fig. 1)

2 Rule-Based Method

Our first method uses only local templates and rules. These templates are hand-
crafted by examining a set of sample reports with a variety of topics.

The algorithm extracts a set of relations by analyzing surface structures. Each
relation describes a unique meaning enclosed in the sentence. Relations are mostly
between two phrases, but single-phrase or multi-phrase relations are also possible.
These relations will be referred as individual meanings.

The algorithm is applied in two phases. First phase works on surface forms and
morphological analyses, and requires correct morpheme identification. Only the
morphemes of last IG are necessary, so a simple morphological analyzer is deemed
sufficient. Second phase works on local individual meanings, and by use of rules
generates non-local ones.

First Phase Morphological analysis is performed using Zemberek library [1].
In our case, morphological analyzer is vulnerable to medical terms that do not exist
in its lexicon. To solve this problem, morphemes are made optional in the tem-
plates, and an alternative form with common surface representation is created for
most of the rules. Use of a morphological analyzer provides us with a priority
selection. Templates with surface forms are applied only if the morphological
analyzer fails.

Fig. 1 A sample report sentence. Note that the locative suffix, -de, might extend to hemoperi-
toneum if it was an anatomical location
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Templates match to the target sentence locally, generating an initial set of local
individual meanings. These describe the relations between consecutive phrases.
Boundaries of phrases are determined using keywords of matched templates as
delimeters. Sample templates are given in Table 1. If morphological analyzer is
successful first template, otherwise second template will match. Note that the
blank areas are labeled. Matching keywords are underlined.

After all possible templates align with the input sentence, matching keywords
form the delimiters between phrases. This assures that medical terms consisting
of multiple words can be grouped together as a single phrase (Fig. 2). Results of
template matching on the sample sentence are shown in first part of Table 2.

Second Phase Second phase of our algorithm works on output of first phase.
These rules govern the expansion of the initial set with individual meanings which
exist between nonconsequtive phrases in the sentence.

Rules of second phase specify two input individual meanings, and a resultant
individual meaning. In each iteration, any two individual meanings are selected
from the input set, meaning-A and meaning-B. If both A and B satisfy the rule,
then a third individual meaning, meaning-C is instantiated and added to the set.
This process continues until no more expansions are possible.

Table 1 Sample templates for some individual meanings

Type Template Matches to

LOC ..(a).. +LOC ..(b).. lümen+POSS3SG+LOC hematom
..(a).. +‘‘de’’ ..(b).. lümeninde hematom

CONJ ..(c).. , ..(d).. hematom , hava
..(c).. ve ..(d).. hematom ve hava

Fig. 2 Application of first phase templates. Matching keywords delimit phrases

Table 2 Set of individual meanings after second phase

Type Parameter 1 Parameter 2

After Conjunction (left) Hemaperitonium (right) mesane lümen
1st phase Location (where) mesane lümen (what) hematom

Conjunction (left) hematom (right) hava
After Location (where) mesane lümen (what) hava

2nd phase Location* (where) Hemaperitonium (what) hematom
Location* (where) Hemaperitonium (what) hava
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Resulting set of individual meanings after second phase are given in Table 1.
Last two individual meanings (marked with *) are deduced incorrectly due to
missing medical information (‘‘Hemaperitonium’’ is not an anatomical location).

3 Data Driven Method

In order to overcome the problems associated with hand-coded rules, a data driven
method is devised. This second method is constructed around dependency links.

Data driven dependency parsing of Turkish is first researched by Eryiğit and
Oflazer [3] due to the recent availability of Turkish Treebank [9]. In 2008, Eryiğit
et al. [4] developed a classifier based parser for Turkish inside the MaltParser
framework [5] and applied their work in CoNLL-X shared task [6].

TRMorph, a freely available two-level morphological analyzer [2] is chosen for
morphological analysis. TRMorph is based on a finite state transducer framework,
and is able to generate much more detailed morphological analyses than
Zemberek. This was a requirement for dependency parsing.

Morphological disambiguation was another requirement. In Turkish, mor-
phemes have a very important role on syntactic relations. Due to the relatively
small training set size, purely statistical methods for disambiguation would be
inappropriate. Yuret and Türe [11] implement a rule learner for disambiguation of
Turkish morphemes, in which a different decision list is learned per morpheme
based on surface forms of words. Probabilities of alternative morphological
analyses can be calculated and compared using this information. Yuret and Türe
also point that as the decision lists can be used as oracles, the disambiguator can be
used as a simple morphological analyzer. They achieve fairly good results for this
experiment in their dataset. We had to train our own model for disambiguation.
The published model was incompatible with TRMorph’s output, and our radiology
report sentences were very different than the training set of the published model.

MaltParser is used for training an SVM based model. We used the same
parameters used in CoNLL-X and CoNNL-07 tasks for Turkish. Public availability
of these parameters provided us with the option of training the parser on our own
training set. We did not attempt optimizing these parameters because of our small
training set size compared to CoNNL tasks.

Training Set Only abdominal reports are selected for creating the training set.
Narrowing down the topic is an important requirement because of the need for a
sufficiently comprehensive training set. Training set consists of 10 abdominal
reports (written by different doctors), 182 sentences and 1,415 words. There are
136 unique sentences and 462 unique morphological analyses.

Extracting a set for use in retrieval Input sentences are parsed for dependency
graph. Using this graph, a set of relations between individual words are generated.
For each word tuple ðwi;wjÞ; if there is a directed path from wi to wj; tuple ðwi;wjÞ
is marked as related. There can be other words wk; k 6¼ i; j in the path. These
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relations are asymmetric. This set of relations may be seen as analogous to the set
of individual meanings of the first method. Dependency link labels are ignored.

4 Evaluation

In both methods, search operation is performed by set intersection. Search queries
are free text, containing 2–4 words. They may be seen as partial sentences, written
in similar style with original reports. One of the methods is applied on query and
set of relations are extracted. Set intersection is performed with previously
extracted sets. For calculation of intersection set, relation comparisons are
performed on root lexemes. Intersection can be performed on a single sentence’s
set, or union of all sets of a report. A threshold of intersection set size vs. query set
size is used to decide on which reports to return.

We used two test sets. First test set consists of radiological reports on different
topics. There are 53 reports and 100 queries in this set, forming 5,300 data points.
Because the set contains multiple topics, only the first method can be measured.
Results are compared to a baseline retrieval algorithm which uses individual words
as set elements.

Second test set consists of only abdominal radiological reports. There are 10
reports and 28 queries. In this test set, the performance of first and second methods
are compared. In second set, there are less words per query than in first set. This is
the reason more detailed thresholds can not be tested on second dataset for rule
based method.

The baseline method resulted in very high recall and very low precision.
The reason may be found in content of radiology reports. Almost all query words
exist in all reports. Methods that favor relations result in more balanced recall and
precision. Threshold had little effect on rule based method. As the number of
words are low in query strings, rule based method generated only 1 or 2 relations
per query. (Table 3)

Table 3 Evaluation results

Method Match target Threshold Recall
(%)

Precision
(%)

F1

Score
(%)

Set-1 Baseline Whole report Single match 96.05 5.15 9.78
Baseline Whole report 50 96.05 5.42 10.26
Baseline Single sentence 50 96.05 5.46 10.33
Rule Based Whole report Single match 67.10 28.65 40.15
Rule Based Whole report 50 65.78 31.84 42.91
Rule Based Single sentence 50 65.78 31.84 42.91

Set-2 Rule based Whole report Single match 71 66 68
Dependency based Whole report Single match 89 62 73
Dependency based Whole report 50 78 81 79
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5 Conclusion and Future Work

In this paper we tried to tackle the problem of information retrieval from Turkish
radiology reports. Both Turkish language’s properties and contents of radiology
reports posed very different problems than western counterparts. We’ve shown a
rule based algoritm, an analogical dependency link based data driven method, and
comparison of these with a baseline search engine that checks only if the words
exists in the reports.

The starting point of our work lies in the observation that a person with no medical
knowledge can understand relations in Turkish radiology reports, even if partially.
We deliberately avoided using any medical ontology or lexicon. Although current
work is limited to information retrieval, we plan to extend this work to information
extraction, still with a focus on avoiding medical lexicon and ontologies.
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Scaled On-line Unsupervised Learning
Algorithm for a SOM-HMM Hybrid

Christos Ferles, Georgios Siolas and Andreas Stafylopatis

Abstract A hybrid approach combining the Self-Organizing Map (SOM) and the
Hidden Markov Model (HMM) is presented. The fusion and synergy of the SOM
unsupervised training and the HMM dynamic programming algorithms bring forth
a scaled on-line gradient descent unsupervised learning algorithm.

1 Introduction

The present approach analyzes the Self-Organizing Hidden Markov Model Map
(SOHMMM). Moreover, a novel scaled on-line unsupervised learning algorithm
which is in position to model sequences of arbitrary large lengths, is devised. Since
the SOHMMM carries out probabilistic sequence analysis with little or no prior
knowledge, it can have a variety of applications in clustering, dimensionality
reduction and visualization of large-scale sequence spaces, and also, in sequence
discrimination, search and classification.

In the literature, there is a number of approaches based on scenarios involving
SOM [1] and HMM modules [2–4]. For instance in [5–7] the training procedures
of the two subunits are nearly always disjoint and are carried out independently.
All proposed methods can be divided into two classes. According to the first
approach a SOM is used as a front-end processor (e.g. vector quantization,
preprocessing, feature extraction) for the inputs of a HMM, whereas the second
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approach places the SOM on top of the HMM. The SOM(s) are associated
with different states (or different groups of states), and subsequently, they are
linked via one or several hidden layers (in a multi-layer fashion).

2 The Self-Organizing Hidden Markov Model Map

Studies conducted for many years by a large number of researchers have
convincingly shown that the best self-organizing results are obtained if the
following two partial processes are implemented in their purest forms [1]:

1. decoding of that neuron that has the best match with the input data pattern
(the so-called ‘‘winner’’);

2. adaptive improvement of the match in the neighborhood of neurons centered
around the ‘‘winner.’’

Consider Fig. 1, where the SOHMMM defines a mapping from the input
observation sequence space onto a two-dimensional array of neurons. In total there
are E neurons. With every neuron e, a HMM ke[K, also called reference HLL, is
associated. The lattice type of the array can be defined to be rectangular, hexagonal
or even irregular. In the simplest case, an input observation sequence O is
connected to all HMMs in parallel. The input O is compared with all the ke and the
location of the best match, with respect to the likelihood, is defined as the location
of the response. Actually, the input is simply mapped onto this location, like in a
set of decoders. Thus, the definition of the best matching HMM (indicated by the
subscript c), is given by

c ¼ arg max
e

log PðOjkeÞf g: ð1Þ

We may then claim that the SOHMMM is a nonlinear projection of the input
observation sequence onto the two-dimensional display.

The resulting SOHMMM on-line gradient descent unsupervised learning
algorithm is an iterative procedure, where the parameters of interest, namely W(e),
R(e) and U(e), are adjusted according to the learning rules

Fig. 1 Paradigm of a
SOHMMM lattice and an
example of topological
neighborhood (y1 \ y2)
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In the relaxation process, the function hce(y) has a very central role: it acts
as the neighborhood function, a smoothing kernel defined over the lattice points.
For convenience, it is necessary that hce(y) ? 0 when y ? ?. Usually
hce(y) = h dc � de; yk kð Þ; where dc, de [ <2 are the location vectors of HMMs kc

and ke on the array. With increasing dc � dek k; hce ? 0. The width and form of hce

define the stiffness of the elastic surface to be fitted to the input data.

3 Scaled Unsupervised Learning Algorithm

It can be seen that as t starts to get big (e.g. 10 or more) each term of atðiÞ starts to
head exponentially to zero. For sufficiently large t (e.g. 100 or more) the dynamic
range of the atðiÞ computation will exceed the precision range of essentially
any machine, even in double precision. A similar observation can be made for
the backward variables btðiÞ as t decreases, they also tend to zero exponentially
fast. In general, during the implementation of the SOHMMM algorithm, one has to
deal with precision issues. Hence, we need a scaling procedure, where forward and
backward variables are scaled during the propagation in order to avoid underflow.
The scaled forward variable and the scaled backward variable are defined as

âtðiÞ ¼ Pðo1o2 . . . ot; qt ¼ sijkÞ=Pðo1o2 . . . otjkÞ ð5Þ

b̂tðiÞ ¼ Pðotþ1otþ2 . . . oT jqt ¼ si; kÞ=Pðotþ1otþ2 . . . oT jo1o2 . . . ot; kÞ: ð6Þ

A significant effect the scaling procedure has on the SOHMMM regards the
on-line gradient descent learning rules. Therefore, an algorithm for adjusting the
SOHMMM’s parameters, while simultaneously keeping the computation within
precision range, can be derived by integrating (1)–(4) and the scaling procedure.
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4 Comparative Experiments

The results displayed in Table 1 are obtained from a repeated stratified ten-fold
cross-validation averaged over 100 repetitions and have been retrieved form [8].
All reported models (except the SOHMMM) are especially designed for
handling relational data (such as pairwise similarities/dissimilarities derived from
alignments of biological sequences).

A simple examination of the results reveals that the SOHMMM is superior
in terms of performance, not only because it yields the highest accuracy, but
also, because it achieves this through a direct unsupervised learning method-
ology, without requiring any kind of additional information. In support of our
claims we mention that the second best algorithm, the supervised relational
batch NG, exploits both protein class information and predetermined elaborate
evolutionary distances (which are based on prior knowledge or domain infor-
mation). At the same time, the SOHMMM outperforms all approaches by at
least 4.1% without utilizing any kind of class information nor any type of
elaborate distances (which must be predetermined by experts). The efficiency of
the SOHMMM is justified mainly by its capability to tackle nominal sequences
systematically according to a proven probabilistic framework. The SOHMMM
manages to capture and decipher information hidden in the proteins’ amino
acid composition, and also, information distributed across the spatial correla-
tions of the protein monomers.
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Sequential Pattern Knowledge
in Multi-Relational Learning

Carlos Abreu Ferreira, João Gama and Vítor Santos Costa

Abstract In this work we presentXMuSer, a multi-relational framework suitable to
explore temporal patterns available in multi-relational databases. XMuSer’s main
idea consists of exploiting frequent sequence mining, using an efficient and direct
method to learn temporal patterns in the form of sequences. Grounded on a coding
methodology and on the efficiency of sequence miners, we find the most interesting
sequential patterns available and then map these findings into a new table, which
encodes the multi-relational timed data using sequential patterns. In the last step of
our framework, we use an ILP algorithm to learn a theory on the enlarged relational
database that consists on the original multi-relational database and the new sequence
relation. We evaluate our framework by addressing three classification problems.

1 Introduction

Multi-relational databases are widely used to represent and store data. A multi-
relational database is often composed by a target table and by a number of fact
tables. The target table will represent the main objects of interest (say, patients in a
medical domain); fact tables will represent the information being accumu-
lated about the entities in the target table (say, medical visits or drug usage
in the medical domain). We expect target tables to be relatively stable or to grow
slowly over time; in contrast, fact tables may grow quickly. Moreover, quite often
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the information stored in fact tables is time-based and consists of sequences that
reflect the evolution of a phenomenon of interest.

The main goal of this work is to exploit heterogeneous temporal information stored
in the multi-relational sequences of events. To do so, we propose the XMuSer
(eXtended MUlti-relational SEquential patteRn knowledge learning) framework that
encodes timed data, stored in one or several fact tables, into a separate sequence
relation, uses an optimized sequence learner to find the most interesting such sequences,
maps back the sequences to the relational database, and then learns a theory on the
extended multi-relational database. The extended database thus contains all primitive
relations and an additional relation that stores temporal patterns for each example.

This methodology allows us to explore multi-relational datasets that have different
types of timed data, either sequence data or time-series data. On the one hand, we can
benefit from computationally efficient sequence miners such as PrefixSpan [5] to find
the most remarkable sequential patterns. On the other hand, we still have access to the
original data and can take advantage of the flexibility of Inductive Logic Programming
(ILP) [6] to learn in the extended multi-relational dataset. Indeed, we argue that the first
step provides a good insight into the search space, and may enableXMuSer to perform
better than classical ILP based strategies or than ILP based algorithms that define
logical temporal formalisms in order to explore temporal sequences [1]. We observe
that the sequence miner and ILP learning algorithm are decoupled: we can use other
sequence miners such as SPIRIT [4], that finds a constrained set of sequential patterns.

We experimentally evaluate our methodology with two datasets, addressing
three classification problems.

In the following section we introduce and evaluate the performance of the
XMuSer algorithm. In the last section we present some conclusions.

Algorithm 1. XMuSer pseudo-code

input a multi-relational database r; three thresholds k; d and k
output a classifier model

Data Coding
1: s SequenceCoding (r)

Frequent Sequential Patterns
2: s1; . . .; sk  partition (s)
3: for i ¼ 1 to k do
4: sfi  SequenceMiner (si; kÞ
5: end for

Filtering
6: Sdiscriminative  discriminate(sf1; . . .; sfkÞ
7: Sinteresting  chi-square (Sdiscriminative; d; k)

Mapping
8: rsr  Mapping (Sinteresting; rtargetExamplesÞ
9: Er  r [ rsr

Learn a Theory with an ILP algorithm
10: ILP Algorithm (ErÞ
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2 The XMuSer Algorithm

Our framework has five main steps. In the first phase we code the temporal data
into a sequence database. In a second phase, we run a sequence miner to find all
sequential patterns in each class partition. In a third phase, we apply two filters to
select the most discriminative and class related patterns. In a fourth phase, for each
example in the target table, we build a relation where the example is characterized
by presence or absence of the most interesting sequential patterns. Last, we learn a
theory on the enlarged database, where the enlarged database is the union of the
original database with the new sequence relation.

Algorithm 1 presents the pseudo-code for XMuSer. Next, we explain each one
of the major components of our framework. Throughout, we follow an illustrative
example, a classification problem, at Fig. 1. The example has three tables regis-
tering the follow-up of two patients. One of the tables is the target table, named
Patient, where each record describes each patient, identified by a masked ID, and
registers the class of each patient. The other two tables are fact tables registering
timed blood analysis and urinalysis examinations.

Data coding. The algorithm that we present next takes a multi-relational dataset as
input, represented as a database of Prolog facts. To explore the richness of this
representation, and namely temporal patterns, we introduce a strategy that converts
multi-relational timed data into an amenable sequence database. First, we find all
relations that have temporal records. Second, we sort the records in these relations by
time order. We thus obtain a chronological sequence of multiple events for each
example. Figure 2 shows patient one event sequence. The sequence includes a
sequence of blood and urine analysis. Third, we build a temporal attribute-value
sequence for each example. In this new sequence each itemset corresponds to all
records registered at a given date/time. We have (plt = high) (RBC = high,
WBC = normal, alb = normal, ttp = normal) (alb = normal)
(RBC = high, WBC = high) for patient one. We then define a one-to-one
coding map f : Attributes� Values �! N: This mapping associates an unique
number to each attribute-value pair. In the example, we use the map to code the
attribute-value sequence into an integer number sequence. The definition of
this map is done according to the type of attributes in each database relation.
The mapping assumes discrete attributes (continuous attributes will be dis-
cretized beforehand). Table 1 shows the transformed sequence database: each
sequence tuple corresponds to an example in the target table and each subsequence
corresponds to all one-time events. In the example, we define the one-to-one
map as f ðrbc; lowÞ ¼ 1; f ðrbc; normalÞ ¼ 2; f ðrbc; highÞ ¼ 3; f ðwbc; lowÞ ¼ 4;
f ðwbc; normalÞ ¼ 5; f ðwbc; highÞ ¼ 6; f ðalb; normalÞ ¼ 7; f ðttp; normalÞ ¼ 8; f
ðplt; highÞ ¼ 9 and patient one sequence of events is thus coded as (9) (3 5 7 8)
(7) (3 6).

This stage obtains a sequence suitable to be processed by a sequence miner.
In Table 1 we present a sequence database registering the coded sequence of
patients one and two.
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Finding Frequent Sequential Patterns. We run a sequence miner in each class/
partition of the sequence database in order to find frequent sequences, that is,
having a support equal or higher than a user defined threshold. Thus, for each
partition and each class we obtain all frequent patterns, the sfi set.

Filtering. The previous step usually obtains a large number of findings. We
would like to retain highly discriminative, class correlated, patterns and drop
uninteresting and redundant patterns [7]. To do so, we introduce a Discriminative
Filter that selects the set of discriminative sequential patterns, Sdiscriminative; that
have support above a user defined value, the k parameter, in one and only one
partition. The filter is implemented by using matching.

Moreover, we use a chi-square filter and the respective d significance threshold
to select at most top-k class-related features. The sequential composition of the two
filters thus results in the set of interesting features/sequences that we will use to
build the final classification model. For instance, in our example we get two
discriminative and class-related features, S1; or (3 4), and S8; or (5) (7).

Mapping back interesting sequences. We have coded the timed data as a
sequence database. We now want to build a relation where each example is
characterized by the most interesting sequences. Table 2 shows the key idea in our
approach. We construct a new table, the sequence relation, with an entry per
example and with k þ 1 attributes: the top-k most interesting features and the
example ID. If the sequence associated with the new attribute is a subsequence of
the example sequence at the sequence database, the new attribute takes value one.
Otherwise, it takes the value zero.

Fig. 1 Database relations. ID is the patient ID, date is in numeric format, RBC and WBC are
blood parameters, and we show alb, plt and ttp urine exams

19741201P1

plt=high

19750102

alb=normal

19760204

alb=normal

19780203

ttp=normal

RBC=high WBC=normal RBC=high WBC=high

Fig. 2 Temporal patient events for patient one

Table 1 Transformed event
database

ID Sequence Class

1 (9) (3 5 7 8) (7) (3 6) a
2 (3 4) (7) b
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Learning a Theory. Last, we add the new sequence relation to the initial tables
and use an ILP algorithm, such as Aleph [8], to learn a first-order classifier model
consisting of a set of clauses. One of the learned clauses is:
patient_info(A,B,C,a):- blood_analysis(A,D,high,normal),

urinalysis(A,E,plt,high), sequence_relation(A,0,1).
This clause calls the predicate blood_analysis, the predicate urinalysis and the

predicate associated with the sequence relation, predicate sequence_relation. The
clause explains (or covers) patient number one, a patient from class a.

2.1 Experimental Evaluation

We evaluated our algorithm in two real-life datasets obtained from the
PKDD data-mining competitions, the Hepatitis dataset and the Financial dataset
(see http://lisp.vse.cz/challenge/CURRENT/). We experimented three classifica-
tion problems: Hepatitis Subtype and Hepatitis Fibrosis Degree, in the Hepatitis
dataset, and the prediction of successful loans, in the Financial dataset.

Throughout, we used PrefixSpan algorithm to find all frequent sequences and
Aleph algorithm to learn a logical theory. We applied the following predefined
parameter configuration: d ¼ 0:10 and k ¼ 30: We test two different k values, 90
and 80%. For comparison purposes we run a reference algorithm, in this case we
run the stand-alone Aleph algorithm, to solve each one of the three problems. We
evaluate our framework using a ten-fold cross-validation procedure and compute:
the mean generalization accuracy and standard deviation. We also compute the
Wilcoxon hypothesis test p-value to measure how significantly our algorithm
differs from the reference algorithm. We use the same background knowledge and
bias when running the Aleph algorithm, either as the last component of XMuSer
or as stand-alone. The major difference is that in XMuSer we introduce an
extra relation, the sequence relation. The bias is relatively simple, relying on the
predefined tables in the database.

To address these unbalanced multi-relational datasets, recording a large amount
of data and where each table has a wide number of attributes, discrete or con-
tinuous ones, most previous works performs preprocessing steps, such as balancing
the datasets, that makes impossible to make a fair comparison. In Table 3 we
present experimental results for k ¼ 90% and k ¼ 80%: Lower values of k cause
a memory explosion. Further experiments with other values of k do not show
significant changes in performance, although larger k might provide more inter-
esting patterns and slightly accuracy gains.

Table 2 Sequence relation ID S1 S8

1 0 1
2 1 0
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We believe that we obtained very good results. In all three classification
problems, XMuSer obtained better or equal results than the stand-alone Aleph
algorithm. The best accuracy gains were obtained in the Hepatitis Fibrosis task. In
this problem our mean accuracy gains range from 3 to 6%. In the Hepatitis Fibrosis
problem XMuSer, with a support value of k ¼ 90%; is significantly better than the
stand-alone Aleph algorithm, at a confidence level 10%. In Subtype we obtained a
significant win for a support value k ¼ 80%: These results are among the best that
we could find in related work that addresses this problem (see [3]).

3 Conclusions

In this work, we presented XMuSer, a multi-relational framework that explores
temporal information stored in a database. The methodology is an effective
alternative to previous ILP-based approaches that incorporate timed data in the
final first-order theory by either using time aggregation strategies [2], like time
window aggregation, or by refining ILP clauses or predicates that explicit explore
time. Differently from these approaches, our methodology, can take advantage of
the strengths of sequence miners to explore efficiently any kind of timed data.

Moreover, we can say that we develop a new methodology to translate any
multi-relational timed database into a sequence database and that we develop a
new strategy to explore efficiently timed patterns in an ILP framework. Our ILP
based framework gains both from the descriptive power of the ILP algorithms and
the efficiency of the sequence miners.
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Zoom-In/Zoom-Out Algorithms for FCA
with Attribute Granularity

Radim Belohlavek, Bernard De Baets and Jan Konecny

Abstract We present a method that makes it possible to control, in a parame-
terized way, the output of FCA (formal concept analysis) by varying the granu-
larity of the input attributes. Depending on the user’s need, the method makes it
possible to re-analyze the data by using finer or coarser attributes, resulting in a
different hierarchy that contains finer or coarser formal concepts. In particular, we
present algorithms that make it possible to compute the corresponding zoom-in and
zoom-out of the original hierarchy. In addition, we present illustrative example.

1 Introduction

Problem Setting FCA proved to be useful in various areas such as organization of
web search results into a hierarchical structure of concepts based on common
topics [2], information retrieval [3, 8], hierarchical analysis of software code
[4, 9, 11], visualization in software engineering [5, 10], to name just a few. Further
references to applications of FCA can be found in [2, 6]. In the basic setting of
FCA, it is assumed that the input data is in the form of a binary table describing
which attributes (columns) apply to which objects (rows). The main output of FCA
is a partially ordered set, called a concept lattice, consisting of particular biclus-
ters, called formal concepts, in the data. The choice of attributes is a fundamental
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step in FCA because it determines the extracted formal concepts. In the basic
setting of FCA, this choice is done at the beginning and is considered fixed. In [1],
the authors proposed a way to treat a granularity of attributes. In this paper, we
continue this line of research in that we provide algorithm that enable the user to
compute the different concept lattices corresponding to different choices of attri-
bute granularity, i.e., in a sense, to zoom-in and zoom-out in the data and the
corresponding structure concept lattice.

Preliminaries from Formal Concept Analysis For a comprehensive background
on formal concept analysis (FCA), we refer to [6]. The input data to FCA is repre-
sented by a triplet hX; Y ; Ii; called formal context, in which I is a binary relation
between X (objects) and Y (attributes) and hx; yi 2 I means that object x has
attribute y. For every set A � X of objects from X denote by A" a subset of Y con-
sisting of all of attributes shared by all objects from A, i.e., A" ¼ fyj for each x 2
A : hx; yi 2 Ig: Similarly, for B � Y denote by B# a subset of X consisting of all
objects sharing all attributes from B. A formal concept of hX; Y ; Ii is a pair hA;Bi
of A � X (extent) and B � Y (intent) satisfying A" ¼ B and B# ¼ A: The set
BðX; Y ; IÞ ¼ fhA;BijA" ¼ B;B# ¼ Ag of all formal concepts of hX; Y ; Ii; called a
concept lattice of I, can be equipped with a partial order � defined by

hA1;B1i� hA2;B2i iff A1 � A2ðor, equivalently,B2 � B1Þ:

BðX; Y ; IÞ happens to be a concept lattice whose structure is described by the
so-called basic theorem of concept lattices [6].

2 Granularity of Attributes

Suppose now a user wants to use a concept lattice to visualize the structure of car
accidents in a certain area. He might want to use attributes of accidents such as
‘‘technical cause’’, ‘‘driver’s fault’’ (describing the cause of the accident), ‘‘before
noon’’, ‘‘after noon’’ (describing when the accident happened), etc. The concept
lattice over such attributes may not contain interesting patterns because the
selected attributes are too coarse. If one uses attributes with a higher level of
granularity, such as ‘‘alcohol’’, ‘‘skid’’, . . .; ‘‘early morning’’, ‘‘late evening’’, etc.,
the concept lattice may reveal some interesting patterns. The capability to change a
level of attribute granularity in FCA to capture relevant patterns in data is therefore
a natural requirement. The intitial steps in emplying granularity levels to FCA
were done in [1] and we recall the basic notions below.

Definition 1 Let X be a set of objects. A g-tree (granularity tree) for attribute y
is a rooted tree with the following properties:

• each node of the tree is labeled by attribute name; the root is labeled by y;

• to each label z of a node there is associated a set fzg# � X; objects from fzg# are
considered as objects to which attribute z applies;
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• if nodes labeled by z1; . . .; zn are the successors of a node labeled by z, then

ffz1g#; . . .; fzng#g is a partition of fzg#:

A selection of an appropriate level of granularity can be described by the
following notion of a cut in a g-tree.

Definition 2 A cut in a g-tree for y is a set C ¼ fy1; . . .; yng of node labels of the
g-tree such that for each leaf node u, there exists exactly one node v on the path
from the root to u such that the label of v belongs to C.

A cut represents a level of granularity which can be obtained by moving down
the paths of the tree, starting from the root. Moving down from a node labeled by
y to its successors labeled by y1; . . .; yn represents a replacement of a coarser
attribute y by finer attributes y1; . . .; yn: The relation of a refinement induces
a partial order on the set of all cuts of a given g-tree by putting for cuts

C1 ¼ fy1; . . .; yng and C2 ¼ fz1; . . .; zmg;C1�C2 if and only if ffy1g#; . . .; fyng#g
is a subpartition of ffz1g#; . . .; fzmg#g:

Let now hX; Y; Ii be an input data table. Suppose that we have for each attribute
y 2 Y a g-tree Ty for y. Let for each y 2 Y ; Cy be a cut in Ty and denote by

C ¼ fCyjy 2 Yg

the collection of all these cuts. Each such a collection C induces a data table
hX; YC; ICi such that

YC ¼
[

y2Y

Cy

and we put for each z 2 YC; hx; zi 2 ICiffx 2 fzg#: That is, hX; YC; ICi results
from hX; Y ; Ii by replacing each attribute y 2 Y by the corresponding collection Cy

of attributes (refinements of y). Clearly, putting C ¼ ffygjy 2 Yg; we have
hX; Y ; Ii ¼ hX; YC; ICi:

Denote the concept lattice corresponding to hX; YC; ICi by BðX; YC; ICÞ or simply
by BC: Given two granularity levels, C1 and C2; what is the relationship between
the corresponding concept lattices BðX; YC1 ; IC1Þ and BðX; YC2 ; IC2Þ? We restrict
ourselves to the practically most important case, namely when C1 is a refinement of
C2; denoted by C1�C2; by which we mean that for each y 2 Y we have C1y�C2y

for the corresponding cuts C1y 2 C1 and C2y 2 C2: Replacing C2 by C1 and going
from BðX; YC2 ; IC2Þ to BðX; YC1 ; IC1Þ and vice versa may be seen as zooming in and
zooming out.

Theorem 1 If C1�C2 then for each formal concept hA;Bi 2 BðX; YC2 ; IC2Þ
there exist unique formal concepts hAk;Bki 2 BðX; YC1 ; IC1Þ; k 2 K; such that
A ¼

S
k2K Ak:

Theorem 1 says that if we refine our attributes then the extent (cluster
of objects) of each formal concept from the concept lattice of the ‘‘rougher
attributes’’ is a union of extents (clusters of objects) of the concept lattice of the
‘‘finer attributes’’.
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3 Zoom-in/Zoom-out Algorithms

In this section, we describe an algorithm that enables us to compute BðX; YC2 ; IC2Þ
from BðX; YC1 ; IC1Þ and vice versa. BðX; YC2 ; IC2Þ or BðX; YC1 ; IC1Þ can be computed
by the available algorithms for computing concept lattices, see [7]. However, in a
natural scenario of data exploration utilizing the change in attribute granularity, a
user explores BðX; YC1 ; IC1Þ and if desirable, zooms out and explores BðX; YC2 ; IC2Þ
instead. Therefore, a question arises of how to compute BðX; YC2 ; IC2Þ directly from
BðX; YC1 ; IC1Þ using the information described by the g-trees.

Particularly, the ADDATTRIBUTE algorithm computes a new concept lattice from
an original concept lattice B and a new attribute w. Removing an attribute using
REMOVEATTRIBUTE algorithm is a reverse process. We use extended versions of
presented algorithms which exploit disjunct character of cuts in g-trees and enable
to process more attributes at once. Description and explanation of the algorithms is
left for full version of the paper.
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4 Examples and Experimental Evaluation

Car accidents example. The data in Table 1 describes a part of a real dataset.
We are interested in whether FCA can reveal some interesting patterns in car
accidents. We consider the following g-tree for the attributes cause and time:
‘‘cause’’ is split to ‘‘driver’’ and ‘‘car defect’’, ‘‘driver’’ is split to ‘‘alcohol’’ and
‘‘priority’’, ‘‘car defect’’ is split to ‘‘steering’’ and ‘‘brakes’’; ‘‘time’’ is split to
‘‘morning’’, ‘‘afternoon’’, ‘‘night’’, ‘‘morning’’ is split to ‘‘5 AM’’, . . .; ‘‘12 AM’’,
‘‘afternoon’’ is split to ‘‘1 PM’’, . . .; ‘‘7 PM’’, ‘‘night’’ is split to ‘‘8 PM’’, . . .; ‘‘4 AM’’.
We now illustrate how the selection of appropriate cuts in the g-trees influences the
patterns revealed by formal concept analysis in the car accident data. Let us now
consider the granularity of attributes corresponding to the following cuts:

Ccause ¼ alcohol; priority; steering; brakesg; ð1Þ

Ctime ¼ morning, afternoon, night: ð2Þ

Such a granularity may be suggested by a person who expects to see interesting
patterns when looking at the particular causes of accidents and the different parts
of the day. The corresponding concept lattice BðX; YC; ICÞ is depicted in Fig. 1.
The size of the nodes and thickness of the lines are set in a way to emphasize
possibly interesting concepts (based on the size of extents, details are left out due
to the limited scope). For example, the large size of the node representing formal
concept No. 2 indicates that there is a significant number of ‘‘night accidents
caused by alcohol’’; similarly for concept No. 6. These two types of accidents may
thus be regarded as typical accidents.
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Experimental evaluation of zoom-in/zoom-out algorithms. We performed
experiments which show that using the zoom-in/zoom-out algorithms is signifi-
cantly more efficient than computing the concept lattices in question (corre-
sponding to newly selected granularity) from scratch. Details will be presented in
the full version of this paper.
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A Hyper-Heuristic Based on Random
Gradient, Greedy and Dominance

Ender Özcan and Ahmed Kheiri

Abstract Hyper-heuristics have emerged as effective general methodologies that
are motivated by the goal of building or selecting heuristics automatically to
solve a range of hard computational search problems with less development cost.
HyFlex is a publicly available hyper-heuristic tool for rapid development and
research which currently provides an interface to four problem domains along
with relevant low level heuristics. A multistage hyper-heuristic based on random
gradient and greedy with dominance heuristic selection methods is introduced
in this study. This hyper-heuristic is implemented as an extension to HyFlex.
The empirical results show that our approach performs better than some previously
proposed hyper-heuristics over the given problem domains.

1 Introduction

Hyper-heuristics represent a class of search methodologies which explore the
space of heuristics rather than the space of solutions, directly. There are two main
types of hyper-heuristic methodologies in literature: methodologies to select or
generate heuristics [1]. The main goal in this line of research is to raise the level of
generality by providing hyper-heuristic solution methodologies that are applicable
to different problem domains without requiring any additional development cost.
A selection hyper-heuristic is a high level problem solving framework that can
select and apply an appropriate low-level heuristic at each decision point, given
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a particular problem instance and a number of low-level heuristics. This study
focusses on the selection hyper-heuristics.

Cowling et al. [2] presented a variety of selection hyper-heuristics embedding
simple heuristic selection methods, such as Random Descent (Gradient), Greedy
and a sophisticated one, namely Choice Function. Random Descent selects a low
level heuristic randomly and applies it as long as the solution is improved. If the
solution worsens, then another low level heuristic is selected and the same process
is repeated. Greedy applies all low level heuristics to the candidate solution and
selects a heuristic, hence a solution which provides the best quality. The new
solution could be still worse than the current solution. The authors reported the
success of a learning hyper-heuristic; namely, Choice Function. Greedy also
showed some potential. The peckish heuristic selection methods attempt to reduce
the number of low level heuristics either using an online or an offline mechanism.
Cowling et al. [3] suggested a Tabu Search based hyper-heuristic that utilised a list
to disallow the use of low level heuristics generating worsening results. More on
hyper-heuristics can be found in [1].

To the best knowledge of authors, there are two publically available
hyper-heuristic tools: Hyperion [4] and Hyflex [5]. Hyperion provides a general
recursive framework for the development of hyper-heuristics (or metaheuristics),
supporting the selection hyper-heuristic frameworks provided in [6]. Hyflex provides
reusable hyper-heuristic (meta-heuristic) components, having a support for the
problem domains of Boolean Satisfiability (MAX-SAT), One Dimensional Bin
Packing, Permutation Flow Shop (PFS) and Personnel Scheduling (PS) each with ten
different instances and a set of low-level heuristics. Burke et al. [7] investigated the
performance of a range of selection hyper-heuristics implemented as part of HyFlex.
This was a proof of concept study for CHeSC: Cross-Domain Heuristic Search
Competition.1 The best selection hyper-heuristic will be determined among CHeSC
competitors which generalises the best across a set of problem instances from
different problem domains. Burke et al. [7] reported that the best performing
hyper-heuristic was an iterated local search approach.

This study describes a multistage selection hyper-heuristic. The proposed
hyper-heuristic is implemented based on HyFlex. Either Greedy or Random
Gradient heuristic selection method is used as a heuristic selection method at any
stage. Therefore, each stage will be referred to as Greedy or Random Gradient
stage depending on the heuristic selection method used. Heuristic selection is
followed by a Naïve move acceptance (NV) strategy [7] to decide whether to
accept or reject the new solution considering its quality. The performance of the
proposed hyper-heuristic is tested over these problem domains and compared
against some previous approaches.

1 http://www.asap.cs.nott.ac.uk/chesc2011/
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2 Methodology

Figure 1 provides the pseudocode of the proposed hyper-heuristic. The multistage
selection hyper-heuristic mechanism starts with a Greedy stage. The Greedy
heuristic selection method allows all the low level heuristics to process a given
candidate solution successively for a number of steps to build a List of Active
Heuristics (LAH) in the Greedy stage. LAH is a list of the low level heuristics that
are expected to perform relatively well. This is an opposite strategy employed by
the Tabu Search based hyper-heuristic [3] which utilises a list to disallow the use
of low level heuristics generating worsening results. In the first step of the Greedy
stage, LAH contains all low level heuristics. The Greedy heuristic selection
method combined with a dominance based strategy is used to reduce the number of
active heuristics for the next stage. The Greedy stage is always followed by a
Random Gradient stage. The best solution found during the Greedy stage is used as
the current solution to be processed by the Random Gradient stage. In this stage,
Random Gradient heuristic selection method picks a low level heuristic from LAH
randomly and applies it to the solution in hand repeatedly until there is no
improvement. In the case of obtaining a non-improving solution, the hyper-
heuristic will go into the Random Gradient stage again without accepting the new
solution with a probability of Ps; or it will go into the Greedy stage for updating
the list of active heuristics with a probability of Pu; or it will accept the
non-improving solution with a probability of ð1� Ps � PuÞ and continue with the
Random Gradient stage. The following parts explain how the stages interact in
more details.

In the Greedy stage, the Greedy heuristic selection method is employed for
n successive steps. The best performing heuristics are determined using a strategy
inspired from the concept of Pareto Front [8] in multi-objective optimisation. Given a
set of k low level heuristic points LLH ¼ fLLH1; LLH2; . . .; LLHkg in 2-dimensional
space, each represented by its x (Step) and y (Fitness) coordinates. At each step, the
fitness of each solution generated by the corresponding low level heuristic is cal-
culated. Well performing low level heuristics that have the potential to improve
within the n steps are those points that are not dominated by any other point. A low
level heuristic may make a small improvement in the solution taking a short time and
performance-wise this is as good as a heuristic which improves a solution more
taking a longer time. Assuming a minimisation problem where we are seeking for the
low level heuristics that generate minimum fitness, a point LLHi is considered to be
dominated by point LLHj if and only if ðLLHi:x� LLHj:xÞ and ðLLHi:y� LLHj:yÞ:

Figure 2 shows an example on how to build the list of active heuristics for
(k = 5) low level heuristics. Note that in the figure, LLH2 has been added three
times to the list and that makes this heuristic to be selected with higher probability.
Note also that in Step1, LLH2 and LLH3 have been both added to the list, since
they have the same fitness value and they are not dominated by any other point.

As there is a limited time to find the best fitness, the value of n depends on the
time of applying Greedy method in one step. n decreases when the time needed
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to apply the Greedy method was high. An exponential function has been considered
to find n, where zero is a possible value. However, in case of n equals zero, then the
list of active heuristics will contain the whole k low level heuristics. The value of n
will be calculated before starting the main loop and it should be an integer value.
n ¼ Ae�f ðtÞ where A is the maximum possible value of n. f(t) is the total time

Fig. 2 An illustration showing how the list of active heuristics is built

Fig. 1 Pseudocode of the dominance based selection hyper-heuristic
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of applying Greedy method for one step divided by the limited time that required to
complete the whole process; the total time of applying Greedy method for one step
equals the summation of the time required to apply each low level heuristic on a given
candidate solution: The goal of this stage is to improve the solution at hand as much as
possible turning the framework into a hill climber. A low level heuristic is selected
randomly from the list of active heuristics, created during the Greedy stage, and
applied repeatedly until no improvement is achieved. The Naïve move acceptance
[7] is used as the move acceptance strategy which accepts all improving moves.
In case of non-improving move ðPa ¼ 1Þ; the solution accepted with a probability of
ð1� Ps � PuÞ; otherwise, the solution remains unchanged ðPa ¼ 0Þ:

3 Empirical Results

The proposed hyper-heuristic performance is compared to the performances of
eight different hyper-heuristics (HH1–HH8) as provided at the competition website
and in [7]. It is put into a mock competition against these eight hyper-heuristics
based on the Formula1 scoring system. The best hyper-heuristic gets 10 points, the
second gets 8, and then 6,5,4,3,2,1 and then all the remaining get no point. These
points are accumulated as a score for a hyper-heuristic over all instances from four
problem domains each with ten instances.

The parameter values are chosen as A ¼ 9; Ps ¼ 0:50 and Pu ¼ 0:25: These
values are decided after a set of exhaustive experiments using different combi-
nations of values which is not reported in this paper due to space requirements.
A single run is performed using each problem instance. The experiments were
performed on an i3 CPU M330 at 2.13 GHz with a memory of 4.00 GB. A run
terminates after 946 s as the competition requires. This value is obtained using the
benchmarking tool provided at the competition website

In the MAX-SAT problem domain, our hyper-heuristic produces the best
result in 3 out of 10 instances and there is a tie in 2 instances. It is the
best hyper-heuristic in this domain. In the bin packing problem domain, our
hyper-heuristic performs still well, but in the personnel scheduling and permuta-
tion flow shop problems, its performance is not as good as expected. It is observed
that mostly, hill climbing heuristics are chosen. Table 1 summarises the results

Table 1 Comparisons of the different hyper-heuristics over each domain based on Formula1
scores

Domain HH1 HH2 HH3 HH4 HH5 HH6 HH7 HH8 PHH

MAX-SAT 37.0 67.5 47.0 35.5 0.0 64.0 42.0 2.0 85.0
1D Bin Packing 37.0 38.0 80.0 63.0 0.0 59.0 21.0 0.0 82.0
Personnel Scheduling 63.0 61.0 14.0 54.0 36.5 0.0 61.0 33.5 57.0
Permutation Flow Shop 33.5 28.0 24.5 74.0 7.0 84.0 30.0 74.0 25.0
Overall 170.5 194.5 165.5 226.5 43.5 207.0 154.0 109.5 249.0

The best values are highlighted in bold
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for each problem domain. The proposed hyper-heuristic performs better than the
previously proposed hyper-heuristics in the Max SAT and 1D Bin Packing
problem domains and worse in the rest of the domains. In the overall, our hyper-
heuristic ranks the first with a score of 249.0.

4 Conclusion

In this study, a multistage selection hyper-heuristic combining two heuristic
selection methods and a Naïve move acceptance method is described. Greedy with
dominance and Random Gradient are used as the heuristic selection methods in an
alternating manner at successive stages. Greedy aims to detect the low level
heuristics with good performance and maintains a list of active heuristics con-
sidering the trade-off between the change (improvement) in the solution quality
and the number of steps taken. If a heuristic takes a large number of successive
steps and generating a large improvement in the solution quality, the performance
of this heuristic is considered to be similar to the one which takes less number of
successive steps and improves the solution quality less as well. Random Gradient
selects from the (possibly) reduced set of low level heuristics to improve the
solution in hand at each step. Whenever the search by Random Gradient stagnates,
then the Greedy stage may restart for detecting new list of active heuristics. This is
a viable strategy considering that at different points during the search, different
heuristics may be performing well. The experimental results show that our hyper-
heuristic is a general methodology and performs better than eight previously
proposed hyper-heuristics based on their overall rankings considering all problem
instances from four different domains.
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A Class of Methods Combining L-BFGS
and Truncated Newton

Lennart Frimannslund and Trond Steihaug

Abstract We present a class of hybrid methods for large-scale nonlinear
optimization which allows for a smooth transition between the limited memory
BFGS and truncated Newton methods. Numerical experiments suggest that the
resulting methods in the class are more robust than the parent methods, in the sense
that the methods solve more of the problems tested, at a moderate computational
cost.

1 Introduction

We consider the unconstrained optimization problem minx2Rn f ðxÞ; where f :
R

n ! R is twice continuously differentiable, and where n is relatively large, so
that limited memory methods must be used. If Hessian information is available,
one may use the Truncated Newton method (TN) [3, 4] which approximately
solves the Newton equation using a conjugate gradient method:

r2f ðxkÞ pk ¼ �rf ðxkÞ þ rk; krkk� gkkrf ðxkÞk; ð1Þ

where the subscript k denotes iteration number and 0� gk� g\1: The parameter
gk can be taken to be, for instance,

gk ¼ min 1=k; krf ðxkÞkf g; ð2Þ

which was introduced in [4].
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If only gradients are available, one can use limited-memory quasi-Newton
methods, such as the L-BFGS method, [5, 8, 13]. Numerical testing [11] suggests
that the TN method performs better than L-BFGS if the problem is near-quadratic,
and that L-BFGS performs better than TN when the problem is highly nonlinear.

Several attempts have been made to create a method which combines the
properties of the truncated Newton method and the L-BFGS method. It has been
proposed to use the difference pairs accumulated by L-BFGS as a preconditioner
for the iterative solution of the step equation [12], using difference pairs from
within an inexact conjugate gradient (CG) solution of (1) to provide fresh
difference pairs for the L-BFGS method while alternating between the two
methods [2, 9], and using inexact or exact Hessian information to create an
incomplete or modified Cholesky factorization used as the the initial Hessian
approximation, Hk

0 ; in the L-BFGS method [7, 16]. Constructing Hk
0 from second-

derivative information is also discussed in [15].
In this paper we present a novel class of methods which bridges the gap

between the truncated Newton method and the L-BFGS method, in a smooth way.
We determine the initial Hessian approximation Hk

0 using Hessian information in
conjunction with the conjugate gradient method (CG). The reason we consider the
L-BFGS method in particular is that it has the advantage over other limited
memory quasi-Newton methods that the product involving Hk

0 is isolated from the
rest of the computations [1].

We numerically test the performance of several members of the class. This
paper is organized as follows. In Sect. 2 we give necessary details about existing
methods. In Sect. 3 we outline the hybrid approach, give numerical results in
Sect. 4 and give some concluding remarks in Sect. 5.

2 Preliminaries

BFGS and Limited Memory BFGS: Limited-memory BFGS or L-BFGS [8, 13] is a
modification of the BFGS method. BFGS usually works by maintaining an
approximation to the inverse of the Hessian. It performs a rank-two update at each

iteration. Specifically, given at iteration k the approximation Hk �
�
r2f ðxkÞ

��1
; and

given yk ¼ rf ðxkþ1Þ � rf ðxkÞ and sk ¼ xkþ1 � xk; then Hkþ1 is taken to be

Hkþ1 ¼ ðI � qkskyT
k ÞHkðI � qkyksT

k Þ þ qksksT
k ; ð3Þ

where qk ¼ 1
yT

k sk
: The initial approximation H0 to the inverse of the Hessian is up to

the user, as long as H0 is symmetric and positive definite.
L-BFGS Update Formula: L-BFGS, unlike BFGS, only has available infor-

mation from iterations k � 1; . . .;maxf0; k � mg; the most recent iteration listed
first, where m is a user-defined parameter. The two-loop procedure for computing
r ¼ Hkv for v ¼ �rf ðxkÞ is given in Table 1. (For simplicity we use the notation
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li for the scalar corresponding to iteration i 2 ½maxf1; k � mg; k � 1�:) Since the
initial approximation to the inverse of the Hessian appears only in the matrix-
vector product between the two for-loops, it may be different at each iteration.
Consequently, we denote this matrix by Hk

0 rather than H0: The choice of matrix
Hk

0 is up to the user. One may choose Hk
0 ¼ I to avoid an extra matrix-vector

product, but a choice which has proved to be effective is to set

Hk
0 ¼

sT
k�1yk�1

yT
k�1yk�1

� I; ð4Þ

Globalization: An approach to make Newton-based methods globally convergent
is to use line searches. We use line searches which satisfy the strict Wolfe con-
ditions (see e.g. [14], Chap. 3.1). Given a descent direction pk at iteration k, then
the next iterate xkþ1 is taken to be xkþ1 ¼ xk þ akpk; for ak satisfying

f ðxþ akpkÞ� f ðxkÞ þ c1akrf ðxkÞT pk; ð5Þ

and

jrf ðxk þ akpkÞT pkj � c2jrf ðxkÞT pkj; ð6Þ

with c1 ¼ 10�4 and c2 ¼ 0:9 [8, 13]. In our experiments we will use a line search
procedure based on the algorithm described in [10].

3 Hybrid Approach

Consider the assignment

r ¼ Hk
0q; ð7Þ

between the two for-loops in Table 1. If Hk
0 is the inverse of the Hessian at xk; then

(7) would correspond to solving for r in the linear equationr2f ðxkÞ r ¼ q: Solving
this system approximately using CG gives an error in the equation that will be
required to satisfy

kr2f ðxkÞ r � qk� gkkqk: ð8Þ

Table 1 L-BFGS matrix-vector product procedure [13]

Given Hk
0 and v, computes r ¼ Hkv using minfk;mg stored vector pairs

q ¼ v r ¼ Hk
0q

for i ¼ k � 1 step -1 until k � m for i ¼ k � m step 1 until k � 1
li ¼ qi � sT

i q b ¼ qi � rT yi

q ¼ q� liyi r ¼ r � ðb� liÞsi

end end
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We combine TN with L-BFGS by replacing r in (7) by the r obtained by applying
CG to r2f ðxkÞ r ¼ q so that r will satisfy (8). For L-BFGS to produce descent
directions the matrix Hk

0 must be positive definite, so using CG on the system
r2f ðxkÞ r ¼ q must be equivalent to multiplying q with some positive definite
matrix. This is addressed in the following theorem.

Theorem 1 Let A be a symmetric but not necessarily positive definite matrix. Let
xk be an inexact solution to the equation Ax ¼ b; returned from CG starting with
x0 ¼ 0 after iteration k, before negative curvature is encountered. Then there
exists a symmetric and positive definite matrix B such that Bxk ¼ b:

Proof The proof is by construction. Let pi be the ith search direction employed by

CG, and let ai be the corresponding step length. Then we have xk ¼
Pk

i¼1 aipi:

Furthermore, in CG with x0 ¼ 0 the identity ai ¼ ðpT
i bÞ=ðpT

i ApiÞ; holds, and conse-

quently we have xk ¼
Pk

i¼1ðpT
i bÞ=ðpT

i ApipiÞ: Now, let P̂k ¼
�
ðp1Þ=ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
pT

1 Ap1

p
Þ
�� � � ���ðpkÞ=ð

ffiffiffiffiffiffiffiffiffiffiffiffi
pT

k Apk

p
Þ�:Then we have P̂kP̂T

k b ¼ xk:The matrix P̂k is in general not square,
however. If we add n� k columns of unit length that are mutually orthogonal and
orthogonal to the first k columns, say qkþ1; . . .; qn so that the matrix is square and
invertible, then the relation still holds. That is, let Pk ¼ ½ P̂k qkþ1 � � � qn �: Then,

PkPT
k b ¼ xk: B is then the inverse of this matrix, B ¼ ðPkPT

k Þ
�1: h

If CG encounters negative curvature it should be terminated, since otherwise
the CG method may become unstable and it is not guaranteed that it produces a
direction of descent. Pseudocode for the hybrid method class is given in Table 2 .
It is a parent method class of both L-BFGS and TN, since, if m ¼ 0 (and (8) is
solved to, say, tolerance (2)), then the algorithm reduces to truncated Newton. If no
iterations are performed in (8), and m [ 0; then the code becomes L-BFGS using
Hk

0 ¼ I; which easily can be replaced with, say, (4).

Table 2 Pseudocode for hybrid class

Given x0; k ¼ 0:
while krf ðxkÞk[ tolerance:

Set v ¼ �rf ðxkÞ:
Perform first L-BFGS for-loop, resulting in vector q.
Solve r2f ðxkÞr ¼ q with CG, terminating when kr2f ðxkÞr � qk� gkkqk:
Perform second L-BFGS loop, resulting in search direction pk:

Find ak satisfying (72.5) and (72.6), and set xkþ1  xk þ akpk:

Discard difference pair (or pairs) ðsi; yiÞ; i� k � m:
Compute difference pair ðsk; ykÞ: Set k  k þ 1:

end
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4 Numerical Testing

We test the methods on 150 different problems from the CUTEr collection [6],
with dimensions from 2 to 10,000. The problems are most of the unconstrained
problems in the collection classified either as quadratic, least squares or otherwise
nonlinear. For all experiments the convergence criterion is krf ðxÞk� 10�7: First
we test pure L-BFGS, pure TN and a member of the hybrid method class, with the
following parameters: For L-BFGS and the hybrid method, m ¼ 6: For TN,
we use (2) as the forcing sequence, and for the hybrid method, we use gk ¼
min 1=k; kqkf g: The cost of one Hessian-vector product is equal one gradient
evaluation. For all three methods the maximum number of iterations is set to 200.

A performance profile for these settings is given in the left half of Fig. 1. The
performance profiles in Fig. 1 show the fraction of problems solved on the vertical
axis, and the cost compared to the best method for each problem on the horizontal
axis. The best method may be different from problem to problem. The very left of
horizontal axis (performance ratio equal 1) shows the fraction of problems for
which the method is best. At value p of the performance ratio on the horizontal
axis the vertical axis displays the fraction of problems solved with at most p times
the cost of the best method for each problem.

The figures show that the hybrid method solves more problems than either of its
two parents with about 60%, but the fraction of problems where it is the most
efficient is smaller than for the other two methods. This suggests that the hybrid
approach is more stable. The figure to the left indicates that the forcing sequence
might be too strict. For this reason we have tried many variations of gk as forcing
sequences. The most successful of the sequences in our experiments has been the

sequence gk ¼ ð1=kÞ0:25; and a performace profile for this sequence is given to the
right in Fig. 1. As one can see from this figure, the hybrid method solves more
problems than with the sequence shown on the left in Fig. 1, and the fraction of
problems for which it is the best method is roughly equal to pure truncated Newton.
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Fig. 1 Left Results for the forcing sequence gk ¼ min 1=k; kqkf g compared to pure L-BFGS and

pure truncated Newton. Right Results for the forcing sequence gk ¼ ð1=kÞ0:25 compared to pure
L-BFGS and pure truncated Newton
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5 Conclusion

We have presented a hybrid method class for unconstrained optimization which is
a parent class of truncated Newton methods and Limited Memory BFGS. The class
is flexible in such a way that it can be tailored to favor either gradient computa-
tions and the linear algebra of L-BFGS, Hessian-vector products and the linear
algebra of the conjugate gradient method, or anywhere in betweeen.

Although only a few members of the class have been tested, our experiments
indicate that the hybrid methods may be more stable than their parents, at a
moderate computational cost.
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Adaptation and Fine-Tuning of the Weighted
Sum Method on Personnel Assignment
Problem with Hierarchical Ordering
and Team Constraints

Yılmaz Arslanoglu and Ismail Hakki Toroslu

Abstract This work deals with the multi-objective optimization problem,
Personnel Assignment Problem with Hierarchical Ordering and Team Constraints,
which appears in personnel assignment of large hierarchical organizations, such as
military. Weighted Sum Method, which is one of the pioneering approaches
towards multi-objective optimization, is considered as the means of solution to the
problem. The adaptation of this intuitive and successful method to the problem,
and an analysis on fine-tuning of its various parameters are discussed in this paper.

1 Introduction

Personnel Assignment Problem with Hierarchical Ordering and Team Constraints
is a real life problem, which appears in the personnel assignment of large
hierarchical organizations, such as military. In such hierarchical organizations, the
personnel to be assigned form a level graph reflecting the rank structure of
personnel, and the positions to be filled form a forest, where each tree in the forest
represents a set of hierarchically related positions. The matching should satisfy the
hierarchical ordering constraints represented on two partitions, which means a
person assigned to a superior position should have a higher rank. Also, the nodes
of both partitions can form mutually exclusive sets, where all members of a set in
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the personnel partition are expected to be matched with the members from the
same set in the positions partition. On the personnel partition, these sets may
represent families that must be assigned to positions at the same location, and, on
the positions partition, these sets may represent the positions that lie in the same
location. Finally, the weights on the edges connecting the personnel to the posi-
tions reflect the personnel preferences or their expected performance on jobs.
Besides the objective of maximizing the sum of weights assigned to the edges of
the bipartite graph, the hierarchical ordering and team constraints are also treated
as objectives which are subject to minimization.

Due to the problem’s complexity and the fact that it was proven to be NP-Hard;
the Genetic Algorithm (GA) based Weighted Sum Method, which is a classical, yet
a promising approach, is preferred as a solution [7]. Since one of the main chal-
lenges in GAs is calibrating the various parameters depending on the nature of a
given problem, especially when multi-criteria optimization is of concern, the main
contribution of this paper stands out as a systematic way of searching for such
parameters that will best suit for the problem in subject.

2 The Problem

In personnel assignment problem, the possible ways of assigning a set of personnel
to a set of positions with the same cardinality are sought, while taking also into
account the weights each person is assigned with respect to each possible position.
The weight value of a h personnel, position i tuple may keep information about
the eligibility or the preference of the person for the position in subject. The aim is
to match each person from the personnel set with one of the elements from the
positions set in such a way that, the sum of the corresponding weights of all edges
resulting from this assignment will be the maximum.

However, it is natural to expect some constraints on possible matchings. For
example, in a military organization the assignment is done while respecting the
hierarchical ordering constraint. According to this variation of the problem, there
is a hierarchy among the elements of both the set of personnel and the set of
positions, as it can be seen in Fig. 1.

As the level graph on the left of Fig. 2 depicts, military organizations are
composed of levels, where every person belongs to exactly one of the levels
(ranks) in the level graph, and a member of an upper level dominates all members
in lower levels. The right part of the figure illustrates the hierarchical structure
among the elements of a set of positions. Intuitionally, this may be interpreted as a
hierarchy in the case of a general manager, managers and their sub-workers at a
typical organization. However, in the case of positional hierarchy, the hierarchical
structure is represented as a tree, where a position only dominates the positions
that could be reached by following its branches.

When a person is assigned to a position, relocation could be required, and there
could also be married couples or families in the personnel set. Therefore, it turns
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out to be necessary to consider this issue in the assignment task. This version of the
problem is called the Assignment Problem with Hierarchical Ordering and Team
Constraints. The new constraint is called the team constraint, generalizing the
concept of couples or families into teams. According to this new constraint, all
members of a set from the personnel partition should be matched with positions
which are members of the same set from the positions partition.

3 Adaptation of the Weighted Sum Method

The classical Weighted Sum Method is picked up as the appropriate approach
among some other multi-objective evolutionary algorithm alternatives [7]. Being
successfully used for solving different multi-objective optimization problems [3, 6],
this simple evolutionary approach mainly deals with aggregating multiple objec-
tives into a single one by assigning a weight to each of the objective functions,
depending on their importance.

The aggregated fitness function given in Fig. 2 is used. Since team and
hierarchy violations are subject to minimization, their contributions are negated in
the fitness function, as the duality principle suggests [5]. Furthermore, the effect of
each objective is normalized by dividing the actual value by its associated
maximum possible value, in order to abstain from biasing the solution towards an
individual objective. The coefficients teamWeight, hierarchyWeight, and weight-
TotalWeight reflect the degrees of importance assigned to their corresponding
objectives, and these coefficients must sum up to 1.0.

The core of the assignment problem is matching a set of personnel to a set of
positions, where the cardinality of these two sets are equal. Since each person can
be assigned to exactly one position, a potential solution could be represented as an

Fig. 2 Aggregated fitness function
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ordering of personnel (ordering of positions is also possible). From this perspec-
tive, it seems best to use a pure permutation representation because of the nature of
the problem and the simplicity of the representation.

Traditional techniques such as one-point crossover cannot be applied directly
on permutation-based chromosomes, since they cannot preserve the chromosome
structure. For this reason, either the permutation representation needs to be
encoded into a specific binary form [8], or special crossover techniques which
could directly be applied on permutation-based chromosomes need to be utilized.
In this work, the second option is followed, and the well known three permutation-
based crossover techniques are considered: PMX (Partially Mapped Crossover)
[2], CX (Cycle Crossover) [4], and OX (Order Crossover) [1]. For mutation,
simply two gene positions are selected randomly, and their values are swapped.

The standard GA template is adopted. The crossover rate, mutation rate,
selection mechanism, reproduction mechanism, and mutation mechanism can be
chosen among different alternatives, as it is the case in all GAs. The success of the
GA on a problem usually varies depending on the values chosen, and it is not a
trivial task to determine the parameters that would best fit to a given problem.
Since the number of possible combinations can be extremely large, available
mechanisms and parameter values that are considered in this work are kept
restricted with a subset.

4 Results and Conclusions

In this work, potential parameters that could directly affect the performance of the
algorithm are considered are crossover rate, mutation rate, selection mechanism,
and reproduction mechanism. These parameters altogether form a parameter
configuration. In order to find out the best parameter configuration, 1,650 random
combinations of the parameter values given in Table 1 were analyzed.

Table 1 Problem parameter configurations: ELIT.X% means that selection is done among the
top X% individuals. TOURN.X% means that tournament selection size is the X% of the popu-
lation size

Crossover rate Mutation rate Crossover method Selection method

Values 0.2 0.000 PMX ELIT.20%

0.002

0.4 0.004 ELIT.40%

0.006 ELIT.50%

0.5 0.008 CX ELIT.60%

0.010 ELIT.80%

0.6 0.020 R. WHEEL

0.040 OX TOURN.2%

0.8 0.060 TOURN.4%

0.080 TOURN.6%

0.100 TOURN.8%
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Three different problems, each with a chromosome length of 100 (cardinality of
the position and the personnel set is 100) were considered, running exhaustively
with 1,650 different parameter configurations, each of which is a random
combination of the options given in Table 1. A population of size 100 was used
and the algorithms were run 200 generations.

Each crossover technique has almost the same
effect. This possibly results from the sensitivity
to changes on permutation based chromosomes.
Even simple changes on chromosomes may lead
to a high number of violations or possibly, in a
much better state. Moreover, positive changes in
one objective may affect the others negatively.
Because of  the nature  of  the problem and the
chromosome structure, none of these crossover
methods outperform the others.

The concept of elitism has a drastic effect on the
results.  According  to  this  figure,  tournament
selection with size 8 performs the best,  which
corresponds  to  elitism  with  12.5%  selection
range.  It  is  followed  by  tournament  selection
with  size  6,  which  corresponds  to  an  elitism
selection with roughly top 16.6%. It is followed
by  elitism  selection  with  top  20%  selection
range,  and  the  other  values  follow  in  a
consistent  manner.  To  sum  up,  as  the  top
selection  range  decreases,  performance
increases.

It  can  be  concluded  that,  the  higher  the
crossover rate is, the better the results are. This
means that, it gets better if newer offspring, thus
new  combinations  of  genetic  content,  are
produced  instead  of  transferring  the  existing
individuals  to  the  next  generation.  In  further
tests  with  larger  crossover  rates,  even  better
solutions were obtained.

High mutation rates simply lead to better results.
In further tests, even higher mutation rates such
as 100% (1.000) were applied, leading to further
better results. Please note that the mutation rates
are expressed per genotype.

Fig. 3 Parameter analysis results
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After obtaining the results, the best 150 parameter configurations (roughly the
top 10%) among the 1,650 were considered and the occurrences of each parameter
value in this top 150 parameter configuration set were counted independent of each
other, due to no apparent dependency that could be detected between the
parameters. The same approach was followed for each of the three problem
instances, and the average of these occurrences was calculated. In simulations, all
the three objectives were assigned equal importance. Figure 3 summarizes the
results.

According to the results given in Fig. 3, it turns out to be the best to employ
high rates of mutation and crossover, and also very high rates of elitism at the same
time. This may possibly be due to the extreme landscape of the problem. While it
tries to widely explore the landscape with high crossover and mutation rates,
a balance between exploration and exploitation is also sought by favoring the best
solutions, making use of the elitism concept. Through the employment of
a parameter configuration in this direction, considerably better results can be
obtained, compared to commonly adopted GA parameter configurations.
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An Option Pricing Model Calibration
Using Algorithmic Differentiation

Emmanuel M. Tadjouddine and Yi Cao

Abstract We study the application of gradient-based optimization methods for
calibrating a stochastic volatility model used for option pricing. To this end, we
derived and analyzed Monte Carlo estimators for computing the gradient of a
certain payoff function using Finite Differencing and Algorithmic Differentiation.
We have assessed the accuracy and efficiency of both methods and their impacts
into the optimization algorithm. Numerical results are presented and discussed.
This work can benefit investors in financial products with the need for fast and
more precise predictions of future market data.

Keywords Calibration � Optimization � Stochastic pricing models � Algorithmic
differentiation � Monte Carlo simulation

1 Introduction

Pricing goods is an essential element of trading in a market based economics.
Goods may be a commodity or a contract with some financial returns such as an
option. We may sell goods through auctions wherein a seller or a buyer need to
price or value goods as reflected by the market so as to make informed decisions on
the bidding process. Goods may have a reserve price (under which the item cannot
be sold) unknown to the bidders; the seller may not be aware of the bidders’
valuations of the item. Finding the ‘right’ price for a good on sale in such an
uncertain environment is challenging but can be carried out using a model
dependent on certain parameters. Ideally, we would like the value predicted by such

E. M. Tadjouddine (&) � Y. Cao
Department of Computer Science and Software Engineering, Xian Jiaotong-Liverpool
University, SIP, Suzhou, Jiangsu Province, China
e-mail: emmanuel.tadjouddine@xjtlu.edu.cn; etadjouddine@gmail.com

E. Gelenbe et al. (eds.), Computer and Information Sciences II,
DOI: 10.1007/978-1-4471-2155-8_74, � Springer-Verlag London Limited 2012

577



a computational model to be as close as possible to the winning bid value. Since the
future is uncertain, we would like the model to be at least consistent with historical
market data. This is the aim of model calibration. In finance for example, engineers
have to recalibrate model parameters to intraday market prices almost in real time.

In this paper, we study the problem of calibrating a pricing model in a risk
neutral world, where no arbitrage opportunities exist. In economics, an arbitrage is
a concept allowing for a positive chance to make a positive profit and a zero
chance for a loss. To account for price volatility, we have considered the family of
financial stochastic volatility models known as Vasicek models [1] and European
call options to be calibrated to market data. A European call option is a contract
giving its holder the right but not the obligation to buy a product for a prescribed
price at a prescribed time in the future. Calibrating such a model amounts to
optimizing an objective function representing the misfit between the predicted and
observed data. This is caried out by a gradient descent method. In a Monte Carlo
simulation (a simulation based on pseudo-random numbers) of the pricing model,
we have derived estimators of the gradient by two different methods: FD (Finite
Differencing) and AD (Algorithmic Differentiation), see for example [2]. FD is the
traditional numerical formula that approximates the derivative of a mathematical
function. AD is a set of algorithms allowing for the evaluation of a numerical
function represented by a computer program. Numerical results from within
Matlab showed a sublinear convergence of the minimizer using FD supplied
derivatives but a nearly linear convergence of the minimizer when using AD,
therefore matching the theoretical convergence of the minimizer.

Related Work. A platform long used for trading goods is that of auctions. It is
predicted that future agent mediated e-commerce will involve open systems of
financially-motivated agents moving between different auction houses, learning
about auction rules, and devising bidding strategies. This ’mobile bidder model’ as
termed in [3] is increasingly plausible within web-based internet auctions wherein
software agents can interact, enter and leave auctions at will. [3] studied the
performance of networked auctions and evaluated the income generated by
the seller for a well-defined mathematical model of the network. As for model
calibration, related work includes that of [4] wherein stochastic volatility models
are calibrated using a Malliavin gradient method, which combines gradient method
with Malliavin calculus, for the gradient calculation. [5] solved the calibration
problem for the Heston’s model by an Excel solver using Monte-Carlo simulation,
finite difference method and closed-form solution of the model. In our paper,
we advocate the use of the Algorithmic Differentiation technique to obtain the
gradient and discuss its impact on the convergence of the minimizer.

2 Model Calibration Scheme

Our approach to the calibration process is as follows. We consider the Vasicek
model, a 2-dimensional stochastic differential equations (SDEs),
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dSt ¼ Stð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2

1

q
rtdW1

t þ c1rtdW2
t Þ;

drt ¼ jðh� rtÞdt þ c2dW2
t ;

ð1Þ

where dW1 and dW2 are correlated Brownian motion processes with constant cross
correlation q: Equations 1 are discretized using the Euler scheme along with
a European call option. We have also found the analytical solution of the
2-dimensional SDEs. Subsequently, the option price is estimated within a Monte
Carlo simulation by either the Euler scheme on the system of SDEs or the
analytical solution. Afterwards, we formed the objective function in terms of
the parameters ðj; h; c1; c2Þ; which is minimized within MATLAB by a gradient
method using both Finite Differencing (FD) and Algorithmic Differentiation (AD)
for evaluating sensitivities.

3 Numerical Results

Using Matlab R2009a on a PC with an Intel core i7 CPU, we have simulated
option values vh;j;c1;c2

ðSTÞ for the European call option price ST with the model
parameters ðj; h; c1; c2Þ ¼ ð0:5; 0:2;�0:2; 0:1Þ; the initial price S0 ¼ 1; the initial
volatility r0 ¼ 0:2 and maturity time T ¼ 1: In this Monte Carlo simulation, we
used 5� 104 simulation paths and a time discretization Dt ¼ 0:01: Then, we

evaluated the gradient
ovh;j;c1 ;c2 ðST Þ
oðh;j;c1;c2Þ

by using the FD and AD (using the Mad’s

forward mode AD [6]) methods. Table 1 shows the numerical results as well as the
runtime performance of each method. In the ‘‘Deviation‘‘ column of the Table 1,
we chose the gradient results by AD as the standard value and calculate the
maximum difference between it and that obtained by FD. CPU(v) represents the
average CPU time of a Matlab function v over 1000 runs. The average elapsed
CPU time for the pricing function was about 1:16 ms.

From Table 1 , we can see that the FD method gave results with a deviation
about 10�5: This may due to the fact that the variance of the estimated derivatives
is inversely proportional with the step size h and linearly dependent on its bias [7].
Furthermore, FD (using the central difference formula) showed a runtime ratio of
7.04, almost in line with its theoretical complexity of 8 function evaluations.
We then used Matlab’s fmincon function to minimize the objective function

subject to the constraints Ĥ ¼ ½j� 0; h� 0; c1� 0; c2� 0�: We set the initial guess

Ĥ0 ¼ ½0:8; 0:5;�0:5; 0:3� for 1000 simulation paths with a time-discretization of
Dt ¼ 0:01: Finally, we monitored the convergence rate of the solver for different
iteration numbers. The simulation results for this gradient-based optimization
approach are shown in Fig. 1 in a logarithmic scale. Figure 1 shows the maximum
absolute error against the number of iterations by the optimization solver.

Theoretically, the number of iterations required for Ĥk �H� n is Oð1=
ffiffiffi
n
p
Þ [8].

From this result, we have added the theoretical convergence curve for a typical
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gradient method in Fig. 1. Moreover, constrained quasi-Newton methods in the
Matlab Optimization Toolbox guarantee linear convergence by using a quasi-
Newton updating procedure.

From the numerical results shown in Fig. 1, we can see that: (i) The left
picture of Fig. 1 shows that for a small number of iterations, the forward mode
AD has reached more precise results than expected by the theoretical curve.
As the number of iterations increases, the gradient method using AD deriva-
tives matched the expected linear convergence. (ii) In the the right picture of
Fig. 1, we have omitted the expected convergence curve since its inclusion
makes the curves by FD nearly invisible from the graph. The obtained curve
has shown a sublinear convergence.

4 Concluding Remarks

In this paper, we have explored the idea of AD-based calibration method for a
class of stochastic pricing models. We have used an optimization algorithm using a
gradient obtained via FD and AD. Numerical results have shown that accurate
derivatives by the forward mode AD yielded high precision calibration results
while FD displayed a low convergence rate. In finance for example, there is a need
for complex stochastic models in order to exactly predict future market prices.
As a result, financial engineers have to recalibrate model parameters to intraday
market data almost in real time. The methods we have presented here aim to
partially respond to this kind of needs for low latency computation.

Table 1 Evaluation of the
Sensitivities

Method Deviation CPUðv0Þ=CPUðvÞ
Forward mode AD — 18.78
Finite Difference 1:62� 10�5 7.04
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Fig. 1 Convergence of the Optimizer using a supplied gradient obtained using AD, and FD
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