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Preface

The 26th Annual International Symposium on Computer and Information Science
was held in London at the Royal Society, on 26-28 September 2011.

The symposium included presentations of the papers in these proceedings
which were selected from some 140 submission through a refereeing process
carried out by both the programme committee members and additional referees. In
addition there were several other invited papers and special sessions.

Special thanks go to both the programme committee members and to the ref-
erees, for the diligent efforts that they have made to select the best of the submitted
papers, and then for their generous help to the authors so that they could improve
the final versions through constructive suggestions and comments.

The topics included in these proceedings cover timely topics such as Web
Computing and Search, Data Engineering, Green ICT which aims at saving energy
in information processing and communication systems, Wireless Networks,
Computer Networks, Discovery Science, Computer Vision and Image Processing,
Machine Learning, Agent Based Systems, Security and Safety, Modelling and
Simulation, Architecture and Systems, and Algorithms.

As computer science and engineering has matured, we see that the emphasis of
much of the research in this conference turns towards the interaction between basic
scientific problems and the important areas of application. In a way, this leads to a
more exciting proceedings volume with broader appeal both for industry and for
the research community.

Erol Gelenbe
Ricardo Lent
Georgia Sakellari
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Search Computing: Addressing Complex
Search on the Web

Stefano Ceri and Marco Brambilla

Abstract Web search is considered a playground for a few giants—such as
Google, Yahoo! and Bing—that relegate the other players to market niches.
However, Web search is far from satisfying all information needs, because many
search queries are complex, require information integration, and go beyond what
can be offered by a single Web page; on these queries, generalized search engines
do not perform well enough. This paper addresses a new paradigm for search-
driven data integration, called Search Computing, based on combining data
extraction from distinct sources and data integration by means of specialized
integration engines. The Search Computing project has the ambitious goal of
lowering the technological barrier required for building complex search applica-
tions, thereby enabling the development of many new applications which will
cover relevant search needs.

Keywords Search computing - Software engineering - Search engine - Conceptual
models - Ranking - Information retrieval

1 Introduction

Searching for information is perhaps the most important application of today’s
computing systems. In the new century, all the World’s citizens have become
accustomed to thinking of the Web as the source for answering their information
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2 S. Ceri and M. Brambilla

needs, and search engines as their Web interface. If any Web page in the world
stores the answer to our information need, then we expect the search engine to link
that page and describe it through a snippet appearing in the first page of the search
results. A few search engine companies are able to meet such expectations, and
completely cover the search engine market.

However, offering a link to a Web page does not cover all information needs.
The notion of “best page” for solving a given problem is typically inadequate
when the query is complex and requires composing information spanning over
multiple pages. Even simple problems, such as “which theatre offers a at least-
three-stars action movie in London close to a good Italian restaurant”, can only be
solved by searching the Web multiple times, e.g. by extracting a list of the recent
action movies filtered by ranking, then looking for movie theatres, then looking for
Italian restaurants close to them. While doing so, the user is applying ranking
while extracting movies, then Italian restaurants based on proximity with the
theatres showing them; the best way for building the matching is to use the search
engine itself, by entering movie’s names as keywords, and then theatre’s locations
to search for restaurants, and looking at them upon city maps. While the search
engine hints to useful information, the user’s brain is the fundamental platform for
information integration.

Complex queries are supported in certain domains, such as travels, hotel
booking, and book purchasing, by specialized, domain-specific search integrators.
It is instructive to assess how travel assistants solve the problem: they offer a few,
predefined queries to build the itinerary, then offer additional services (e.g., car
rentals, hotels, local events, insurance) so as to complete the plan around the
itinerary. Thus, they perform specialized steps of integration and then let the user
enrich the solution incrementally and interactively, with customized interfaces.
Search integrators outperform general search engines in many domains, which in
turn exhibit regular query patterns and are associated with substantial business.

The search computing project (SeCo), funded by the European Research
Council as an advanced IDEAS grant, aims at building concepts, algorithms, tools,
and technologies to support complex Web queries. The project, described in [1, 2],
is now in the third of a five-year lifespan (Nov. 2008-2013); it proposes a new
paradigm for solving complex queries based on combining data extraction from
distinct sources and data integration by means of specialized integration engines.
The search computing project has the ambitious goal of lowering the technological
barrier required for building complex search applications, thereby enabling the
development of many new applications which will cover relevant search needs.

Search computing covers many research directions, which are all required in
order for providing an overall solution to complex search. The core of the project
is the technology for search service integration, which requires both theoretical
investigation and engineering of efficient technological solutions. The core theory
concerns the development of result integration methods that not only denote “top-
k optimality”, but also the need of dealing with proximity, approximation, and
uncertainty. Such a theory is supported by an open, extensible and scalable
architecture for computing queries over data services, designed so as to
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incorporate the project’s results by adding new operations, by encoding new join
methods, and by injecting new features dealing with incremental evaluation and
adaptivity.

A number of further research dimensions complement such core. Formulation
of a complex query and browsing over solutions is a complex cognitive task,
whose intrinsic difficulty has to be lowered as much as possible so as to meet
usability requirements. Therefore, we are investing a consistent effort in the
development of user-friendly interfaces which are targeted at assisting users in
expressing their needs and then browsing on results. Solving a complex problem
requires supporting users in the interactive and incremental design of their queries,
thereby assisting search as a long-term process for exploring the solution space;
result differences can be better appreciated by visualizing results (e.g., through
maps or timelines).

The project success depends as well on the ability of registering new sources
and making them available for solving complex problems; therefore, we have
designed abstractions, architectural solutions, and model-driven design tools for
service registration and for application development, aiming at assisting service
publishing, application design, and query execution tuning. While the current
description of Web resources is very simple, so as to enable an equally simple
description of Web interactions, we aim at linking the service description to
ontological sources, so as to enable high-level expressive interfaces covering the
gap from high-level interactions to query expression.

Figure 1 shows an overview of the Search Computing framework, constituted
by several sub-frameworks. The service mart framework provides the scaffolding
for wrapping and registering data sources in service marts. The user framework
provides functionality and storage for registering users, with different roles and
capabilities. The query framework supports the management and storage of queries
as first class citizens: a query can be executed, saved, modified, and published for
other users to see. The service invocation framework masks the technical issues
involved in the interaction with the service mart, e.g., the Web service protocol
and data caching issues.

The core of the framework aims at executing multi-domain queries. The query
manager takes care of splitting the query into sub-queries (e.g., “Which are the
at-least-three-stars action movies?”’; “Which theatres show them?”; “Where are
Italian restaurants nearby those theatres?”) and bounding them to the respective
relevant data sources registered in the service mart repository; starting from this
mapping, the query planner produces an optimized query execution plan, which
dictates the sequence of steps for executing the query. Finally, the execution
engine actually executes the query plan, by submitting the service calls to des-
ignated services through the service invocation framework, building the query
results by combining the outputs produced by service calls, computing the global
ranking of query results, and producing the query result outputs in an order that
reflects their global relevance (Fig. 1).

This paper is organized as follows: Sect. 2 describes service registration,
Sect. 3 describes the query engine and the process of query planning and
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execution, Sect. 4 describes the liquid query interface, Sect. 5 describes the
exploration and visualization activities, Sect. 6 describes the process of application
development.

2 Service Registration

Service registration is an essential aspect of the Search computing project; the
process is very critical because it must satisfy two conflicting requirements. On
one side, services must be described with enough details about their interfaces and
deployment so as to support their composition and invocation by means of fully
automatic processes. On the other side, the actual mapping of services to real-
world objects and facts must be exposed, so as to enable the construction of
high-level user interfaces covering the semantic gap between user interaction and
service selection.

The service model used for registration must describe not only the object or fact
exposed by a service, but also the logic that a specific service performs while
accessing an object, so that an interpretation system can select the specific service
which best matches the user’s requirements expressed in an informal or semi-
formal way. Moreover, the model must support processes that aim at recognizing,
at service registration time, when services describe the “same” objects or prop-
erties through “different” notations (e.g., names or types), so as to support
matching processes. The scope of service registration in SeCo is therefore quite
broad, as it must cover aspects ranging from performance indicators up to the
semantic description of services and of their parameters.
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An overview of the approach is described in Fig. 2: during registration, each
data service becomes known in terms of: the concepts that it describes (conceptual
view), its access pattern, i.e. the input—output parameters (logical view), and the
actual supported interaction protocol, with a variety of quality parameters
(physical view); these three views describe the Service Description Framework
(SDF) at different levels of abstractions.

In addition, information about services being used constitutes a Service
Annotation Framework (SAF), which helps the query system in understanding the
query and selecting the appropriate services. Access pattern information from all
the services is used to create the Domain Diagram (DD), a simple ER model of the
concepts which are used by services; these may reference the Knowledge Base
Proxy (KBP), which in turn refers to one or more Knowledge Bases (KB). In
SeCo, we use general-purpose knowledge bases, such as Yago, or domain-specific
knowledge bases, such as the Gene Ontology. The Proxy represents a subset of the
knowledge base summarizing the concepts that are most useful for query analysis.

The Service Description Framework adopted so far in SeCo for service
description [3] uses a multi-level modeling approach, consisting of conceptual,
logical, and physical layers. The conceptual level is a very simple model which
characterizes real world entities, called Service Marts (SM), structurally defined by
means of attributes, and their relationships. The logical level describes the access
to the conceptual entities in terms of data retrieval patterns (called Access
Patterns, AP) described by input and output attributes. Finally, the physical level
represents the mappings of these patterns to concrete Web Service Interfaces (SI),
which incorporate the details about the endpoint and the protocol to be used for the
invocation, together with some basic statistics on the service behavior that can be
used for granting some given levels of quality of service (QoS). Figure 3 provides
an example of presents the concept Movie, registered as a service mart, together
with two associated access patterns and service interfaces, with the respective
attribute mappings (notice that mappings are shown only for the first access pattern
for clarity).

A three-layered architecture fulfills the following needs: (1) abstracting the
conceptual properties of objects from the large amount of services that access
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them; (2) applying the separation of concerns principle to the service description
task, by granting the independence of concept definitions, access methods, and
concrete service descriptions.

3 Query Execution

The execution of multi-domain queries upon search services is assigned to the
query process, which deals with the problem of scheduling service calls, taking
into account their invocation constraints, pursuing some optimization objectives at
compile-time, and then dealing at run-time with their actual, possibly unexpected,
behaviour during the execution [4, 5]. Figure 4 summarizes the architecture of the
query execution component and shows the inputs, outputs, and interplay between
its components.

The system processes multi-domain queries. Independently of the higher-level
languages and representations in which queries are formulated at the user interface
level, any query is, from the engine’s perspective, the specification of a collection
of services to be invoked and a set of conjunctive conditions over their results.
SeCoQL, the declarative textual language chosen to represent abstract queries,
serves well as matching point between different components, is easily generated by
the UI modules and easily parsed by the underlying modules, and is compact and
readable enough to be convenient also for expert users and developers. SeCoQL
has a declarative SQL-like syntax, in which the query result is defined as the
concatenation of the tuples qualifying from the services listed in the FROM clause
by means of the evaluation of the predicates listed in the WHERE clause and
projected according to the list of attributes of the SELECT clause.

A compile-time analysis of the SeCoQL query performs a cost-driven optimi-
zation of the scheduling of service invocations, producing logical plans. The input
of this stage is a SeCoQL query in which the Service Interfaces to be invoked have
already been chosen by higher layers, and the join types (pipe vs parallel) are
therefore already fixed. The planner exploits the remaining available degrees
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Fig. 4 Overview of the query execution flow

of freedom to decide the topology, the number and sequence of service invoca-
tions, and the join strategies. The output is a logical plan, i.e., a specification of a
workflow with quantitative estimates of the size of partial results and of the
number of invocations to be performed on each service in order to produce these
results.

Logical plans are then translated into physical plans that are directly executable
by the query engine. These plans are expressed in Panta Rhei, a unit-based
language with support for parallelism, stateless and stateful execution, and back-
wards and forward control. Panta Rhei was designed to bridge the gap from the
compile-time analysis performed by the query planner at the logical level to the
run-time enactment of the query. It was designed with the objective of providing a
clear specification of the engine behaviour and also enabling runtime adaptivity in
the form of reactions to events that do not match the expectations of the user or the
assumptions made by the system at compile-time. Distribution, parallelization, and
replication issues have also been considered.

The query engine is implemented as an interpreter of Panta Rhei plans. The
execution of a query is based on the simple assumption that any query consists of
either (a) a simple invocation of a service interface, or (b) the combination of the
results of two subqueries. In the former case, the engine supports the invocation of
service interfaces that wrap data sources of many different kinds. As for the latter
case, the results of the sub-queries can only be joined in series (pipe join) or in
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Fig. 5 Tabular representation of liquid queries

parallel (parallel join), and the interleaving of invocations performed on the sub-
queries is handled by interpreting the signals sent by operators dedicated to this
task, called strategy units. Also, the execution of a query can be monitored in all its
stages by means of a workbench tool.

4 Liquid Query Paradigm

The Liquid Query interface is used to present composite answers produced by
joins over results of registered search services [6]. Google Squared and Google
Fusion Tables are the closest approaches to Liquid Query, but the emphasis on
search service federation gives to our tabular structures an additional dimension
which emphasizes the source of results and provides a more powerful
representation.

The tabular format, shown in Fig. 5, presents the result set in terms of projected
attributes (i.e., shown columns), ordering attributes, clustering attributes, grouping
attribute, and expansions. A liquid result instance is shown as a row in the tabular
representation of the liquid result schema. A liquid result page is a set of liquid
result instances that are shown altogether in the user interface. Notice that users
can dynamically change the order within the list of selected services and within the
lists of their projection attributes and ordering attributes. Figure 5 depicts the
Liquid Result page for the running example.

When browsing the result set, the end user is expected to perform a set of
interaction primitives that refine or change the shape of the query, the content of
the result set, and the visualization format of the results. Such primitives may need
to access the server-side (Remote Query Interaction Primitives), or could impact
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only the client-side version of the extracted result set (Local Resultset Interaction
Primitives). The exploration primitives include:

Expand (target service, selected tuples) The operation expands the result
schema by adding one new target service and joining it with selected tuples. The
expansion causes a set of exact queries to the expanded service interface, on the
values selected by the user. If the expansion requires additional inputs, a dialog
box could be shown to the user for submitting the needed parameters. As an
example, an expand operation could get other events scheduled in the same days
as some specific events selected from the initial result set. The interface will ask
the user to provide the missing parameters (e.g., the event type) and will produce
a new service result, with the new events matching the selected one.

MoreAll The operation loads additional tuples from all the selected services in
the currently specified query (excluding extensions); this command is typically
executed as reaction to a user interaction asking for more information about the
information need as a whole.

MoreOne (service) The operation asks for additional tuples from a specific
service interface in the currently defined query. This command is typically
executed as reaction to a user interaction asking more information on a specific
domain (e.g., more movies or restaurants), leaving the others unchanged.

To improve over the tabular representation, we implemented a result visuali-

zation called atom view, which forms the basis for the exploration of the resource
graph and the iterative expansion of the query. Instead of showing the combina-
tions as table rows, the atom view adopts the visualization strategy shown in
Fig. 6: items are shown in separate lists, one for each entity involved in the query:
in the example of Fig. 6 (central part), the set of hotels is shown side by side with
the list of events. The lists are completely independent and show the top-k items
retrieved by the query for each entity. In the atom view the unified global ranking
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is displayed in a dedicated widget (Fig. 6, bottom part), where the joined com-
binations of objects are represented (and ordered) by their global ranking score:
relative importance of combinations is represented by the ordering of items, while
absolute value of the ranking score is shown through appropriate visual clues (like
colour gradient or object size). By moving the mouse over the list of combinations,
the user can select one and automatically highlight the items in the various object
lists that contribute to the combination; vice versa, he can select one element from
a list and thus highlight the combinations comprising it. The advantage of this
view is the good simultaneous visibility of the items extracted, of their combi-
nations and of the global ranking.

5 Exploration and Visualization

The exploration activities is shown in Fig. 7 as a navigation of the Data Dictionary
in the Service Annotation Framework [7]. Users express their queries directly upon
the concepts that are known to the system, such as hotels, restaurants, or movie
shows; moreover, users are aware of the connections between the concepts, and
therefore they can, e.g., select a show and then relate it to several other concepts:
the performing artist, the close-by restaurants, the transportation and parking
facilities, other shows being played in the same night in town, and so on.

The exploratory query interaction paradigm proceeds as follows. The user starts
by selecting one of the available objects, and submits an “object query” to extract
a subset of object instances. For example, a user could choose a “concert” object,
and ask for “jazz” concerts in a “club” in the “Village” area of “New York”, or
choose a “restaurant” object, and ask for “vegetarian” restaurants in the “south
end” of “the city” in a given “price range”. Object queries are conjunctions of
selection predicates: each predicate is represented in the user interface as a widget
for inputting the corresponding selection parameters, e.g. a drop-down list for
choosing a value among the available restaurant types or city districts, or a slider
bar for setting price ranges. Queries results are ranked and the user interface also
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lets the user specify his ranking preferences, e.g. “distance”, “quality”, “price
range” or a combination of them.

At this point, the user can select the most relevant object instances and continue
with the exploration by choosing the next concept among the various ones that can
be connected to the selected objects; the system will then retrieve connected object
instances and form a “combination” with the objects retrieved at the preceding
steps. Result combinations at any given step of the search process are ranked
according to the global ranking criterion. Continuing in the above example, after
selecting three or four “jazz clubs”, the user is offered to add to this plan several
additional options: restaurants, exhibitions, movies, music shows, dancing places,
and other amenities. If they select a “restaurant”, the connection to “concert”
maps concerts to the restaurant instances that are close to the concert instances,
and then the connection to “restaurants” adds them to the solution. If users further
select “metro”, they are asked to indicate the starting point of their ride, and the
search obtains for every selected object instance at the previous interaction the best
metro station and ride, with the detail of trains, line changes, and expected time.

At any stage, users can “move forward” in the exploration, by adding a new
object to the query, starting from the connections available in the data dictionary
and from the objects that have been previously extracted. Forward path exploration
can be applied to all previously extracted objects/combinations or to a subset only,
manually “checked” by the user. Users can also “move backwards” (backtrack) in
the exploration, by excluding one of the objects from the query, or by
“unchecking” some of their previous manual selections of relevant object
instances. For example, a user may decide that the bus ride is too inconvenient,
prefer to use a car instead, and then explore parking opportunities for the selected
restaurants. Figure 7a, b show how nodes can be added to and removed from a
given query.

Visualization of results can be optimized according to the type of their attri-
butes. Types are classified as:

e Interval Quantitative attributes measured relative to an arbitrary interval
(e.g., Celsius degrees, latitude and longitude, date, GPA). In this class, two
important subclasses are further distinguished for visualization purposes:

— Geographic points and addresses They admit domain specific operations like
the computation of distance, the visualization on maps, the determination of
routes, etc.

— Time points They admit the representation on time scales and calendars,
at different domain-specific granularity.

e Ratio Quantitative attributes measured as the ratio with a known magnitude unit
(e.g., most physical properties).

e Nominal Categorical labels without notion of ordering (e.g., music genre). They
can be visualized by means of textual labels (for example within tables). In case
of a low number of categories, they can be represented through visual clues, for
example different shapes or colors.
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e Ordinal Data values that admit order, but not size comparison (e.g., quality
levels).

The process of generating the visualization aims at producing a representation
that maximizes the understandability of the result set, by considering the type and
semantics of data and the functions of multi-domain search [8]. The visualization
maps the result set onto a presentation space by considering the types of attributes
that describe the properties of combinations and the visualization families that are
best usable for rendering the data dimensions.

In order to identify the primary visualization dimension, one can assume that an
ordering of data type exists and that it guides the selection of the primary attributes
determining the visualization space. Such ordering depends on the capacity of the
data types to “delimit” a visualization space where single objects and combina-
tions included in the result set can be conveniently positioned. For example, if a
given object O has a geo-referenced attribute, then its instances can be represented
on a map by using that attribute as a primary visualization; similarly, objects with
attributes representing temporal events can be placed on a timeline. Representing a
combination then amounts to finding suitable representations for the majority of its
objects, by highlighting them upon a given visualization space, and then relating
together the object instances of a combination through orthogonal visual mecha-
nisms. Once placed on the visualization space, an object is succinctly represented
by some of its attributes (e.g., identifiers); typically the local ranking of the object
can also be visually represented (e.g., through conventional shapes, or colors).
Other attributes are omitted from the visualization, and can be accessed through
secondary visualization methods, such as pop-up windows.

For example, the results of queries about geo-localized can use maps. When the
user searches for upcoming events (concert, sport matches, movie shows, and so
on) close to a specified location, considering also availability of close-by hotels, he
may be offered a map as primary visualization, together with visual clues that
indicate the object’s rankings. The user controls the progression of search, can
backtrack, and can turn to totally different solutions, as if he were operating on the
Liquid Query framework (Fig. 8).

6 Search Computing Tools

Building and configuring search computing applications may become a non-trivial
task for a designer. To ease his work, the proper set of development, configuration
and monitoring tools are needed. The tools should support all the development
phases necessary to support all the aspects of a multi-domain search application,
according to sensible development process guidelines [8]. The development pro-
cess is structured into service registration and application configuration; the latter,
in turn is composed by query specification and user interface definition. Service
registration comprises several substeps, corresponding to the different abstraction
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levels that describe the resources: Service Mart (SM), Access Pattern (AP), and
Service Interface (SI); as well as their annotations in the Data Dictionary (DD) and
Knowledge Proxy (KP). Application configuration consists in configuring a search
computing application for a vertical domain; in particular, this task includes query
specification, which is performed with a mashup-based approach [9], illustrated in
Fig. 9, and user interface configuration, i.e. choosing the interfaces of query
submission forms and the display style of the result set, including the choices on
the initial display of the result set (e.g., sorting, grouping, and clustering attributes
or the size of the result list) and on specific visual representations (e.g., maps or
timelines).
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7 Conclusions

While currently search in the Web is dominated by giant companies and
monolithic systems, we believe that a new generation of search computing systems
will soon be developed, with a much more composite software organization,
addressing the needs of complex queries over a fragmented market. Generic
search systems are already dominated by domain-specific vertical search systems,
e.g. with travels and electronic bookstores. When the threshold complexity of
building such verticals will be lowered, a variety of new market sectors will
become more profitable.

We also expect that the future will support easy-to-use software systems
interfaces for combining sources; application developers will act as brokers of new
search applications built by assembling data sources, exposed as search services.
We envision a growing market of specialized, localized, and sophisticated search
applications, addressing the long tail of search needs (e.g., the “gourmet sug-
gestions” about slow-food offers in given geographic regions). In this vision, large
communities of service providers and brokers (e.g., like ProgrammableWeb.com
and Mashape.com for mashups) could be empowered by support design environ-
ment and tools for executing search service compositions and orchestrations.

Thanks to the lowering of programming barriers one could expect an ultimate
user’s empowerment, whereby end users could compose data sources at will from
predefined data source registries and collections; e.g., the interaction could be built
progressively, by starting from simple, menu-driven interfaces where the user is
just asked to select the concepts and the orchestration is then inferred. Demos
providing some evidence of the feasibility of this approach were recently presented
at WWW [10] at ACM-Sigmod [11]. We also envision that, with suitable onto-
logical support and possibly within a narrow domain, queries could be generated
from keywords, as with conventional search engines.
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Hypergraph-Theoretic Partitioning
Models for Parallel Web Crawling

Ata Turk, B. Barla Cambazoglu and Cevdet Aykanat

Abstract Parallel web crawling is an important technique employed by large-scale
search engines for content acquisition. A commonly used inter-processor coordi-
nation scheme in parallel crawling systems is the link exchange scheme, where
discovered links are communicated between processors. This scheme can attain the
coverage and quality level of a serial crawler while avoiding redundant crawling of
pages by different processors. The main problem in the exchange scheme is the high
inter-processor communication overhead. In this work, we propose a hypergraph
model that reduces the communication overhead associated with link exchange
operations in parallel web crawling systems by intelligent assignment of sites to
processors. Our hypergraph model can correctly capture and minimize the number of
network messages exchanged between crawlers. We evaluate the performance of our
models on four benchmark datasets. Compared to the traditional hash-based
assignment approach, significant performance improvements are observed in
reducing the inter-processor communication overhead.

1 Introduction

In order to maintain the accuracy of the information presented to their users, search
engines build very large document repositories, trying to cover the entire Web
while maintaining the freshness of constructed repositories. Web crawlers are
among the most important software employed in forming these repositories. A web
crawler is mainly responsible for locating, fetching, and storing web pages by
following the link structure between them.
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There are many challenges in sequential web crawling [1]. Efficient web
crawling requires the use of distributed systems having high network bandwidth,
large processing power, memory, and disk capacities [2, 3]. Consequently, in
state-of-the-art search engines, the web crawling problem is addressed by parallel
crawlers running on distributed memory parallel architectures, where each
processor hosts a separate crawler. In [4], a taxonomy of parallel crawlers is
provided, based on the coordination among processors. As explained in [4], the
exchange scheme is one of the best inter-processor coordination schemes for
parallel crawling. In the exchange scheme, the retrieval task for a link is
assigned to the processor that has the responsibility of storing the page pointed
by the link.

The hash-based task assignment scheme [4—7] has been widely used in parallel
web crawling systems that utilize the exchange coordination scheme. In [7], the
hashes are computed over the whole URLSs to assign pages to crawlers, whereas, in
[4-6], the hashes are computed over the host component of URLs. Compared to
the page-hash-based scheme, the site-hash-based scheme has the advantage of
reducing the number of inter-processor links since pages within the same site are
more likely to link each other.

The above-mentioned page-to-processor assignment schemes implicitly address
the load balancing problem, but they do not capture the cost of inter-processor
communication. In [8], a greedy constructive algorithm is proposed to integrate the
cost of communication into the execution cost of a crawling task on a processor
in a heterogeneous system. In [9], we proposed a graph-partitioning-based
(GP-based) model for page-to-processor assignment. In this model, the partitioning
constraint addresses the load balancing problem while the partitioning objective of
minimizing the cutsize defined over the edges that span more than one parts
corresponds to minimizing the total volume of inter-processor communication.
In parallel crawling, the messages exchanged are relatively small in size (around
50 bytes), but many. Hence, the latency overhead, which can be expressed in terms
of the number of messages exchanged between processors, is a better indicator of
the communication overhead. In [10], a GP-based page-to-processor assignment
scheme is proposed to improve the partitioning strategy of a geographically
distributed crawler by utilizing geographical information (server location and
geographic scope of web pages).

The state-of-the-art parallel crawling systems generally have a distributed
architecture, and crawling agents are connected through a wide area network.
Depending on the characteristics of the underlying communication network, the
message latency overhead in link exchanges between processors may become
a bottleneck. We try to minimize this latency overhead (number of network
messages) in the exchange scheme via a hypergraph-partitioning-based assignment
model that minimizes the total message count while enforcing two load balancing
constraints. The first constraint enforces a balance on the retrieval and storage task
loads of processors while the second constraint enforces a balance on the number
of issued page download requests.
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2 Preliminaries

We represent the Web as a two-tuple (P, L), where P and L indicate the set of
pages and the set of links between pages, respectively. Without loss of generality,
multiple links from a page p; to page p; in P are assumed to be coalesced into
a single link /; in L. For efficient crawling, our models utilize the web structure
obtained in the previous crawling session to provide a better page-to-processor
mapping for the following crawling session.

A hypergraph H = (V, N) is defined as a set of vertices V and a set of nets
(hyperedges) AV, where each net connects a number of distinct vertices. The vertices
connected by a net n; are said to be its pins and denoted as Pins(n;). A cost ¢(n;) is
assigned as the cost of anetn; € A Multiple weights w! (v;), w?(v), . . ., w®(v;) may
be associated with a vertex v; € V.

O={Vy,Vs,..., Vk} is said to be a K-way partition of a given hypergraph H if
vertex parts (i.e., every Vi, forke{l,...,K}) are mutually disjoint and their
union is exhaustive. The K-way hypergraph partitioning (HP) problem can be
defined as finding a K-way vertex partition II that optimizes a partitioning
objective defined over the nets that connect more than one part while satisfying
a given partitioning constraint. The partitioning constraint is to satisfy multiple
balance criteria on part weights, i.e.,

W' (Vi) < W,

avg

(I1+¢€),fork=1toK,r=1toR. (1)

For the rth constraint, weight W’ (V) of a part V; is defined as the sum of the
weights w'(v;) of vertices in Vy, Wy s the weight that each part should have in
the case of perfect balancing, and € is the maximum imbalance ratio allowed.

In a partition IT of hypergraph H, a net is said to connect a part if it has at least
one pin in that part. The connectivity set A(n;) of a net n; is the set of parts
connected by n;. The connectivity A(n;) =|A(n;)| of a net n; is the number of parts
connected by n;. A net n; is said to be cut if it connects more than one part
(i.e., A(nj)>1) and uncut otherwise. In our particular problem, the partitioning
objective is to minimize the connectivity—1 metric

Cutsize(TT) = > c(n;)(A(nj) — 1), (2)

VleNcm

defined over the set Ny of cut nets. The HP problem is known to be NP-hard
[11, 12]. However, there are successful HP tools (e.g., hMeTiS [13] and PaToH [14]).

3 Site-Based Partitioning Model

In our site-based HP model, we represent the link structure (P, L) by a site
hypergraph H=(V, ). We assume that a set S = {8}, S,,...} of sites is given,
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Table 1 Properties of the datasets

% of Site-based hypergraph

Number of intra-site Number of
Dataset Pages Sites  Links links Vertices Nets Pins
google* 913,569 15,819 4,480,218 87.42 15,819 86,552 277,805
in-2004 [15, 16] 1,382,908 4,380 16,917,053 95.92 4,380 205,106 555,195
de-fr [17]° 8,212,782 38,741 39,330,882 75.06 38,741 2,091,986 4,968,036

indochina [15, 17] 7,414,866 18,984 194,109,311 92.80 18,984 250,931 799,783

# Google contest, available at http://www.google.com/programming-contest.
" Crawled with Larbin: multi-purpose web crawler, available at http://larbin.sourceforge.net.

where sites are mutually disjoint and exhaustive page subsets of P. All pages
belonging to a site S; are represented by a single vertex v;€V. The weights
w!(v;) and w?(v;) of each vertex v; are set equal to the total size of pages (in bytes)
and the number of pages hosted by site S;, respectively.

A K-way partition is applied on H for a parallel system that contains
K crawlers/processors. In a K-way partition = (1}1,1}2, .. .,V~K) of 'I‘Z, each
vertex part Ve corresponds to a subset Sy of the set S of sites, where pages of each
site S; € S are to be retrieved and stored by processor Py.

In the site-based hypergraph H, vertices are in site granularity, whereas nets are
in page granularity. For each page p; having at least one outgoing inter-site link,
there exists a net n; with cost ¢(n;) = 1. Vertex vy is a pin of net n; if and only if site
Sk contains page p; or a page p; pointed by link ;. That is,

Pins(n;) = {vi : pj € S} U{ve : € € L Ap; € Sk} (3)

Pages of a site that does not have outgoing links to page(s) of any other site do not
incur nets in H.

4 Experimental Results

To validate the applicability of the proposed model, we run simulations over a set
of precrawled page collections. These collections are converted into hypergraphs
as described in Sect. 3. Properties of the test datasets and respective site-based
hypergraphs are displayed in Table 1. Since the page size information is not
available for the in-2004, indochina, and de-fr datasets, unit page sizes are
assumed for vertex weighting in hypergraphs corresponding to these datasets.
As seen in the table, in all datasets, more than 75% of the links remain among the
pages belonging to the same site.

The state-of-the-art HP tool PaToH [14] is used to partition constructed
hypergraphs. The imbalance tolerance is set to 5% for both weight constraints. Due
to the randomized nature of PaToH, experiments are repeated 8§ times, and average
values are reported.
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Table 2 Load imbalance values and message counts

Load imbalance (%) Message count (10%)
Dataset (K) Hash-based HP-based Hash-based HP-based
4 14.57 4.99 24.0 8.4
8 20.79 4.99 40.0 9.3
google 16 22.34 4.99 56.4 10.9
32 70.18 4.99 71.7 12.3
64 131.46 4.79 84.7 13.7
4 11.69 4.84 53 1.4
8 25.00 4.29 8.9 1.9
in-2004 16 40.58 8.20 12.8 2.5
32 73.47 9.54 16.6 3.1
64 142.86 10.80 19.9 3.6
4 12.75 5.00 52.6 9.5
8 34.51 5.00 86.8 10.9
de-fr 16 58.62 5.00 128.8 10.7
32 81.95 10.33 177.8 124
64 203.39 91.61 231.9 14.1
3.71 5.00 184 4.1
8 9.91 5.00 337 5.2
indochina 16 21.77 5.00 54.5 6.4
32 41.97 5.00 80.0 7.6
64 51.91 8.62 109.8 8.1

Table 2 displays the performance of the proposed site-based HP model against
the site-hash-based model in load balancing and reducing the number of messages.
In terms of load balance, only computational load imbalance values related to the
page download request counts of processors are reported. Storage imbalance
values are not reported since actual storage requirements are not used due to their
unavailability in three out of four datasets. The communication overhead due
to the link exchange operation is reported in terms of the number of messages
exchanged between crawlers. We use K values of 4, 8, 16, 32, and 64. As seen in
Table 2, the HP model performs significantly better than the site-hash-based model
in balancing the page request loads of processors. We observe that, the load
balancing performance of the site-hash-based model drastically deteriorates with
increasing K values. This is basically due to the high variation in the sizes of the
sites in the datasets used. This experimental observation shows the need for
intelligent algorithms instead of hash-based algorithms even solely for load bal-
ancing purposes in site-based assignment, especially for large K values.

As also seen in Table 2, the HP model performs significantly better than the
hash-based model in reducing the message latency overhead as well. More spe-
cifically, on average, the HP model produces partitions with 4.9, 4.9, 7.3, and 8.7
times fewer number of messages than the partitions produced by the site-
hash-based model in google, in-2004, de-fr, and indochina datasets, respectively.
In general, the performance ratio between the HP and hash-based models increases



24 A. Turk et al.

with increasing number of processors. For example, for the largest number of
processors (K = 64), the site-based HP model produces partitions which incur 6.2,
5.5, 16.5, and 13.6 times fewer number of messages than the site-hash-based
model in google, in-2004, de-fr, and indochina datasets, respectively.

These experimental findings confirm the need for intelligent algorithms such as
HP models in order to maintain the message latency overhead at acceptable levels
for large K values.

5 Conclusion

In this paper, we proposed a model for minimizing the communication overhead of
parallel crawlers that work in the exchange mode. The model provides consider-
able improvement in terms of the number of network messages exchanged
between the crawlers, relative to the hash-based assignment approach.
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Web Service Discovery: A Service
Oriented, Peer-to-Peer Approach
with Categorization

Mustafa Onur Ozorhan and Nihan Kesim Cicekli

Abstract This paper discusses automated methods to achieve web service
advertisement and discovery, and presents efficient search and matching tech-
niques based on OWL-S. The service discovery and matchmaking is performed via
a centralized peer-to-peer web service repository. The repository has the ability to
run on a software cloud, which improves the availability and scalability of the
service discovery. An OWL-S based unified ontology—Suggested Upper Merged
Ontology—is used in web service annotation. User-agents generate query speci-
fication using the system ontology, to provide semantic unification between the
client and the system during service discovery. Query matching is performed via
complex Hilbert Spaces composed of conceptual planes and categorical similari-
ties for each web service.

Keywords Peer-to-peer web service discovery - Categorization - Cloud
Ranking

1 Introduction

Service oriented technologies revolutionized the modern world of computing with
the paradigm shift they brought. However, to be able to use a Web Service, a
service user must have access to the descriptor of the service. Then again, the
service user should be able to access the Web Service descriptions of multiple
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Web Services from a preferably single, but pre-defined location. In general, pre-
defined locations containing service descriptions are called service repositories.
There are mainly three types of service repositories, (i) centralized service reg-
istries, (ii) peer-to-peer service registries and (iii) service search engines [1]. Web
services are traditionally described with the use of the WSDL [2], which unfor-
tunately cannot adequately represent their actual semantics. Most prominent
ontology—based approaches in Web services description are OWL-S [3], WSMO
and SAWSDL [4]. Using ontological concepts for service description in OWL-S
files, the meaning of the functionality of a service can be passed to a software-
agent, eliminating human intervention in many processes such as service discovery
and service composition. For a software agent to be able to properly execute a web
service, first a selection from a set of web services should be made. This process is
called Web Service Discovery. The main problems faced in Web Service Dis-
covery are the availability of the Service Repositories, availability of the Web
Services and semantically deficient Web Services.

This paper solves these problems by a semi-decentralized, peer-to-peer service
repository, which runs on a cloud computing architecture on the service repository
side. The provided architecture provides solutions to the service semanticity related
problems with semi-automatic methods for WSDL to OWL-S conversion, and
annotation via a unified ontology which merges a wide range of ontologies together
in a single ontology, namely SUMO [5]. WSDL is selected as the source for service
descriptor conversion, since it is the current standard for web service description,
and is widely used in the industry. The contributions of this paper can be summarized
as follows: 1) Web service similarity computation based on categories and concepts
in Hilbert Spaces. 2) Automated semantic web service discovery, with web service
ranking. 3) Web service semanticization via web service discovery queries.

The rest of the paper is organized as follows. Section 2 shows how we use
Hilbert Spaces in our work. Section 3 outlines the system architecture, and
describes the modules participating in our solution. Section 4 describes the
methodology proposed in Semi Automated Service Publishing technique. In
Sect. 5, the algorithms used in query processing and service ranking are described.
Section 6 concludes the paper, and provides a pathway for the future work.

2 Hilbert Spaces

Hilbert Spaces are complex multi-dimensional spaces with applications in various
disciplines including mathematics, physics and engineering. In Mathematics,
Hilbert Spaces are used for Functional Analysis, which mostly deals with infinitely
dimensional, topological vector spaces. In our system, Hilbert Spaces are used in a
similar manner in order to represent web services and queries in infinite dimen-
sional spaces with ontologies. Hilbert Spaces are selected in our system for three
main reasons: 1) Hilbert Spaces are infinitely dimensional. 2) New dimensions can
be added to a Hilbert Space in time, since data points are represented with infinite
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Fig. 1 Three dimensional Category
view of a concept 4

Concept
[

» Weight

v

Level

coordinates. 3) Hilbert Spaces support the Skew Coordinate system, with which
we can mathematically model the relationships between categories.

Our system uses the unified ontology SUMO, which is created by merging
ontologies of multiple categories. Our idea is to represent the concepts and cate-
gories of SUMO in a space. Firstly, the concepts in the ontology are clustered by
their categories. Each category is represented with a dimension in the Hilbert Space.
Each dimension carries concepts from their own category. Since an infinite number
of dimensions are available in the Hilbert Space, additional dimensions can be added
to the space, if the ontology is modified, and new conceptual categories are provided.
Our Hilbert Space also contains weight and level dimensions, as shown in Fig. 1.

Both of these dimensions are orthogonal to the remaining dimensions in the
complex space. The weight dimension is used to store the weight information
about the concepts added to the space; and the level dimension is used to store the
hierarchical levels of the concepts.

Another property of Hilbert Spaces is that, they do not need to be square
summable. This means that only countably finite axes that are orthogonal are
enough to form an orthonormal basis for the entire space [6]. Hilbert Spaces can
use coordinates that intersect with different angles. In our space, similar categories
have less than 90° intersection angles, and dissimilar categories have more than
90° intersection angles. Since each dimension interacts with any other dimension
in the space, the similarities between each dimension are computed by the algo-
rithm described later (Sect. 4).

3 System Architecture

The system is built on a cloud computing architecture. It is composed of three
main components: Service Discovery Client (SDC), Service Publisher Peer (SPP)
and Service Repository Cloud (SRC).



30 M. O. Ozorhan and N. K. Cicekli

The SDC is the part of the system built for the use of human user agents. This
client helps users specify queries to find a certain web service, or a web service
providing certain functionality. The queries are composed of one or more criteria
combined with a filter operator. The criteria can be about the structure of the web
service, or they can be about the semantic properties of the web service. The query
is submitted to SRC. The repository is searched for matching services, and a set of
Service Match Records are returned to the user. Service Match Records contain
Service Name, Publisher Name and a URL where more details about the service
can be obtained.

The SPP is used by the web service publishers. With SPP, a web service
publisher can publish services to the SRC. With the embedded Service Repository
Peer (SRP) component, a publisher can opt to function as a relay station for the
SRC. The SPP also allows the publisher to annotate the OWL-S Service Profile of
the service with the concepts from SRC’s unified ontology SUMO.

The SRC is the main component of the proposed system, and consists of a set of
modules responsible for service publishing, discovery and presentation. The SRC
runs on a cloud computing architecture, and is hosted at Google App Engine.
When a web service publisher publishes a web service, the OWL-S service
descriptor files and additional semantic information (i.e. the name of the service,
the main category of the service) are transferred to the SRC. When a query is
received, the Service Discovery Manager searches the web service space in the
Data Store for matching services, ranks them for similarity, and sends the
responses to the SDC.

Service oriented computing defines an architectural style whose goal is to
achieve loose coupling among interacting software entities [7]. In this respect all
of the services provided by the system are built as web services themselves. API
users can search for services using the interfaces of the Service Discovery Man-
ager to receive programmatically readable data.

4 Semi-Automated Service Publishing

In the present web service environment, services are prevalently described by
WSDL files. The main problem regarding WSDL files as service descriptors is
their lack of semantic information. OWL-S files on the other hand enable the
expression of semantic properties for the service. The problem can be overcome by
converting the WSDL files to OWL-S syntax. The WSDL2OWL-S [8] library is
used for a preliminary WSDL to OWL-S conversion. The Service Profile file
generated by the system is presented to the user for annotation in an easy to use
editor that allows further OWL-S annotation. The annotatable nodes currently
include the Input, Output, Precondition and Effect types. The publisher can also
specify a main category for the service to be published.

The SUMO ontology contains links to WordNet ontology. Our system uses both
of these ontologies for service publishing and annotation purposes. The
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categorization of the semantic entities is made based on the root nodes in mid-level
ontologies, just after ontology import procedure is completed. A recursive algo-
rithm traverses all the nodes in the data store to label each node with a category
plane. Each semantic node in the SRC is assigned numeric level information, to be
used in Service Match ranking.

When a service is uploaded to our system, a Hilbert Space is generated for the
service, and the space is used for service and query match score computation
during web service discovery. There are an undefined number of dimensions in the
created complex space for each uploaded service, limited by the categories
defining the service. The lifecycle of the Hilbert Space for the uploaded web
services are discussed below.

For SRC, there are two types of data that needs to be processed: (i) conceptual
data (i.e. type information of IOPE and Service Main Category) and (ii) semantic,
non-conceptual data (i.e. id information of IOPE, Service Name and Service
Description). Usually the data points accumulated by the IOPE types are not
enough to accurately annotate a service, due to their low number. Therefore, the
categorical spaces are enriched with concepts by other concepts that in one way
relate to the already present concepts. The weight of a data point decreases as
relationship links are followed.

There are multiple dimensions in the complex space computed for a web ser-
vice, and all of these dimensions contribute to the service discovery procedure.
Our system computes a dimension significance score for each dimension, and
includes this score in the discovery process to make sure that the data points
generated in the categories that are important to the web service has more impact
in a service discovery [9].

There are multiple dimensions and category planes in the complex category
space generated for the web services. However, an explicit relationship is not
present between these categories. This introduces a problem since inter-category
plane relationships play an important role on web service discovery at most times.
The algorithm for the computation of the category plane similarity score is similar
to Google’s Page Rank [10] algorithm, in which links between two entities bond
the entities together. There are two types of links: (i) incoming links and (ii)
outgoing links. If a concept A has a relationship to a concept B, the relationship is
an outgoing link for concept A and an incoming link for concept B. For each
category, the incoming and outgoing links with any other category are counted,
and the categories with most links in between are evaluated to be more similar.

5 Automated Semantic Service Discovery

The query for a service discovery can be generated by: (i) a user-agent or (ii) a
software-agent. The data in a query needs to be: a number of query criterion and a
filter operator. A sample query is illustrated in Table 1.
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Table 1 Example query

Join operator Parameter Parameter
generated by user agent - -

AND( Input = Pricel Output = Ticket)

OR( Input = Movie Namel Output = Ticket)

Table 2 Query criteria

: Query criteria
importance order

Input = Output > Precondition = Effect > Service Name
> Full Text

The criteria in a query can be of different importance levels. The SRC processes
the given query to find the individual criteria, and sorts the criteria in the order of
importance. The importance of the query criteria is shown in Table 2.

In order to create a main category for the query, the criteria containing the
Input, Output, Precondition and Effect variables are examined, and the category of
the conceptual data points rooting from these are evaluated. The first data nec-
essary for the matching algorithm is created when a web service is published to the
SRC: a permanent conceptual space is created for the given service, and stored for
future use in service discovery. The second data necessary for the matching
algorithm is created when the query is sent to the system: a temporary conceptual
space is created for the given query. These conceptual spaces, dimension signif-
icance values and category plane similarities are used by the service match ranking
algorithm to obtain the most similar services [9]. When certain conditions are
satisfied, the SRC might forward the service discovery request of an agent to a
SRP. A query forward might mean one of the following three: (i) there is not a
reasonable number of available services in the cloud to make an accurate service
ranking, (ii) there is an adequate number of services in the cloud, however none of
the services are suitable enough for the received query or (iii) there is a SRP
specialized to the main category of the query, which might contribute better results
to the service discovery. In these cases, the SRC returns a forward message,
bundled with the Service Match Record list to the query owner agent. The agent is
free to follow or discard the forward.

6 Conclusions

This paper proposes a software system which allows web service publishers to
convert their WSDL web service descriptions to OWL-S web service descriptions,
annotate their web service descriptions, and publish the descriptions to a semi-
decentralized peer-to-peer network using a client application or a software APL
Publishing and discovery operations are performed via a single, unified ontology.
The proposed approach is different from existing systems in architectural and
semantic areas. Architecturally, it is highly scalable and service oriented.
Semantically, the web service similarities are computed with a novel approach, the
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Hilbert Space approach, based on categories and concepts. Web service seman-
ticity is enhanced via web service discovery queries, which is again a new
approach.

A future work might be allowing transparent structural and semantic compo-
sition for the provided queries. With this advancement, our system can transpar-
ently compose web services in the repository to create a web service that matches
the complex solid described by the query Hilbert Space. The composition can
simply be modeled as the unification of solids to create a bigger multi-dimensional
object.
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Finding High Order Dependencies in Data

Rosa Meo and Leonardo D’Ambrosi

Abstract We propose DepMiner, a method implementing a simple but effective
model for the evaluation of the high-order dependencies in a set S of observations.
S can be either ordered—thus forming a sequence of events—or not. DepMiner is
based on A, a measure of the degree of surprise of S based on the departure of the
probability of S from a referential probability estimated in the condition of max-
imum entropy. The method is powerful: at the same time it detects significant
positive dependencies as well as negative ones suitable to identify rare events. The
system returns the patterns ranked by A; they are guaranteed to be statistically
significant and their number results reduced in comparison with other methods.

1 Introduction

In statistics, machine learning and data mining the problem of the determination of
set of variables whose values are correlated represents an important knowledge in
many fields such as in feature selection, database design, market basket analysis,
information retrieval, machine translation, biology, etc. Often in the scientific
literature, the study of the dependence between variables is limited to pairs [1]
but finding correlations among more than two variables is essential for many
commercial and sociological studies (collaborations and interaction networks),
bio-medical (interaction among drugs and proteins) and scientific domains.
Furthermore, many observations have a special meaning if considered as
sequentially ordered: examples span from the nucleotide sequences of the

R. Meo (X))
University of Torino, Torino, Italy
e-mail: meo@di.unito.it

L. D’ Ambrosi
Regional Agency for Health Care Services—A.Re.S.S, Piemonte, Italy

E. Gelenbe et al. (eds.), Computer and Information Sciences II, 35
DOI: 10.1007/978-1-4471-2155-8_4, © Springer-Verlag London Limited 2012



36 R. Meo and L. D’ Ambrosi

organisms genome to the series of events generated in a network of interactions
(like a social network, a hypertext or a computer network), to the analysis of web
server logs or the detection of intrusion attempts in information systems.

Formally, a set of observations I = {iy, i, ..., ix} is named itemset where all the
elements or items of the set occur together in the same example (or transaction). Here
the term transaction denotes a group of events occurring at the same time-stamp and
sharing the same order number. Any single observation or item #; represents a pair
(Variable, Value) that means that the Variable describing one of the attributes of the
observation assumes the indicated value. The set of items / is defined as a non-empty
subset of elements from a language £, the item collection. In this manner, an itemset
represents the set of items that occur together and have the same order number.

A sequence S is an ordered list of itemsets S = <[y, l,...,I, > . A sub-
sequence S’ of S, constituted by m<n itemsets, is denoted by §' C S and is
constituted by a subset of the itemsets of S in which the precedence relationship
between any pair of itemsets is maintained.

In this paper we deal with both itemsets and sequences of itemsets and we are
able to model both of them with the same probabilistic model. We treat an
itemset as a composite event and we represent it in our model by the joint
probability that all its items occur together. Our model is based on the probability
of occurrence of events. We model the probability of the sequences by means of
the probability of the events represented by the sequence members. For the
itemsets we record the frequency with each all the items occur together; for
sequences, we record the frequency with which each of the event sequence occurs
in the correct order. In order to unify the two concepts of itemsets and sequences
we use the common term pattern. In practical cases, often it happens that the set
of returned patterns is large and much of the information is redundant because
many of the patterns are returned together with some of their subsets. The
reduction of the redundancy in the result set answers to two major challenges:
reducing the overwhelming size of the mining results and eliminating redundancy
in the information content and the overlapping between the patterns.

Deciding which patterns are redundant is not straightforward. It might depend
on the applications. For instance, the inclusion of patterns with some common
elements could be acceptable because the itemsets might have different meaning
or occur in different situations. Instead, the inclusion in the result of both subsets
and their super-sets is not acceptable if the super-sets do not add new information
to the information carried by the subsets. In literature, redundant itemsets are
detected in many different and sometimes opposite ways. Calders and Goethals
[2] allows the reduction of the number of the itemsets with a loss-less com-
pression of the result because all the information lacking from the result can be
restored by application of the concept of closed itemsets. Zhang et al. [3]
considers the correlation among the items as strong only when all the items are
considered together and when their subsets have instead a weak correlation.
On the opposite side, Duan and Street [4] considers interesting an itemset if all its
subsets are closely related to all other subsets.



Finding High Order Dependencies in Data 37

In data mining there exist computationally efficient methods to discover
significant dependencies and correlations among the items of a frequent pattern
[5-7]. In itemsets mining, in order to determine the dependencies in patterns
composed by more than 2 items, either they make the multi-way independence
assumption or they evaluate the contribution to the overall itemset of each var-
iable separately [3, 5, 6]. The difficulty stems from the fact that there is not an
easy way to determine a referential probability of an itemset [ that represents a
condition of independence among the subsets if we do not suppose independence
among all the single variables in 1. Gallo et al. [5] ranks the frequent itemsets
according to the unlikelihood that they appear under the hypothesis that all the
items in the itemset are independent. But the multi-way independence condition
gives a problem: according to this definition of independence, if a dependence
already exists in a subset of I, this dependence is “inherited” from the subset to
I and to all the super-sets of I [8]. Thus we do not have a way to distinguish if an
intrinsic dependence exists in an itemset / in addition to the dependencies
inherited from its subsets.

We can solve the problem in terms of quantity of information that an itemset
provides. Chakrabarti et al. [9] proposes the use of Minimum Description length to
identify the interesting sequences. Similarly, we are interested in identifying the
surprising patterns whose probability, as derived by the number of their obser-
vations, has a great departure w.r.t. a referential, estimated probability as deter-
mined only by its subsets. We are interested in patterns that add any information to
their subsets while we want to discard those itemsets that can be foreseen given the
observation of their subsets. We proposed in [10] a solution based on the maxi-
mum entropy. The entropy of an itemset / is computed by an estimation of the
probability of I computed on the basis of the probability of its subsets. The
probability of I at which the entropy is maximum (denoted by Pg(I)) corresponds
to the probability that the itemset I would have in the condition in which it carries
the maximum amount of information in addition to its subsets. The interest
measure that we proposed for an itemset / is the departure of the probability of
I w.r.t. the referential value computed at maximum entropy: A(I) = P(I) — Pg(I).
The higher the departure between the two probabilities, the less the itemset can be
correctly foreseen from the observation of its subsets. This departure identifies a
dependence between the items and tells us that this dependence is not due to the
subsets only. As a consequence the itemset is non-redundant.

A(I) decreases with the increase in the cardinality of itemsets and it is not suitable
for the comparison of itemsets of different cardinality. For this purpose in this paper
we propose A, a version of A normalized w.r.t. the probability of the itemset:

P(I) — Pg(I)

An(l) = P(I)

Similarly it happens with a sequence pattern S. Its probability is computed on the
basis of the occurrence of all its sequence elements (itemsets) when these
occurrences respect the correct order in the sequence.
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A, takes both positive and negative values, in the range from [—oo,1].
Specifically, if the value is positive, it means a positive dependence, i.e., a pattern
that is more frequent than expected; if the value if negative it means a negative
dependence, i.e., a pattern that occurs rarer than expected. In this paper we present
a method for the computation of the interesting and non redundant patterns based
on the above observations. A, is used as a score function to rank the patterns.
In Sect. 3 we show how we succeeded to determine the significance level of A,
and to identify the significant patterns.

The rest of the paper is organized as follows. In Sect. 2 we summarize how
A is computed. Section 3 shows how to determine the significance level of A,.
Section 4 presents an empirical evaluation study on the results of the system on
some common data-sets. Finally, Sect. 5 draws the conclusions.

2 Estimation of the Referential Probability

Here we generalize our model based on A to generic patterns, including also
sequences. Consider a pattern W = {wy,wy,...,w;} where w; might represent
either a single item or an itemset in an ordered sequence. Henceforth, we will
use the generic term pattern element. Entropy H(W) = — > P(w},wh,...,w})
log[P(w}, w3, ..., w;)] with wy representing the element w; either affirmed (rep-
resenting an event present in an observation) or negated (absent event). Summa-
tion ranges over the probabilities of all the combinations of the k elements taken
affirmed or negated. H(W) is not computed by assumption that singletons are
independent but taking in consideration the actual probability of occurrence of
each subset of W, as observed from the database. The exclusion-inclusion principle
[2] is adopted to compute the entropy of W starting from the probability of
the subsets of W and it is a function of the probability of W. The estimate of the
probability of Wis the probability value that maximizes the entropy and corresponds
to the case in which the amount of information on the presence of W is minimum
given the knowledge on the presence of the subsets of W. Notice that in making the
estimate we considered only the observed probabilities of the subsets. Thus, if the
dependence in a pattern W is intrinsic, due to the synergy between all its elements,
then the observed probability of W departs with respect to the estimate. As a result,
A, (W) makes emerge the intrinsic, actual dependencies, existing among all the
elements in W.

3 Setting a Threshold for A

Another problem that we have to solve is how large must be A, such that a pattern is
deemed significant. We use a null model in which there are not dependencies
between the variables. The null model is generated empirically via a randomization



Finding High Order Dependencies in Data 39

of the original data-set. Randomization is generally accepted as a way to allow a
statistical test on significance of results [11]. Randomization occurs by indepen-
dently shuffling the variable values among the examples. As a result, the new data-set
will have the same marginal probabilities of the single variables but the dependencies
between them are spoiled.

In a successive step, we compute patterns both from the real and the ran-
domized data. Next, we compute the minimum negative value of A, (denoted by
UB) and the maximum positive value of A, (denoted by LB) in randomized data.
Then, we use UB as an upper bound for rare patterns in real data and use LB as a
lower bound for the frequent patterns in real data. This is a sort of statistical test on
A, that accepts as dependent a pattern if its A, is higher (resp. lower) than the
maximum (resp. minimum) A,, of the patterns extracted from the randomized data.

Consider the public data-set Mushroom (down-loadable from the repository of
UCI). After randomization, we observed the maximum value of A, = 0.04 and the
minimum value of A, = —0.03. In real data, the maximum is A, = 0.85 and the
minimum is A, = —0.45. Thus in Mushroom the positive dependencies are more
abundant and marked than the negative dependencies. In Table 1 we show an
output of DepMiner, with the ranking of patterns (itemsets) extracted from
Mushroom. The significant itemsets (whose value of A, exceeds the observed
range of values in randomized data) are highlighted and shown over a gray
background. Over a normal, white background, instead, are shown the other
itemsets. Notice that both rarer and more frequent itemsets are interesting.

4 Experimental Evaluation

We run a set of experiments on 5 real data-sets (from FIMI and UCI Machine
Learning repositories) and on 2 real data-sets coming from NASDAQ stock
exchange index (from January 2001 to May 2009) and from the Italian lottery
(with data on the numbers drawn from 1939). The lottery data-set is important
in order to check the behavior of A, on complete random data where even the
marginals were uniform.

In Table 2 we include the total number of examples, minsup threshold, the total
number of itemsets generated (N), execution times to compute A, (in seconds).

We performed two experiments: the first one on the compression capability and
the second one on the capability of DepMiner to determine the dependencies in
contrast to methods that assume the multi-way independence condition.

1. In this experiment, to be further conservative, we compare DepMiner results at
many levels. We denote as itemsets clearly non independent, the itemset whose
A, # 0. Thus we include in the results both these latter ones and the itemsets
whose A, is acceptable by the significance test on the lower and upper bounds
obtained in randomized data. We include in Table 2 three ratios: the ratio
between the number of itemsets with A, # 0 and N (Dep/N), the ratio between
the significant dependencies and N (SDep/N) and the ratio between non
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Table 1 DepMiner output: itemsets ranking with significant itemsets highlighted over a gray

background
Delta/Po Delta Freq. Itemsets
0.0188 0.0075 3256 Class = poisonous, ring-number = one, bruises? = no
0.0138 0.0059 3272 stalk-surface-above-ring = smooth, ring-number = one,
Class-edibility
0.0121 0.0045 3032 stalk-surface-below-ring = smooth, ring-number = one,
Class = edibility
0.0055 0.0023 3376 stalk-surface-above-ring = smooth, Class = edibility,
gill-size = broad
0.0007 0.0003 3216 Class = edibility, gill-size = broad, odor = none
—0.0006 —0.0002 3128 bruises? = bruises, gill-space = close, stalk-surface-above-
ring = smooth
—0.0014 —0.0006 3728 veil-color = white, Class = edibility, gill-size = broad
—0.0020 —0.0008 3128 veil-color = white, ring-type = pendant, gill-size = broad
—0.0026 —0.0013 3964 gill-attach = free, stalk-above-ring = smooth, stalk-below-
ring = smooth
—0.0049 —0.0021 3488 gill-attach = free, ring-number = one, Class = edibility
—0.0051 —0.0021 3368 gill-attach = free, ring-number = one, ring-type = pendant
—0.0061 —0.0022 3016 stalk-surface-above-ring = smooth, ring-type = pendant,

gill-size = broad

Table 2 Experimental results

Data-set Minsup Itemsets Dep/N SDep/N NDI/N Time(s) y(DM,MINI) y(RDM,RMINI)
(%) (N) (%) (%) (%)
Accidents 35 65,500 13.5 0.1 22.93 4294 —0.84 0.16
Chess 75 20,582 1.2 0.34 2.11 135 —0.95 —-0.91
Nasdaq 0.14 242 95.8 46.69 100 107 —0.05 0.27
Kosarak 1.01 21,934 825 10.39 95.55 2221 —0.56 0.28
Mushroom 22.15 14,189 1.48 1.03 5.84 115 —0.94 —0.29
Retail 4.53 22,524 79.7 5.9 99.56 1322 0.02 0.55
Lottery 0.006 91,499  99.1 0 100 5804 0.81 0.77

derivable itemsets (NDI) obtained by the competitor method [2] and N
(NDI/N). These ratios quantify the volume of found dependencies in data and
clearly demonstrate the increased ability of DepMiner to reduce redundancies
than NDI.

. In the second experiment we compare the results of DepMiner with MINI [5],
in order to determine the difference between DepMiner and another method
based on the multi-way independence assumption. The last columns of Table 2
report the result of a comparison between DepMiner ranking (denoted by DM)
and MINI. As said, our method does not consider dependencies inherited by the
subsets; it coincides with the multi-way independence assumption only for
patterns with cardinality 2. In order to measure the correlation between our
ranking (DepMiner) and MINI’s we adopted an objective measure: y [1]. Since
the methods differ in the referential probability estimate, y quantifies the effect
of this difference.
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In Table 2 we also compared the two rankings computed on randomized data
(RDM and RMINT). All the values reported by y denote disagreement. The amount
of discrepancies decreases (y increases) if we move from real data to randomized
data (since the high-order dependencies are spoiled during randomization).
Furthermore, on complete random data (Lottery) the two methods agree.

5 Conclusions

We have presented DepMiner, a method for the extraction of significant depen-
dencies between the values assumed by database variables. DepMiner gave good
results in comparison with [5] and demonstrated a superior capability to compress
results than NDI [2].
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Heuristic Algorithms for Real-Time
Unsplittable Data Dissemination Problem

Mustafa Miijdat Atanak and Atakan Dogan

Abstract In real-time communication, the timely delivery of the data transfer
requests needs to be guaranteed. This work formally introduces the Real-Time
Unsplittable Data Dissemination Problem (RTU/DDP), which is a generalization
of the unsplittable flow problem (UFP). RTU/DDP problem is NP-hard. Therefore,
heuristic approaches are required to acquire good solutions to the problem.
The problem is divided into two sub-problems: path selection and request packing.
Each of these sub-problems is formally defined and heuristic algorithms are
proposed for both sub-problems. The performance of these algorithms is compared
with a heuristic from the literature that can solve RTU/DDP, namely Full Path
Heuristic (FPH). The results and discussions of the comparisons between the
proposed heuristics and FPH are presented.

Keywords Real-time - Data dissemination - Unsplittable flow problem -
Computer networks - Performance evaluation

1 Introduction

For the applications with real-time requirements, the timely delivery of related
data is of utmost importance. Unlike the best effort data transfer requests that need
to be completed as early as possible, real-time data transfer requests come with
a deadline, before which they have to be completed in order for them
to be considered successful. Applications with real-time data transfer requests may
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arise in defense and surveillance [1], wireless sensor networks [2], and Grid
systems [3, 4].

In this study, we will formally introduce the Real-Time Unsplittable Data
Dissemination Problem (RTU/DDP), which is a generalization of the well-known
Unsplittable Flow Problem. Based on [5-9] and the related studies, the network is
assumed to support end-to-end guaranteed service in which a share of any link
bandwidth can be reserved and then released afterwards. RTU/DDP tries to find
out the routes and the amount of flow that should be assigned to each request that
maximizes the number of real-time requests that are delivered successfully.

Section 2 introduces the RTU/DDP. Then, it divides the problem into two
sub-problems. Sections 3 and 4 concentrate on these two sub-problems. Section 5
presents simulation results. The last section provides conclusions.

2 Problem Formulation

A data grid system is modeled by an undirected graph G = (V, E), where
V = {v,...,v,} defines the heterogeneous machines and E = {e,,...,e,,} denotes
the links each of which connects any two machines of the system. The machines
can be storage elements with limited storage space as well as network routers
(or switches). Each e; € E is associated with a bandwidth value ¢; > 0 and a delay
value d; > 0. Let R = {r,...,r;}denote a set of real-time data transfer requests.
Each request r; € R is modeled with <s,, ¢, f;, ;> quadruple in which s; is the
source machine, #; is the destination machine, f; is the requested data item, and
d; > 0 is the deadline of the request. It is assumed that the centralized scheduler is
able to reserve and use the system resources for the duration of file transfers.
A request r; € R is assumed to be satisfied if its file f; is transferred from the source
storage machine s; to the destination storage machine ¢; through one of the (simple)
paths between these two machines before the request deadline §; has passed.
Let P; = {pi,...,p; tand [; > O define the set of paths and the number of paths
for request r; € R, respectively; Pi(ex) = {p; : p; € P; and ¢; € E} denote a set of
paths p; € P;(j <I;) each of which includes link ¢; € E for request r; € R.

Definition 1 Given a data grid system G = (V, E) and a set of real-time data
transfer requests R, the RTU/DDP seeks to maximize the number of satisfied
requests where each requested file is required to be transferred over a single path.

RTU/DDP : max Y ) " x;

ri€R p;EP;
Z xj<lforallr; € R
pjePi
Z Z mix; <cy,forallr; € Rand ¢, € E
ri€R p;eP;(er)

x; € {0,1} for all ; € R and p; € P;
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where x;; is 1 if request r; € R is satisfied over path p; € P;, and O otherwise;
n;; denotes the bandwidth demand of request r; € R when path p; € P; is chosen for
the request, and it is computed as follows:

Vi
5i - Zekepj dk

TC,‘J':

where|f;| denotes the file size.

RTU/DDP problem is a generalization to the unsplittable flow problem (UFP),
which is known to be NP-hard [10]. Therefore, an optimal solution to RTU/DDP
cannot be found in a polynomial time, unless P = NP. Heuristic approaches,
e.g. [1, 6], are adopted to find good solutions to RTU/DDP. In this study, RTU/
DDP is split into two sub-problems, namely path selection and request packing.
The path selection determines one path for each request and passes these paths
to the second phase. Request packing selects the satisfiable requests that maximize
the number of satisfied requests while respecting link capacity constraints.

3 Path Selection

Minimum hop minimum delay feasible path first (MinMin/FPF). This algorithm is
based on the presumption that it is best if the requests get routed over a feasible
path with minimum number of hops incurring a small path delay.

Definition 2 A path p; € P; for request r; € R is feasible iff the bottleneck
bandwidth (bbw) of p; € P; is greater than the bandwidth demand of request r; € R
for path p; € P;, where bbw is the minimum of available bandwidth values of the
links on path.

MinMin/FPF is based on the Bellman-Ford shortest path algorithm, and it is
inspired by [11]. The algorithm tries to find the minimum hop count path between
the source and destination. If more than one path has the same hop count, the path
with minimum bandwidth is favored. The path found by the algorithm is, then,
checked for feasibility. If the path is not feasible, an empty path is returned.
The time complexity of minimum hop Bellman Ford algorithm is O (IVIIEI).
MinMin/FPF additionally calculates path delays in each step, which takes |El steps
in the worst case. Thus, MinMin/FPF runs in O (IVIIEIZ) for a single request. Since
MinMin/FPF should be run for each request r; € R, the time complexity of overall
procedure becomes O(IVIIElleI).

Edge disjoint minimum hop minimum delay FPF (ED MinMin/FPF). ED
MinMin/FPF tries to route every request over a feasible path with minimum
number of hops incurring a small path delay that are largely edge disjoint. The
requests are sorted based on their bandwidth requirements and they are marked as
unprocessed. The main loop begins by marking every link as available. For each
unprocessed request, if a minimum hop minimum delay path is found with
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available links, the links that are used by this path are marked as unavailable and
the request is marked as processed. The loop is repeated as long as at least one
unprocessed request exists. Main loop is repeated IR times in the worst case. Each
loop finds a minimum hop minimum delay path. Therefore, overall procedure is
O(IVIEPIRP).

4 Request Packing

Definition 3 Given G = (V, E) and R, in which r; € R is modeled with <p;, m;>
tuple, request packing problem (RPP) seeks to maximize the number of satisfiable
requests.

RPP: max Z X;
ri€ER

Z Z mx; <ck, forallr; € Rand e € E
1i€R p;ePr(ex)

x; € {0,1} forallr; €R

where x; is 1 if request r; € R is satisfied and O otherwise; Pr = {p;: p; €
P;and 1 < i <r} where p; € P; is a feasible path for request r; € R; P(e;) is the
set of feasible paths which include link e¢; € E. RPP is a generalization to the
Multidimensional 0-1 Knapsack Problem (MKP), which is NP-hard [12]. Exact
algorithms based on branch and bound and dynamic programming can solve RPP,
but they work in modest size problems only.

Maximum number of outgoing flows first (MNOFF). MNOFF first produces
a contention graph based on the paths chosen by the respective path selection
algorithm. A contention graph (a bipartite graph) is formed as follows: for each
link, the requests that require bandwidth allocation on the link are determined.
Assuming that all requests are sent through the network with minimum required
bandwidth, the bottleneck links whose bandwidth capacity is exceeded are
determined. The vertices on the left column of the contention graph are the
requests and vertices on the right are the bottleneck links. The contention graph is
formed by drawing an edge between request and bottleneck link if the request’s
path includes the link.

In each iteration, MNOFF drops the request with the maximum number of
outgoing flows (the vertex with the maximum number of edges in the contention
graph) and updates the contention graph. In the case of equality, MNOFF picks the
request with the highest minimum bandwidth requirement. Iterations continue as
long as there exists at least one edge in the contention graph.
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Table 1 Parameter values in Parameter
the base set

Value in base set

NUMBER_OF_MACHINES 50

NUMBER_OF_LINKS 100 (undirected)

MAX_BANDWIDTH 1 (Gbit/s)

MAX_DELAY 10 (m s)

NUMBER_OF_REQUESTS 500

MAX_REQUEST _SIZE 10 (Gbit)

MAX_DEADLINE 100 (s)

Table 2 Base results Path selection Request packing Base results

Min-Min MNOFF 37.10
MOFF 50.54

ED Min-Min MNOFF 30.90
MOFF 43.16

FPH 11.18

Finding the request with maximum number of outgoing flow is O(IEIRI) and
updating the contention graph takes O(IEIIRI) in the worst case. Since each iteration
marks one request as unsatisfiable, the loop repeats IRI times. Therefore, the time
complexity of MNOFF algorithm is O(/EIIRI).

Maximum outgoing flows first (MOFF). Key difference between MOFF and
MNOFF is the criterion used to choose unsatisfiable requests. That is, the
MNOFF’s criterion is the number of edges leaving a request vertex, while the
MOFF’s is the number of edges leaving a request vertex times the request mini-
mum required bandwidth. Note that time complexity of MOFF is the same as that
of MNOFF.

5 Experimental Results

In order to evaluate the performance of the algorithms, the authors have written the
simulator in C++. First, a heterogeneous computing system is randomly created
based on two parameters: NUMBER_OF_MACHINES, NUMBER_OF_LINKS.
The links have bandwidths uniformly distributed between 0 and MAX_BAND-
WIDTH; and delays uniformly distributed between 0 and MAX DELAY. After
generating >the network topology, NUMBER_OF_REQUESTS requests are gener-
ated with the following parameters: MAX_REQUEST_SIZE and MAX_DEADLINE.

Using the simulator developed, a set of simulation studies were conducted.
First, a base set of results was established with parameter values shown in Table 1.
The performances of the proposed heuristics are compared against Full Path
Heuristic (FPH) [1]. As seen from Table 2, the best performance is acquired when
(MinMin/FPF, MOFF) is chosen as the (path selection, request packing) mecha-
nism. Result is about 40% better than FPH.
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Table 3 Effect of varying MAX_BANDWIDTH
MAX_BANDWIDTH (Mb/s)

Path selection Request packing 100 500 1000 5000 10000
Min—-Min MNOFF 7.72 21.56 37.10 64.20 73.38
MOFF 16.08 34.70 50.54 77.22 85.48
ED Min-Min MNOFF 6.94 20.04 30.90 60.34 70.68
MOFF 13.70 32.14 43.16 72.06 81.50
FPH 5.94 9.70 11.18 23.16 24.34

Table 4 Effect of varying MAX_DEADLINE
MAX_DEADLINE

Path selection Request packing 10 50 100 500 1000
Min-Min MNOFF 5.98 21.44 37.10 67.90 79.72
MOFF 12.08 32.98 50.54 79.20 88.84
ED Min-Min MNOFF 5.60 21.36 30.90 63.50 76.22
MOFF 11.50 32.52 43.16 76.14 86.18
FPH 2.62 9.02 11.18 25.96 48.06

Table 3 shows the effect of varying MAX_BANDWIDTH. Increasing
MAX_BANDWIDTH has positive effect on the performance. MOFF is clearly
a better choice than MNOFF. MinMin/FPF shows better performance than ED
MinMin/FPF on average. The performance difference between the (MinMin/FPF,
MOFF) tuple and FPH increases as MAX_BANDWIDTH increases.

Table 4 shows the effect of varying MAX_DEADLINE. According to
Table 4, the real-time performances increase with increasing MAX_DEADLINE.
(Min—Min/FPF, MOFF) tuple is still the best choice as far as the performance is
concerned.

6 Conclusion

This study deals with a more general case of the unsplittable flow problem, namely
RTU/DDP. A formal definition of the problem is provided. Then, the problem is
divided into two sub-problems: path selection and request packing. Formal defi-
nitions of both of the sub-problems as well as some heuristics to be employed in
their solutions are also presented. From the results shown in previous section, it is
evident that underlying protocols as well as the system parameters have significant
effect on the real-time performance of the heterogeneous system. Among the
simulated algorithms, the best real-time performance for the RTU/DDP is acquired
when the path selection is made by MinMin/FPF and the request packing is
handled with MOFF algorithms. As a future work, the authors will consider the
more general splittable case, Real-Time Splittable Data Dissemination (RTS/DDP)
problem, in which more than one path can be used to satisfy a given request.
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Automatic Categorization of Ottoman
Literary Texts by Poet and Time Period
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Abstract Millions of manuscripts and printed texts are available in the Ottoman
language. The automatic categorization of Ottoman texts would make these doc-
uments much more accessible in various applications ranging from historical
investigations to literary analyses. In this work, we use transcribed version of
Ottoman literary texts in the Latin alphabet and show that it is possible to develop
effective Automatic Text Categorization techniques that can be applied to the
Ottoman language. For this purpose, we use two fundamentally different machine
learning methods: Naive Bayes and Support Vector Machines, and employ four
style markers: most frequent words, token lengths, two-word collocations, and
type lengths. In the experiments, we use the collected works (divans) of ten
different poets: two poets from five different hundred-year periods ranging from
the 15th to 19th century. The experimental results show that it is possible to obtain
highly accurate classifications in terms of poet and time period. By using statistical
analysis we are able to recommend which style marker and machine learning
method are to be used in future studies.
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1 Introduction

Automatic Text Categorization (ATC) methods aim to classify natural language
texts into pre-defined categories and are used in different contexts ranging from
document indexing to text mining [1]. In the literature there are a variety of studies
in ATC; however, studies on historical manuscripts are rare. One reason for this is
the fact that old documents are scarce in the digital environment. Resources such
as Ottoman Text Archive Project (OTAP) and Text Bank Project (TBP) release
transcribed versions of handwritten Ottoman literary texts [2]. There are millions
of pages of texts in Ottoman that are to be analyzed and classified after tran-
scription [3]. By considering the gap in the studies for the Ottoman language, this
paper is motivated to classify a text with unknown poet or time period by
employing automatic text categorization methods and ultimately show the
achievability of effective automatic categorization of historical Ottoman texts so
that it can be employed when these documents are transcribed.

The contributions of this study are the following. We provide the first style-
centered ATC study on the Ottoman language. Within the context of this language,
we evaluate the performance of two different machine learning methods in ATC by
using four style markers. By using statistical analysis we are able to recommend
which machine learning method and style marker are to be used in future studies.
The availability of huge amount of text in the Ottoman language, especially the
Ottoman archives [3], confirms the practical importance and implications of
our study.

2 Related Work

In ATC, style markers are used in analyzing the writing styles of authors. Holmes
[4] gives a detailed overview of the stylometry studies in the literature within a
historical perspective and presents a critical review of numerous style markers.
Statistical methods have been used for a long time in authorship and categorization
tasks and machine learning methods are used in relatively more recent works.
A Bayes’ theorem-based algorithm is firstly used to classify twelve disputed
Federalist Papers in [5]. McCallum and Nigam [6] compare a multivariate Ber-
noulli model, and multinomial model. SVM (Support Vector Machines) is another
machine learning method used in authorship attribution studies. Joachims makes
use of SVM in the task of text classification and observes that SVM is robust and it
does not require parameter tuning for the task [7]. Kucukyilmaz et al. [8] use
machine learning approaches including k-nearest neighbor (k-NN), SVM, and
Naive Bayes (NB) to determine authors of chat participants by analyzing their
online messaging texts. Yu [9] focuses on text classification methods in literary
studies and uses NB, and SVM classifiers. In her work, the effects of common and
function words are investigated.
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Table 1 Ottoman literary texts used in this study

Life No. of No. of
Text (no. of poems) Century span tokens types
Mihri Hatun’s divan (245) 15th 1,460-1,512 34,735 9,188
Sinan Seyhi’s divan (221) 15th 13717-1431 27,743 10,784
Hayali Bey’s divan (619) 16th 1,500-1,557 54,338 15,727
Revani’s divan (141) 16th 1,475-1,524 24,881 8,315
Nef’1’s divan (224) 17th 1,572-1,635 51,075 14,492
Nesati’s divan (186) 17th 7-1,674 23,799 7,984
Osmanzide Ta’ib’s divan (189) 18th 1,660-1,724 19,610 8,772
Seyh Galip’s divan (580) 18th 1,757-1,799 59,301 18,506
Sanizade’s Ataullah’s divan (125) 19th 1771-1826 8,265 4,409
Yenigehirli Avni’s divan (425) 19th 1826-1884 54,927 18,785
Total - - 358,674 62,609

To the best of our knowledge there is no previous categorization study on the
Ottoman language; however, there are studies on contemporary Turkish. Can and
Patton [10] analyze change of writing style with time by using word lengths and
most frequent words for the Turkish authors Cetin Altan and Yasar Kemal. In
another study they analyze the Ince Memed tetralogy of Yasar Kemal [11].

3 Corpus and Experimental Design

In this study, we focus on Ottoman literary texts of ten poets and five consecutive
centuries. Table 1 gives information about these texts. The text associated with
each poet is called divan which is an anthology of the poet’s work, as it might be
selected poems or all poems of the same poet. The poets in this study are selected
in such a way that they all together provide a good representation of the underlying
literature. There are nine male and one female poets from five different centuries.
The works of the picked poets given in Table 1 acquire almost all characteristics
of the Ottoman lyric poetry [12]. In our study, the poets whose life spanned two
centuries are associated with the century they died (only exception is Mihri Hatun
since she lived in the sixteenth century for a relatively short period of time).

Each document is split into blocks with k number of words, where & is taken as
200-2,000 with 200-word increments. If the number of words in the last block is
smaller than the chosen block size that block is discarded. Blocking is a common
approach used in stylometric studies [13].

Can and Patton [10] show that most frequent words and word lengths (in the
form of token and type lengths) as style markers have remarkable performance in
determining the change of writing style with time in Turkish. Because of their
observations and since Turkish is the basis of the Ottoman language we use these
text features in our study. We also use two-word collocations as another style
marker, since phrases are one of the characteristic features of the Ottoman lan-
guage and poets. Accordingly, the style markers used in the study are: Most
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Frequent Words (MFW), Token Lengths (TOL), Two-word Collocations -two
consecutive words- (TWC), and Type Lengths (TYL). In our study, a token is a
word and a continuous string of letters. Besides, a word that involves a dash is
counted as one token. Only word of length one is ‘o’ (the third person and singular
pronoun). Type is defined as a distinct word. For example, the following line from
Yenisehirli Avni: ‘Yahii ne kdtib ol ne miihendis ne vezneddr’ contains eight
tokens and six types.

We employ two machine learning-based classifiers: Naive Bayes (NB)- a
generative classifier and Support Vector Machines (SVM)- a discriminative
classifier [14, 15]. The use of fundamentally different classifiers provides us a wide
test spectrum to investigate the performance of machine learning methods in ATC
of Ottoman literary texts. Furthermore, NB and SVM are commonly used in
similar studies. For example, Yu [9] indicates that SVM is among the best text
classifiers. In the same work it is also indicated that NB is a simple but effective
machine learning method and often used as a baseline.

In this study we employ the model used in [16] for NB. In SVM we employ two
different kernel functions; polynomial (poly or p), and radial-basis-function (rbf)
kernels. We refer to these methods as SVM-poly (or SVM-p) and SVM-rbf,
respectively. These choices are motivated by the successful results obtained by
them in [17]. For the construction of training and test corpora, we prefer K-fold
cross validation in which division of data is not important compared to splitting the
corpus as training and test set. In our study, we use ten for K. In the experiments
with SVM for the polynomial kernel we run tests when the degree is set to 1, 2, 3,
4 and 5. For the radial-basis-function kernel, we set y (width of the kernel) to 0.6,
0.8, 1.0, 1.2, and 1.4. Similar settings for SVM are used in [17] for text classifi-
cation and successful results are obtained.

We conduct a two way analysis of variance (ANOVA) in order to see if the
classification performances of the tested cases are significantly different from each
other. When the main effects of the factors, style markers and machine learning
algorithms, are statistically significantly different in explaining the variance of
classification accuracy, we conduct post-hoc multiple comparisons using Scheffe’s
correction [18] for the levels of each factor (an abridged presentation is provided
in the next section).

4 Experimental Results
4.1 Classification by Poet

In Table 2, we provide poet classification accuracies of the style markers MFW,
TOL, TWC, and TYL with the machine learning methods NB, and two versions of
SVM for different block sizes. The table shows that for MFW with SVM-poly, we
obtain the best accuracy score when the polynomial degree is 1; similarly, we
obtain the best accuracy score for SVM-rbf when y is 1.2. In the table the values of
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these parameters that provide the best performances of TOL, TWC, and TYL are
also given.

For MWF for all block sizes SVM-poly and -rbf provide better results than
those of NB. Both versions of SVM have similar results. For TOL for almost all
block sizes NB provides slightly better results than those of SVM-poly and -rbf.
Scores of SVM-1bf are slightly better than the scores of SVM-poly. For TWC all
methods yield similar accuracy scores. For TYL for all block sizes NB provides a
slightly better performance that those of the SVM classifiers and both versions of
SVM have similar performances. From the table we can see that for MFW the
difference between NB and SVM classifiers are noticeable for the other cases NB
and SVM classifiers performances are mostly compatible with each other.

Statistical Analysis We do the multiple comparisons of the style markers and
machine learning algorithms in poet categorization for p <0.05 using Scheffe’s
method. According to comparisons, TOL and TYL are not significantly different
from each other; whereas, other pairs of style markers are significantly different
from each other. Considering the machine learning algorithms, the SVM classifiers
with different kernels are not significantly different from each other, but they are
significantly different from the NB classifier.

4.2 Classification by Time Period

In addition to classifications of texts by poet, in this study we also study classifi-
cations of texts by time period. In the corpus, there are ten divans from 15th to 19th
centuries (two divans per century). In the classification of texts by time period, MFW
(Most Frequent Words) provides the best classification scores (up to 94%) with the
SVM classifier. TWC provides the second best performance, and TOL and TYL
follow the style marker TWC. SVM mostly performs better than NB with MFW. For
TOL and TYL, NB provides slightly more accurate results than SVM. The NB and
SVM classifiers have almost the same performance with TWC.

Statistical Analysis As in the poet classification section, we do the multiple
comparisons of the style markers and machine learning algorithms in period cat-
egorization for p<0.05 using Scheffe’s method (they are obtained by using the
results as in Table 2). According to comparisons, TOL and TYL are not signifi-
cantly different; whereas, other pairs of style markers are significantly different
from each other. Moreover, considering the machine learning algorithms, they are
significantly different from each other for combinations of all pairs.

5 Conclusion

We present the first style-centered ATC study on Ottoman literary texts particu-
larly on collected poems (divans) of ten different Ottoman poets from five different
centuries. The statistical tests show that SVM and MFW yield performances that
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are mostly statistically significantly different from their counterparts. Based on
these observations we recommend the use the SVM classifier and MFW style
marker in future related studies on this language.

The availability of huge amount of text to be digitized in the Ottoman language
confirms the practical importance and implications of our results. We hope that our
work and results would serve as an incentive for more research using these
documents.
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An Empirical Study About Search-Based
Refactoring Using Alternative Multiple
and Population-Based Search Techniques

Ekin Koc, Nur Ersoy, Ali Andac, Zelal Seda Camlidere,
Ibrahim Cereci and Hurevren Kilic

Abstract Automated maintenance of object-oriented software system designs via
refactoring is a performance demanding combinatorial optimization problem.
In this study, we made an empirical comparative study to see the performances of
alternative search algorithms under a quality model defined by an aggregated
software fitness metric. We handled 20 different refactoring actions that realize
searches on design landscape defined by combination of 24 object-oriented
software metrics. The investigated algorithms include random, steepest descent,
multiple first descent, multiple steepest descent, simulated annealing and artificial
bee colony searches. The study is realized by using a tool called A-CMA devel-
oped in Java that accepts bytecode compiled Java codes as its input. The empiricial
study showed that multiple steepest descent and population-based artificial bee
colony algorithms are two most suitable approaches for the efficient solution of the
search based refactoring problem.
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1 Introduction

Search based optimization techniques have become popular in software
engineering research, in last decade [1]. There are diverse application areas
ranging from requirements engineering, quality assessment, service-oriented
software engineering, to project planning where the techniques are successfully
applied. Among the application areas, automated software maintenance [2—4]
requires some special elaboration due to its representational and descriptive dif-
ficulties in terms of candidate solutions and objective functions. In order to cope
with the design corruption [5] problem, in object-oriented software systems,
maintenance programmers are required to execute periodic and systematic refac-
toring activities. Although one can use CASE products for the purpose, it still
requires too much effort and time of maintenance programmers. Automation of
this critical software engineering task which is guided by some quality model,
defined by related software metrics, supports sustainability/improvement in design
quality and provides highly maintainable software products. In fact, the problem is
a combinatorial optimization problem in which fitness function can be charac-
terized as an aggregate of object-oriented metric results. Once the problem is
defined in terms of solution representation, fitness function and change operator,
there are wide variety of candidate metaheuristic search techniques.

In this paper, we reported the results of our empirical study including
comparison of 5 alternative search algorithms and Random (RND) search in the
context of the search based refactoring problem. The algorithms include steepest
descent (SD), multiple first descent (MFD), SA, multiple steepest descent (MSD)
and artificial bee colony (ABC) searches. The goal of this research is to investigate
the potential of alternative search techniques in the automated software refactoring
domain. Note that, among the alternatives to the best of the authors’ knowledge,
the ABC search [6] has not been applied in search-based refactoring problem
before. In literature, one can find alternative approaches based on different
biological metaphors [7]. Throughout the experiments, all searches are executed at
the design level of abstraction and realized at the design space. The general
architecture of the A-CMA tool and the details of the adopted methodology are
given in Sect. 2. Section 3 describes the experimental set up and the results
obtained through excessive amount of runs taken for different parameter values.
Finally, the conclusions are given.

2 Tool and Methodology

A-CMA consists of 3 major modules; one for carrying out modifications on a
design, one for the actual searching operation and the final one for representing
a solution. The Modification module is responsible for choosing applicable
modifications on a current design. The static input, denoted as “Modifications”
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represents a set of refactoring actions that can be applied. The “Checker” module
is responsible for determining possible modifications that should guarantee that an
action does not change the functional properties of the design. When a modifi-
cation is chosen among this set, the “Modification Applier” module carries out
necessary operations on the given design. “Search Expander” module is the
central building block of the operation. It is responsible for carrying out the search
process on possible designs and tries to find an optimal design using several
algorithms. The search “Algorithms” are static inputs as well. “Design Repre-
sentation” module is responsible for providing a design abstraction for a given
object oriented software. The abstraction is modifiable by other modules, easily.
Finally, the “Metrics Calculation” module is responsible for providing ability to
measure design quality. “Metrics” are static inputs. A-CMA produces a refac-
toring suggestion sheet as output of a search procedure. The suggestion sheet
contains initial and final design information regarding to the found refactoring path
and a step by step refactoring suggestion list for the developer. A-CMA uses a Java
bytecode manipulation and analysis framework named ASM [8]. All abstract
design representations of given benchmark programs has been constructed using
ASM framework. In A-CMA, each refactoring action type has a checker function
that can evaluate a given design to find all appropriate actions of the given type
that can be applied to the design. The static analysis method consists of several
condition checks on a possible refactoring action that results in a filtering over
actions. A-CMA implements 20 refactoring actions: Move Up/Down Method,
Move Method, Move Up/Down Field, Instantiate Method, Freeze Method, Make
Class Abstract/Final/Non-Final, Inline Method, Remove Class/Interface/Method/
Field, Introduce Factory, Increase/Decrease Method Security, Increase/Decrease
Field Security. Evaluation of a design is better to be based on some justifiable
quality model. For example, in [9], Quality Model for Object Oriented Design
(QMOQOD) [10] which adopts weighted sum of 7 object-oriented metrics has been
used. In our case, we have implemented 24 object-oriented metrics (5 of these
metrics intersects with QMOOD model) selected from various sources including
[11] without any weight consideration. A-CMA works on normalized metric
values. Complexity related metrics should be minimized during a search for a
better design [12]. However, it is not possible to set a precise goal for many other
software metrics in such way. Since the optimization process cannot rely on
subjective opinions, objectives for such metrics should be regarded as “unknown”.
Furthermore, in order to prevent possible conflicts, those metrics that require value
maximization are also treated as minimized metrics by using the multiplicative
inverses of the values.

The considered minimized metrics include: The number of the fields/methods
in a class; the average number of the field/method visibility of a class; the nesting
level of a class; the number of the methods of a class in a package; and the number
of classes/interfaces in a package. The metrics with unknown objective values
include: The number of constant fields/setter/getter methods in a class; the average
number of the static methods of a class; the number of interfaces a class imple-
ments; the number of children/descendants/ancestors of a class; the number
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of elements on which this class depends; the number of elements that depend on
this class; the number of times the class is externally used as attribute type; the
number of attributes in the class having another class or interface as their type; the
number of times the class is externally used as parameter type; the number of
parameters in the class having another class or interface as their type; nesting level
of a package and the ratio of abstract classes in a package. While it is obvious that
the objective value of minimized metrics should be set to O (assuming no negative
values possible), there is a requirement to set objectives for unknown metrics. Our
normalization schema uses a comparative approach in this manner. Instead of
setting precise objectives, it is decided to use an optimum design set as a feedback
mechanism. Therefore, the current design is compared against the norm of a given
optimum design set and the distances can be used as a metric score to be mini-
mized during search. Assuming there are k metrics, M, M,,..., My and n designs
in the optimum (or ideal) design set, D;, D»,..., D, along with the current design,
D, to calculate the normalized metric score for. Hence, for each metric, the
Distance function is defined as:

|[NormVal(M;(Dey), 1) — NormVal(0,i)|, M; € Minimized
|NormVal(M; (Dey ), 1), M; € Unknown

(D)

where the NormalVal function calculates the normalized value of x against the
values of ith metric in the optimum design set, given as:

Dist(M;, Deyr) = {

NormVal(x, i) = Normg_1(M;(Dy), M;(D2),..., M;(Dy)), (2)

Hence, the overall metric score of D, to be minimized is defined as;

k
Eval(DW) = ZDisr(Mthur) (3)

i=1

3 Experimental Results

To the best of authors’ knowledge, there is no widely accepted benchmark input
program set that can be used for an empirical study on search based refactoring
problem. Therefore, we have included 6 input programs written in Java where 5 of
them being open source programs under heavy development [13—17], the last one
being a student project: Beaver (a parser generator); Mango (a collections library);
JFlex (lexical analyzer generator); XML-RPC (XML-based remote procedure call
library); JSon (Java library for data exchange format) and Mosaic (a student
project). During experiments, Java.Math, Java.Text, Java.Util, and Javax.Swing
packages from the base Java library have been chosen as the members of optimum
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design set since they provide most of the core functionality of the library. The
experiments have been carried out on 20 computers with Intel Core2DUO CPUs
and 4 GBs of memory. The underlying operating system was Ubuntu-Linux (fully
patched) with Sun JRE 6. A-CMA has client/server architecture to simplify
work distribution amongst several computers. We took 4 different ascent values
(5, 10, 15 and 20) with 30 restarts for both MFD and MSD searches; 3 different
initial temperature values (1.5, 2.5, 4.0) for SA search and 7 different food source
sizes (20, 40, 60, 80, 100, 120 and 200) for ABC search. There were no alternative
parameter setting values for RND and SD searches. Each run was repeated
10 times for each of 6 input programs. So, the number of total runs was
I0x6xA+1+4+4+3+7) = 1200 runs.

The results include relative and absolute quality gains for different algorithms
using all 6 input programs. The mean gains obtained for all 6 input programs using
MFD algorithm were varying between 5.31 and 5.39. The values did not show any
dramatic change against different ascent values applied in each restart. The sear-
ches were not affected too much by the depth of random bad movements in the
design space while increased number of bad movements mostly resulted in quality
gain decrements. Similar conclusions were drawn for MSD where mean absolute
quality gains for 5, 10, 15 and 20 ascent values were 5.64, 5.60, 5.54 and 5.53,
respectively. As a result, when we consider the mean absolute quality gains, MSD
search outperformed MFD search for each of different ascent depth values. While
the implementation of SA has been relatively straightforward, it has been difficult
to decide on the ideal cooling schedule and initial temperature values. The mean
absolute quality gains obtained for all 6 input programs using simulated annealing
with initial temperature values 1.5, 2.5 and 4.0 were 4.80, 4.45 and 4.22,
respectively. Lower initial temperature values resulted in higher mean absolute
gain scores. The mean quality gain results obtained for SA search were not as good
as that obtained for MFD and MSD searches. Mean absolute quality gains obtained
for all 6 input programs using ABC algorithm with 200, 120, 100, 80, 60, 40 and
20 food sources were 5.76, 5.68, 5.65, 5.64, 5.50, 5.45 and 5.32, respectively.
Higher mean absolute quality gains were attained for higher number of food
sources. One can still expect better gain values for higher number of food sources.
The ABC search algorithm was able to outperform the MSD algorithm for the
highest trial of 200 food sources. In ABC implementation, we applied the discrete
version to the refactoring domain [18]. Figure 1 shows the mean quality increase
for each search technique for the entire set of input programs. The values are
normalized against the SD performance for each program. For almost all input
programs, mean normalized quality gain values were consistent for each program.

For all initial temperature values, the SA search was outperformed by almost all
other techniques including baseline SD search. Except for input program Mango,
the MSD and ABC searches gave mostly better results than the MFD search
known to be well performing in the literature [8]. MSD outperformed SD for all
mean quality gain values obtained for input programs. For the sake of reliability,
we prefer higher quality gains with small standart deviations. Especially for the
Beaver input program, we observed relatively high standart deviations in mean
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Mean Normalized Quality Gain
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Fig. 1 Mean normalized quality gain values obtained for MFD, MSD, ABC, SA and RND
searches that are calculated relative to the baseline SD search for all 6 input programs
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Fig. 2 Overall mean normalized quality gain values obtained for MFD, MSD, ABC, SA and
RND searches that are calculated relative to the baseline SD search

absolute quality gains. When we consider the best performances attained for
alternative parameter settings of each algorithm, the ABC search gave the highest
mean normalized relative quality gain results for all input programs (see Fig. 2).

ABC outperformed the MSD for 3 (Beaver, XML-RPC and JSon) of 6 of the
input programs in terms of mean quality gains obtained. However, high standart
deviations of the gain obtained by ABC makes relatively less reliable. Therefore,
we can only say that ABC and MSD results are highly competitive and do not
dominate each other. The reason behind success of MSD and ABC searches is
directly related with the design landscapes of the input programs defined by the
aggregate software metric and available refactoring actions. Except for the input
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programs Json and Mosaic, the initial number of applicable refactoring instances
were considerably high (being >500). The high value has been observed not only
for the initial step of the search but also throughout the all search steps. Such an
observation implied high branching factor of search space. As a consequence, the
steepest descent technique with multiple applications MSD search performed
well in most of the runs. On the other hand, success of ABC search was due to
populated investigation of better designs that enables examination of alternative
regions of the search space.

4 Conclusions

Based on the input programs used, quality model described and possible refact-
orings considered, we conclude that multiple steepest descent and artificial bee
colony algorithms are two most suitable competitive approaches for the efficient
solution of the search based refactoring problem. The common property of
expanded search horizon of MSD and ABC makes them well performing alter-
natives at the cost of relatively higher execution times. MSD expands the search
horizon via sequential multiple trials of full neighbors in design space while
allowing bad movements in order to escape from local minima. ABC, on the other
hand, expands the search horizon via memorization and improvement of more than
one candidate designs, simultaneously. Our lightweight solution representation
enabled us to expand search horizon efficiently which resulted in high quality
designs to be found. The intensive computation requirement of the refactoring
problem implies the necessity for parallel implementation of the algorithms under
consideration. Also, relatively high quality results obtained via population based
ABC algorithm encourage us to try parallel implementation of the population/
swarm based alternative algorithms, in future.
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Unsupervised Morphological Analysis
Using Tries

Koray Ak and Olcay Taner Yildiz

Abstract This article presents an unsupervised morphological analysis algorithm
to segment words into roots and affixes. The algorithm relies on word occurrences
in a given dataset. Target languages are English, Finnish, and Turkish, but
the algorithm can be used to segment any word from any language given the
wordlists acquired from a corpus consisting of words and word occurrences. In each
iteration, the algorithm divides words with respect to occurrences and constructs
a new trie for the remaining affixes. Preliminary experimental results on three
languages show that our novel algorithm performs better than most of the previous
algorithms.

Keywords Unsupervised learning - Morphology - Word decomposition

1 Introduction

Natural Language Processing (NLP) is a field of computer science that investigates
interactions between computers and human languages. NLP is used for both
generating human readable information from computer systems and converting
human language into more formal structures that a computer can understand.
Well known problems of NLP are morphological analysis, part of speech tagging,
wordsense disambiguation, and machine translation.
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Morphological analysis or decomposition studies the structure of the words and
identifies the morphemes (smallest meaning-bearing elements) of the language.
Any word form can be expressed as a combination of morphemes. For instance,
the English word “enumeration” can be decomposed as e+number+ate+ion and
“interchangeable” as inter+change+able, and the Turkish word “isteyenlerle” as
iste+yen+ler+le. Generally words are known as the basic units of the language but
morphemes are the smallest syntactic unit and they reveal the relationship between
word forms. In this respect, morphological analysis investigates the structure,
formation and function of words, and attempts to formulate rules that model the
language.

Morphological analysis is widely used in different areas such as speech
recognition, machine translation, information retrieval, text understanding, and
statistical language modeling. In many languages this task is both difficult and
necessary, due to the large number of different word forms found in the text
corpus. Highly inflecting languages may have thousands of different word forms of
the same root, which makes the construction of an affixed lexicon hardly feasible.
As an alternative to the hand-made systems, there exist algorithms that work
unsupervised manner and autonomously do morphological analysis for the words
in an unannotated text corpus.

In this paper, an unsupervised learning algorithm is proposed to extract
information about the text corpus and the model of the language. The proposed
algorithm constructs a trie that consists of characters and the occurrences of the
words as nodes. The algorithm then detects roots of the given words by examining
the occurrences in the path of the word. When the root is revealed, the algorithm
creates a new trie from the affix parts, left after the root for each word. The
algorithm continues recursively until there is no affix left to process.

The paper is organized as follows: In Sect. 2, we present previous work in the
field. In Sect. 3, we present proposed algorithm. We give the results of our
experiments in Sect. 4 and conclude in Sect. 5.

2 Related Work on Unsupervised Morphological Analysis

Morpho Challenge [1] is one of the competitions of the EU Network of Excellence
PASCAL?2 Challenge Program working on unsupervised morphological disam-
biguation since 2005. The objective of the challenge is to design an unsupervised
machine learning algorithm that discovers which morphemes the words consist of.

In Morpho Challenge 2005, Bernhard [2] propose a method that relies on
transitional probabilities of each substring of the word in the lexicon, and distin-
guishes stems and affixes by examining the differences in lengths and frequencies
of the words.

Keshava [3] used a simple approach to gather morphemes based on finding
substring words and transitional probabilities. The algorithm constructs two trees;
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a forward tree where each node from top to the leaf corresponds to a word in the
corpus and a backward tree to find suffix probabilities easily.

For the Turkish task in 2007, Zeman [4] proposed a paradigm based approach.
All possible suffix-stem pairs are grouped into paradigms. Since all possible
segmentation points are considered, the number of paradigms is huge and they are
filtered. In the segmentation phase; each possible segmentation of the word is
searched in the paradigms.

ParaMor [5] dominated the Morpho Challenge 2008 in all languages. Each
word is examined by segmenting from every character boundary. When two or
more words end in the same word-final string, ParaMor constructs a paradigm
seed. Paradigms are then expanded to full candidate paradigms by adding addi-
tional suffixes.

In 2009, Monson et al. [6] proposed an improved version of ParaMor [5]. In the
original version, ParaMor did not assign a numeric score to its segmentation
decisions. A natural language tagger is trained to score each character boundary in
each word. Using ParaMor as a source of labeled data, finite-stage tagger is trained
to identify, for each character, c, in a given word, whether or not ParaMor will
place a morpheme boundary immediately before c.

3 REC-TRIE

The input of the Morpho Challenge is a corpus and word list of the words with
frequencies as appeared in the corpus. Since character encodings differ in the
datasets, some modifications are done. English dataset consists of standard text
and all words are lower-cased. Finnish dataset uses ISO Latin 1 (ISO 8859-1).
The Scandinavian special letters &, 4, 0 are rendered as one-byte characters.
Turkish dataset is standard text and all words except the letters specific to Turkish
are lower-cased. The letters specific to the Turkish language are replaced by
capital letters of the standard Latin alphabet, “acikgoriisliiliigiinii” is converted to
“aClkgOrUSIUIUGUnU”.

As mentioned in the first section, one of the problems in unsupervised mor-
phological analysis is the data sparsity. Given a large dataset, most of the root
words appear in the corpus. For example, in the datasets of challenge, there exist
15545 root words among 617298 words where total root count for Turkish is
23470 [7], that is 66% of the roots appeared in the dataset.

The pseudo code of our proposed algorithm (REC-TRIE) is given in Fig. 1.
We simply populate word trie with words from the list that occurred more than
5 times and store the corresponding character, the number of occurrence in the
corpus and the number of times that character is used in this path in this depth
(Line 3). With the fact explained above, we assume the smallest most occurred
word in a path is the root of the words in the path.

Once the algorithm finds root morphemes in each word, it saves the corre-
sponding segmentation into a table and continues to the next iteration (Line 7).
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1 Read words from Wordlist W

2 1=1

8 Construct word T'rie;

4 Construct word Table

5 Do until no unsegmented words remain

6 For each word in the Table

7 Find boundary for unsegmented part with T'rie and update Table
8 If the word is not fully segmented

9 Add unsegmented part to T'rie;+1
10 End If

11 End For

12i=1+1

13 End Do

Fig. 1 The pseudocode of REC-TRIE

-~ ~occe 1464

® Q.
(a) o @ |

© ® @
occ=168 ocn-SH. @m—“s‘l @oﬂc’:??
00c=2430 C“j"”

(c) (d)

Fig. 2 Sample run from REC-TRIE. a A sample trie initialized. b After first iteration root words
detected. ¢ First affix trie is constructed with the extracted affix parts left from roots and first
affixes are found. d Second iteration REC-TRIE created new affix tree and found the last affix

In each iteration, the rest part of the word is put on a new trie (Line 9) and affix
boundaries are found recursively with the same method applied for root extraction.
The algorithm continues until no affix candidate is left.

We present a sample run of REC-TRIE in Fig. 2. After initializing word trie the
algorithm traverses each path and chooses the most occurred smallest word as root.
The word “ada” is segmented as ad + a since the most occurred character is d with
944 occurrence in the path. However the words “adl”, “adIn”, “adIna”, “adInl”,
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Table 1 Precision, Recall, and F-Measure of REC-TRIE compared with other algorithms in
Morpho Challenge 2009 for Turkish

Author Method Precision Recall F-Measure
(%) (%) (%)
Monson et al. Paramor-Morfessor Mimic 48.07 60.39 53.53
Monson et al. ParaMor-Morfessor Union 47.25 60.01 52.88
Monson et al. Paramor Mimic 49.54 54.77 52.02
Our Algorithm REC-TRIE 53.40 43.06 47.68
Lavallée and Langlais RALI-COF 48.43 44.54 46.40
- Morfessor CatMAP 79.38 31.88 45.49
Spiegler et al. PROMODES 2 35.36 58.70 44.14
Spiegler et al. PROMODES 32.22 66.42 43.39
Bernhard MorphoNet 61.75 30.90 41.19
Can and Manandhar 2 41.39 38.13 39.70
Spiegler et al. PROMODES committee 55.30 28.35 37.48
Golénia et al. UNGRADE 46.67 30.16 36.64
Virpioja and Kohonen  Allomorfessor 85.89 19.53 31.82
- Morfessor Baseline 89.68 17.78 29.67
Lavallée and Langlais =~ RALI-ANA 69.52 12.85 21.69
- Letters 8.66 99.13 15.93
Can and Manandhar 1 73.03 8.89 15.86

and “adInlz” is segmented from adlI since the most occurred character in these paths
are [ with 5293 occurrence (b). Next REC-TRIE constructs affix tries to find affix
boundaries. In (c), affixes are inserted in a new trie. Note that “a” is merged from
ab+a and ad+a and occurrence is summed. Again first affixes are found by selecting
the most occurred character. This procedure continues until there is no affix
candidate left. The final affix is found in (d) and REC-TRIE finish segmentation.

4 Experiments

Morpho Challenge gives two perl scripts to evaluate algorithms. These scripts

simply compare the results against a linguistic gold standard. In the evaluation,

only a subset of all words in the corpus is included. For each language, a random

subset was picked, and the segmentations of these words were compared to the

reference segmentations in the gold standard. The evaluation of an algorithm is

based on the F-measure, which is the harmonic mean of precision and recall.
These metrics are calculated by

e Hit (H): The word is cut at the right place.
e Insertion (I): The word is cut at the wrong place.
e Deletion (D): A valid cut is ignored.
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Based on these metrics; precision is the number of hits divided by the sum of
the number of hits and insertions, and recall is the number of hits divided by the
sum of the number of hits and deletions. So the measures are:

.. H 2H
Precision = ——Recall = ———F — Measure = ————— (1)
(H+1) (H+D) (2H+1+D)

We have used the dataset of the Morpho Challenge 2009 and evaluate results
with the perl scripts provided. Table 1 show the results of our algorithm compared
with other algorithms for Turkish. Our algorithm has better F-Measure in Turkish
and English than Finnish. This is due to fact that our algorithm finds roots and
suffixes by traversing the trie one character at a time so found roots and suffixes are
generally short. However, Finnish root words are rather long in the average due to
the conservativeness of the language. Especially deletions are fairly more in
Finnish since the algorithm oversegments the words. As a result, recall values for
Finnish is low and pulls down the F-Measure dramatically.

5 Conclusions

We propose a novel algorithm for unsupervised morphological analysis, based on
trie data structure and word occurrences. The algorithm constructs a word trie and
finds root words according to the occurrences of characters in the path. After root
detection is completed, remaining affix parts are used to construct affix tries.
In each iteration, affix boundaries are detected and results are updated.

Although our proposed algorithm is simple, the results are encouraging. Our
approach ranks 4’th in Turkish when compared with other competitors. The recall
values states that we have missed some of the boundaries especially for Finnish.

The algorithm does not have any methods for prefix detection and there is no
control for the irregular changes of the words or umlauts, so we should develop
some strategies to cope with these situations.
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A Novel Approach to Morphological
Disambiguation for Turkish

Onur Gorgiin and Olcay Taner Yildiz

Abstract In this paper, we propose a classification based approach to the
morphological disambiguation for Turkish language. Due to complex morphology
in Turkish, any word can get unlimited number of affixes resulting very large tag
sets. The problem is defined as choosing one of parses of a word not taking the
existing root word into consideration. We trained our model with well-known
classifiers using WEKA toolkit and tested on a common test set. The best
performance achieved is 95.61% by J48 Tree classifier.

1 Introduction

Morphological disambiguation problem is defined as the task of selecting
the correct morphological parse of a word among its parses. According to the
morphophonemic structure of the language and morphotactics which define
the ordering of morphemes, a word may have many parses. These parses may
share the same root word or may have different root words. Morphological
disambiguation is considered as a preliminary step for higher level language analysis.

Turkish is one of the morphologically rich languages. Like other agglutinative
languages, due to its free constituent order nature, Turkish has a large number of
possible tags. There have been studies for morphological disambiguation problem
in Turkish. These studies can be categorized under two main approaches: rule-
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based approaches and statistical approaches. In statistical approaches, a large
corpus is used to train the statistical model and the trained model is tested on an
unseen test corpus [1]. However, due to the large number of tags in Turkish, data
sparseness is a serious problem. To cope with the data sparseness problem,
morphological parses are divided into smaller parts called inflectional groups [2].
The most recent approach to the morphological disambiguation problem is pre-
sented in [3]. The methodology employed is based on ranking of the most possible
parse sequences (determined by the baseline statistical model represented in [1])
with Perceptron algorithm. The very early rule-based approach to Turkish used
hand-crafted rules [5]. The combination of both rule-based and machine learning
approaches also exists such as [4].

In this paper we propose a classification approach to the morphological
disambiguation problem. The idea behind our algorithm is as follows: Considering
each set of distinct possible parses as a classification problem, one can divide the
morphological disambiguation problem into multiple classification problems. Then
each classification problem can be solved independently using any machine
learning classifier. The inputs (features) of the classification problem are the
existence of the part of speech tags in the previous two neighbor words.

The paper is organized as follows: In Sect. 2 we introduce the morphological
disambiguation problem and formalize it. In Sect. 3, we will review the previous
approaches to the morphological disambiguation problem in Turkish. In Sect. 4 we
introduce our proposed approach. We give our experiments results in Sect. 5 and
conclude in Sect. 6.

2 Morphological Disambiguation

Morphological disambiguation is the problem of selecting accurate morphological
parse of a word given its possible parses. These parses are generated by a
morphological analyzer [6, 7]. In morphologically rich languages like Turkish, the
number of possible parses for a given word is generally more than one. Each parse
is considered as a different interpretation of a single word. Each interpretation
consists of a root word and sequence of inflectional and derivational suffixes.
Table 1 illustrates different interpretations of the word “lizerine”.

As seen above, the first two parses share the same root but different suffix
sequences. Similarly, the last two parses also share the same root, however
sequence of morphemes are different. Given a parse such as

iiz + Verb + Pos + Aor +" DB + Adj + Zero +" DB + Noun + Zero + A3sg
+ P3sg + Dat

each item is separated by “+” is a morphological feature such as Pos or Aor.
Inflectional groups are identified as sequence of morphological features separated by
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Table 1 Four possible parses of word “iizerine”

izer+Noun+A3sg+P3sg+Dat
tizer+Noun+A3sg+P2sg+Dat
iz+Verb+Pos+Aor+" DB+Adj+Zero+" DB+Noun+Zero+A3sg+P3sg+Dat
iiz+Verb+Pos+Aor+" DB+Adj+Zero+" DB+Noun+Zero+A3sg+P2sg+Dat

derivational boundaries (ADB). The sequence of inflectional groups forms the term
tag. Root word plus tag is named as word form. So, a word form is defined as follows:

IGroot + IG, +"DB + IG, +"DB + - - - +"DB + IG,,

Then the morphological disambiguation problem can be defined as follows: For
a given sentence represented by a sequence of words W = w| = wi,wa,...,w,,
determine the sequence of parses T =t = t,1,...,t,, where f; represents the
correct parse of the word w;. Using the Bayesian approach, the problem is
formulated as follows:

P(T)P(WIT)

arg ;naxP(T|W) = POW) (1)

where P(W) is constant for all P(W|T).P(W|T) is equal to 1, since given
a tag sequence, there is only one possible word form corresponding to it. So the
morphological disambiguation problem is simplified as the following:

arg max P(T|W) = arg max P(T) (2)
T T

3 Related Work

The baseline model described in [1] generates the most probable tag sequence for
a given word sequence using Viterbi decoding. First, they break down the tag from
derivation boundaries called inflectional group (IG). The problem is formulated as
follows:

P(T) = HP(ti|ti727 l‘,',l)
i=1

= [[(.1Gi,, . . . 1Gin)| (3)
i=1

(}’1;2, IGi72,17 DY) IGZ'*Z-’ZFZ)
(rict, IGi—1 1, - 1G24, )
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where n; represents the number of inflectional groups associated with the ith parse
and G, represents the jth inflectional group of parse i. The baseline trigram-based
model is based on two basic assumptions: (1) root of the current word only
depends on root of two previous words, and (2) presence of sequence of IGs in the
current word depend only the last IG of two previous words. Under these
assumptions, P(T) is re-formulated as:

n

P(T) = [ T(PGilri-, riet) [ [ PUGiKIGi 2, 511G 1, ) (4)
i=1 k=1

The trigram probabilities are estimated using standard n-gram probability esti-
mation methods using morphologically disambiguated training data.

The Greedy Prepend Algorithm is a rule-based approach, based on decision lists
[4]. Each pattern is formed by surface attributes of surrounding words of the
current word. The decision lists are formed for each of the 126 distinct morpho-
logical features that exist. In the model, a 5-word (including word W, the first two
left and two right neighbors), window is used. Greedy Prepend list reduction
algorithm is used to generate the decision lists. The algorithm starts with the most
general rule which covers all instances. The algorithm adds rules one by one where
the best rule is determined using information gain. The algorithm stops when no
improvement can be made.

The Perceptron Algorithm [3] is a combination of statistical and machine
learning approaches. They use the Baseline Trigram-Based Model to generate
n-best parses for each sentence. A feature set consisting of 23 features is used to
disambiguate the current parse. The model also takes into account previous two
words. Using the n-best parses as input to the algorithm, the algorithm makes
multiple iterations over the training set to estimate parameter values. The highest
scoring candidate is then selected using current parameter values. If the highest
scoring candidate is different than the correct one, parameter values are updated.

4 Proposed Approach

We define the disambiguation task as identifying the correct parse from N possible
parses excluding the root word. Consider the example in Table 2 for the word
“iizerine”. Our approach defines the classification problem as follows:

Class 1:Noun+A3sg+P3sg+Dat
Class 2:Noun+A3sg+P2sg+Dat
Class 3:Verb+Pos+Aor+"DB+Adj+Zero+"DB+Noun+Zero+A3sg+P3sg+Dat
Class 4:Verb+Pos+Aor+"DB+Adj+Zero+"DB+Noun+Zero+A3sg+P2sg+Dat

where the correct parse is Class 1. Although a word can take theoretically unlimited
number of suffixes [5], the number of distinct problems (classification problem) is
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Table 2 Distribution of

. Number of instances Number of problems
problems with respect to the #
of instances 1-10 7213
11-100 1617
101-1000 427
1001-10000 60
10001-100000 3
WORD: “askerlik”
asker+Noun+AI;sg+Pnon+Nom+'\DB+Adj +FitFor PROBLEM
asker+Noun+A3sg+Pnon+Nom+"DB+Noun+Ness+
A3sg+Pnon+Nom REDUCT I ON

askerlik+Noun+A3sg+Pnon+Nom

WORD: “giivenlik”
giiven+Noun+A3sg+Pnon+Nom+*DB+Adj+FitFor
gliven+Noun+A3sg+Pnon+Nom+"DB+Noun+Ness+
A3sg+Pnon+Nom
giivenlik+Noun+A3sg+Pnon+Nom

Problem-1

Class 0: Noun+A3sg+Pnon+Nom+"DB+Adj+FitFor

Class 1: Noun+A3sg+Pnon+Nom+"DB+Noun+Ness+
A3sg+Pnon+Nom

Class 2: Noun+A3sg+Pnon+Nom

Initial problem set of 399223 problems

Problem-9320

Class 0: Noun+A3sg+P3sg+Dat

Class 1: Noun+A3sg+P2sg+Dat

Class 2: Adj+"DB-+Noun+Zero+A3sg+P2sg+Dat

Reduced problem set of 9320 problems

Fig. 1 Problem reduction step of the training phase. The parses of “askerlik” and “giivenlik”
map to problem 1

9320 for a 1M size disambiguated train set. If # problems are same, only one of them
is kept and others are discarded from the problem set. After this preprocessing the
distribution of the problems with respect to the number of instances are given in
Table 2.

Training data is processed sentence by sentence. We used 3-word window
representation for each ambiguous token including it, where neighbor tokens are
2 words from left. Each neighbor is represented by a vector of 126 morphological
features. Since, a neighbor may have more than one parse; each vector is formed
based on the existence of morphological features. Any morphological feature that
exists in any parses of neighbor words is represented by 1. Illustrations for the
problem generation phase is given in Fig. 1.
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Table 3 Comparison of our proposed approach (using 10 different classifiers) with three
different approaches

Method Acc. (%) Method Acc. (%)
NaiveBayes 93.83 Logistic Regression 94.67
Conjunctive Rule 66.25 SVM 94.98
k-NN(k=10) 95.40 LWL 94.67
J48 Tree 95.61 Baseline Trigram-Based Model 95.48
J48 Tree(no prunning) 95.09 Greedy Prepend Algorithm 95.82
KStar 94.36 Perceptron(23 Features) 96.28
NNge 90.49

Testing is done in a similar way as done in the training phase. The test set is
divided into sentences. For each sentence, we select the tokens having more than
one parses and form the instance vector using 3-word window. Then, we determine
the corresponding problem. Using the model of the corresponding classifier we
classify the test instance.

5 Experiments
5.1 Experimental Setup

We use atraining set of approximately 1M semi-automatically tagged disambiguated
tokens (including end-of-sentence, end-of-title, and end-of-document markers)
taken from Turkish newspapers. The training data consists of 50673 sentences where
about 40% of them are morphologically ambiguous [6]. The test set consists of 958
tokens including markers mentioned above, where 42 sentences and 379 tokens are
morphologically ambiguous. Performance criterion is formulated as:

# of correctly disambiguated tokens
# of tokens

(5)

Performance =

5.2 Results

We have compared our approach with other morphological disambiguation
approaches for Turkish presented in Sect. 3 We used 10 different classification
algorithms in the WEKA toolkit. The results of the classification algorithms and
the previous approaches are given in Table 3. According to emprical results, J48
Tree classifier has the best performance among 10 classifier and Baseline Trigram-
Based Model.

Although it cannot can attain the performance of the other previous approaches,
the difference is not significant for the best performer namely J48 Tree classifier.
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6 Conclusion

We presented a new approach to the morphological disambiguation problem for
Turkish. Our proposed approach converts original morphological disambigua-
tion problem into multiple classification problems. Each classification problem
corresponds to a set of possible parses (not including the root words) where each
parse maps to a class and correct parse map to the correct class for that instance.
We used 10 different classifiers from WEKA toolkit for solving the classification
problems.

Our experimental results show that the best classifier is J48 Tree classifier.
Although this is only better than the Baseline Trigram-Based approach among the
previous aproaches, we believe that by expanding our feature set and/or applying
a linear/nonlinear feature extraction mechanism, we will achieve much better
disambiguation performance.
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A Small Footprint Hybrid Statistical
and Unit Selection Text-to-Speech
Synthesis System for Turkish

Ekrem Guner and Cenk Demiroglu

Abstract Unit selection based text-to-speech synthesis (TTS) can generate high
quality speech. However, The HMM-based text-to-speech (HTS) has also
advantages such as the lack of spurious errors that are observed in the unit
selection scheme. Another advantage is the small memory footprint requirement.
Here, we propose a novel hybrid statistical/unit selection TTS system for agglu-
tinative languages that aims at improving the quality of the baseline HTS system
while keeping the memory footprint small. Listeners preferred the hybrid system
over a state-of-the-art HTS baseline system in the A/B preference tests.

Keywords Speech synthesis - Hybrid TTS - HMM-based TTS - Turkish TTS -
Small memory footprint - Agglutinative languages

1 Introduction

HMM-based and unit selection TTS are currently the two dominant approaches to
speech synthesis. In general, unit selection systems can generate higher quality
speech than the HTS systems when spurious errors are not present. However, HTS
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approach has advantages such as the the small memory footprint of the voice
database. As opposed to the large databases needed for the unit selection systems,
a couple of megabytes is enough to store the voice database in HTS which is
important in where small memory footprint is a key requirement.

Besides HTS and unit selection approaches, there are hybrid systems. In one
approach, parameter training for HTS can be improved by minimizing the error of
selecting the wrong unit from the database when the HT'S parameters are used to cal-
culate the target costs in unit selection [1-4]. In another approach, HTS-generated
waveforms are interweaved with the speech units selected from the database [5,6]. The
idea is to use smooth HTS-generated waveforms when a unit with a low transition cost
cannot be found in the database. In a third approach, synthetic speech generated with
unit selection is smoothed at the unit boundaries using an HTS approach [7].

As opposed to most of the existing hybrid methods that are focused on
improving the quality of a unit selection system, here, we propose a hybrid
HTS/unit selection algorithm to boost the performance of our Turkish HTS system.
In the existing hybrid systems, small memory footprint advantage of the HTS
system 1is lost since both a unit selection and an HTS system are used. A key
novelty in this work is a hybrid system that keeps the voice database size small
while improving the quality of the HTS system. Turkish is an agglutinative lan-
guage and many different words can be generated from the same root word by
using a limited set of suffixes. In the proposed system, a database for the most
frequently occurring suffixes in Turkish is created in training. In synthesis, best
fitting suffixes are selected using the proposed suffix selection algorithms. Then,
the selected suffixes are used in HTS within the proposed parameter generation
algorithms. Although, the idea is applied to Turkish TTS here, it can also be used
for other morphologically rich languages such as Finnish, Estonian and Czech.

This paper is organized as follows. An overview of the proposed hybrid system
is given in Sect. 2. The suffix selection algorithms are presented in Sect. 3,
parameter generation algorithms are presented in Sect. 4. Finally, experiment and
discussions are given in Sect. 5.

2 Overview of the Hybrid System

An overview of the training and synthesis phases of the proposed system is shown
in Fig. 1. In the training phase, HMM models and a decision tree are generated for
the target speaker using speaker dependent training with the HTS tools. Then, a
morphological analyzer is used to analyze the words in the speech database. To
create a suffix database, waveforms that correspond to the suffixes labeled by the
morphological analyzer should be extracted from speech. Forced alignment is used
with the speaker-dependent HMM models to align text and speech data. Suffix
units are then extracted from the speech signal using the alignment information.

Suffix units are parametrized using LPC analysis and only the LSF and pitch
parameters are stored. Besides those parameters, each entry in the suffix database
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contains a flag that indicates the presence of silence at the right context of the
suffix (phrase ending) and another flag that indicates the presence of stress on the
suffix. Moreover, beginning and end times of the state-level segments are also
stored in the database.

In the synthesis phase, HMM models that correspond to the input text is
determined using the decision tree. Input text is analyzed using the morphological
analyzer, and, for each suffix in the text, the best fitting suffix is selected using the
algorithms described in Sect. 3. The statistics predicted by the decision tree and
the parameters of the unit that is selected from the suffix database are combined
together and fed into the parameter generation algorithms described in Sect. 4.
Finally, the parameter sequences generated are used in an LSF vocoder to syn-
thesize speech. The morphological analyzer described in [8] is used here. The
analyzer generates the root word and the morphemes of a given word.

3 Suffix Selection

When synthesizing utterance i, using the morphological analyzer, we determine

the set of suffixes {S{ } in the utterance where j = 1,2,...,N; and N; is the total
number of suffixes in the i th utterance. For the j th suffix, the initial set of available
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units in the database is denoted by {U { }. In the initial set, only the stress flag of the
suffix is used for selection. Two different targets are selected for LSF and pitch
parameters. Moreover, the cost calculation for those features are also different.

The proposed unit selection algorithm uses a maximum likelihood (ML) cri-
terion as the target cost. However, we have found in our experiments that the ML
criterion does not always return a proper suffix that has a good concatenation cost.
To reduce the possibility of an artifact, for the pitch parameter, we have used two
heuristics to filter out the set of available units in the database for a given suffix.
The heuristics are described below.

During parameter generation, the pitch trajectory of the selected unit is time-
warped so that it can fit into the synthetic duration estimated with HTS. In our
experiments, expanding the pitch trajectory did not cause any audible artifacts.
However, compressing the pitch trajectory occasionally caused sudden pitch
changes which are perceived as artifacts by the listener. To avoid that problem, the

units in {U{ } that are R, percent longer than the synthetic duration of the suffix S{
are filtered out. The reduced set of units after filtering is denoted by {Ué }.

Pitch fall at the end of phrases is especially important in perception. Thus, if
there is a pause or a short pause at the right context of S{ , which indicates the end
of a phrase, then the units that do not have a pause or a short pause at their right
contexts are filtered out from {Ué }, and the reduced set of units are denoted with
{vi). |

Finally, an ML criterion is used to select the suffix from {Uj}. Log-likelihood
for each unit in {U]} is computed as follows. For each unit U, from {U]}, the
average log-likelihood is computed by

—1
/k__zz [ D/2 |Z 1|1/2] _%(X{n_ﬂm)TZ(X];;_um>

kalfl m

where N is the total number of frames in the unit, M is the total number of states,
my is the total number of frames in state m, X, is the covariance matrix in state m,
I, is the mean vector in state m and X/, is the f th observation of state m. X/,
contains static, delta and delta-delta features.

The heuristics used in calculating the cost function for pitch are not used for the

LSF features. Thus, the ML cost is the only criterion in selecting the appropriate
suffix for LSFs.

4 Parameter Generation for the Hybrid System

In HTS, each utterance i is composed of a sequence of states and each state s has
a set of models A;; for LSF and pitch features. For LSFs, the probability
distribution is defined by a multivariate Gaussian specified by the parameter set



A Small Footprint Hybrid Statistical 89

2= {,ufS{ ,X”}. For pitch, the probability distribution is defined by a multivar-
iate Gaussian specified by the parameter set 47 = {4, X} }. These pdf’s are used
to generate the feature trajectories using the ML method.

In the hybrid system, once the best matching suffixes are selected for the LSF
and pitch parameters, the features extracted from those suffixes are used to modify
the parameter generation process of HTS. Similar to suffix selection, different
parameter generation algorithms are used for the two features to obtain the best
quality speech. The hybrid parameter generation algorithms for the LSF and pitch
features are described below.

4.1 Parameter Generation for LSF

If state s in utterance i occurs within a suffix, the LSF model of the state is updated
with {7 £} where 17" is the feature vector in the suffix that has the

smallest distance to the mean parameter ,uff The distance is measured with the

Itakura-Saito measure which is given by

+n
dis = /

where X;(w) is the spectrum specified by the LSF parameters of the mean vector

X . Xaw)| | dw
A AR AR

(1)

,ufsf , and X, (w) is the spectrum specified by the LSF parameters of a feature vector
in the target suffix.

After the pdf’s are updated for each state that falls within a suffix, the ML-based
HTS parameter generation process is used to create the final LSF trajectories.

4.2 Parameter Generation for Pitch

For the pitch parameters, preserving the intonation pattern of the target unit is
important for improving the naturalness of the synthetic speech. Therefore, instead
of changing the model parameters of the states, pitch trajectory of the target unit is
directly concatenated with the synthetic speech. The trajectory is warped to fit into
the HTS estimated suffix duration. Every phoneme in the suffix is warped indi-
vidually as opposed to warping the whole suffix to compensate for the large
phoneme duration variabilities in the suffixes.

Directly concatenating the pitch trajectory of the target unit into the HTS
generated trajectory creates discontinuities at the boundaries. To address this
problem, HTS parameter generation process is used to smooth out the trajectory
around the concatenation points. However, besides smoothing the trajectory at the
concatenation point, this approach also distorts the target unit trajectory which is
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undesirable. That problem is solved by setting the variances of the pitch models on
the suffix to e. Because the parameter generation process uses an ML-based
measure, the system is effectively enforced to preserve the target trajectory while
smoothing out the trajectory at the concatenation points.

5 Experiments and Discussions

500 utterances, 75 minutes of speech, were spoken by a female speaker. Systems
in the experiments were trained using HTS 2.1 toolkit with 30 dimensional vectors
consisting of 24 LSFs, 1 log FO coefficient and 5 voicing strength parameters.
Voicing strengths are computed using normalized auto-correlation measure for
five evenly spaced spectral bands between 0 and 8000 Hz. The duration heuristic
parameter R, for the pitch parameter defined in Sect. 3 is experimentally set to 20
for hybrid system. In the target cost, log-likelihood is computed only for vowels,
nasals, liquids and glides. Those long duration sounds have the most impact in the
quality. Moreover, consonants can introduce significant amount of noise to the log-
likelihood calculation because of their stochastic nature. We have observed that
using only vowels, nasals, liquids and glides in the likelihood computation
improves the suffix selection process.

A state-of-the-art baseline system is used to assess the quality improvement
with the hybrid approach, using A/B preference test. 50 utterances from a Turkish
novel were used in the test. Seven listeners took the test. In 34 percent of the
utterances, listeners preferred the hybrid system. In 27 percent of the utterances,
listeners preferred the baseline system, and in 39 percent of the cases, the listeners
thought the quality was the same. Thus, there is a preference for the hybrid system
over the baseline system. However, the difference is not large. The test results are
further analyzed and it was observed that discontinuities that sometimes occur with
the hybrid system had an impact on the listener preference. That same effect was
also found to have a significant impact on the Blizzard Challenge tests. In fact,
some of the HTS systems outperformed the unit selection systems in those tests
due to the discontinuity problem [9].

In Turkish, question sentences typically have special suffixes, such as /mi/,
/midir/, at the end of the verbs. In some significant number of cases with the
baseline system, we have noticed over smoothed question tags which significantly
hurt the listener preference. Most of those issues are resolved with the hybrid
system since stress patterns of the question sentences are captured better by the
hybrid system. The hybrid system generated more natural prosody for most of the
suffixes since their intonation patterns are selected from the natural units in the
suffix database.

The hybrid system improved the intonation contours and the clarity of suffixes.
The LSF features improved the clarity and reduced the buzzy quality of the long
duration sounds such as long vowels. For the shorter sounds, the effect is less
noticeable since the trajectory is smoothed by the parameter generation algorithm.
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Enhancing Incremental Feature Subset
Selection in High-Dimensional Databases
by Adding a Backward Step

Pablo Bermejo, Luis de La Ossa, Jose A. Gamez and Jose M. Puerta

Abstract Feature subset selection has become an expensive process due to the
relatively recent appearance of high-dimensional databases. Thus, the need has
arisen not only for reducing the dimensionality of these datasets, but also for doing
it in an efficient way. We propose the design of a new backward search which
performs better than other state-of-the-art algorithms in terms of size of the
selected subsets and in the number of evaluations, by removing attributes given a
smart decremental approach and, besides, it is guided using a heuristic which
reduces the needed number of evaluations commonly expected from a backward
search.

1 Introduction

In the last 2 decades the evolution in technology has derived in new sources
of information which must be stored, automatically classified and retrieved:
e.g. microarrays gene expressions or textual databases, which contain records
described by thousands or even tens of thousands (high-dimensional databases)
variables. This way, lately the task known as feature subset selection (FSS) [3, 4]
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has been an active area of research. This work focuses on hybrid (filter-wrapper)
deterministic sequential search. The problem of forward search is that some
attributes might be judged as relevant in a moment of the search but, once a new
attribute is added to the set of selected features, a former relevant attribute might
become non-relevant. This problem is tackled and alleviated in [2]; however, the
complexity in practice is increased from ((n) to (¢/(n'?) (and having a (/(n*) worst
case complexity). The method we propose in this work tries to detect irrelevant
selected attributes by improving the incremental search with a new smart and also
sequential backward stage. Backward search is a natural and well-known method
to explore the search space, but it might result in a very expensive process.
Thus, we provide a new criterion to search and choose features which should be
removed from the current selected subset. The obtained algorithm is compared to
several state-of-the-art sequential FSS algorithms, resulting that we obtain a better
performance in terms of number of selected attributes, while maintaining the linear
complexity of the search.

2 Incremental-Backward Wrapper Subset Selection (IWSS,)

IWSS [1, 5] is a sequential hybrid search algorithm which uses a filter measure in
order to obtain a marginal ranking of the attributes’ relevance with respect to the
class. Then, a forward best-first search is run over the ranking by incrementally
adding those variables judged as relevant (given an acceptance criteria >) to the
classification process, the relevance of new variables being measured in a wrapper
way. The IWSS, algorithm [2] is an improvement to IWSS in which at each step of
the forward search, not only the addition of a new attribute is evaluated but also to
swap it with one of the features in the current subset of selected features. The idea
is to detect conditional (in)dependencies of attributes respect to the class given the
current subset of selected attributes. This improvement increases the worst-case
complexity from linear to (/(n*). We propose the implementation of an heuristic-
driven decremental-backward Wrapper Subset Search (IWSS;) which takes the
advantages of IWSS (hybrid, linear complexity, smart acceptance criteria), while
adding a second step which starts from the reduced subset found by IWSS and then
expands the search space by removing attributes given the same acceptance
criteria of IWSS but used as removal criteria, which requires that the reduced
subset does not perform significantly worse. By removing features from the
selected subset in a smart way, we aim to discover those attributes which were
selected in the first hand but they are not relevant anymore due to some other
attribute(s) being selected afterwards. In order to obtain a canonical IWSS,
algorithm, the code shown in Fig. 1 is run over the output .¥ obtained by IWSS.

By preliminary experimentation we found more suitable for the backward step
to analyze the attributes in S in reverse-order of inclusion, that is, backward phase
first tries to remove in-S younger attributes. From the study carried out in [1] we
propose to use mf = 2 as acceptance crietrion both in the forward and backward
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backwardSearch method.
In T training, ¥ classifier,. current subset, best. empty set
Out .  final selected subset
1 BestPerformance=evaluate(%’,.7,T)
2 while(best. = null)
3 best.=null

4 fori=|s|-1tol //find best&youngest

5 Foux = - L]

6 AuxPerformance = evaluate(€, . %4yx, T)

7 if (AuxPerformance - BestPerformance)
8 best. = Sy

9 break

11 if best.” = null
12 BestPerformance = evaluate(%, best., T)
13 S =best.S

Fig. 1 Our heuristic-driven backward method IWSS,,

phase. That means, that a given attribute is worth to be included (to remain) in
S only if after an inner 5-cross-validation it gets better mean accuracy (does not get
worse mean accuracy) and also better accuracies (not worse accuracies) in at least
2 out of the 5 folds, in the forward and backward stages. Our contribution is then
a fully sequential rank-guided forward-backward method, which results in an
efficient algorithm with linear complexity and that outperforms compared state-
of-the-art algorithms.

3 Experiments

In order to evaluate our proposal we downloaded a corpus composed of 9 datasets
from the ASU Feature Selection Repository', ranging from 2400 to 46151 features.
The methodology of our experiments is to find out if our proposed algorithm
IWSS, outperforms other state-of-the-art feature selection algorithms: SFS [3],
IWSS and IWSS,. Results are shown in Table 1, where the last two rows show
the statistical tests results (paired one-tail Wilcoxon signed-ranks test [6]); with
confidence level o = 0.001. We first compare by accuracy; then by number of
attributes selected and finally those remaining are compared by number of eval-
uations. At each step, those algorithms found to be statistically worse than IWSS,
are crossed-out

The conclusions shown by the statistical tests are that /WSS, performs statis-
tically better in both terms of number of selected attributes than SFS, IWSS and

' http://featureselection.asu.edu
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IWSS, and number of evaluations. Furthermore, we can observe that our proposal
IWSS,, provides a linear complexity, way far from /WSS, and SFS.

4 Conclusions

Our proposal, IWSS,,, presents a design of the backward search which is heuristic-
driven and is run over a reduced start set. IWSS;, has been compared to three
sequential algorithms known in the literature, using the same acceptance/removal
criterion. The obtained results conclude that IWSS, behaves the same in terms of
classification rate than SFS, IWSS and IWSS,, while reducing the cardinality of
the final subset and, which is very important for high-dimensional databases,
maintaining an in-practice linear complexity for the 11 datasets used in our
experiments.
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Memory Resident Parallel Inverted Index
Construction

Tayfun Kucukyilmaz, Ata Turk and Cevdet Aykanat

Abstract Advances in cloud computing, 64-bit architectures and huge RAMs
enable performing many search related tasks in memory.We argue that term-based
partitioned parallel inverted index construction is among such tasks, and provide
an efficient parallel framework that achieves this task. We show that by utilizing an
efficient bucketing scheme we can eliminate the need for the generation of a global
index and reduce the communication overhead without disturbing balancing
constraint. We also propose and investigate assignment schemes that can further
reduce communication overheads without disturbing balancing constraints. The
conducted experiments indicate promising results.

1 Introduction

Inverted index is the de-facto data structure used in state-of-the-art text retrieval
systems. Even though it is quite simple as a data structure, Web-scale generation of a
global inverted index is very costly [2]. Since the data to be indexed is crawled and
stored by distributed or parallel systems (due to performance and scalability
reasons), parallel index construction techniques are essential. Despite the popularity
of document-based partitioned inverted indices, term-based partitioning has
advantages that can be exploited for better query processing [4].

The following studies on index construction [3, 5, 6] extend disk-based
techniques for parallel systems. In [5, 6], authors propose a parallel disk-based
algorithm with a centralized approach to generate the global vocabulary. In [5]
authors analyze the merging phase of the inverted lists and present three algorithms.
In [3], authors start from a document partitioned collection and proposed a software-
pipelined inversion architecture.
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With the advent of 64-bit architectures, huge memory spaces are available to
single machines and even very large inverted indices can fit into the total
distributed memory of a cluster of such systems, enabling memory-based index
construction. Given the current advances in network technologies and cloud
computing and the high availability of low cost memory, in-memory solutions for
parallel index construction should be considered seriously.

In this work, we propose an efficient, memory-based, parallel index construc-
tion framework for generating term-based partitioned inverted indices starting
from a document-based partitioned collection (possibly due to parallel crawling).
In this framework, we propose to mask the communication costs associated with
global vocabulary construction and communication with a term-to-bucket
assignment schema. Furthermore, we investigate several assignment heuristics for
improving both the final storage balance and the communication costs of inverted
index construction. Here, storage balance is important since it relates to query
processing loads of processors, whereas the communication cost is important since
it determines the running time of parallel inversion. Our contributions in this work
are prior to optimizations such as compression [7].

2 Parallel Inversion

Our overall parallel inversion scheme has the following phases: local inverted
index construction, term-to-processor assignment, and inverted list exchange and
merge. In this section we describe these three phases in detail.

The first task in our framework is generating local inverted indices for all
local document collections on each processor. As each processor contains a
non-overlapping portion of the whole document collection, this operation can be
achieved concurrently without communication.

After local inverted index construction phase, a term-to-processor assignment
phase has to follow. In order to achieve a term-to-processor assignment, normally
a global vocabulary has to be generated. This could be done by sending each term
string, in its word form, to a host processor, where a global vocabulary is
constructed. However in such a scheme, a particular term would be sent to the
host machine by all processors if all processors contain that specific term. Thus
we propose to group terms into a fixed number of buckets prior to the term-
to-processor assignment. Using hashing, each word in a local vocabulary is
assigned to a bucket. Afterwards, a host processor computes a bucket-to-processor
assignment and broadcasts this information to the processors.

At the end of local inversion phase, each processor has a local vocabulary and a
set of inverted lists for its terms. However, different processors may contain
different portions of an inverted list for each term. For the final term-based
partitioned inverted index to be created, the inverted list portions of each term
should be accumulated to a single processor. To this end, each term in the global
vocabulary should be assigned to a particular processor. This term-to-processor
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assignment depicts an inverted index partitioning problem. Many different criteria
can be considered when finding a suitable index partitioning, but we focus on
balancing the storage loads of processors and minimizing the communication
overhead of the inversion process. The storage balance guarantees an evenly
distribution of the final inverted index. As the memory is assumed to be limited
throughout this work, with an even distribution of the storage loads, larger indices
can fit in the same set of processors. Storage balancing is also expected to infer
balancing on the query processing loads of the processors. Since inversion is a
highly communication-bound process, the minimization of the communication
overhead ensures that the inverted list exchange phase of the parallel inversion
process takes less time. In this work, we model the minimization of the commu-
nication overhead as the minimization of the total communication volume while
maintaining balance on communication loads of processors.

At the end of the bucket-to-processor assignment phase, all assignments are
broadcast to processors and processors exchange their partial inverted lists in an
all-to-all fashion. When sending the local inverted lists to their assigned processor,
the vocabulary should also be sent since processors do not necessarily contain all
vocabulary terms and do not know which terms will be retrieved from other
processors. Although such a communication incur additional costs, since the
processor-to-host bottleneck due to global vocabulary construction is already
avoided, this additional communication cost is easily compensated.

The inverted-list exchange between processors is achieved in two steps. In the
first step, the terms (in word form) and their posting sizes are communicated.
At the end of this step, all processors obtain their final local vocabularies and can
reserve space for their final local inverted index structures. Then the inverted lists
are exchanged. At the end of inverted list exchange, posting lists for each term are
merged and written into their reserved spaces in local inverted indices.

3 Bucket-to-Processor Assignment Schemes

In the forthcoming discussions we use the following notations: The vocabulary of
terms is indicated with 7. The posting list of each term #; € 7 is distributed among
the K processors. wy(t;) denotes the size of the posting list portion of term #; that

resides in processor p; at the beginning of the inversion, whereas w,o,(tj) =

S &, wi(t;) denotes the total posting list size of term .

We assume that prior to bucket-to-processor assignment, each processor has
built its local inverted index Z; and partitioned the vocabulary 7 = {#1,t,...,1,}
containing n terms, into a predetermined number m of buckets. The number of
buckets m is selected such that m < n and m > K. Let B=1II(T)={7,=
by, Ty=by,...,Ty=by} denote a random term-to-bucket partition, where 7;
denotes the set of terms that are assigned to bucket b;. In B, wy,(b;) denotes the
total size of the posting lists of terms that belong to b;.
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In an m-bucket and K-processor system, the bucket-to-processor assignment can
be represented via a K-way partition I1(B)={B,B,,...,B;} of the buckets
among the processors. In TI(B), wi(b;) denotes the total size of the posting list
portions of terms that belong to b; and reside in processor p; at the beginning of the
inversion. The performance of a bucket-to-processor assignment is measured in
terms of two metrics. The storage load balance and the communication cost. The
storage load S(py) of a processor p; induced by the assignment I1(B) is defined as

follows:
S(Pk) = Z Zwtor(tj)- (1)

b;€By ijh,‘

The communication cost of a processor p; induced by assignment I1(B) has two
components. Each processor must receive all portions of the buckets assigned to
itself from other processors. Thus total receive cost/volume of a processor py is:

Recv(pe) = D Y (Wiort) — wi(1))). (2)

bieBy tieb;

Each processor also sends all postings that are not assigned to it to some other
processor. The total send cost of py is:

Send(py) = Z ZWk(tj) 3)

h,QBk Iij,‘

Total communication cost of a processor is defined as the sum of its send and
receive costs.

The MCA scheme is based on the following simple observation [1]. If we
assign each bucket b; € B to processor py that has the largest wy(b;) value, we will
achieve an assignment with globally minimum total communication volume.

The BLMCA scheme incorporates a storage balance heuristic to MCA [1]. This
scheme works in an iterative manner assigning one bucket to a processor at a time.
For each bucket, first the processor that will cause the minimum total communi-
cation is determined using MCA scheme. If this processor is not the bottleneck
processor (in terms of storage load) at that iteration, the bucket is assigned to that
processor. Otherwise, the bucket is assigned to the minimally loaded processor.

In BLMCA, two cost metrics, storage load balance and communication cost are
calculated and at each iteration an assignment decision that optimizes only one
of these metrics is made. The decisions of MCA and BLMCA regarding the
communication cost minimization only optimizes the total communication cost
and ignores the maximum communication cost of a processor. In order to mini-
mize maximum communication cost, we should consider both the receive cost of
the assigned processor and the send costs of all other processors.

To this end we define the energy E of an assignment I1(B) based on the storage
loads and communication costs of processors. We define two different energy
functions for a given term-to-processor assignment I1(B):
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E'(TI(B)) = Max{Max, < < x{ Comm(pi) }, Max << k{S(pi) } } 4)

Z Comm(pk z:(S(pk))2 (5)
1 1

Utilizing these energy functions, we propose a constructive algorithm that assigns
buckets to processors one-by-one. The energy increase in the system by K possible
assignments of each bucket are considered, and the assignment that incurs the
minimum energy increase is performed. That is, for the assignment of a bucket b;
in the given order, we select the assignment that minimizes E(II(B;_; U {b;})) —
E(I1(Bi-1), where B;_; denotes the set of already assigned buckets. We call
E'-based and E?-based assignment schemes as E'A and EA respectively in our
experiments.

4 Experiments

In order to test the performance of the proposed assignment schemes for parallel
inversion, we conducted two types of experiments. The first set of experiments are
simulations to report on the storage imbalance and communication volume
performances of the assignment schemes. The second set of experiments are actual
parallel inversion runs provided in order to show how improvements in perfor-
mance metrics relate to parallel running times. These experiments are conducted
on a PC-cluster with K = 32 nodes, where each node is an Intel Pentium IV
3.0 GHz processors with 1 GB RAM connected via an interconnection network of
100 Mb/sec fast ethernet.

We conducted our experiments on a realistic dataset obtained by crawling
educational sites across America. The raw size of the dataset is 30 GB and
contains 1,883,037 pages from 18,997 different sites. The biggest site contains
10,352 pages while average number of pages per site is 99.1. The vocabulary of
the dataset consists of 3,325,075 distinct terms. There are 787,221,668 words in
the dataset. The size of the inverted index generated from the dataset is 2.8 GB.

Tables 1 and 2 compare the storage load balancing and communication
performances of the assignment schemes for K = {4, 8, 16,32,64,128}. We also
implemented a random assignment (RA) algorithm, which assigns buckets to
processors randomly, as a baseline assignment scheme. As seen in Table 1, MCA
achieves the worst final storage imbalance. This is expected since MCA considers
only minimization of the total communication cost, disregarding storage balance
and as seen in Table 2 MCA achieves lowest average communication cost.
BLMCA algorithm on the other hand, achieves best final storage imbalance. This
is also expected since the primary objective of BLMCA is to balance the processor
loads during the assignments instead of minimizing the communication costs. As
seen in Table 2, this storage balancing performance is achieved at the expense of
higher average communication values per processor. Experiments indicate that
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Table 1 Percent load imbalance values

Initial Final
K RA MCA BLMCA E'A E?A
4 4.4 12.1 38.3 0.0 6.1 5.5
8 11.7 09.9 60.0 0.1 18.2 14.4
16 18.2 27.4 66.2 1.7 272 20.0
32 44.1 29.6 83.0 5.4 35.2 31.1
40 322 37.0 77.4 6.2 384 314
64 44.7 56.6 92.2 11.5 46.9 33.7
128 65.3 94.7 95.6 15.7 64.1 40.4

Table 2 Message volume (send + receive) per processor (in terms of x 10° postings)
RA MCA BLMCA E'A E’A

K Avg Max Avg Max Avg Max Avg Max Avg Max

4 131.19 14571 122.09 150.26 127.45 128.62 124.76 12529 131.24 131.36
8 76.55 90.58  71.45 119.75 7340 7597 72.02 7453 76.67 76.79
16 41.01 49.25 3832 77.11 3922 4344 3852 4233 41.60 41.66
32 21.19 28775 19.82 71.13 2028 26.03 1994 25.08 20.54 21.61
40 17.05 2396 1599 4479 1632 2001 16.03 1922 17.04 17.71
64 10.76 ~ 17.77 10.09 7427 1034 1542 10.15 1475 10.86 11.89
128 542 1197 5.09 6559 522 1098 5.12 10.02 6.81 7.95

Table 3 Parallel inversion times (in seconds) including assignment and inverted list exchange
times for different assignment schemes

K RA MCA BLMCA E'A E’A

4 69.19 81.34 68.63 68.67 68.49
8 51.42 66.76 46.45 46.59 45.74
16 35.89 60.82 33.04 32.90 32.48
32 19.31 49.45 18.20 17.91 17.20

E'A and E’A algorithms both achieve reasonable storage load balance that are
either close or better than the performance of RA scheme. Also as seen in Table 2,
for K values higher than 8, E?A achieves the lowest maximum communication
volumes. Table 2 also indicates that the average and maximum communication
costs induced by EA are very close, which means that E>A manages to distribute
the communication loads among processors evenly.

Table 3 shows the running times of our parallel memory-based index inversion
algorithm under different assignment schemes. In this table, it is assumed that the
local inverted indices are already created and the time for this operation is
neglected. As expected from the results presented in Table 1 and Table 2, MCA
induces the highest inversion time, RA, BLMCA, E 'A, and E?A induce similar
inversion times and the E?A scheme achieves the lowest inversion times.
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5 Conclusions

In this paper, a memory-based parallel inverted index construction framework was
examined. An extensive step-by-step experimentation of our model was presented
and further insight were provided using theoretical results and simulations. Also,
several problems involving the creation of this framework were identified.
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Dynamic Programming with Ant
Colony Optimization Metaheuristic
for Optimization of Distributed
Database Queries

Tansel Dokeroglu and Ahmet Cosar

Abstract In this paper, we introduce and evaluate a new query optimization
algorithm based on Dynamic Programming (DP) and Ant Colony Optimization
(ACO) metaheuristic for distributed database queries. DP algorithm is widely used
for relational query optimization, however its memory, and time requirements are
very large for the query optimization problem in a distributed database environ-
ment which is an NP-hard combinatorial problem. Our aim is to combine the
power of DP with heuristic approaches so that we can have a polynomial time
approximation algorithm based on a constructive method. DP and ACO algorithms
together provide execution plans that are very close to the best performing solu-
tions, and achieve this in polynomial time. This makes our algorithm viable for
large multi-way join queries.

Keywords Query optimization - Dynamic programming - Ant colony
Metaheuristic

1 Introduction

Research on distributed database management systems (DDBMSs) has been going
on to meet the information processing demands of geographically separated
organizations since 1970s. DDBMSs help reduce costs, increase performance
by providing parallelism and improve accessibility and reliability [1]. A major
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problem with DDBMSs is the querying of distributed data. The success of the
querying tools mostly depends on their query optimization technologies. Query
optimizers enumerate alternative plans, estimate costs, manage cost models and
choose the best plan for given queries [2]. The main component of an optimizer is
the algorithm it uses to explore the search space of a query. DP is one of the most
widely used exhaustive enumeration algorithms. IBM’s System R first used this
technique in its query optimizer [3]. Query optimization on a DDB is an NP-hard
problem [4]. Every optimizer must take into account and have a tradeoff between
CPU time and system memory spent in query optimization and the quality of
the generated plans, especially if a query plan will not be saved and thus used
only once.

We present and evaluate DP-ACO algorithm for DDB queries, where the ACO
[5] metaheuristic is combined with DP and its performance is evaluated.
A metaheuristic is a general-purpose heuristic method to guide a problem specific
heuristic towards more promising regions of the search space containing better
solutions. DP-ACO also can produce good plans, as problem size grows, whereas
DP starts suffering from the long execution times and very large memory
requirements. For small queries with up to four relations, DP-ACO can produce
plans very close to the best plans of DP. For larger queries involving more than
five relations, DP-ACO can still produce efficient plans while DP takes prohibi-
tively long execution times to come up with an optimal solution for six relations
and fails due to insufficient memory for seven relations. DP-ACO also has the
advantage that it can be easily adapted to existing query optimizers that commonly
use DP-based algorithms [2]. In Sect. 2, an overview of the related studies is
presented. Section 3 describes DP, Processing Trees (PT), and our cost model.
Section 4 describes our new algorithm DP-ACO. Section 5 presents the results of
our experiments on DP-ACO, DP, and a genetic algorithm (SGAI). Section 6 gives
our conclusions and points at future research directions.

2 Related Work

There are many algorithms proposed for query optimization in DDBMSs [6, 7].
Distributed INGRES, R*, and SSD-1 are the basic algorithms [8]. Query opti-
mization algorithms can be classified as exhaustive (EA), approximation, and
randomized (RA) algorithms. EAs always guarantee to find the best execution
plan. They search the entire problem space and find an optimal solution. The most
famous one of them is DP [3], which is still widely used in contemporary DBMSs.
A* [9] is another representative of this category. Approximation algorithms have
polynomial time and space complexity [2]. They produce sub-optimal, but prov-
ably within a range of the optimum value, execution plans in shorter times. RAs
are non-deterministic algorithms and their results cannot be predicted in advance.
The search space and time requirements of RAs can be controlled to achieve
almost constant running times and minimal memory requirements.
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A constructive algorithm called ACO-MIJQA is proposed in [10] where a set
of artificial ants build feasible query execution plans. In [11], data allocation
problem is solved with ACO-DAP. More than one hundred NP-hard problems
have been solved by using ACO algorithms so far [12]. Machine learning and
bioinformatics are some of the other areas where ACO has been applied
successfully.

3 Dynamic Programming

DP is the most famous query optimization algorithm in DBMSs [13]. DP
works in a bottom-up manner and constructs all possible sub-plans. Optimal
solution for any given sub-plan is calculated only once and is not computed
again. The algorithm first builds access plans for every relation in the query
and enumerates all two-way join plans in the second phase. All multi-way join
plans are built using access-plans and multi-way join plans as building blocks.
DP continues until it has enumerated all n-way join plans. An efficient plan can
prune another plan with the same output. DP would enumerate (A >< B) and
(B > A) as two alternative plans, but only the better of the two plans would be
kept after pruning. Execution plans are abstracted in terms of PT. The input of
the optimization problem is given as a query graph. The query graph consists
of all the relations that are to be joined as its leaf nodes. The PT is a simple
binary tree. Its leaves correspond to base relations and inner nodes correspond
to join operations. Edges indicate the flow of partial results from leaves to the
root of the tree. Each plan has an execution cost. The aim of the optimization
is to find the evaluation plan with the lowest possible cost [14]. If the inner
relation of every join is a base relation, this type of PT is called a left-deep
tree. There are n! ways to allocate n base relations to the leaves for this type of
PTs. If there is no restriction about the PT, it is called a bushy tree. In our
work we preferred to use only left-deep trees. Left-deep trees are used in most
query optimizers like the optimizer of IBM System R [3].

A total-processing-time (CPU time + I/O time) based cost model has been used
in this work. The cost of a plan is calculated in a bottom-up manner. The first level
is comprised of 2-way joins. Here, all possible pairs of n relations are evaluated for
all sites. If two relations are at the same site, the cost is only the I/O + CPU time
for performing the equijoin operation using the nested-loop join algorithm. If only
one of the relations, say A, is at the join site, total cost is accessing B from its site,
shipping it to the join site over the communication network, matching and joining
tuples of A with tuples of B, and writing the resulting joined (A,B) tuples to the
local disk. If none of the relations are stored at the join-site, total cost is scanning
both A and B, shipping them over the network, performing the join operation and
writing the result to the disk. For the upper levels of PT, intermediate join results
are treated as base tables.
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4 Dynamic Programming with Ant Colony Optimization

Dorigo and his colleagues proposed ACO as a method for solving hard combi-
natorial problems [12]. ACO is a metaheuristic inspired by the behavior of real
ants that cooperate through self-organization. A substance called pheromone is
deposited on the ground while ants are foraging. Pheromone trails are formed on
the ground by this way which also reduces stochastic fluctuations at the initial
phases of search. The shorter trails will be used more frequently by ants and they
gain more pheromone. By modifying appropriate pheromone values associated
with edges of the graph we can simulate pheromone laying by artificial ants.
Evaporation is another mechanism, and it is used so that artificial ants may
forget the history of previously discovered solutions and search for new direc-
tions. We simulate the actions of ants on the graph of PTs. Each process trying
to calculate the running time of execution plans is considered to be an ant in our
algorithm. Solutions represent the food. The earlier the ants reach some food, the
more pheromone they secrete on the way of solution. The more time it takes for
an ant to travel down the path, the more time it has for evaporation. Foraging
ants continuously look for better execution plans. The paths are the combina-
tional alternatives for the plans of DP at each level. If we have five sites for the
join operation of (A < B b« C), there are five different possible paths. (A >« B)
is one of the sub-queries of this plan. For five sites, we have to check the
response times of each. If we can find an optimal solution at site 2, we increase
its pheromone whereas the other solutions of (A 0< B) have their pheromones
reduced with evaporation. We also use a so called Search Space Limit (SSL)
number to help us control the time and space complexity of our algorithm. The
search space is pruned using the pheromones of each sub-plan. Without any
pruning, DP-ACO acts like DP. In our experiments we used (SSL = 1) to be able
to find solutions for large numbers of join operations. Increasing the SSL value
causes an exponential rise in time and space requirements of the algorithm.
Pheromone of each path is evaluated as in (1), where Best_Time(i) is the ith
best plan.

SSL
Pheromone_of (k) = <Z Best_Time(i) x (1/Response time(k))) (1)

Path decisions can be formulated as in (2). p*ij is the transition probability
of kth ant moving from ith sub-solution to jth sub-solution. / is an element of
the sub-solutions. These sub-solutions are ordered as in SQL statement. « and
f control the relative importance of pheromone (tij) versus the heuristic
information (#ij).
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Fig. 1 Chromosome structure for a distributed 7-way chain join

Sub-solutions for each multi-way join are calculated and pheromones are
updated depending on the cardinality of relations. The amount of pruning is
controlled by the SSL parameter.

5 Experimental Setup and Results

DP-ACO is experimentally compared with DP and a simple GA based algorithm
SGAI. Quality of plans, running times, and space complexities of optimization
algorithms are analyzed. We were able to use DP only up to 5-way join queries,
while with DP-ACO and SGA1 we were able to find solutions of up to 15-way join
queries.

In our DDB environment, each site contains exactly one relation. Network is
simulated with a complete graph topology, with no multi-hop transmissions and no
store-and-forward delays. The relations have almost the same cardinality and
referential integrity is guaranteed to be satisfied by all relations. SQL statements
are multi-way chain joins where relations are ordered and unique. We limited
our SQL statements to chain equijoin queries with a single selection predicate.
An example SQL statement that we used with 7-way join can be given as:

SELECT A.Name
FROM A, B,C,D,E,F, G
WHERE (A < B < C <1 D < E <1 F 1 G) AND G.Income > 1.500

In SGAI, we have implemented truncation method to simply eliminate indi-
viduals with the lowest fitness values in the population. Chromosomes are built by
genes that represent the sites where each join operation will be performed, as can
be seen in Fig. 1. Assuming that the execution order of joins is same as given in
the above SQL statement, A and B are joined at Site-2 to build (A > B), resulting
join and C are shipped to Site-1 to build ((A > B) < C), and so on [15]. In SGA I,
initial population size is fixed at 100. Five randomized runs have been performed
and best plans have been reported in the experimental results. To measure the
statistical confidence of SGA I, we calculated standard deviations of each plan and
validated that quality variation of all plans are within acceptable limits.

DP, SGAI, and DP-ACO all have similar results up to 3-way joins. We were not
able to run DP with more than 5-way joins as it exceeds the running time limit
when it reaches 6-way joins. Running time requirements of SGAI algorithm
increases linearly with the increasing number of joins, however it generates lower
quality plans than DP-ACO. SGAI’s generated plan quality degrades as search
space gets larger. In Fig. 2, the quality of plans produced by each algorithm is
given.
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Fig. 2 Quality of execution plans

When comparing the quality of plans we use the generated plans’ execution
times but we must also consider the optimization times for finding those plans.
DP-ACO can produce better execution plans than SGAI in less time. With the
increase in the number of sites, the quality of plans generated by SGAI decreases
compared to DP-ACO. Experiments show that DP is not a feasible algorithm
with more than 5-way joins whereas DP-ACO and SGAI can easily generate up to
15-way join execution plans.

6 Conclusions

We have presented a new algorithm for optimization of distributed database
queries, DP-ACO. This algorithm is based on DP and its capabilities have been
extended by making use of ACO metaheuristic. When there is limited time and
memory for coming up with a query execution plan, DP-ACO produces good
execution plans, quickly and using very little memory. DP-ACO is also compatible
with and can be easily adopted into the existing DP-based query optimizers. Time
and space complexity of the system can be adjusted by using SSL parameter. As
future work, we plan to implement DP-ACO algorithms to decide fragmentation
and replication choices to design DDBMSs. Comparing DP-ACO with Iterative
DP and analyzing how other exhaustive optimization algorithms behave when
implemented together with ACO are other areas of interest. Designing a DDB on
a parallel cluster machine by extending our model to include updates, replication
and fragmentation, and assigning tasks of an optimized query execution plan to
nodes of a parallel machine for parallel execution are also promising areas of
research [16].
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Energy Cost Model for Frequent Item Set
Discovery in Unstructured P2P Networks

Emrah Cem, Ender Demirkaya, Ertem Esiner, Burak Ozaydin
and Oznur Ozkasap

Abstract For large scale distributed systems, designing energy efficient protocols
and services has become as significant as considering conventional performance
criteria like scalability, reliability, fault-tolerance and security. We consider fre-
quent item set discovery problem in this context. Although it has attracted
attention due to its extensive applicability in diverse areas, there is no prior work
on energy cost model for such distributed protocols. In this paper, we develop an
energy cost model for frequent item set discovery in unstructured P2P networks.
To the best of our knowledge, this is the first study that proposes an energy cost
model for a generic peer using gossip-based communication. As a case study
protocol, we use our gossip-based approach ProFID for frequent item set dis-
covery. After developing the energy cost model, we examine the effect of protocol
parameters on energy consumption using our simulation model on PeerSim and
compare push—pull method of ProFID with the well-known push-based gossiping
approach. Based on the analysis results, we reformulate the upper bound for the
peer’s energy cost.

Keywords Energy cost model - Energy efficiency - Peer-to-peer - Gossip-based -
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1 Introduction

Frequent items in a distributed environment can be defined as items with global
frequency above a threshold value, where global frequency of an item refers to the
sum of its local values on all peers. Frequent Item Set Discovery (FID) problem
has attracted significant attention due its extensive applicability in diverse areas
such as P2P networks, database applications, data streams, wireless sensor net-
works, and security applications.

In this study, we propose and develop an energy cost model for a generic peer
using gossip-based communication for FID. Gossip-based or epidemic mecha-
nisms are preferred in several distributed protocols [1, 2] for their ease of
deployment, simplicity, robustness against failures, and limited resource usage.
In terms of their power usage, the efficiency of three models of epidemic protocols,
namely basic epidemics, neighborhood epidemics and hierarchical epidemics, has
been examined in [3]. Basic epidemics that requires full membership knowledge of
peers was found to be inefficient in its power usage. It has been shown that;
in neighborhood epidemics, peer’s power consumption amount is independent of
population size. For hierarchical epidemics, power usage increases with population
size. In fact, [3] is the only study that considers power awareness features of
epidemic protocols. However, it evaluates different epidemics through simulations
only and provides results on latency and power (proportional to the gossip rate).
Moreover, effects of gossip parameters such as fan-out and maximum gossip
message size were not investigated. In contrast, our study is the first one that
proposes an energy cost model for a generic peer using gossip-based communi-
cation like in ProFID protocol, and examines the effect of protocol parameters to
characterize energy consumption. As a case study protocol, we use our gossip-
based approach ProFID for frequent item set discovery [4]. It uses a novel atomic
pairwise averaging for computing average global frequencies of items and network
size, and employs a convergence rule and threshold mechanism. Due to the page
limitation, we refer interested reader to [4] for details of the protocol.

This paper is organized as follows. Section 2 develops energy cost model for a
gossip-based peer used in our protocol. Section 3 analyzes the effect of protocol
parameters, compares push—pull method of ProFID with the well-known push-
based gossiping that we adapted to frequent item set discovery, and reformulates
the peer’s energy cost. Finally, Sect. 4 states conclusions and future directions.

2 Energy Cost Model

ProFID protocol depends on three main components of operations performed by
each peer: energy consumed while (1) computing new state, (2) sending messages
and (3) receiving messages. Inspired by studies [5, 6], we propose an energy cost
model for a generic peer using gossip-based communication in ProFID. In study [6],
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energy cost models for client—server and publish—subscribe styles were developed.
Then, application and platform specific model parameters were also taken into
consideration and energy prediction model was developed. Work of [5] introduces a
quorum-based model to compute energy costs of read and write operations in rep-
lication protocols, and proposes an approach to reduce the energy cost of tree
replication protocol. Different than these prior works, we develop energy cost model
for a peer using gossip-based communication and consider the effects of gossip
parameters on the cost representation.

We start with the analysis of the energy consumption during an atomic pairwise
averaging operation between peers P; and P; Different operations consuming
energy are explained in Table 1. During an atomic pairwise averaging, energy cost
of a peer that initiates a gossip (gossip starter) is represented by:

EgossipSmrter = Esena + Ereceive + ECompStarter (1)

On the other hand, energy cost of the gossip target can be formulated as follows:
EgosxipTarget = Ereceive + Esend + EcompTarget (2)

Note that Ecopprarger and Ecompsiarier are both proportional to the gossip message
size, and they can simply be represented as E.,,,. Hence, E;; (the energy con-
sumption of a peer P; during an atomic pairwise averaging with P;) can be written
as:

Ei.j = Lisend j + Erec‘eive.j + Ecomp +C (3)

where E,;; is the energy consumed while sending a gossip message to
Pj, Ereceivej 18 the energy consumed while receiving a gossip message from
P;, and E,,, is the local computation of the peer. Note that this is the energy cost
of a peer that performs an atomic pairwise averaging operation. In real network
scenarios, energy consumption may include extra factors such as CPU’s energy
consumption during I/O. Hence, a constant C is added to the equation.
To represent the energy cost of a gossip-based peer during an atomic pairwise
averaging operation, the formula was given with respect to the basic conditions
(gossip to one neighbor, one round, one item). Step by step, we now extend this
cost model of a peer for the ProFID protocol. A peer may initiate multiple gossip
operations during a single round depending on the fanout value as well as it may
become gossip target multiple times. The energy cost of P; that gossips a single
item tuple in a round can be formulated as:

Ep,(single round, single item) = Z Ei 4)

jEVow

where V is the set of neighbors chosen by P; as gossip targets, and W is the set of
neighbors that initiates an atomic pairwise averaging with P;. Note that the number
of elements in V corresponds to the fanout value.
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Table 1 Different operations that consume energy

Value Description

Eona Energy required to send the item tuple

Ereer Energy required to receive the item tuple

E compStarter Energy required to choose tuple to send and update the state

E compTarget Energy required to compute the average and prepare the tuple to send

In general, a gossip message comprises multiple item tuples whose number is
upper-bounded by maximum message size (mms) parameter. Since Eg,pq; and Ereceive,j
are the energies consumed while sending and receiving a single tuple respectively,
total energy consumed during a gossip round would linearly increase with the mms.
Hence, energy cost of P; in a round can be expressed as:

Ep,(single round) < mms - Z E;j (5)
JEVOW

Since a peer repeats those operations in every round, number of rounds R would
increase the energy cost of a peer proportionally. Hence, the overall energy cost of
P; can be written as:

EP,SR-mms- Z E,’J (6)
jevuw

3 Analysis and Results

We have developed a simulation model for ProFID protocol [7] on PeerSim
simulator [8] and analyzed the effects of protocol parameters on the energy con-
sumption. As presented in Eq. 6, energy cost of a peer is proportional to the
convergence time, that is the number of rounds R. In this section, we analyze the
effects of protocol parameters on R, compare push—pull based method of ProFID
with the well-known push-based gossiping, evaluate the effects of convergence
parameters on frequency error (i.e. the percentage of items which were identified
as frequent though they are actually not) and reformulate the upper bound of the
overall energy cost of a peer in terms of protocol parameters.

We performed our evaluations through extensive large-scale distributed sce-
narios (up to 30,000 peers) on PeerSim. We tested different topologies such as
random topology and scale-free Barabasi—Albert topology with average degree 10.
All the data points presented in graphs are the average of 50 experiments. The
default values of parameters used in the experiments are given in Table 2.

Convergence Parameters (convLimit, ¢): Convergence parameters are used
for self-termination of peers and they have direct effects on R. Figure la shows
that R is inversely proportional to loge. This is because convCounter will be
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Table 2 Default parameter values

Parameter Value Parameter Value Parameter Value
N 1000 M (number of items) 100 convLimit 10
€ 10 mms 100 fanout 1

30 250

28 100

26 80

¢/loge + k c-convLimit +k

24 60

¢/ fanout+k

22 20 _a’

20

20

18 0

0 10 20 30 40 50 60 0 10 20 30 40 50 0 5 10 15
e(%) convLimit fanout
(a) (b) (c)

Fig. 1 Effects of a ¢ on R, b convLimit on R, ¢ fanout on R

incremented with less chance and it will take longer time to reach convLimit.
However, R is directly proportional to convLimit as depicted in Fig. 1b, and this is
because convCounter needs to be incremented more to take convergence decision.

Fanout: Intuitively, increasing fanout will cause to consume more energy in a
single round. On the other hand, algorithm will converge faster since a peer
exchanges its state with more peers in a single round. Figure 1c depicts that fanout
has an inverse proportion with R. Note also that fanout has a direct proportion with
the upper bound given in Eq. 6 since fanout is the cardinality of set V.

Gossip message size: Parameter mms is the upper bound for a gossip message
size in terms of number of (item,frequency) tuples. Large mms means more state
information is sent in a single gossip message. On one hand, this causes faster
convergence, but on the other hand, the energy consumption of sending a single
gossip message increases. Results in Fig. 2a verify that mms is inversely propor-
tional to R. Note also that mms is directly related with the energy cost of a peer in a
single round, and these cancel each other in our cost formulation. Recal