
Chapter 10

Special Topics in Helium Cryogenics

In the preceding chapters, the emphasis has been on the properties of helium and its

applications. However, there are numerous other topics in cryogenics which do not

fall in this specific context but still have considerable relevance to the general

subject of helium cryogenics. In the present chapter, three such topics are

overviewed: (1) thermal insulation systems, (2) helium adsorption, and (3) mag-

netic refrigeration. The review of these subjects is not all-inclusive but rather

represents a few areas of potential interest to the general subject of low-temperature

phenomena important to the useful application of helium cryogenics.

10.1 Thermal Insulation

In the design of any cryogenic system, thermal isolation of the low-temperature

environment must be achieved effectively. This is particularly true for low temper-

ature helium systems owing to the small value of the latent heat of liquid helium and

high cost per watt of refrigeration in this temperature range.

No thermal insulation system is perfect. The level of insulation can vary

depending on the requirements of the application and the amount of effort applied.

For very long life liquid storage tanks, the insulation is complicated and optimized

to minimize the heat leak. Other systems that can tolerate a lower level of thermal

isolation can have much simpler thermal insulation. However in any cryogenic

application, the design and implementation of the thermal insulation system is a

critical task.

There are various modes of heat transfer at play in a thermal insulation system.

These involve different forms of the three principal modes of heat transfer:

1. Solid heat conduction through the structural supports, instrumentation wires and

any insulating material.

2. Heat transport through any residual gas that may exist in the insulating vacuum

space.
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3. Radiant heat transfer from the surrounding to the low temperature environment.

Each of these modes is discussed below in the context of how it affects cryogenic

insulation.

10.1.1 Solid Conduction

Solid conduction involves heat transport from high to low temperature through the

materials of the insulating vessel. Some of these materials may be structural

supports and others may be part of the insulation itself. This mode of heat transfer

can be minimized by use of materials with low thermal conductivity and if

necessary high strength. The relative importance of this mechanism depends on

design. If the system demands a great deal of load transfer to ambient temperature,

then the conduction heat leak will probably be an important contribution to the

overall performance of the cryogenic system.

The conduction heat transfer can be calculated by application of Fourier’s law

for heat conduction,

~q ¼ �kðTÞ ~rT (10.1)

where k(T) represents the temperature dependent material thermal conductivity

and ~rT represents the temperature gradient in the direction of the heat flux, q.
This property has been discussed for solid isotropic materials to a considerable

extent in Chap. 2. For insulating materials, which are often anisotropic, the thermal

conductivity will vary with direction as well as temperature.

Many practical problems involve one-dimensional conduction over a finite

temperature difference. A commonly useful quantity in this case is the integrated

or mean thermal conductivity, �k, which can be used for determining the total heat

conduction between two fixed temperatures. The integrated thermal conductivity is

defined by the expression

�k ¼ 1

T2 � T1ð Þ
ðT2
T1

kðTÞdT (10.2)

where T2 and T1 are the two end temperatures. In general, k(T) is a complex function

of temperature making evaluation of (10.2) difficult. However, these thermal

conductivity integrals have been tabulated for many materials of interest in cryo-

genics [1, 2].

For many materials at low temperatures, k(T) can be approximated over a limited

temperature range by an expression of the form

kðTÞ ¼ ATn (10.3)
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where for metals in the helium temperature range n � 1 and for insulators n � 3.

In that case, the integrated thermal conductivity (10.2) may be written

�k ¼ A

nþ 1ð Þ
Tnþ1
2 � Tnþ1

1

T2 � T1

� �
(10.4)

Equation 10.4 indicates that as long as the thermal conductivity is a monotonically

increasing function of temperature, �k is dominated by the high-temperature end.

Table 10.1 gives some typical �k values for materials that are common in low-

temperature insulation systems. These are given for usual fixed boundary

temperatures. To determine the conduction heat leak between temperatures other

than those listed in Table 10.1, it is necessary to evaluate (10.2).

Some insulating foam materials have tabulated thermal conductivities that can

be used for design of moderate performance cryogenic storage vessels, but nor-

mally not for the helium temperature range. The average thermal conductivity for

two of these materials (polystyrene and Styrofoam) are also listed in Table 10.1.

Normally, these foam materials have lower thermal conductivities than monolithic

solids, with the possible exception of the very low temperature end. Note that the

thermal conductivity of foam materials is a very complicated process because it

involves solid conduction and conduction in the residual gas. Thus, the average

thermal conductivity can vary depending on the application. For example, the

thermal conductivity can increase by as much as 40% if air diffuses into the cells.

This effect is even larger if light gases such as helium or hydrogen replace the air in

the foam [4]. The thermal conductivity of foam can also be affected by moisture

content [5]. Thus, the values for the foam insulations in Table 10.1 should be only

used for approximate calculations.

10.1.2 Gas Conduction

The second important mode of heat transfer in a cryogenic storage container is

conduction through the residual gas in the vacuum space surrounding the low-

temperature environment. In principle, this mode can be made arbitrarily small by

Table 10.1 Integrated thermal conductivity in W/m K of several materials

useful for low-temperature cryogenic storage applications [3]

Material
k0j 4

1
k0j 77

4
k0j 300

77

Stainless steel 0.2 4.5 12.3

G-10 0.04 0.27 0.66

Teflon 0.02 0.18 0.25

Nylon 0.005 0.13 0.28

Polystyrene 0.02 0.036 0.075

Styrofoam 0.009 0.011 0.023
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reducing of the residual pressure to a very low value (typically <10�3 Pa); how-

ever, such conditions are not always achievable. It is therefore important to be able

to estimate the heat load due to a moderate vacuum condition.

To estimate the magnitude of the gas conduction heat leak, consider an ideal

planer system consisting of two flat surfaces at different temperatures with a

residual gas between them at pressure p. There are primarily two regimes of heat

transport in the residual gas. The first represents the case where the mean free path

l is short compared to the spacing between the two surfaces. Under this circum-

stance, the gas thermal conductivity and thus the heat leak is nearly independent of

pressure except at low temperatures and high pressures (see Sect. 3.4). Gaseous

conduction dominates the heat transfer for pressures in the range 1 Pa to 1 kPa. If

the pressure is higher that this range free convection may further enhance the heat

exchange with a process that is dependent on the geometry of the container, see

Chap. 5. Such a situation would be catastrophic for a cryogenic storage vessel as it

would result in a very high heat load.

Formost applications pertaining to cryogenics, the residual pressure is considerably

lower than this value. For lower pressures (p < 0.1 Pa) the heat transfer process is

represented by a second regime, where the mean free path is greater than the distance

between the two surfaces. Themean free path of a gas is discussed in detail in Chap. 3.

This quantity is roughly equal to the inverse product of the number density, n, and the
scattering cross section, s,

l � 1

ns
� kBT

pd2p
(10.5)

assuming ideal gas behavior with kB being Boltzmann’s constant. For a residual

pressure of 0.1 Pa, the mean free path for helium at 4.2 K is about 1 mm.

The regime where the mean free path is greater than the distance between the

two surfaces can be evaluated in terms of molecular kinetic theory. The physical

picture is that of molecules making several collision-free trips between the two

surfaces before interacting with other molecules in the volume. Thus, the rate of

heat transfer is more determined by the molecule-wall interaction than intermolec-

ular behavior. In this regime, the heat transfer is approximately proportional to the

absolute pressure. The molecule-wall energy exchange process is related to the

extent to which the molecules come into thermal equilibrium with the wall. This

process is measured in terms of an accommodation coefficient a given by [6]

a ¼ Ti � Te
Ti � Tw

(10.6)

where Ti is the effective temperature of the incident molecule, Te that of the emitted or

reflectedmolecule, and Tw thewall temperature. Themaximumvalue for a is of course
unity, associated with the molecule coming into complete thermal equilibrium with

the wall.
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For parallel surfaces at temperatures T1 and T2, the heat flux by gas conduction at
low pressures is given by the relationship

q ¼ a0
4

gþ 1

g� 1

2R

pMT

� �1=2

p T1 � T2ð Þ (10.7)

Here g is the ratio of the specific heats (g ¼ 5/3 for helium), and R is the universal

gas constant in J/mol K, T ¼ (T1 + T2)/2 is the average temperature and M is the

molecular weight in kg/mole. The quantity a0 is an averaged accommodation

coefficient dependent on the individual accommodation coefficient and surface

areas. For unequal values of a and A, the quantity a0 must be averaged over the

two surfaces, that is,

a0 ¼ a1a2
a2 þ A2=A1ð Þ 1� a2ð Þa1 (10.8)

The difficulty with applying this theory is that the value of a is known only

approximately. For example, for very clean metallic surfaces near room tempera-

ture, the accommodation coefficient for helium gas is quite small because the

molecules make nearly elastic collisions. A good approximate value for this regime

is 0.025 [7]. At low temperatures, a increases approaching a value of about 0.6 at

20 K [8]. For many low-temperature applications, helium gas is the major contrib-

utor to gaseous conduction heat leak because most other gases condense or adsorb

on the cold surfaces. For helium gas a reasonably good value to assume for average

accommodation coefficients is around 0.5.

10.1.3 Radiation Heat Transfer

Thermal radiation represents the third mode of heat transfer which is of concern in

cryogenic insulation systems. This mechanism is independent of residual gas

pressure or structural supports. The usual method for reducing radiation heat

leaks is to use one of various forms of multilayer shielding, a topic which is

discussed later. In preparation for that discussion, the present section considers

the basic aspects of radiant heat transfer at low temperatures.

The starting point for the description of thermal radiation heat transfer is to

consider the spectral energy density associated with a black body, which is an

idealized concept that assumes a body radiates the maximum energy flux as a

function of wavelength. This energy flux is given by,

eb T; lð Þ ¼ 8phc

l5
1

ehc=lkBT � 1

� �
(10.9)
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where l is the wavelength of the thermal radiation. This relationship has a well-known

form shown in Fig. 10.1. At very high temperatures, the peak occurs in the range of

visible spectrum, while at low temperatures the peak is shifted to longer wavelengths

and has smaller amplitude. Wien’s displacement law quantifies the temperature

dependence of the peak wavelength:

lmT ¼ 2898mm � K (10.10)

Note that for surfaces at 4.2 K, the corresponding peak wavelength is 0.69 mm,

which is in the far infrared. Such long wavelengths can have potentially important

diffractive effects when the physical spacing between radiant surfaces approaches

that of the peak wavelength [9].

For a black body the total radiant energy flux can be obtained by integration of

(10.9) over all wavelengths. The integration produces what is known as the

Stefan–Boltzmann law,

Eb ¼
ð1
0

ebðT; lÞdl ¼ sT4 (10.11)

where s is the Stefan–Boltzmann constant taking the value 5.67 � 10�8 W/m2.

Most surfaces encountered in cryogenics do not approximate black bodies. In

fact, the effort in cryogenics is usually one of minimization of the thermal radiation

heat leak. If a surface is not black, its spectral energy density is smaller in

proportion to its emissivity el. The emissivity is actually dependent on wavelength

and is defined by the relationship

er l; Tð Þ ¼ eleb l; Tð Þ (10.12)

Fig. 10.1 Spectral energy density of black body radiation
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where el is less than unity for nonblack surfaces.

It is often possible to make an approximation for radiant heat transfer which

allows nonblack surfaces to be handled in a fairly straightforward manner. This

assumption is to characterize surfaces as having constant emissivity less than unity,

which is independent of wavelength. This is known as the gray body approximation

and allows the writing of the total radiant energy flux as

Er ¼ esT4 (10.13)

where the emissivity is determined for the appropriate set of conditions for the

system of interest.

There are a number of implicit assumptions that enter into the gray body
approximation. The first, already mentioned above, is that the emissivity must be

wavelength independent over the range of wavelengths appropriate to the problem.

Second, it is necessary to be able to equate the emissivity with the absorptivity a,
which is a measure of the rate of energy absorption by the gray surface. The total

absorptivity is defined by the relationship

Ea ¼ aEi (10.14)

where Ei is the incident energy flux usually defined according to (10.13). Finally,

for the gray body assumption to be reasonable, all surfaces must be diffuse

scatterers of radiation. This is certainly far from the case for highly polished shields

that often are present in cryogenic systems; however, it simplifies calculations

considerably.

There have been numerous attempts to measure and tabulate the emissivities of

different materials at low temperatures [10, 11]. Generally, these values are deter-

mined for radiant energy flux between ambient (273 or 300 K), liquid nitrogen

(77 K), and liquid helium temperatures (4.2 K). A compiled graphical representa-

tion of emissivity measurements is shown in Fig. 10.2 [11]. To achieve low values

of emissivity, it is necessary to have highly polished, high-conductivity surfaces

made from gold, silver, copper, or aluminum. It has also been indicated [7] that

since the emissivity is related to surface conductivity, it is best to polish the surfaces

with a strain-free technique such as chemical etches. Finally, to estimate the radiant

energy flux between surfaces of unknown emissivity, it is necessary to choose an

approximate average value for e. If the surface in question is dielectric, it is

reasonable to assume black body heat transfer. If, on the other hand, the surface

is a metal and polished, a conservative choice is e � 0.1. However, as can be seen

in Fig. 10.2, to achieve emissivities much less than 0.1, special care must be taken

with the surface preparation.

The radiant heat transfer between parallel surfaces, shown schematically in

Fig. 10.3, is a function of the properties of both surfaces. The rate at which energy

is radiated from surface 1 is proportional to the emissivity e1, and the fourth power

of the temperature T1. A similar situation occurs for surface 2. In the simple case
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Fig. 10.2 The average

emissivity of different

metallic surfaces at fixed

temperatures (Source: From

Obert et al. [11])

Fig. 10.3 Schematic of the

radiant heat transfer process

between two surfaces at

different temperatures
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that the surfaces can be approximated as black bodies, that is, e1 ¼ e2 ¼ 1, the net

radiant heat flux is the difference between these two values:

qr ¼ s T 4
1 � T4

2

� �
(10.15)

In the general case where the emissivity is considerably less than unity, the

situation is more complicated. This is because the incident radiation from one

surface can either be absorbed by the other or reflected back to the original surface.

This problem can be solved by summing the infinite series of contributions to the

radiant energy flux. The result for the net radiant heat flux for gray surfaces is

qr ¼ e1e2
e1 þ e2 � e1e2

� �
s T 4

1 � T4
2

� �
(10.16)

Note that in the special case often encountered in cryogenics where e1 ’ e2 ’
e � l, the quantity in brackets reduces to simply e/2.

Example 10.1

Consider the heat leak to a vacuum insulated liquid helium container both with

and without liquid nitrogen shielding. Assume that the residual vacuum is

sufficiently low to be able to neglect gas conduction heat leak. Assume a fairly

optimistic value for e ¼ 0.05 for both surfaces, and calculate the heat load/unit

area.

Solution: Equation 10.16 yields a radiant heat leak between 77 and 4.2 K of

qr(77 K) � 50 mW/m2, which for most systems is acceptable because it

represents about 60 mL/h or liquid helium consumption per square meter of

container surface area. If, on the other hand, the exterior surface is maintained at

ambient temperature, 300 K, the heat leak is increased by approximately a factor

of 300 which represents almost 3 L/h�m2 of helium boil-off. Obviously, there is

considerable benefit in liquid nitrogen shielding of liquid helium containers.

The above situation can be generalized to multiple radiation shields, which

represents a fairly good approximation for aluminized mylar multilayer insulation

(MLI) at low packing density, discussed below. For the case of n shields between

two parallel surfaces, the radiant heat flux becomes

qr ¼ eiek
n� 1ð Þei þ 2ek

� �
s T 4

1 � T 4
2

� �
(10.17a)

where

ei � e0es
es þ e0 � e0es

(10.17b)
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and

ek ¼ es
2� es

(10.17c)

for which e0 is the emissivity of the two parallel surfaces and es is that of the shields.
For the special case where e0 ¼ es ¼ e, (10.17) can be simplified considerably:

qr ¼ e
nþ 1ð Þð2� eÞ

� �
s T 4

1 � T4
2

� �
(10.18)

Note that for e � 1, (10.18) predicts a heat leak reduced by the factor (n + 1)�1

from that without the multilayer shields.

Example 10.2

Calculate the temperature of a thermally isolated radiation shield that is

suspended between two fixed surfaces (T1 ¼ 80 K and T2 ¼ 300 K). Assume

that all surfaces have a constant emissivity of 0.1.

Solution: If the shield is isolated then the only mode of heat transfer is by

radiation. If we set the temperature of the shield as unknown, Ts, then the net

radiant heat flux from the high temperature wall (T2 ¼ 300 K) to the shield must

equal the net radiant flux from the shield to the low temperature wall

(T1 ¼ 80 K),

qr ¼ e
2

� �
s T4

2 � T4
s

� � ¼ e
2

� �
s T4

s � T 4
1

� �
Solving for Ts,

TS ¼ T 4
1 þ T4

2

2

� �1
4

¼ 252:6 K

It is an exercise for the student to show that the shield temperature is nearly

independent of the T1.

10.1.4 Multilayer Insulation (MLI)

Aluminized mylar with low-density fibrous insulating spacers between many

layers, represents a special case of a multilayer insulation system. Since there is

interlayer material present, it is no longer possible to assume that each of the n
shields is isolated from the others except for the radiant heat transfer. This material

is sometimes referred to as superinsulation or simply MLI (multi-layer insulation).
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Combined with high vacuum, MLI is the best insulating medium for low tempera-

ture systems and has become the standard for almost all cryogenic systems that

operate in the liquid helium range.

With MLI there are two contributing heat transfer heat transfer mechanisms

which are both functions of density and total number of shields. On the one hand,

there is radiant heat transfer that decreases with increasing number of radiation

shields, that is, layers of aluminized mylar. However, on the other hand, as the

packing density increases, the heat transferred by conduction though the fibrous

insulating spacers begins to make a larger contribution to the total heat leak. These

two competing processes theoretically lead to an optimum layer density for practi-

cal multilayer insulations. Note that the solid-state conduction heat leak can be

reduced by increasing the spacing between walls for the same packing density while

the radiation contribution is only a function of number of layers. Therefore, the

optimum number of layers should also be a function of the total insulation thickness

or total number of layers.

The existence of a minimum in the layer density dependence of the heat transfer

through MLI has been demonstrated experimentally [12, 13]. Plotted in Fig. 10.4 is

one set of results for the heat flux throughMLI between 4.2 and 77 K as a function of

the numbers of layers [13]. The existence of a broad minimum near 0.5 layers/mm

indicates the density where the solid-state conduction begins to play a substantial

role. Note that the exact position of the minimum is not critical since a factor of two

change in packing density increases the heat flux by less than 10%. Obviously, these

results are not universal because the conduction and radiation contributions scale

differently. However, MLI at low densities, less than 0.5 layers/mm, can bemodeled

fairly accurately by pure radiant heat transfer. For these results, the best choice for

the emissivity of aluminized mylar is e ¼ 0.011 at 4.2 K and 0.03 at 77 K.

Fig. 10.4 Total heat exchange between two surfaces at 77 and 4.2 K as a function of layers of MLI

(Source: Leung et al. [13])
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10.1.5 Powder Insulations

Glass powder insulation (the most common form is known as perlite) is also used to

fill spaces between vacuum walls in insulating cryogenic vessels although it is not

very common in helium systems [14]. This is because, in general, the performance

of these materials is inferior to MLI. These materials generally are comprised of

powders or glass microspheres with diameters in the range 10–1,000 mm. They

have one clear advantage over MLI in that the material is easier to install, cheaper,

and the residual vacuum requirements are not generally as stringent. However, the

disadvantages of powder insulation technology are that it requires long and careful

pump-down procedures and that the residual effective thermal conductivity is

considerably greater than can be achieved with properly installed MLI at high

vacuum. It is because of these latter two factors that powder insulations are most

commonly used in large cryogenic storage tanks that contain the higher temperature

cryogenic (LN2, LNG).

The apparent thermal conductivity of perlite materials is a reasonably well-known

quantity. Measurements have been carried out on the variation of this quantity with

residual gas pressure. Most results are reported in the range of 77–300 K. Plotted in

Fig. 10.5 are typical values for the apparent thermal conductivity of perlite versus

residual gas pressure [15]. Note that minimum conductivity is achieved for pressures

around 10�2 torr (~1 Pa) so lower pressures are not needed. For comparison, the figure

also shows the apparent conductivity of superinsulation (MLI). In this case, a much

Fig. 10.5 Apparent mean thermal conductivity of glass powder and multilayer insulation versus

residual gas pressure (Source: As compiled by Lady [15])
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value is achievable at low pressures (p � 10�4 torr or 10�2 Pa); however, at

intermediate pressures, the benefits of superinsulation are minimal. At high pressures,

p ≳ 10 Pa, superinsulation actually has higher thermal conductivity than the powders.

Recently, there has been a considerable effort at developing other porous

insulations based on Aerogel, which is a very low density material containing a

nano-pore structure. Some evidence suggests that these materials even in the

intermediate pressure range have lower conductivities than perlite.

As a final comment, an additionally interesting problem concerns the refrigera-

tion of radiation shields in cryogenic systems [16]. In large systems where radiation

contributes substantially to the heat leak, it is possible to optimize the thermal

performance by actively cooling the radiation shields. There are two main

approaches to this problem. One approach, which is commonly used in cryostats

that contain a stored cryogen (liquid helium storage vessels, for example) is to use

the vented cryogen through tubes attached to the radiation shields. The vapor

leaving the liquid container is nominally at the boiling point of the liquid and

thus can intercept the radiant heat load at an intermediate temperature before

venting from the cryostat.

An alternative approach that works with systems that are actively cooled is to

again cool the radiation shields at intermediate temperatures but in this case with

closed-cycle refrigerators. The advantage here is that improved overall thermody-

namics can be achieved since radiation heat leaks from ambient temperature can be

absorbed at higher temperatures, thus taking advantage of higher refrigeration

efficiency. This approach often couples the conduction heat load to the intermediate

cooling station for the same reasons. The thermodynamic principles needed to carry

out this analysis are discussed in Chap. 8. For further details, the reader should

consult references in the literature.

10.2 Helium Adsorption

Another interesting and technically significant topic related to the field of helium

cryogenics is that of physical adsorption. Physical adsorption is a general term used

to describe the process whereby an inert molecule comes in contact with and

adheres to an inert surface or substrate. The inert character of each component is

important because if substantial chemical reaction occurs, the process is referred to

as chemisorption and the thermodynamics of the process are quite different. Since

helium is inert and does not bond chemically to any other element, the adsorption

process is described by physical mechanisms similar to those encountered in bulk

condensation. It is often possible to treat the adsorbed film as an independent

system, with the substrate forming the non-interactive boundaries much like walls

of a container form the boundaries to bulk fluids.

Studies of adsorbed gases over the past few decades have expanded the under-

standing of the basic physical processes.Growth in the field can be attributed primarily

to two factors. First, recent developments have introduced a number of experimental

techniques for surface investigation. Several of these techniques are sensitive to less
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than one atomic layer, allowing investigations of monolayer and submonolayer films.

Second, scientists have discovered substrates that are regular and homogeneous and

permit nearly ideal film behavior. Due to surface morphology, real surfaces tend to

have considerable variability in adsorption potential which can result in inhomoge-

neous films. Although this situation is realistic in practice, it gives little insight into the

detailed physical behavior of the film itself.

Physical adsorption has considerable technical importance in the field of cryogenics.

One application is in cryopumping, a process whereby a gas is pumped from a system

by exposing it to a large surface at low temperatures. This technology is used in

numerous cryogenic devices and naturally occurs in liquid helium systems because

the surfaces are so cold. When properly designed and used, cryopumps provide clean,

oil-free vacuum systemswith high capacities and essentially nomoving parts. Another

area of technical application for adsorption is in the separation of rarified gases. In this

method, more strongly interacting molecules are adsorbed onto the substrate leaving

the vapor phase enriched with the lighter more weakly bound molecules. Subse-

quently, the substrate can be “regenerated” by raising its temperature to desorb the

heavier species. A major sector of the technology of air separation is based on this

concept. Finally, adsorption is employed in a certain class of refrigerators that use the

alternate condensation and evaporation of a fluid by adsorption/desorption as a process

tool much like a compressor in a conventional cycle.

In addition to these technical uses, physically adsorbed layers can significantly

impact the behavior of cryogenic processes and systems. For example, boiling

surface heat transfer can be affected by the existence of adsorbed solid films

which can interfere with the bubble nucleation process. Surface films can also

impact the solid–liquid helium heat transfer process of Kapitza conductance by

modifying the phonon transport. Radiative heat transfer can also be affected by

variation of emissivity due to cryo-deposits on the surfaces. Finally, the adsorption

of gas onto cold surfaces can represent a significant heat load to the system that can

result in loss of stored cryogen. This topic was discussed in the context of the

accommodation coefficient for molecular-kinetic heat exchange. All these factors

make knowledge of the physical adsorption process important for proper under-

standing of the behavior of low-temperature systems.

10.2.1 Adsorption Thermodynamics

To begin, consider a simple thermodynamic description of the adsorption process.

A closed container, shown in Fig. 10.6a, has Nv molecules in the vapor state at

temperature Tv and an equilibrium pressure p. Assume that Tv is high enough that

the molecules do not adhere in any significant numbers to the container walls,

which are also at Tv. One of the container walls forms the adsorption substrate at a

temperature Ts that can be independently regulated relative to Tv. Of interest are the
physical processes that take place as the substrate temperature is reduced below Tv.
Initially, as Ts decreases, the pressure will decrease also in rough proportion
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because the vapor temperature will be some thermodynamic average of Ts and Tv.
However, once Ts reaches a temperature of the order of the critical temperature of

the vapor species, ~5 K in the case of 4He, a substantial quantity of the gas will

begin to adhere to the substrate.

The mechanism whereby this adherence occurs is the van der Waals interaction

between the oscillating electric dipoles. A number of approximate potentials exist to

model this interaction. One of these is the Lennard-Jones (LJ) 12-6 potential, which

was introduced in Chap. 3 to describe interactions in real gases. In the case of an ideal

two-dimensional planar surface comprised of substrate atoms, it is possible to write a

modified form of the LJ potential for a gas atom a distance d above the plane [17],

UðdÞ ¼ 4pens
s12

45d9
� s6

6d3

� �
(10.19)

where ns represents the density of substrate atoms and s and e are the Lennard-Jones
parameters for the gas–substrate atom interaction.

Now consider the impact of introducing a small quantity of gas dN to the system.

This situation is illustrated in Fig. 10.6b. If Ts is sufficiently low, some of the gas

will be adsorbed, increasing the total particle number on the substrate by dNf. The
remainder will stay in the vapor such that dNv ¼ dN – dNf. For a closed system in

which this extra gas is introduced reversibly, the chemical potentials of each phase

must be equal, mf ¼ mv. This condition establishes a relationship between the

entropy of each phase:

@Sf
@Nf

� �
E;A;V

¼ @Sv
@Nv

� �
E;A;V

(10.20)

Fig. 10.6 Schematic representation of adsorption. (a) A closed volume with Nv, molecules in

the vapor phase. The number of molecules adsorbed, Nf, is small compared to Nv because Ts 	 Tc.
(b) The same volume with Ts ≲ Tc so appreciable adsorption occurs
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The behaviors of the two phases are related inherently through thermodynamics.

For example, detailed information about the state of the film can be extracted from

measurements of pressure of the equilibrium vapor phase.

In bulk matter, the behavior of the system is determined by an equation of state, a

relationship between pressure, temperature, and volume. By analogy, in a film

system an equation of state exists relating the three surface relevant parameters:

spreading pressure ’, temperature T, and coverage or capacity x. However, under
most conditions it is not possible to measure the film spreading pressure directly so

that it must be inferred from bulk vapor pressure determinations. The most common

situation is to construct an equation of state relating bulk vapor pressure, tempera-

ture, and capacity. Such a relationship is shown schematically in Fig. 10.7 which

represents a surface equilibrium of an adsorption system. Note that processes

occurring at constant capacity are referred to as “isosteric” by analogy with

isochoric or constant volume processes in bulk systems.

One of the most important parameters in an adsorption system is the isosteric heat

of adsorption, qst. This quantity is defined as the amount of energy required to bring a

molecule from the film into its equilibrium vapor. In the limit of zero coverage and at

absolute zero, the isosteric heat is simply the single-particle binding energy to the

substrate. As the film grows, this value decreases until for very thick films qst ! hfg,
the heat of vaporization of a bulk condensate comprised of film molecules. These

values form the limits for qst. However, the detailed structure of this quantity can

give considerable information about the thermodynamic state of the film.

The thermodynamic definition of qst is given in terms of the entropy change at

constant coverage:

qst ¼ �T
@S

@Nf

� �
T;p;A

(10.21)

Fig. 10.7 An adsorption

equilibrium surface. Lines of

constant surface coverage are

called isosteres
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By holding T, p, and A constant the variation of qst is essentially along a constant
coverage isostere; see Fig. 10.7. Substituting the relationship for equilibrium

between the film and vapor, (10.20), we can rewrite (10.21) as a function of

individual component entropies,

qst ¼ �T
@Sf
@Nf

� �
T;A

� @Sv
@Nv

� �
T;p

" #
(10.22)

An alternate definition for the isosteric heat is given in terms of a temperature

derivative of the equilibrium vapor pressure. This expression, which can be derived

explicitly from (10.22) and is analogous to the Clausius-Clapeyron equation, is a

function of easily measurable quantities:

qst ¼ kBT
2 @ ln pð Þ

@T

� �
Nf ;A

(10.23)

In the simplest case where qst is a constant, integration of (10.23) establishes an

experimental form of the equilibrium vapor pressure,

p

p0
¼ e�qst=kBT (10.24)

where p0 is a constant of integration. This expression identifies the importance that

the isoteric heat plays in determining the ultimate pressure of an adsorption system.

The traditional method used for measurement of qst is by vapor pressure

isotherms. The behavior of the isotherms depends strongly on the type of substrate

material and adsorbed gas. Substrate materials considered range from nearly ideal

single-crystal surfaces to more practical inhomogeneous surfaces composed by

polycrystalline metals or insulators. In addition, a given surface can be modified

by first pre-plating the substrate with a more strongly adsorbed gas which then

forms the new substrate for subsequent adsorption. Experimental data exist for

numerous systems including almost all commonly available gaseous elements and a

number of compounds. The temperature range of investigation in these studies is

determined mostly by the strength of the gas–substrate interaction.

Most substrates encountered in practical adsorption problems are inhomogeneous,

composed of polycrystalline or amorphous materials. Because of their non-unifor-

mity, only qualitative models are available to describe their behavior. For inhomoge-

neous substrates the vapor pressure isotherm follows the general form shown in

Fig. 10.8. Initially, the vapor pressure is quite low because the first layer is bound

strongly. However, as the film builds thickness, the pressure increases rapidly until it

asymptotically approaches that of the bulk liquid, ps. An expression can be derived to
compare with the results of Fig. 10.8 by assuming a layer-dependent form of qst in
(10.24). Considering only the attractive term in the van der Waals expression (10.19),

we obtain the Frenkel–Halsey–Hill equation [17].
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p

ps
¼ exp

�a

kBT �d
3

 !
(10.25)

where a represents the strength of the attractive potential on the bare substrate and

should be approximately equal to qs, at low coverage, and d is the number of atomic

layers. A comparison between the adsorption of 4He on a mylar surface and that

derived from (10.25) is made in Fig. 10.8. Theory and experiment are in qualitative

agreement although the theory is not particularly sensitive to the detailed nature of qst.
The limiting value of qst is determined from the slope of low-coverage

isotherms. One can also obtain information on the isosteric heat of adsorption by

measuring the temperature dependence of the vapor pressure at constant coverage.

For example, plotted in Fig. 10.9 is the absolute pressure versus T�1 for 4He

adsorbed on a copper sponge substrate. Note that the general form of (10.24) is

obeyed. Furthermore, by extrapolation to zero coverage, it is possible to deduce an

effective qst for the substrate. These data yield a value qst/kB ~ 160 K. A number of

different measurements of qst for
4He at low coverage are listed in Table 10.2. Note

that the values of qst for submonolayer 4He are at least an order of magnitude larger

than the latent heat of vaporization for helium, ~10 K. As a result, there can be a

significant amount of adsorption of 4He even at temperatures above Tc. However,
the total quantities adsorbed are strong functions of temperature and are small

because the process has an exponential dependence.

Fig. 10.8 An adsorption isotherm for a mylar substrate representing typical inhomogeneous

character. The curve is based on the Frenkel–Halsey–Hill expression (10.25) (Source: Reprinted

from Dash [17])
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As more gas is adsorbed on the surface the vapor pressure increases quite

strongly. This effect can be seen most clearly in Fig. 10.8. Initially, the equilibrium

vapor pressure is quite low due to the large value of qst. However, as Nf increases,

qst decreases until for films having an equivalent thickness of four to six atomic

layers the vapor pressure is essentially that of the bulk liquid or solid. The quantity

of adsorbed gas necessary to complete one monolayer is an important parameter.

Not only is this parameter an effective method of determining the surface area of

the substrate but it also can be used as a fiducial point for estimating the density of

submonolayer films. A number of methods exist for measuring monolayer comple-

tion. The most direct is to measure the vapor pressure isotherm. Above layer

completion, the average position of the next absorbed gas molecule must be further

from the substrate, and thus the molecule experiences a weaker binding. In an ideal

Fig. 10.9 Temperature

dependence of the vapor

pressure for constant

coverage films on copper

sponge. x refers to fractional

monolayer coverage (Source:

Reprinted from Princehouse

[18])

Table 10.2 Isosteric heat of

adsorption at low coverage

for 4He on various substrates

Substrate qst/kB (K) References

Copper 160 [18, 19]

Argon plated TiO2 230 [20]

Exfoliated graphite 143–156 [21, 22]

Zeolite (13X) 220 [24]
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system the value of qst would decrease discontinuously. However, most substrates

are inhomogeneous and the layers are compressible so that, more commonly, qst
undergoes a change in slope at layer completion. The precise value of layer

completion is also quite temperature dependent, owing to thermal excitations in

the film, and therefore is defined only approximately for any substrate.

Listed in Table 10.3 are measured values for monolayer capacities of different

substrates. Note that the capacity per unit area of substrate does not vary greatly

from substrate to substrate. This is because the surface area is determined primarily

by the hard sphere radius of the adsorbed molecule. On the other hand, there are

wide variations of effective surface areas per gram of substrate material. Consider-

able benefit for cryopumping can be obtained by use of one of the high-surface-area

materials. It should be pointed out that high adsorption capacity does not necessar-

ily imply good cryopumping characteristics because the latter is a rate-dependent

process. The rate at which adsorption occurs in high-surface-area materials is

mostly a function of gas flow hydrodynamics within the material, a characteristic

not necessarily desirable for high-speed cryopumps.

Vapor pressure isotherms are most commonly of the type described above,

having a smoothly varying relationship between Nf and p. However, for some

substrates that are very uniform this dependence is not observed. In these systems

a discontinuous slope change in the vapor pressure isotherm occurs at monolayer

completion. Further adsorption occurs on the second layer with a correspondingly

lower value of qst. This process continues until layer completion where a second

step in the isotherm occurs. In the ideal case this mechanism for layer growth would

continue indefinitely until the thermal excitations of the molecule of the order of

kBT blur the distinction between individual layers.

10.2.2 Physical Properties of Helium Films

Through the introduction of large-surface-area uniform substrates, it has become

possible to investigate a number of interesting quasi-two-dimensional phases

occurring mostly in the first one or two layers. The models that describe the

physical processes emphasize the two-dimensional nature of the system. At low

densities, much less than one atomic layer, helium adsorbed on graphite behaves

much as a two-dimensional quantum gas. At high temperatures, its specific heat

Table 10.3 4He capacities of various adsorbent materials

Substrate

Monolayer capacity

(STP-cm3/m2)

Area

(m2/g) References

Sintered Cu sponge

(~mm3 particles)

0.24 0.41 [18]

Zeolite 13X 0.29 527 [19, 23]

Exfoliated graphite 0.36 25 [22, 24]

Vycor glass 0.41 130 [25]
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asymptotically approaches a constant value of C � NkB, while at lower

temperatures, quantum effects brought on by statistical correlations reduce the

specific heat in a manner similar to the bulk fluids. At intermediate surface

coverages, behavior occurs which can be correlated with regularity in the adsorbed

gas. This effect is brought on by the adsorbed gas being affected by the periodicity

of the substrate. At still higher coverages up to layer completion, the adsorbed gas

sometimes behaves much as a two-dimensional solid with low-temperature specific

heat varying as T2, consistent with a two-dimensional Debye model. For these high

coverages, melting transitions in the specific heat are observed at intermediate to

high temperatures above which fluid-like behavior occurs. An interesting artifact of

surface phases in adsorption systems is the occurrence of two-dimensional solids

even though bulk helium does not solidify unless considerable external pressure is

applied. In this case, the adsorption interaction compresses the molecules on the

substrate to densities similar to those that occur in the bulk solid. These high

densities allow the formation of long range order and crystal structure.

Of interest in unsaturated 4He films is the question of when does superfluidity

manifest itself. Clearly as was discussed in Chap. 6, thick saturated films display

superfluidity in the form of film mobility (Rollin Film) and heat transport. For the

case of unsaturated helium films of more than a few atomic layers, superfluidity is

observed both in the l-transition in the specific heat [24] as well as the onset of

mobility [26]. The latter case is displayed in Fig. 10.10, which is a plot of the onset

of superfluidity as a function of pressure ratio. Note the depression of the onset

temperature with reduced film thickness as measured by the vapor pressure.

As was stated early on in this section, gas separation, cryopumping and adsorption

refrigeration are themain applications for physical adsorption in cryogenic systems. In

the first case the desired characteristics of the adsorbent are light weight, small heat

Fig. 10.10 Superfluid onset temperatures of 4He films on different substrates and measured by

different techniques (Source: From Herb and Dash [26])
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capacity, and large surface area. Typical materials used are activated charcoal, silica

gel, activated alumina, or molecular sieves. The specific area of these materials are in

the range 300–1,200 m2/g and bulk densities less than 1 g/cm3. No particular concern

is given to surface uniformity. Applications generally call for designing an adsorption

“bed” which provides good adsorption characteristics yet still allows for bulk flow.

This application depends strongly on details of design.

In terms of cryopumping applications of adsorption, the choice of substrate

material and configuration is more dependent on specific application. If high-

speed pumping is required, the surface must not restrict the flow of gas. Therefore,

the most common design is to use a planar metallic surface. To achieve substantial

total pumping capacity before regeneration, this type of surface is necessarily quite

large, a fact that leads to problems with reducing the radiation heat leak to warm

surrounding surfaces. A number of standard techniques are available for providing

radiation shields that allow high flow rates of gas. If high pumping speed is not

necessary, use can be made of numerous high-surface-area materials, called

“getters,” thermally well anchored to a low-temperature heat sink. Getters of this

type often are sealed into closed helium dewars to maintain good vacuum quality

over an extended period of time.

Example 10.3

Calculate the vapor pressure of a three layer helium film adsorbed on a copper

substrate at 4.2 K. Use the Frenkel–Halsey–Hill equation and assume qst/kB
¼ 160 K. Compare the result with Fig. 10.8. Now use the same expression to

estimate the vapor pressure of a monolayer film.

It is only necessary to calculate the ratio of the pressures,

p

p0
¼ e� a kBTd

3=ð Þ

For three layers (d ¼ 3), this expression yields p/p0 ¼ 0.24, which is close to

the value in Fig. 10.8. Now for d ¼ 1 film, one calculates p/p0 ¼ 2.8 � 10�17,

which is a physically unrealistic value but still emphasizes the strength of the

adsorption process.

10.3 Magnetic Refrigeration

The use of the spin entropy of a magnetic system for cooling was first suggested in

1925 by Debye and Giauque [27–29]. It was then implemented by a number of groups

in the 1930s. Today,magnetic refrigeration has been developed into awell-established

technique for a number of specialized applications. The present section reviews this

topic.We begin with a description of the physics ofmagnetic materials that is relevant

to low temperature cooling. This discussion should provide the necessary understand-

ing of the relevant properties of this special class of low-temperature materials.
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Emphasis is given to the properties of some representative materials that have or are

being used in magnetic coolers. Finally, some discussion of the practical aspects of

magnetic refrigeration is presented with comments on the state of the art. The

treatment is intended to introduce the microscopic and macroscopic aspects of para-

magnetic cooling systems. For details, the reader should consult one of several recent

publications on the subject.

There are essentially two distinct classes of magnetic refrigerators. One type of

refrigerator operates down to the mK temperature range and is based on the electron

spin states of paramagnetic materials. This refrigerator type will be emphasized

here. The other type of magnetic refrigerator uses the nuclear spins of metallic

elements to achieve temperatures in the mK range and as a result is more an

expertise of low temperature physics.

10.3.1 Paramagnetic Materials

The paramagnetic salts are most commonly used in magnetic refrigerators. These

materials have a number of characteristics in common. They are comprised of

multi-component ionic molecules, one ion of which is magnetic. The magnetic ion

is sufficiently dilute within the material that at high temperature it approximates a

free non-interacting spin system. The strength of interaction determines the order-

ing temperature, below which the materials usually become diamagnetic. The

ordering temperature of most paramagnetic salts is in the range below 1 K.

The theory of paramagnetic spin systems is developed around the statistical

behavior of free magnetic ion systems. Any free magnetic molecule has two types

of magnetic moment associated with its electron orbital structure. The first, due to

orbital motion of the electron, is given the quantum number L. The other, resulting
from uncompensated electron spins, has a quantum number S. The total angular

momentum number J is the resultant of these two individual magnetic moments. In

general, atoms have nonzero values of L and S. However, certain ions, particularly

magnetic Fe3+ and Cr3+ and Gd3+, have effectively an inert-gas orbital structure, so

that L ¼ 0, but they have uncompensated electron spins, such that J ¼ S.
There are mi different quantum numbers associated with each spin state of the

atom, where mi can take on values from –J to J. Therefore, within each atom there

are 2J + 1 individual energy levels. Without the application of an external magnetic

field, these levels are degenerate meaning that there is no distinction or energy level

difference between them. However, in an external field this degeneracy is lifted,

shifting the energy levels by an amount given by,

ei ¼ �gmBm0Hmi (10.26)

where mB is the Bohr magneton which is a ratio of fundamental constants, mB ¼ eh/
4pme ¼ 0.927 � 10�23 J/T with e/me being the charge-to-mass ratio of an electron.

The magnetic field is that which is felt locally by the atom and can be substantially
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different from the applied magnetic field from external sources. The quantity g in

(10.26) is known as the Landé g factor [30]. For many paramagnetic coolants with

L ¼ 0, g ¼ 2.

For a material like gadolinium sulfate with g ¼ 2, J ¼ 7/2, the eight individual

energy levels within the magnetic system have a level separation, De ¼ 2mBmoH,
directly proportional to the magnetic field. At absolute zero in an applied magnetic

field, all ions will occupy the lowest energy level. However, at finite temperature,

some of the ions will be excited into higher levels based on their statistical

distribution. Equating that energy level difference to the thermal energy of the

ions, kBT, one can show the significance of thermal excitation to the population of

different levels.

m0H
T

� kB
2mB

� 0:75
T

K

� 	
(10.27)

This relationship more or less establishes the boundary between the two regimes

of ordering in a magnetic ion subsystem. The low-field, high-temperature regime

occurs when the ratio m0H/T � 0.75 T/K. In this regime, the magnetic ions

essentially are disordered with the level spacing being small compared to kBT.
Since this is a disordered state, it is of higher entropy. On the other end of the

spectrum, the high-field, low-temperature regime, m0H/T 	 0.75 T/K, corresponds
to the majority of the spins occupying the lowest energy level. This is a lower

entropy state for the spins.

Since the magnetic ion system consists of indistinguishable particles, it is

appropriate to describe the behavior using Boltzmann statistics. The starting point

for statistical analysis is the definition of a partition function, Z. For a magnetic ion

system, the assumption is made that the total partition function is a product of the

internal nonmagnetic part and the magnetic contribution,

Ztotal ¼ ZintZB (10.28)

In a magnetic ion system ZB essentially is due to the Zeeman effect, the magnetic

splitting in an external field. It can be shown that the Zeeman contribution to the

partition function is [28],

ZB ¼ sinh J þ 1
2

� �
a

sinhða=2Þ (10.29)

where the parameter a ¼ gmBm0H/kBT is a measure of the ordering.

The low-temperature thermal properties of a magnetic ion system are consider-

ably different from other more ordinary materials. Although these systems possess

phonon excitations, a more dominant mechanism contributing to their thermal

behavior at low temperature is due to the crystal field splitting of the ionic energy

levels within the lattice [30]. Recall (Chap. 2) that the phonon specific heat is
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proportional to T3 at low temperatures. On the other hand the crystal field splitting,

also referred to as the Stark effect, is caused by the ionic electric fields establishing

different energy levels analogous to those from the magnetic Zeeman effect. The

level splitting is small, typically on the order of 10–100 mK, and consequently only

becomes important at low temperatures.

To derive an expression that adequately describes the Stark effect, we begin by

making some simplifying assumptions concerning the structure of the energy

levels. Often, crystal field splitting has associated with it two levels separated by

an energy d, with each level having a degeneracy gn that is not lifted by the crystal

field. In this case, we can write the partition function associated with the internal

system as,

Zint ¼ g0 þ g1e
�d=kBT (10.30)

where g0 and g1 are the degeneracies of the ground and first excited states. The

product of the two contributions to the partition function can be used to calculate

the thermodynamic properties of the magnetic ion system.

The total entropy of such a system of spins is therefore made up of two terms,

S ¼ NmkBT
@ ln Z

@T

� �
H

þ NmkB ln Z (10.31)

where Nm is the number of magnetic ions. Equation 10.31 can be differentiated to

yield the specific heat and other thermodynamic variables. For example, the internal

energy of the magnetic ion system is a function of the total partition function,

E ¼ NmkBT
2 @ ln Z

@T

� �
H

þ m0HM (10.32)

The specific heat capacity at constant magnetization is just the temperature

derivative of the internal energy, CM ¼ (@E/@T)M. It therefore follows from

(10.32) that the constant magnetization heat capacity is

CM

NmkB
¼ 1

NmkB

@E

@T

� �
M

¼ d2

k2BT
2

ðg0=g1Þed=kBT
1þ ðg0=g1Þed=kBT½ 
2

(10.33)

This expression, known as the Schottky equation, is plotted in Fig. 10.11 for

different ratios of g0/g1. Note that the maximum in the Schottky heat capacity is

approximately ½NkB, which is very large compared to the other solid-state

contributions at low temperatures. Note that Nm is the number of magnetic ions,

which is generally much less than N, the total particle number. Also, typically,

d/kB � 100 mK so that this term dominates the zero field heat capacity at lower

temperatures, T < 1 K.
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For many magnetic refrigeration applications, the operating temperature is

significantly above the Schottky anomaly temperature, d/kB. In this regime it is

possible to take a high-temperature limiting form of (10.33) which yields

CM ¼ A

T2
(10.34)

where A, the specific heat coefficient, has a value

A ¼ NmkB
g0=g1

1þ g0=g1ð Þ2
d
kB

� �2

(10.35)

It is important to bear in mind that the above analysis applies to a system of Nm

magnetic ions. Typically, in paramagnetic salts the magnetic ion number is much

smaller than the total number of particles in the crystal. Therefore, if the heat

capacity per unit mass or unit volume is desired, it is necessary to take into

consideration the total molecular weight of the ionic salt.

The other important contribution to the specific heat of a magnetic ion system is

that due to phonon excitations which at low temperatures, see Chap. 2. At low

temperatures, this contribution may be approximated by the Debye model,

Cph ¼ 234NkB
T

YD

� �3

forT � YD (10.36)

where N is the total atomic number and YD is the Debye temperature typically

>100 K.

Fig. 10.11 Schottky heat capacity of a magnetic ion sub-system whose lowest energy level in the

absence of any external magnetic fields is split into two states with degeneracies g0 and g1 (Source:

From Zemansky [30])
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We can compare the relative importance of the phonon and Schottky heat

capacities based on the above discussion. Assuming for example that g0/g1 ¼ 0.5

and taking the ratio of (10.34) to (10.36), we obtain

Cph

CM
¼ 936

N

Nm

� �
T

YD

� �3 kBT

d

� �2

(10.37)

For a magnetic material like iron ammonium alum with d/kB ¼ 242 mK,

YD ¼ 250 K, and N/Nm ’ 50, the above ratio at T ¼ 1 K takes on the numerical

value Cph/CM ¼ 0.052. Therefore, the phonon contribution to the specific heat is

already a minor (~5%) contributor at 1 K and becomes smaller as the temperature

decreases, since the ratio goes as T5. As a consequence, it is possible to neglect the

phonon term for low temperature, T < 1 K applications. However, for many

systems it must be included, particularly at high temperatures.

We now consider the magnetic properties of the paramagnetic materials. These

are also given in terms of the magnetic partition function. For example, the

magnetization can be obtained from a derivative of Z with respect to the applied

magnetic field,

M ¼ NmkBT
@ ln Z

@m0H

� �
¼ NmgmBJBJðaÞ (10.38a)

where the quantity BJ(a) is the Brillouin function,

BJðaÞ ¼ 1

J
J þ 1

2

� �
coth J þ 1

2

� �
a� 1

2
coth

1

2
a

� 	
(10.38b)

where as a reminder a ¼ gmBm0H/kBT. In the limit of large a, there is a high degree

of magnetic ordering and the magnetization approaches a constant value,

M ¼ NgmBJ for gmBm0H 	 kBT (10.39)

while at small values of a, the magnetic system is weakly ordered and the Brillouin

function becomes linear with a. In this regime it is shown easily that the magneti-

zation can be expressed as

M ¼ m0gCH
T

for gmBB � kBT (10.40a)

where gC is the Curie constant defined by expansion of the Brillouin function,

gC ¼ Nmg
2m2BJ J þ 1ð Þ
3kB

(10.40b)

Listed in Table 10.4 are specific heat coefficients for several paramagnetic

materials along with other relevant properties.

10.3 Magnetic Refrigeration 419



10.3.2 Thermodynamics of Magnetic Refrigeration

The thermodynamic principles by which magnetic cooling can be achieved are seen

easily by analogy with a fluid system. For the sake of simplicity, assume that the

magnetic system is composed of a solid material so that pressure–volume work is

negligible. In this case, the combination of the first and second laws of thermody-

namics can be written

T dS ¼ dE� m0H dM (10.41)

where M is the magnetization of the material. Thus, the second term on the right-

hand side is magnetic work done on the system by direct analogy to p dV, the work
done in a fluid system.

Adiabatic demagnetization is analogous to isentropic expansion in a fluid sys-

tem. The important parameter that controls this process is the isentropic coefficient,

which for a magnetic system is the derivative of the temperature with respect to

applied field at constant entropy:

mm ¼ 1

m0

@T

@H

� �
s

(10.42)

Note the similarity between (10.42) and the isentropic expansion coefficient defined

in Chap. 8. Normally, mm is referred to as the magneto-caloric coefficient.

Table 10.5 presents a comparison between parameters and coefficients relevant to

magnetic and fluid refrigeration systems.

It is straightforward to show that mm is a function of the temperature dependence

of the magnetization of the spin system,

mm ¼ � T

CH

@M

@T

� �
H

(10.43)

Table 10.4 Selected properties of magnetic refrigerant materialsa

Material

Specific volume

(cm3/g�ion)
Curie constant gC
(J�K/g ion T2)

Debye

temperature YD

(K) A (J K/g�ion)
2Ce(NO3)3�3M g

(NO3)2�24H2O

366 0–3.17b 60 5 � 10�5

Cr2(SO4)3�K2SO4�24H2O 273 18.4 – 0.15

Fe2(SO4)3(NH4)

2SO4�24H2O

282 43.8 250 0.108

Gd2(SO4)3�8H2O 124 78 105 –

Gd3Ga5O12 48 78 203 0.13
aSee Refs. [29–33]
bAnisotropic material
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The application of (10.43) for a particular magnetic refrigeration system requires

knowledge of two quantities, CH and the temperature dependence of M. where the

constant field heat capacity is

CH ¼ T
@S

@T

� �
H

(10.44)

Returning to the relationship for the magneto-caloric coefficient and considering

a weakly interacting magnetic system obeying the Curie law, we find that mm takes

on a simplified form,

mm ¼ M

CH
(10.45)

which is analogous to the isentropic expansion coefficient for an ideal gas.

The other term needed to establish the behavior of a magnetic refrigeration

system is CH, the specific heat at constant magnetic field. A relationship for this

quantity can be derived through application of the first and second laws of thermo-

dynamics for a magnetic system (10.41). Defining the constant magnetization

specific heat as

CM ¼ T
@S

@T

� �
M

¼ @E

@T

� �
M

(10.46)

then (10.41) can be recast into the form

T dS ¼ CMdT � m0H dM (10.47)

Further restricting (10.47) to a constant magnetic field process, the expansion of

the temperature differential defines the specific heat at constant field:

CH ¼ T
@S

@T

� �
H

(10.48)

Table 10.5 Comparison of parameters and

coefficients in magnetic and fluid refrigeration

systems

Fluid Magnetic

Extensive variable V M

Intensive variable p m0H
Work p dV –m0H dM

Isentropic coefficient ms ¼ @T
@p

� �
s

ms ¼ @T
@H

� �
s
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It follows that CH may be written

CH ¼ CM � m0H
@M

@T

� �
H

(10.49)

As discussed above, the constant magnetization specific heat CM is made up to

several independent contributions. The relative importance of each contribution

depends on the type of magnetic material involved and the temperature range over

which cooling is to be achieved. Neglecting the phonon term, we obtain a simplified

expression for the magneto-caloric coefficient:

mm ¼ m0gCHT
Aþ gCm20H2

(10.50)

Subject to the above set of assumptions, this expression can be employed to

determine the final temperature achieved by adiabatic demagnetization of a mag-

netic material. Here we simply integrate (10.50) over a finite change in field and

temperature,

ðTf
Ti

dT

T
¼
ðm0Hf

m0Hi

m0gCHT
Aþ gCm20H2

d m0Hð Þ (10.51)

which by demagnetization to zero applied field, Hf ¼ 0, results in the expression

Ti
Tf

¼ 1þ gCm
2
0H

2
i

A

� �1=2

(10.52)

Example 10.4

Calculate the final temperature due to demagnetization of iron ammonium alum

from 0.1 T initially at 1 K.

Inserting the appropriate values from Table 10.4: A ¼ 0.108 J � K/mol and

gC ¼ 43.8 J �K/mol into (10.52), the ratio of temperatures for m0Hi ¼ 0.1 T

becomes Ti/Tf ¼ 2.25. Therefore, with the material initially at 1 K the final

temperature as a result of adiabatic demagnetization would be Tf ¼ 0.45 K. In

practice, demagnetizing fields much larger than 0.1 T allow lower final

temperatures, but the simplified expression derived above does not apply in

that case since we have used the low field approximate solution.

Another way of approaching this problem is to consider the entropy in magnetic

ion systems. In the limit of small magnetic field, gmBm0H � kBT and for T 	 d/kB
the spin entropy can be shown to obey the relationship [30]

S ¼ NmkB ln 2J þ 1ð Þ � 2 Aþ m0gCH
2ð Þ

RT2

� �
(10.53)
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where J is the total angular momentum quantum number. Generally, except at very

low temperatures (T � 1 K), the first term in (10.53) is the dominant contribution

to the spin entropy. This situation is desirable for magnetic cooling because the

entropy change between the magnetized and demagnetized materials is what

produces the cooling.

In the high magnetic field limit, gmBm0H 	 kBT, a considerably different situa-

tion occurs. Here the magnetic moments of the dipoles approach complete align-

ment with the magnetic field. The magnetic field is imposing a greater degree of

order on the system, thus lowering the entropy. In the extreme case the spin entropy

approaches zero, leaving the only remaining term associated with the Stark effect

and the lattice, the latter of which can be neglected at low temperatures. In this

limit, the principal behavior of the entropy is obtained by integration of the heat

capacity (10.33). This analysis leads to an exponentially decaying entropy for the

limit where d/kB 	 T,

S ¼ NmkB 1þ d
kBT

� �
g0
g1

e�d=kBT (10.54)

As the exact calculation of the entropy in a magnetic ion subsystem is dependent

on choice of materials and operating range, it will not be carried out here. However,

in order to calculate the final temperature of an adiabatic demagnetization, one

needs to equate (10.53) with (10.54) and solve for the final temperature. This is a

tedious, but straightforward calculation.

A schematic representation of the entropy of a magnetic ion subsystem is shown

in Fig. 10.12. At high temperatures, T 	 d/kB and T 	 gmBm0H/kB, the entropy

difference between the magnetized and unmagnetized state decreases because the

Fig. 10.12 Temperature–

entropy diagram for a

magnetic material

10.3 Magnetic Refrigeration 423



magnetic field is not very effective at magnetizing the sample. On the other hand, at

very low temperatures, T � d/kB and T 	 gmBm0H/kB, the entropy difference

decreases because the crystal field orders the system independent of the applied

magnetic field. There is a range, indicated by the dashed lines in Fig. 10.12, over

which the entropy difference DS ~ NkBln(2 J +1), thereby allowing for efficient

magnetic cooling. Obviously, the exact temperature range over which this region

occurs depends on the particular paramagnetic material in question.

10.3.3 Continuous Magnetic Refrigerators

With the above survey of the thermodynamics of magnetic cooling, we now turn to

the practical problems associated with achieving continuous refrigeration with

magnetic materials. In this discussion emphasis is placed on continuous refrigera-

tion rather than single-cycle adiabatic demagnetization, which was outlined above.

The material that goes into a magnetic refrigerator must have a number of unique

characteristics which set it apart from materials for other applications. Some of

these characteristics have been introduced above, but a complete summary includes

the following:

1. Magnetic refrigeration materials should have a small electronic and lattice

specific heat. The energy used to cool the electrons and lattice is wasted and

only reduces the efficiency of the cycle.

2. The magnetic level splitting due to the crystal field Stark effect, d/kB, should be

below the range of operating temperatures. Otherwise, the entropy change with

magnetization is reduced.

3. The magnetic contribution to the entropy should be large to allow more thermal

energy to be cycled through the demagnetization process.

4. To achieve good thermal exchange with the systems to be refrigerated, it is

desirable that the magnetic material have good heat transfer characteristics.

Whenever possible, magnetic refrigeration materials should have a high thermal

diffusivity.

5. Any material to be used in a device must be able to be fabricated into the

configurations necessary for effective operation.

The principles of idealized closed-cycle magnetic refrigeration are similar to

those for systems using fluids as working media. The most thermodynamically

efficient cycle is the Carnot cycle which is a combination of isothermal and

isentropic processes. This cycle can be achieved in a magnetic ion subsystem by

a method shown schematically in Fig. 10.13, which is an actual T-S diagram for

gadolinium sulfate. In this example, the Carnot cycle is shown as operating between

two isothermal reservoirs at 15 and 1.7 K. This particular temperature range is

attractive for magnetic refrigeration because helium gas–liquid cycles are limited to

rather low thermodynamic efficiencies compared to the Carnot cycle. Also the

maximum magnetization field of 10 T is a practical limitation because it allows
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for the use of state-of-the-art but not prohibitively expensive superconducting

magnet technology.

Consider the methods whereby Carnot refrigeration in a magnetic system can be

achieved. A schematic diagram of the system is shown in Fig. 10.14. Apart from the

reservoirs, the refrigerator consists of three principal components: the working

material made of a magnetic salt, a magnet for aligning the spins of this material,

and two thermal switches, one to either reservoir for exchange between the working

material and isothermal baths. The Carnot cycle is a four-step process of magneti-

zation, demagnetization, and heat exchange to the isothermal reservoirs.

The methods by which the Carnot cycle can be achieved are seen best by

referring to the cycle ABCD in Fig. 10.13. With the thermal switch 1 (TS 1) closed

and the working material in good contact with the heat reservoir (HR), the magnetic

field is applied up to a maximum of 10 T represented by point D. Here the spins

have the maximum alignment at this temperature.

Next, TS 1 is opened, isolating the magnetic material, and the field is decreased

slowly, cooling the working material to point A at 1.7 K. Note that this point is not

at zero field. Thermal switch 2 (TS 2) is then closed and the working material comes

into the thermal equilibrium with the heat source. This step, which occurs isother-

mally, must be accompanied by a further slight demagnetization of the material to

point B at which point all the heat has been transferred. Thermal switch 2 is then

opened and the working material is magnetized slowly back to the high temperature

represented by point C. Once the working material reaches the heat reservoir

temperature, TS 1 is closed and further magnetization occurs isothermally to

point D, completing the cycle. This process, as represented in Fig. 10.13, is able

Fig. 10.13 Thermodynamic

cycle executed by Gd2(SO4)3 ·

8H2O in a magnetic Carnot

cycle (from Steyert30)
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to pump 27 J per liter of material per cycle, which if achievable at modest

frequencies around 1 Hz could provide a rather high cooling rate in a very small

volume. Of course, the difficulty in achieving this kind of cooling power lies in the

practical aspects of creating a magnetic refrigerator.

In recent years there have been several devices built that are intended to bring the

above concepts to realization on a practical scale [33–37]. In most cases the devices

were developed to operate in the low-temperature region, T < 4.2 K, and to provide

cooling power at the low end of the order of 1 W. Materials employed are either

gadolinium sulfate or gadolinium gallium garnet (GGG), Gd3Ga5O12. The latter

material has shown superior thermal properties. In one particular case, a prototype

refrigerator has been operated between 1.8 and 4.2 K with a cooling power of 1.2 W

and an achieved figure of merit in the range of 45% [37].

10.3.4 Nuclear Demagnetization

To produce much lower temperatures with magnetic refrigeration it soon becomes

inefficient to use paramagnetic salts as the working media because their spins will

already be aligned. At these temperatures, which can span into the submillikelvin

regime, it is possible to use the unpaired magnetic moment associated with the

nuclei. The nuclear magnetic moment mN is smaller than the Bohr magneton by the

ratio of nucleon to electron mass (mn/me ¼ 1,840). Thus, the nuclear spins can be

aligned only by very high magnetic fields at low temperatures. This method was

Fig. 10.14 Schematic diagram of magnetic Carnot refrigerator (Source: From Steyert [32])
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first applied in 1956 by Simon and Kurti at Oxford where spin temperatures in the

neighborhood of 10 mK were achieved through adiabatic demagnetization of the

nuclei of a paramagnetic salt. However, the spin temperatures are not the same as

the lattice temperatures and entropy must be transferred from one system to the

other. The time constant that controls this process, called the spin–lattice relaxation

time, can be large at very low temperatures, providing a severe hindrance to the

ultimately achievable a microkelvin lattice temperature. In recent times, it has

become more advantageous to achieve nuclear demagnetization using nuclei of

metallic elements. In those systems the density of magnetic moments is much

greater and the spin–lattice relaxation time shorter, allowing for minimum actual

bulk temperatures. Record minimum bulk temperature of ~100 pK (10�10 K) have

been achieved by multistage devices for which the last stage is nuclear demagneti-

zation [38].

Questions

1. Explain why the apparent thermal conductivity of MLI has a minimum at a

particular layer density. Sketch a graph of kapp vs. layer density. How would the

graph be different if thickness of the MLI blanket were half as great, but the

same number of layers used? Be as quantitative as possible.

2. If you wanted to improve heat exchange between two surfaces at low tempera-

ture, what would be the best gas to use? Why?

Problems

1. A 100 L spherical liquid helium Dewar consists of an inner vessel with a liquid

nitrogen cooled shield surrounding the inner vessel. Both the helium vessel and

nitrogen shield are suspended in a vacuum vessel. Assume that the emissivity of

all surfaces is 0.1.

(a) Calculate the heat load and liquid nitrogen consumption at 77 K.

(b) Calculate the heat load at 4.2 K and liquid helium consumption.

Neglect any contribution to the heat leak due to structural supports.

2. A liquid helium vessel (outer surface ¼ 300 K) is surrounded by two, thermally

insulated radiation shields. Assume that all surfaces have emissivities ¼ 0.05.

Calculate the temperature of the two shields and the heat leak per unit area to 4.2 K.

3. Calculate the pressure corresponding to a mean free path of 10 mm for a helium

molecule at 80 K. Estimate the apparent thermal conductivity of helium gas

under these conditions (Hint: you may assume that this is a free molecular flow

condition). Let the spacing between walls be 10 mm.

4. Assume a monolayer of helium molecules forms a hexagonal closed packed

structure. Use the hard core radius of a helium molecule to calculate the amount

of gas at STP necessary to form one complete layer at low temperature. Compare

your result with the data in Table 10.3.
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