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Preface

Many optoelectronic devices and systems used in modern industry are becoming
progressively smaller and have reached the nanoscale domain. Nanofabrication is
critical to the realization of the potential benefits of these devices and systems
for society. An important enabling technology in nanofabrication is Tip-Based
Nanofabrication (TBN), which makes use of functionalized probes consisting of
microscale cantilevers (or tip holders) with attached nanoscale tips. These tip-based
probes, evolved in essence from scanning probe microscopy, can perform all types
of manufacturing activities, from material removal and material modification to
material deposition and material manipulation, all in the nanoscale. Not only can
TBN create nanostructures through a conventional top-down approach, it can also
build nano-components from the bottom-up. Moreover, this technology can fully
integrate with stations in a semiconductor production line, as well as be performed
in an ordinary chemistry or physics laboratory.

This monograph consists of twelve chapters with subjects ranging from the basic
principles of TBN to recent advances in several major TBN technologies related to
atomic force microscopy (AFM), scanning tunneling microscopy (STM), and dip-
pen nanolithography (DPN). Two of the twelve chapters are devoted to a single
material, one with a specific focus on graphene, and the other with a more general
discussion of diamondoid. The former topic is particularly timely given that the
2010 Nobel Prize in Physics was awarded to Geim and Novoselov for their efforts in
extracting graphene. The remaining ten chapters address a wide variety of materials,
from metals and semiconductors to polymers and ceramics. This monograph is the
first book of its kind dedicated solely to examining the technology of TBN and is
designed both to disseminate scientific knowledge and technical information from
recent findings, as well as to expand on the needs and challenges facing the TBN
community.

This is an exciting moment for TBN, not least because of the enormous growth of
the field in the past few years. The major advancements in TBN can be found in three
categories: capability (manipulability), repeatability (reliability), and productivity
(throughput). Techniques for capability enhancement presented in this monograph
include AFM oxidation using dynamic force mode and double-layer approach.
Eventually, the most attractive approach for capability enhancement will be a
hybrid approach, such as one where the tip is loaded with a dual- or multi-energy
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vi Preface

source, or one where a bottom-up scheme is integrated with a top-down procedure.
The chapters reviewing thermochemical nanolithography and electric-field-assisted
nanolithography provide good examples of using dual-source tips, while the chap-
ters on nanomanipulation and nanografting involve the mixing of a bottom-up
scheme with a top-down procedure. Approaches for improving repeatability, such
as the development of automated equipment and expert software, are outlined
nicely in the first and last chapters. Finally, increases in throughput, or productiv-
ity, through the use of parallel processing, control strategies for increasing speed,
and micro/macro tips are addressed in the chapters on the high-throughput control
technique and its accompanying constraints and challenges. In the near future, we
will all likely bear witness to these new advances dominating research in the area
of nanofabrication, and TBN playing a key role in bridging and communicating
between the nanoscopic world and our macroscopic world.

Each chapter in this monograph has been authored by world-class researchers,
to whom I am grateful for their contribution. I am also indebted to a large number
of reviewers whose critiques have ensured that each chapter is of the highest qual-
ity. Members of this reviewing committee are Susanne Dröscher of Swiss Federal
Institute of Technology Zurich, Jayne Garno of Louisiana State University, Shao-
Kang Hung of National Chiao Tung University (Taiwan), Shyankay Jou of National
Taiwan University of Science and Technology, Andres La Rosa of Portland State
University, Zhuang Li of Chinese Academy of Sciences, Heh-Nan Lin of National
Tsinghua University (Taiwan), Hui-Hsin Lu of National Taiwan University, Andrea
Notargiacomo of CNR-IFN (Italy), Luca Pellegrino of CNR-INFM-LAMIA (Italy),
Debin Wang of Lawrence Berkeley National Laboratory, and Guoliang Yang of
Drexel University. I hope that readers will find this book both stimulating and useful.

Tempe, Arizona, USA Ampere A. Tseng
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Chapter 1
Nanoscale Scratching with Single and Dual
Sources Using Atomic Force Microscopes

Ampere A. Tseng

Abstract AFM (atomic force microscope) scratching is a simple yet versatile
material removing technique for nanofabrication. It has evolved from a purely
mechanical process to one in which the tip can be loaded by additional energy
sources, such as thermal, electric, or chemical. In this chapter, scratching tech-
niques using tips with both single and dual sources are reviewed with an emphasis
on associated material removing behavior. Recent developments in scratching sys-
tems equipped with automated stages or platforms using both single tip and multiple
tips are assessed. The characteristics of various approaches for scratching different
types of materials, including polymers, metals, and semiconductors, are presented
and evaluated. The effects of the major scratching parameters on the final nanostruc-
tures are reviewed with the goal of providing quantitative information for guiding
the scratching process. Advances in several techniques using dual sources for AFM
scratching are then studied with a focus on their versatility and potential for differ-
ent applications. Finally, following a section on the applications of AFM scratching
for fabricating a fairly wide range of nanoscale devices and systems, concluding
remarks are presented to recommend subjects for future technological improve-
ment and research emphasis, as well as to provide the author’s perspective on future
challenges in the field of AFM scratching.

Keywords Atomic force microscope/microscopy · Chip forming · Contact force ·
Dual sources · Groove · Heated tip · Machinability · Machining · Metals · Multiple
scratches · Multiple probes · Nanofabrication · Nanolithography · Nanostructure ·
Polymer · Protuberance · Scanning probe microscopy · Semiconductor ·
Scratchability · Scratch direction · Scratching · Scratch ratio · Scratch speed ·
Threshold force · Wear coefficient

Abbreviations

AE Acoustic emission
AFM Atomic force microscope/microscopy
CNT Carbon nanotubes

A.A. Tseng (B)
School for Engineering of Matter, Transport, and Energy, Arizona State University, Tempe,
AZ 85287-6106, USA
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1A.A. Tseng (ed.), Tip-Based Nanofabrication, DOI 10.1007/978-1-4419-9899-6_1,
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DA Diels–Alder
EBD Electron beam induced deposition
ECM Electrochemical nanomachining
FET Field effect transistor
FWHM Full width at half maximum
GO Graphene oxide
KOH Potassium hydroxide
LAO Local anodic oxidation
PC Polycarbonate or personal computer
PDMS Polydimethylsiloxane
PGMA Polyglycidyl-methacrylate
PMMA Polymethylmethacrylate
PNBA Poly(n-butyl acrylate)
PNIPAM Poly(n-isopropylacrylamide)
PS Polystyrene
R2 Coefficient of determination
SAD Self-amplified depolymerization
SAM Self-assembled monolayer
SD Standard deviation
SEM Scanning electron microscope
SIMS Secondary ion mass spectrometry
SNOM Scanning near-field optical microscopy
SOI Silicon on insulator
SPDT Single point diamond tools
SPM Scanning probe microscopy
SQUID Superconducting quantum interference device
SR Scratch ratio
STM Scanning tunneling microscopy
TCNL Thermochemical nanolithography
TEM Transmission electron microscopy
TMNL Thermomechanical nanolithography
USD Unit scratch depth
1DES One-dimensional electron system
2DEG Two-dimensional electron gas

1.1 Introduction

Many devices and systems used in modern industry are becoming progressively
smaller and have reached the nanoscale domain. Nanofabrication is the central
theme in the realization of the potential benefits of these modern devices and sys-
tems. An atomic force microscopy (AFM) based scratching technique, also known
as AFM machining, is one way to enable technology to nanofabricate a small quan-
tity of product. This scratching technique employs functionalized microcantilevers
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with nanoscale tips to create nanostructures with nanometer precision. AFM, devel-
oped by Binnig et al. [1] in 1986, evolved from scanning tunneling microscopy
(STM) invented in 1982. AFM operates by measuring the attractive or repulsive
forces between a tip and a sample, which vary according to the distance between
the two. Since the tip is located at the free-end of a deformable cantilever, the
attractive or repulsive forces cause the cantilever to deflect. Typically, the deflec-
tion is measured using a laser spot reflected from the back-top of the cantilever into
an array of photodetector, as shown in Fig. 1.1. AFM has a much broader poten-
tial and range of applications compared to STM because AFM can be performed
under either conducting or nonconducting surfaces at room environment [2]. By
contrast, STM is normally to be performed with a conducting substrate in a vacuum
environment.

In the past two decades, owing to its low cost and unique atomic-level manipu-
lation precision, AFM has undergone enormous development and has evolved from
a powerful imaging instrument for atomic and molecular analyses to a major tool
for nanoscale component and device fabrication [2, 3]. Many AFM fabrication tech-
niques have been developed with different degrees of similarities and success. This
chapter will focus on one of the most versatile processes: mechanical scratching,
also known as AFM machining, which constitutes all the processes or techniques
involved with nanoscale material removal through mechanical means by AFM. In
other words, the materials are directly extracted or removed by tip scratching or
plowing. Kim and Lieber [4] were the first to apply an AFM tip to mechanically
scratch a thin MoO3 crystal layer that was grown on a MoS2 surface. In scratch-
ing, a certain amount of force is applied on the tip by controlling the cantilever
deflection during scanning. The scratched depth is usually controlled by the applied
normal force, which is kept constant using feedback control from a piezo scan-
ner (Fig. 1.1). Trenches or grooves with widths from tens to hundreds of nm and
depths from a few to tens of nm have been scratched on many hard surfaces of
metals, oxides, and semiconductors, in addition to various soft materials [5]. In

Fig. 1.1 Schematic of
nanoscale scratching using
atomic force microscopy
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order to form various scratched profiles with desired dimensions, the grooves or
trenches can be overlapped by repeated scratching or scanning. Many two- and
three-dimensional (2D/3D) nanostructures have thus been fabricated by different
repeating and overlapping techniques [6, 7].

In this chapter, following a general introduction of AFM scratching, an overview
on advances in instrument and process development for scratching is presented.
Observations and guidelines in scratching soft and hard materials are provided and
elaborated. The major material and processing parameters and their significance to
the AFM scratching are analyzed and quantified. Techniques where the AFM tip is
charged with additional energy other than the mechanical forces, such as thermal,
electrical, or chemical energy, are reviewed and discussed with an emphasis on the
coupling effects and the advantages for fabricating various types of nanostructures,
in which structures or grooves with higher aspect ratios may be created with a higher
speed as compared with those scratched by solely mechanical means. Finally, the
applications of the scratching technique for fabricating different devices and systems
are selectively presented in order to illustrate the versatility of the scratching process
considered.

As mentioned earlier, the scratching results based on AFM tips charged with
sources other than mechanical energy will be presented. However, to limit the scope
of this chapter, the techniques, in which the mechanical scratching does not play
a major role in the involved material removing process, will not be considered in
this chapter. For example, the AFM tip can be loaded by an optical source and the
associated material removing mechanism can be dominated by the optical or pho-
tonic energy. In fact, the AFM essentially becomes a scanning near-field optical
microscopy (SNOM), where the sharp tip acts as a nanoscale light source–collector
or as a scatterer and materials are removed mainly by photonic excitation in near
field [8]. As a result, the activities by a SNOM probe will not be discussed any fur-
ther. Furthermore, if the cantilevered tip is imposed on some chemical or biological
substances, the AFM can function as a dip pen to perform nanofabrication activities,
also known as dip pen nanolithography (DPN), and the tip is not used for mechani-
cal energy transfer but rather for coating material transfer for chemical or biological
reactions [3]. Because the underlying principle and configuration of DPN are quite
different from those of AFM, the subject of DPN will not be covered in this chapter
too.

1.2 Instrument and Process Developments for Scratching

This section will focus on the major components of AFM equipment and their
significances to AFM scratching. The most important component that affects the
process is the probe and is presented first. Then, the presentation on the other com-
ponents, such as piezoscanner and sensor, is included. The advances in equipment
and process developments are also discussed.
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1.2.1 AFM Probes for Scratching

An AFM probe, consisting of a microscale cantilever and a nanoscale tip, is dis-
tinguished by its stiffness or spring constant and resonant frequency. The tip is
integrated with or attached to the cantilever and is characterized by its material prop-
erties and dimensions, including apex radius, cross-sectional shape, height, aspect
ratio, hardness, and stiffness. The tip and cantilever are typically fabricated from the
same material when mass production or integrated fabrication is required. Both the
tip and the cantilever can be realized in distinct ways: direct fabrication by etching
and indirect fabrication by molding. As indicated by Santschi et al. [9], material
deposition and milling by focused ion beams have also been used to fabricate differ-
ent types of tips. A variety of Si- and Si3N4-based probes are commercially available
with spring constants ranging from 0.01 to 50 N/m and resonant frequencies ranging
from 5 to 300 kHz. With its high aspect ratio, carbon nanotube (CNT) has also been
used as a scanning tip for imaging or patterning different surfaces.

In scratching, the microscale cantilever is frequently under relatively larger
applied loads (several hundreds nN or larger) than those for imaging or other AFM-
based fabrication process. As compared to imaging probes, the probes used for
scratching normally possess higher spring constants and higher resonance with a
high hardness or wear-resistance tips. The corresponding quality factor (Q) is also
higher. AFM scratching probes are preferred to be operated under contact mode.
Although tapping and dynamic modes have been used for scratching, they suffer
from the inherent lower tip force than that of the contact mode, which limits the
depth of the scratched grooves to a few nanometers [10]. Thus, the tapping mode
has only been adopted for scratching soft substrates. In this mode, in addition to the
tip force, the shape or profile of the groove is dependent on the tapping drive ampli-
tude and frequency, which makes the scratch process too complex to be precisely
controlled [11].

Major limitations on direct scratching include the shallowness of scratch depth
and tool wear. Often, with a conventional AFM setup, several hundred scratching
repetitions are needed to scratch a required deep groove or curved surface, which is
not only time-consuming but can also cause undesirable tip deterioration with unac-
ceptable scratch precision. To cope with these limitations, tips coated by or made of
hard materials, including diamond and diamond-like carbon, have been adopted for
scratching. These types of tips can be made by postcoating or postassembling pro-
cesses. Although these high-hardness tips can alleviate the tool wear problem, the
associated probe stiffness should be increased to have a better depth control for pro-
ducing deeper grooves at relatively large scratch loads. Ashida et al. [12] developed
a diamond-tip cantilever with a spring constant of 820 N/m, which is about 1,000
times greater than that of a typical cantilever used for imaging. Kawasegi et al. [13]
also fabricated several diamond-tip cantilevers with a spring constant on the order
of 500 N/m. These cantilevers can allow the normal load on the order of 500 μN
and the depths up to 100 nm for scratching a Si surface.

To improve the throughput, efforts have been dedicated to increase the AFM writ-
ing or scanning speeds. Several studies have reported that fast AFM can be operated
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at a rate of 30 frames per second [14–16]. This rate gives the AFM to have real-time
panning and zooming capabilities and to be comparable to a typical e-beam lithog-
raphy system. CNT based probes have also been developed to have well-defined tip
shapes at sub-nm precision with extraordinary mechanical and electrical properties.
The CNT tips can be assembled or catalytically grown from the cantilevers [17, 18].
Extremely fine patterns can be written by such probes without noticeable wearing.
Although, the improvement in scanning speeds and tip hardness (or increasing tip
life) is certainly helpful, a new strategy should also be explored. For example, with
its high aspect ratio and low stiffness, the CNT tip is seldom used in scratching hard
surfaces and a scheme to make a CNT probe with high stiffness should be stud-
ied. More information on the enhancement of throughput will be provided in later
sections.

1.2.2 Multiple Probes

One of the major challenges in the development of AFM nanofabrication is
to increase its throughput. Extensive efforts have been made on using multiple
probe arrays for parallel-processing nanostructures. Approaches ranging from indi-
vidual multifunction probes to independently activated array probes have been
evaluated [19, 20]. Minne et al. [21] developed a system to operate an array of
50 cantilevered probes for local oxidation patterning in parallel at high speed.
IBM has applied the multiple-tip concept, also called Millipede, for data-storage
applications in which an array of heated tips is used to scratch (write), to
image (read), and to melt (erase) nanoscale holes (data) on very thin polymer
films. To demonstrate the potential of Millipede for ultrahigh storage density, a
64 × 64 cantilever/tip array for Write/Read/Erase functionality has been developed
[22, 23].

In the fabrication of multiple probes, not only the height and shape of each tip
are important, but also the dimensions, which affect the bending and torsion of the
cantilever, play crucial roles. These geometric factors have consequences in partic-
ular for the variation of the probe properties such as deflection, compliance, and
resonant frequency. For example, during scratching, the approach angle for a can-
tilevered single probe to a planar substrate is not a critical issue. However, in the
case of a multiple parallel probe arrangement, the approach angle becomes critical
in the plane parallel to the surface. The alignment of the cantilevers and the approach
of the array determine which tip comes in contact with the surface first. Often, the
two outermost probes are intentionally made longer to serve as adjustment or guide
probes [9].

1.2.3 AFM Probe Sensing

Many types of sensing probes including acoustic emission [24], magnetic stress
[25, 26], thermal [27] and electrochemical sensors [28], and scanning Hall probes
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[29, 30] have also been developed for sensing tip-surface interactions. These sen-
sors could be adopted for process control or monitoring tool for AFM scratching or
nanofabrication.

Ahn and Lee [24] mounted an acoustic-emission (AE) sensor on a specially
designed AFM cantilever to monitor the scratching process to determine the scratch-
ing characteristics. AE refers to the transient elastic stress waves, normally at
low-intensity, high-frequency, generated due to the rapid release of strain energy
within the workpiece by scratching. AE signals had been used for either on-line
monitoring or off-line diagnosing of various nano or micro scale machining pro-
cesses [31, 32]. By scratching Si wafers with a diamond coated Si tip, Ahn and Lee
reported that their sensor-embedded AFM probe could distinguish the chip form-
ing (shearing) stage from the protuberant (ploughing) stage and found the minimum
scratch depth with chip formation. The probe used has a spring constant of 35 N/m
while the tip radius is 100 nm. As reported by Zhang and Tanaka [33] and Tseng
et al. [34], by increasing the scratching forces or more specifically the scratch depth,
three distinct scratching phases: adhering, ploughing (or protuberance forming), and
shearing (or chip forming), were observed. In adhering, no noticeable plastic defor-
mation can be observed but atomic mass transfer from scratching surface to the
tip can occur, especially for scratching soft materials [35]. In ploughing, protuber-
ances or ridges are formed outside the scratched groove. Similar to those phenomena
observed in nano-indentation of materials, protuberances are mainly the material
plastically squeezed or deformed by the stress generated by the tip during scratch-
ing and the height of the squeezed protuberances can be as large as the depth of
the indentation [36, 37]. As the scratching depth increases further (such as depth
increasing from 4 to 8 nm), materials can be found are mainly removed by shearing
and cutting chips are formed. In shearing, the height of the protuberance formation
is normally smaller than those observed in the ploughing phase, but the related AE
signals are stronger, which can be used as an index to gauge the phase transition.
In scratching, shearing or chip forming is more desirable, since smoother surfaces
and deeper grooves can be formed, if the chips have no difficulty to be removed or
cleaned out from the surface afterward.

For multiple sensing probes, Minne et al. [21] have presented arrays with 10, 32
and 50 cantilevers arranged in a single line. The piezoresistive sensors provide a
vertical resolution of 3.5 nm and have a bandwidth of 20 kHz. A typical image size
recorded using a conventional AFM configuration is on the order of 100 × 100 μm2.
McNamara et al. [39] fabricated a 1 × 8 probe array in order to combine individ-
ual thermal images of a commercial IC into an image covering 750 × 200 μm2

total surface. The scan speed of an individual probe was 200 μm/s resulting in an
apparent total scan speed of 1,600 μm/s with a lateral resolution of 2 μm.

In magnetic stress sensing, the stress dependence of magnetic properties of mate-
rials, also known as Joule and Villari effects, is utilized to measure the deflection
of microscopic cantilevers [40]. Takezaki et al. [26] and Mamin et al. [40] used
the properties of spin-valve sensors in order to detect the deflection of commer-
cially available SixNy cantilevers for AFM force measurement. The magnetic stress
sensor has also been adopted for measuring the magnetostriction coefficient of
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ferromagnetic films [25]. Information on other types of AFM based sensors for
both single or multiple probes can be found in a probe review article by Santschi
et al. [9].

1.2.4 AFM Process Development

Gozen and Ozdoganlar [41] developed an AFM probe, in which the probe tip could
act as a single-tooth milling cutter and be rotated at high speeds to remove materials
in form of long curled chips. The tip was directly driven by a three-axis piezoelec-
tric actuator to perform both in-plan and out-of-plan rotations, while the feeding
motions and depth prescription were provided by a nano-positioning stage. With
limited results, Gozen and Ozdoganlar claimed that scratching by rotating tips or by
nanomilling had the potential to yield lower forces, reduced tool wear, and improved
feature quality.

In AFM, a raster scan is normally used to onstruct the images or scratching the
required patterns. Recently, AFM, in which its tip can be moved in spiral scans,
has been studied and developed. Mahmood and Moheimani [42] reported that a
spiral scan could be performed by applying single frequency cosine and sine sig-
nals with slowly varying amplitudes to the x-axis and y-axis, respectively, with an
AFM scanner. The use of the single tone input signals permitted the scanner to
move at high speeds without exciting the mechanical resonance of the scanner and
with relatively small control efforts. Experimental results obtained by Mahmood
and Moheimani indicated that high-quality images could be generated at scan fre-
quencies well beyond the raster scans. Hung [43] found that the time to complete
an imaging cycle could be reduced from 800 to 314 s by using spiral scans instead
of the line-by-line raster scan, without sacrificing the image resolution. Since the
spiral AFM can be directly applied for performing scratching as well as other AFM
based activities, it is expected that the scratching speed or AFM throughput can be
improved by using spiral AFM.

Kim et al. [44] developed a tip-based tool that used multi-arrayed diamond tips
driven by a high-speed air turbine spindle to scratch soft materials for patterning
nanostructures with a nanoscale surface quality. The tips on the scratching tool were
uniform in shape and size, and were located in the same orientation so that all the
tool paths could be prescribed and the roughness of the scratched surface could be
controlled within 50 nm with the number of tip arrays from 3 × 3 to 10 × 10. Some
of their analyses are expected to be used for the design of the future multiple tips,
especially for the scratching process.

1.2.5 AFM Three-Dimensional (3D) Patterning

In scratching curved surfaces or 3D structures, many researchers have integrated an
AFM piezo tube scanner with a commercially available multi-axis stage to enhance
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the manipulability of workpiece movements. Thus, the workpiece can move or rotate
in 3D and a curvilinear pattern of grooves can be singly or overlapped scratched.
However, to handle relative large dimensions, on the order of mm, the resolution of
the stage is normally one to two orders of magnitude higher than that of an AFM
piezo scanner and thus the integrated scratching system may be limited to create
microscale instead of nanoscale 3D patterns. In an AFM scanner, the vertical accu-
racy (in the normal direction between the tip and workpiece) is normally less than
1 nm while the horizontal accuracy is on the order of a few or tens nm. Certainly,
the horizontal accuracy of the AFM scanner can be improved if an appropriate
closed-loop control system is installed to tune the horizontal positions.

Yan et al. [6] coupled an AFM with a commercial piezo-driven stage to per-
form 3D scratching of a 1-μm thick copper film, which was deposited on a Si
substrate. The coupled system was equipped with a capacitive based feedback sensor
to improve the accuracy of stage movements. A few of 3D structures were scratched
layer-by-layer (or slice by slice). Depending on the accuracy required, the 3D pro-
file of the object was sliced into a good number of layers, and each layer was treated
as a 2D contour. Figure 1.2a was presented by Yan et al. [6] showing a circular Cu
contour with a diameter of 17 μm scratched by a diamond tip with a normal load
of 70 μN and a scratching speed of 60 μm/s. The apex radius of the tip used was
50 nm while the average spring constant of the stainless steel cantilever adopted
was 250 N/m. The depth and width of each groove were mainly controlled by the
applied normal load. The tip (tool) paths of the overlapped grooves scratched are
shown in Fig. 1.2b, in which the feed marked as “f”, also known as pitch (or pixel
pitch), is the distance between two adjacent parallel-grooves scratched and equal to
60 nm. In scratching a smooth or curved surface, the pitch size is extremely critical
and dictates the smoothness and depth of the surface scratched. Theoretically, it can
be found that the ratio of the pitch to the curvature radius of the tip should be smaller

Fig. 1.2 AFM scratching of circular microdisk: (a) AFM image of scratched disk, (b) scan or tip
path used for scratching (Reprinted with permission from [6] by Elsevier)



10 A.A. Tseng

than or equal to 1.274. Yan et al. [6] reported that the scratch depth increased 30%
for the feed or pitch reducing 33%. Also, it is well-known that, in layer manufactur-
ing or rapid prototyping, the geometric inaccuracy or the size of “stair-step” errors
is on the same order of the size of the pitch or feed [45].

Since the depth of scratching is dictated by the applied tip force (for more discus-
sions, see Section 1.5.2), if the tip force can be arbitrarily changed, a nanostructure
with an arbitrarily 3D profile can be scratched. Recently, a number of studies have
been reported by using this changing tip force approach to generate 3D polymeric
nanostructures. For example, Knoll et al. [7] used a heated tip to activate certain
chemical reactions to modify an organic material structure, which could be easier to
be scratched. As a result, the scratch depth was a function of both the tip force and
temperature. Materials can also be scratched out layer by layer with fixed depths.
Pires et al. [46] demonstrated that a 3D pattern could be written by simultaneously
applying a force and temperature pulse for several μs and a microscale replica of
the Matterhorm Mountain with a resolution of 15 nm into a 100-nm thick molec-
ular glass film was created. The replica was created by 120 steps of layer-by-layer
scratches, resulting in a 25-nm tall structure. More detailed information can be found
in Section 1.6.1.

Efforts have also been made on the modification of AFM equipment for scratch-
ing 3D or curvilinear patterns. Bourne, Kapoor, and DeVor [47] assembled an AFM
based scratching system, which could hold an AFM probe at varying angles rela-
tive to a workpiece and permitted deflections of the AFM cantilever to be measured
via a displacement sensor. This system or assembly combined an AFM probe with
a five-axis microscale stage, which had a resolution of 20 nm in order to achieve
high scratching speeds. Since the workpiece could be rotated by 360◦, the assem-
bly had a capability of scratching curvilinear patterns of grooves. Grooves with a
length of 82 mm but with depths of only a few hundred nm, using a single tool
pass at scratching speeds as high at 417 μm/s, were demonstrated. The authors also
observed that groove formation involved significant chip formation, while ploughing
occurred particularly at low load levels [47].

Moreover, Mao et al. [48] modified a commercial AFM by replacing its origi-
nal probe control system with a PC (personal computer) based controller, in which
a multiaxes motion control was implemented to perform trajectory planning and to
scratch 3D objects. Although it was possible to create 3D nano-profiles on the work-
piece by using a specified tip and tool path, significant geometrical irregularities
with highly unsmooth surfaces were found in those scratched objects demonstrated.
Better scratching strategies should be developed to improve the surface smoothness
or to reduce those irregularities.

1.3 Scratching of Soft Materials

In general, scratching is more popular in patterning soft materials, such as poly-
mers, biomaterials, resists, and mica, than that of hard materials, including metals,
ceramics, and semiconductors. For scratching soft materials, a regular Si or Si3N4
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tip is usually used with a reasonable tip lifetime. As compared to imaging probes,
the probes used for scratching normally possess higher spring constants (higher
stiffness) and high resonance. The observation and guidelines in scratching soft
materials are presented and elaborated in this section, while the subject related to
scratching hard materials is reserved for the subsequent section.

Trenches or grooves can be scratched by AFM tips under contact and
intermittent-contact modes. In the former, the groove is continuously carved by
plowing forces, while, in the latter, the groove is formed by overlapping a series
of indented holes. Because the geometry scratched by contact mode is relatively
easier to be controlled, the contact mode is preferred in AFM scratching.

1.3.1 Scratching Polymers

Jung et al. [49] applied a regular SiN4 tip under a load of 100 nN to plough a groove
of 10-nm deep and 70-nm wide on a PC surface. Jin and Unertl [50] used a nor-
mal load of 490 nN to scribe grooves with widths less than 120 nm and depths of
about 5 nm on a PI (polyimide) sample, where the tip used was a Si3N4 pyramid
with an apex radius less than 40 nm on a 0.2-mm long triangular cantilever with
a force constant of 0.37 N/m. Yamamoto, Yamada, and Tokumoto [51] mechan-
ically scratched grooves on a negative resist film for e-beam lithography, called
PGMA (polyglycidyl-methacrylate) using a Si3N4 pyramid tip under normal forces
of the order of 100 nN. The scratched PGMA film was used as a mask for subse-
quent wet etching of a SiO2 substrate. Li et al. [52] applied a Si tip loaded with
two normal forces of 5 and 10 μN to scribe a polymeric photoresist for pattern
transferring to the Si substrate underneath by subsequent wet etching. Kunze and
Klehn [53] used a Si tip with an apex radius less than 10 nm for dynamic plowing
of a PMMA (polymethylmethacrylate) resist and the plowed resist patterns were
transferred into SiO2, Si, GaAs, Ti, and Au substrates by wet-chemical etching.
An AFM Si tip coated with a diamond layer was utilized by Choi et al. [54] as a
machining tool to repeatedly scratch a grating structure of 100 μm × 150 μm on
PC surfaces. The period and the depth of the grating were 500 nm and 50 nm, respec-
tively. Light with a wavelength of 632.8 nm was well diffracted on the grated PC
surfaces.

Normally, the scratched polymer surfaces can form large ridges or protuber-
ances outside the grooves. Figure 1.3a and 1.3b show the amorphousness of the
scratched surfaces for the PMMA (provided by Aldrich, M.W. 230,000) and poly-
imide (PI, provided by Kapton VN) films, respectively. The PMMA film is prepared
by depositing droplets of a 0.2-g solution of PMMA in 10 μL of acetone on a mica
surface and letting the acetone slowly evaporate over a few days. The PMMA trench
shown in Fig. 1.3a was scratched by a Si tip with a normal force of 17.5 μN in a
contact mode. It possesses a V-shaped cross-section with protuberances or bulges
observed along the trench banks. Except from the two end regions, the depth of the
groove gradually increased along the scratch direction, the arrow direction shown
in Fig. 1.3a. The groove was 4-μm long and the depths were 150.0, 190.6, and
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Fig. 1.3 AFM images of grooves on polymer films by AFM using Si tip at contact mode: (a)
single scratch on PMMA film with normal force of 17.5 μN, (b) single scratch on PI film with
normal force of 8.5 μN

225.0 nm measured at the locations of approximately 1, 2, and 3 μm from the start-
ing scratching position, respectively. The cantilever used is 110 μm long with a
spring constant of 17.5 N/m and a resonant frequency of 210 kHz. The trench on
the PI film shown in Fig. 1.3b was scratched by the same Si tip used for PMMA
scratching but with a normal force of 8.5 μN. The depths of the PI trench were
rather consistent and were 140.2 and 138.9 nm measured at the locations about
0.5 μm from the two ends. Similar to the PMMA trench, the PI trench also had
sizable side protuberances. Also it was observed that at relatively high scratching
forces, the chip debris can be formed and cover the trench, which could not only
greatly deteriorate the uniformity of the trench profile but also reduced the material
removing rate.

1.3.2 Scratching Self-Assembled Monolayers

Grooves and pits with lateral sizes down to a few tens of nanometers could also be
obtained by scratching in self-assembled monolayers (SAMs). Sugihara, Takahara,
and Kajiyama [55] applied a Si tip in order to dig pits with a minimum diameter
of ∼20 nm in a lignoceric acid SAM in an ambient environment. The pits were
made by a tip with a radius of 10-nm, a scanning rate of 2 Hz, and a tip force of
0.3 nN. The pits could be artificially distributed with different sizes and surface
area densities in the organic monolayer. Zhang, Balaur, and Schmuki [56] used a
diamond-coated tip with a cantilever spring constant of 17 N/m and a scratch speed
of 4 μm/s to scratch through an organic monolayer covered Si(111) surface in con-
tact mode. The scratched monolayer (1-octadecene) was used as an insulating mask
for patterning a Cu-based nanostructure on the Si surface by a subsequent immer-
sion plating process. The 1-octadecene (C18H36) layer was covalently attached to a
hydrogen-terminated Si(111) surface.
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Fig. 1.4 Nanopatterning of organic monolayer covered Si surfaces by AFM scratching: (a) AFM
image (5 μm × 5 μm) of four grooves (from left to right) scratched with the normal tip loads
decreasing from 30 to 10 μN under contact mode on 1-octadecene (C18H36) coated Si surface,
(b) corresponding AFM measured groove profile, in which the distance between two neighboring
grooves is about 1 μm, (c) SEM image of Cu deposited in scratched grooves by immerse plating in
0.05 M CuSO4 + 1% HF solution with immersion time of 10 s, (d) of 15 s (courtesy of Professor
Patrik Schmuki of University of Erlangen-Nuremberg, Germany & Dr. Eugeniu Balaur of La Trobe
University, Australia)

Figure 1.4a shows an AFM image of four scratched grooves that were spaced by
1 μm on the 1-octadecene covered Si surface, where the four grooves shown from
left to right were scratched with normal tip loads decreasing from 30 to 10 μN.
Figure 1.4b is the corresponding AFM measured groove profiles and show a uniform
V-shape with the depth range from 15 to 7 nm and width range from 300 to 200 nm
as the normal load decreases from 30 to 10 μN. Immediately after scratching, the
Cu was deposited on the scratched grooves in 0.05 M CuSO4 + 1% HF solution by
immersion plating. Different immersion times were used to test the selectivity of the
deposition. Figure 1.4c, d show two SEM images that were obtained after different
immersion times, 10 and 15 s, respectively. Clear effects of the immersion time on
the copper deposit morphology were found: For deposition time up to 10 s single
copper nuclei form selectively in the scratch, at approximately 10–15 s these nuclei
coalesce to coherent lines. It is also apparent that the longer the immersion time, the
wider the deposit lines. The line width increases from 150 to 440 nm within 10–25 s.
In Fig. 1.4c, it is clear that the initial step of the copper deposition is the formation
of globular nuclei. It was observed that for a deposition time longer than 20 s, Cu
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was not only deposited on the scratched grooves but also randomly on the surfaces.
As shown in Fig. 1.4d, an immersion time of 12–15 s can give the best results, i.e.
coherently deposited lines but no deposits outside the scratched region. As con-
cluded by the authors [56], under an appropriate immersion time, the scratched
organic layer can be used as an effective mask for patterning Cu nanostructures
on Si.

1.3.3 Scratching Mica

Mica is a group of silicate minerals and has a hexagonal sheet-like arrangement of
its atoms, which make its cleavage perfect flat with a surface roughness less than
1 nm. It is a soft material and just as soft as a fingernail. Both single and multiple
scratches have been used to scratch trenches or grooves on mica surfaces with depths
up to 1 μm. As demonstrated by Müller et al. [57], grooves with mouth widths down
to 3-nm in a cleaved mica layer can be generated by repeated mechanical scratching
using an AFM tip in contact mode. A V-shaped Si3N4 tip with a radius of 30 nm
with a normal force of several 100 nN was used in the scratching. Two cross-groove
patterns generated by a single and a five-repeated scratch in a cleaved mica surface
are shown in Fig. 1.5a, b, respectively. The grooves with widths of 80 and 300 nm
and with depths of 7 and 25 nm were scratched with the number of scratches equal
to 1 and 5, respectively, by a Si tip in contact mode with a normal force of 5 μN
under ambient conditions. The tip used was pyramidal shaped with a tip height of
13 μm having a spring constant of approximately 60 N/m and a resonant frequency
of 260 kHz. For a freshly cleaved mica surface, the normal force to have a noticeable
scratch should be larger than 100-nN, which is the typical threshold force observed
by other investigators [57, 58]. No debris was found outside the trenches, indicating

Fig. 1.5 AFM images of grooves scratched on mica substrate by AFM using Si tip at contact
mode: (a) single scratch with a normal force of 5 nN, (b) five repeated scratches a normal force of
5 μN



1 Nanoscale Scratching with Single and Dual Sources Using Atomic Force. . . 15

that the material removing mechanism for multiple scratches is also dominated by
atomic-scale abrasive wear due to sliding friction as those observed in single scratch
[58]. During mica surface scratching, a top 0.2-nm thick layer, which is about the
size of the molecular layer, is first removed. Then, the mica surface is removed layer
by layer, sequentially, in which the layer thickness is about 1 nm. With a proper
design of the tip profile, nano- or micro-scale groove or channel with controlled
profiles and patterns can be produced.

1.3.4 Scratching Bio or Other Soft Materials

Firtel et al. [59] used a Si tip for nanosurgery to mechanically remove large patches
of outer cell walls after appropriate medical treatment, which typically left the bac-
teria alive. Their study can open a direction of using AFM scratching for biological
applications.

Muir et al. [60] created nanoscale biologically active protein patterns by scratch-
ing the top low-fouling surface coating of a bilayer film, which consists of a
4 nm-thick low-fouling DGpp (diethylene glycol dimethyl ether plasmapolymer)
coating and a protein-fouling HApp (heptylamine plasma-polymer) non-specific-
binding base. The material of the top DGpp coating can be selectively scratched
to form a desired pattern so that the underlying HApp base, which can provide a
protein-adsorbing surface, can be exposed. Incubation in a rabbit IgG protein solu-
tion leads to the adsorption of proteins onto the exposed protein-fouling patterns,
while the regions with the low-fouling top coating resist protein adsorption. For
example, subsequent exposure to a fluorescently labeled anti-IgG antibody results
in the selective binding of the antibody to the surface-bound proteins, resulting in
fluorescently active protein patterns which can be readily imaged by fluorescence as
demonstrated in Fig. 1.6. Figure 1.6a shows the AFM images of a scratched groove
pattern with a typical groove depth of 7 nm and a mouth width of 300-nm, while
Fig. 1.6b is the AFM image after sequential adsorption of an IgG protein and a flu-
orescently labeled anti-IgG protein antibody. The fluorescence microscopy image
of Fig. 1.6b is shown in Fig. 1.6c. The schematic diagrams illustrating the steps for
protein patterning are also shown in Fig. 1.6, where Fig. 1.6d is showing the DGpp
surface being scratched by an AFM tip to expose the underlying HApp substrate;
Fig. 1.6e depicts the scratched surface incubated with a rabbit IgG protein solution;
Fig. 1.6f exhibits that a fluorescently labeled anti-IgG protein that selectively binds
to the rabbit IgG molecules being incubated with the surface; Fig. 1.6g displays
that, after rinsing, immobilized protein remains on the exposed HApp scratched
regions.

Park et al. [61] used a multi-wall CNT tip for drilling sub-100-nm holes on
pyrolytic graphite surfaces. Gnecco, Bennewitz, and Meyer [62] studied the AFM
induced abrasive wear or multiple scratch on a soft optical substrate, KBr(001), and
explained AFM scratching as the result of the removal and rearrangement of single
ion pairs. The debris was reorganized in regular terraces with the same periodicity
and orientation as the unscratched surface as in local epitaxial growth. The applied



16 A.A. Tseng

Fig. 1.6 Biological protein patterning by AFM scratching: (a) AFM image of a scratched groove
pattern with a typical groove depth of 7 nm and a mouth width of 300-nm, (b) AFM image after
sequential adsorption of an IgG protein and a fluorescently labeled anti-IgG protein antibody, (c)
fluorescence microscopy image of b, (d) DGpp surface being scratched by an AFM tip to expose
the underlying HApp substrate, (e) scratched surface incubated with a rabbit IgG protein solu-
tion, (f) a fluorescently labeled anti-IgG protein that selectively binds to the rabbit IgG molecules
being incubated with the surface, (g) after rinsing, immobilized protein remains on the exposed
HApp scratched regions (Reproduced with permission from [60] by Wiley-VCH Verlag GmbH &
Co.KGaA)

tip load had a strong influence on this abrasive or scratch process, whereas the scan
speed was less dominant. KBr is a sort of soft materials similar to mica and is much
softer than a bronze coin. More discussions on the effects of the applied tip load and
scan speed on the scratched geometry will be presented in Section 1.5.

1.4 Scratching of Hard Materials

In scratching hard materials, relatively high applied loads (several hundreds nN or
larger) are required as compared to those required for imaging or scratching soft
materials. Although, a regular Si or Si3N4 tip has been used to scribe hard materials,
the tool wear problem has limited the adoption of these regular tips in scratching
hard materials. To have a longer tip life, diamond or diamond-coated tips, which
have the best hardness or wear resistance, are preferred for scratching hard materials.
In this section, scratching hard materials, including metals, semiconductors, and
ceramics as well as the carbon-based nanomaterials, will be reviewed and related
issues will be discussed.
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1.4.1 Scratching Metals

Rank et al. [63] used a carbon-coated Si3N4 tip to plow lines with widths less than
80-nm in Al and AuPd substrates under both contact (17–51 nN tip force) and non-
contact (10–100 μN tip force) modes. Sumomogi et al. [64] used a diamond tip to
repeatedly scratch Au, Cu, and Ni surfaces to a depth of 100 nm. Watanabe et al.
[65] applied a Cr and Au coated Si tip to scratch a 1.5-nm thick Au film to fabricate
Au nanowires 70–110 nm wide and 4–7 nm high. The AFM probe used has a spring
constant of 0.6 N/m with a tip radius of 50-nm at a scan speed of 5.61 μm/s. Li et al.
[66] used an AFM to scratch various types of cavities or channel on Au nanowires
with a height of 160 nm, width of 350 nm, and length of 5 μm, which were made by
e-beam lithography. A Veeco Dimension-3100 AFM equipped with a stiff stainless
steel probe with a diamond tip of 15 nm in radius was used in scratching.

Fang, Chang and Weng [67] experimentally and numerically studied the AFM
scratch characteristics of gold and platinum thin films. Their results indicated that at
the same scratching conditions considered, the depths of the scratched Au grooves
were larger than that of Pt grooves. Filho et al. [68] equipped an AFM with a dia-
mond tip under contact mode to scratch an Al layer for patterning a Si-based mask.
The diamond tip used had an apex radius of 25-nm and the scratch depth grew from
20 to 80-nm as the applied tip force increased from 15 to 30 μN. Fang, Weng, and
Chang [69] applied a diamond tip to scribe an Al surface and found that the sur-
face roughness improves as the scratch speed or the number of scratches increases.
Notargiacomo et al. [70] ploughed 60-nm gaps in Al stripes and fabricated nanogap
electrodes to be used for molecular devices and single-electron transistors. Tseng
et al. [71] used a diamond coated tip to study the scratch properties of a NiFe-based
alloy for making a nanoconstriction for a magnetic device. Kawasegi et al. [72]
applied a high-stiffness probe with a diamond tip to machine a Zr55Cu39Al10Ni5
metallic glass and discovered that the metallic glass is more difficult than Si to be
scratched. As indicated in the above cited studies, AFM has been indeed applied to
a wide range of metals for various purposes.

1.4.2 Scratching Semiconductors

AFM diamond tips have been popular for scratching semiconductors, because
of their high wear resistance. Santinacci et al. [73] applied an AFM equipped
with a diamond tip to scratch through a 10-nm thick oxide layer onto a
p-type Si (100) substrate. Kawasegi et al. [13] used a high-stiffness diamond-tip
probe to study the scratching behavior of undoped Si(100) wafer, while Ogino,
Nishimura, and Shirakashi [74] and Tseng et al. [5, 71] applied a diamond coated
tip to scratch p-type Si(100) wafer. It was found that the depth and width of the
grooves scratched on Si surface increase logarithmically with the normal force
applied [5, 71] and the dimensional increase follows the power-law with the num-
ber of scratches or repeated cycles [37]. Recently, Brousseau et al. [75] used Si
tips (Nanosensors PPP-NCH) to scratch both Si and brass (CuZn39Pb3) surface



18 A.A. Tseng

for microinjection mold making. By applying these scratched molds for mold-
ing polypropylenes they discovered that the brass mold has longer mold life than
that of the Si one and is more appropriate for micromolding applications. The
effects of the applied normal force, scratching speed, number of scratches, and
pitch (or feed) on the depth and roughness of the scratched brass mold were also
reported.

Figure 1.7 shows AFM images of three groove patterns on a NiFe coated Si sub-
strate created with a single scratch or scan. Figure 1.7a depicts a four-groove array
scratched with a pitch (distance between two adjacent grooves) equal to 80 nm while
Fig. 1.7b reveals a ten-groove pattern machined with a pitch of 35 nm. All grooves

Fig. 1.7 AFM images of
single-scratch patterns by
AFM using diamond-coated
tip at contact mode: (a) four-
parallel grooves scratched
with a pitch of 80 nm at a
normal force of 9 μN, (b)
ten-parallel grooves scratched
with a pitch of 35 nm at a
normal force of 9 μN, (c)
nanodots with a diameter of
45 nm created by cross
scratching with a pitch of
90 nm at a normal force of
9 μN (courtesy of Professor
Ampere A. Tseng of Arizona
State University)
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were scratched by an applied normal force (Fn) of 9 μN and a speed of 100 nm/s.
A diamond coated tip that had an apex radius of 120-nm attached on a Si cantilever
with a spring constant of 42 N/m was used. These single-scratch patterns can be used
as a stamp or mold for nanoimprinting different waveguide devices, which normally
have equal grating elements [76]. The parallel groove pattern can also be used to
create quasi-3D patterns by adding parallel groove scratches in the perpendicular
direction. As illustrated in Fig. 1.7c, the hemispheric dot pattern was constructed
by double perpendicular scratches with a pitch of 90 nm. The FWHM (full width
at half maximum) dot diameter is approximately 45 nm and corresponding dot den-
sity can be as high as 2.6 × 108 per mm2. Since backward or orthogonal scratching
was used, the formation of protuberances or ridges along the groove sides was min-
imized. Further details on the effects of the scratch direction on the protuberance
creation will be presented in Section 1.5.1.

Other Si surfaces had also been scratched by a diamond tip with a much large
apex radius and under a much higher force. By applying a normal force from a few
to several tens of μN, Ashida, Morita, and Yoshida [12] and Miyake and Kim [77]
studied the scratching behavior of single-crystal Si by a diamond tip and found that
the Si on the scratched area was not removed but was protruding to a height of
1–2 nm. The authors [77] believed that the scratching or sliding enhanced the reac-
tion of Si with environmental moisture and oxygen to form Si oxide or Si hydroxide
that made the area protruded. However, Park et al. [78] and Kawasegi et al. [79]
used transmission electron microscopy (TEM) and secondary ion mass spectrome-
try (SIMS) analyses to study the protruded area and found that the area scratched
by a diamond tip at a normal force of 350 μN had a 15–20-nm thick amorphous
structure because of a pressure induced phase transformation. Numerous overlaps of
the collision cascade are generally required to render the crystal amorphous. While
etched in KOH (potassium hydroxide) solution, the amorphous layer that formed on
the scratched area could be used as a mask and could withstand the etching while the
non-scratched area was etched. As a result, protruding nanostructures with a height
of several tens to several hundreds of nm can be obtained.

1.4.3 Scratching Ceramics and Carbon-Based Nanomaterials

In addition to metals and semiconductor, AFM has also been used for scratching
materials with very high hardness, including glasses and carbon-based nanomate-
rials. The carbon-based nanomaterials considered here are carbon or carbon-like
thin films, CNT, and graphenes, and normally have very unique material properties
including extremely high hardness.

Normally, glass or ceramics is brittle and is not easy to be machined to have
nanoscale quality surfaces and patterns, because of the occurrence of the fractures
or more specifically, nano- and micro-scale cracks. Yan et al. [80] equipped a high-
precision stage with an AFM diamond tip to scratch various shapes of cavities on
curved glass surfaces. Although Yan et al. did not study the ductile and brittle modes
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in scratching glasses, for a brittle material like glass, ductile mode scratching is
desirable to avoid brittle fracture damage of surface layer and to have smooth and
controllable surface quality.

In ductile mode scratching, the scratch depth should be less than the critical
or threshold depth of cut or scratch, dc. Bifano et al. [81] developed an empirical
equation to estimate dc,

dc = 0.15 (E/H) (Kc/H)2 (1)

where E, H, and Kc are the Young’s modulus, hardness, and fracture toughness of
the scratched film or substrate, respectively. For most of brittle materials, the val-
ues of dc can vary from 10 to 100 nm. In AFM scratching, the round shape of
the tip possesses a negative rake-angle face, which can produce sufficient hydro-
static compressive stress in the scratching zone. This compressive stress can provide
more favorable environment for the material transferring from a brittle to a ductile
mode as compared with conventional machining, which normally has a positive rake
angle. As a result, the critical depth predicted by Eq. (1) may be underestimated.
As reported by Young et al. [82], the value of dc is in the range of 20–40 nm by
AFM scratching on a Si substrate, which is somewhat greater than that estimated by
Eq. (1). In fact, using single point diamond tools (SPDTs), similar to AFM diamond
tips to have a negative rake angle, are one of the emerging machining technologies
for making optical glasses with nm surface finishes, which is much better than that
of others optical manufacturing processes [82]. The findings from AFM scratch-
ing of glass should be able to be implemented for making optical components and
devices.

In scratching fused silica (amorphous SiO2), Park et al. [83] used an AFM
equipped with a Berkovich diamond tip with a apex radius of 40 nm under nor-
mal loads in a range from a few mN to tens mN and found that both protruding and
depressed patterns could be generated for the area under scratching similar to the
scratch behavior mentioned earlier in scratching Si substrates at high normal loads.
The scratched area or pattern, which was under both normal and shear deformations,
has been used as an etching mask against HF (hydrofluoric) solution for the subse-
quent etching process [83]. However, little information on the specific conditions
that can create a protruding or depressed pattern was presented. Also, no convinced
explanation has been reported on why the scratched or deformed area can resist HF
etching. Further research in this area is needed to better apply this technique for
making etching mask or other applications.

In carbon-based nanomaterials, Prioli, Chhowalla, and Freire [84] applied AFM
scratching with a diamond tip to scratch nanostructured carbon (ns-C) and tetra-
hedral amorphous carbon (ta-C) thin films with a focus on finding the relationship
of the scratch depth as a function of the normal scratch load. The ta-C thin films
containing 80% sp3 bonding have a hardness of 60–70 GPa and Young’s modulus
of 300–400 GPa while the Young’s modulus of ns-C thin films measured by a sur-
face acoustic wave method is approximately 500 GPa. The ns-C films have strongly
interacting graphene planes, which yield a unique property to have higher hardness
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and elastic properties than those of ta-C. Both types of C films have been widely
used as protective overcoats for magnetic recording media and storage devices and
as sliding parts of MEMS [85].

By applying a diamond tip, Tsuchitani et al. [86] scratched amorphous carbon
(a-C) films, which were deposited on a Si substrate by an ECR (electron cyclotron
resonance) plasma sputtering process. It is known that the hardness of this a-C film
is higher than that of the RF sputtered C films and is close to that of bulk diamond.
The effect of the humidity on the scratch depth was evaluated and it was found
that the higher the humidity larger the depth scratched, although some contradicted
behavior in a few cases was also observed [86]. It is expected that mass transfer of
carbon atoms between the diamond tip and a-C film could occur during scratching
and the details of the mass transfer effect on the scratch behavior remains to be
explored.

By using a diamond tip to scratch carbon nitride (CNx) overcoats with thick-
ness from 1 to 10 nm, Bai et al. [87] observed that the scratch behavior was
changed, where the nanoscale material removal rate increases as the overcoat thick-
ness decreases. For example, at the scratch normal force equal to 45 μN with 20
scratch cycles, the scratch depth increased from 4 to 13.5 nm as the overcoat thick-
ness decreased from 10 to 1 nm while the corresponding material removal rate grew
from 0.2 × 10–4 to 0.8 × 10–4 mm3/nm. The AFM tip used was a diamond tip
with radius less than 100 nm. Furthermore, non-contact mode imaging of scratched
surfaces showed that the scratch mode was gradually changed from the ploughing
(protuberance or plastic deformation dominated) to shearing (chip or debris dom-
inated) mode as the overcoat thickness decreased from 10 to 1 nm. This scratch
mode change may associate with the cutting phase change, i.e., from brittle (at thin-
ner overcoats) to ductile (at thicker overcoats), which is also dependent on the ratio
of the scratch depth to the substrate or film thickness, as investigated by Fang et al.
[88]. The thickness effects of coated film or substrate on the scratch or wear mech-
anism are extremely interesting and more research along this direction should be
encouraged.

An AFM Si tip was used by Lu et al. [89] to scratch graphene oxide (GO) films,
resulting in GO-free trenches or grooves and various single-layer GO patterns such
as gaps, ribbons, squares, and triangles can be fabricated. By using the GO patterns
as templates, hybrid GO-Ag nanoparticle patterns can be created and can have the
potential for making graphene material-based devices. The GO film was synthesized
using the modified Hummers scheme from graphite powder [90] and assembled
onto a Si/SiO2 substrate using the Langmuir-Blodgett technique. Kim, Koo, and
Kim [91] found that multiwalled CNTs and graphite on a Si substrate can be cut
or broken by a conducting AFM tip imposed with a negative bias. It is believed
that the field-emission current from the negatively biased AFM tip may provide the
activation energy to break or to cut the atomic bonds in CNTs (or graphite) [91].
Scratching caused by other energy sources will be presented and discussed in later
sections.
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1.5 Controlling Parameters in Scratching

The characteristics of material removing by scratching at the nanometer scale
depend strongly on the major scratching parameters. Without proper understand-
ing of those parameters, desirable nanostructures cannot be appropriately patterned
and high-precision nano-product cannot be efficiently fabricated. In this section, the
recent progress on the understanding of these controlling parameters will be studied
and discussed.

There are many ways to study the controlling parameters of AFM scratching.
The most simple and controllable scheme should be using a single scratch or scan
to assess the effects of the major scratch parameters, including the scratch direction,
normal tip force and scratch speed, on the geometry and dimensions of the scratched
structures. The results based on single groove scratch will be presented, while other
effects, including multiple scratches, scratchability, and wear coefficients, will also
be assessed.

1.5.1 Effects of Scratch Directions and Protuberance Formation

To study the geometric effects of the tip or scratch direction, a pyramidal diamond
coated Si tip was selected to scratch a Ni80Fe20 coated Si substrate in four differ-
ent directions. The NiFe thin film is well-known for its high magnetic permeability,
low coercivity, near zero magnetostriction, and significant anisotropic magnetore-
sistance [92]. The NiFe thin film was deposited on a Si substrate by an e-beam
deposition process, which yielded a nearly isotropic Ni-Fe thin film material, which
could make the influence of changing scratch direction caused by the substrate to
be negligible. As shown in Fig. 1.8, the 10-μm tall tip with a three-sided pyramidal
geometry is attached a 125-μm long Si cantilever with a rectangular cross section
of 4 μm × 30 μm, provided by Nanosensor (DT-NCHR). The probe has a spring
constant of 42 N/m and a resonant frequency of 330 kHz. As shown in Fig. 1.8b, c,
the tip radius of curvature is approximately 120 nm and the vertex angle of the tri-
angular pyramid tip in the last 200 nm is tapered to a half cone angle of 10◦ at the
very end of the tip.

In scratching, the AFM tip was moved by a vector scan method in contact mode
and loaded normal to the sample surface with a constant tip force, Fn, of 9μN.
As shown in Fig. 1.9a, four grooves on the Ni80Fe20 surfaces were scratched in
four different directions, where the forward and backward directions are parallel to
the longitudinal direction of the cantilever while the upward and downward direc-
tions are perpendicular to the cantilever as defined in Fig. 1.8a. Each groove was
scratched with a speed of 100 nm/s at low relative humidity in the range from 20 to
30% to alleviate the influence of adhesive force. The corresponding groove profiles,
which were taken in ten different locations along the respective groove scratched,
are shown in Fig. 1.9b, where the cross-sectional profiles are V-shaped and pro-
tuberances or ridges have been observed along the banks, the two sides near the
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Fig. 1.8 Diamond-coated AFM probe: (a) rectangular microcantilever with triangular pyramid
tip, (b) SEM image of tip side view, (c) SEM image of tip top view

Fig. 1.9 Grooves scratched by AFM with triangular pyramid diamond-coated tip on Ni80Fe20
surface with a normal force of 9 μN: (a) AFM image of groove scratched at upward, forward,
downward, and backward directions (from left to right), (b) cross-sectional profiles measured by
AFM at 10 different groove locations for each groove scratched (courtesy of Professor Ampere A.
Tseng of Arizona State University)
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groove mouth. The ridges were highly unsymmetrical for scratching in the upward
and downward directions; they were mainly accumulated in the left-hand side (LHS)
for upward scratching and in the right-hand side (RHS) for downward scratching.
On the contrary, the protuberances were basically symmetrical for scratching in the
forward and backward directions, but their magnitude in the former direction was
much larger than that of the latter direction [37].

As mentioned earlier, the protuberances or ridges can be created during scratch-
ing in both the ploughing and the shearing phases. Protuberances are mainly the
material plastically squeezed or deformed by the stresses generated by the tip dur-
ing scratching, which is similar to those phenomena observed in nano-indentation
of materials [36, 93]. The protuberances caused by deformation are difficult to be
removed. The ridges can also be the adhered pile-up of scratched debris or chips,
which are the materials sheared from the groove [37]. As shown in Fig. 1.9b, the
height of the ridges can be as large as the depth of the grooves.

The pyramidal tip has three scratching or cutting faces. If scratching is towards
the downward direction, as illustrated in Fig. 1.10a, the tip scratching face is tilted
with an inclination angle (θ) of 60◦ with the scratch direction, which is in a situation
known as the oblique cutting in conventional machining as shown in Fig. 1.10b. As a
result, the protuberances tilt at an angle and are squeezed onto one side, the RHS, as
depicted in Fig. 1.9 (downward direction). Here, the inclination angle, θ, is defined
as the angle between the directions of scratching and cutting face (Fig. 1.10b).
Scratching in the upward direction is almost identical to that of the downward
direction, except the protuberances are generated in the opposite side, the LHS.

Fig. 1.10 Schematic of oblique cutting: (a) inclination angle, θ, defined in AFM scratching
with triangular pyramid tip, (b) inclination angle defined in conventional machining (courtesy of
Professor Ampere A. Tseng of Arizona State University)
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In the case of the backward direction, the tip scratch face is perpendicular to
the scratch direction, i.e., the inclination angle, θ, equals 90

◦
, which satisfies the

requirement to become orthogonal cutting. The protuberances are created evenly
along two sides of the grooves. On the other hand, if scratching is in the forward
direction, the “V”-shaped scratching face is composed of two inclination angles,
i.e., one is –30

◦
and the other is 30

◦
. As a result, the protuberances are squeezed

evenly onto the two sides of the groove scratched. Since the 30
◦

or –30
◦

inclination
angle provides much more favorable stress states to squeeze the materials onto the
two sides as compared with that of the 90

◦
inclination angle, the protuberances

created in forward scratching is more or larger than that of the backward direction
but is less or smaller than the larger one of the upward or downward direction. This
can clearly observed in Fig. 1.9b by comparing the protuberances generated by the
different directions.

Consequently, to minimize the protuberances or ridges, the backward scratch-
ing should be used in creating high-precision and high quality nanostructures. The
groove patterns shown in Fig. 1.7 were scratched based on the backward scratching
and very little protuberances were generated.

In addition to the changes on the formation of protuberance, Yan et al. [94]
also observed that both the groove depth and roughness were affected by varying
the scratch direction. However, only limited data were reported and no conclusive
results were presented. To have a better control of the scratched dimensions and sur-
face quality, the effects of the scratch direction on the formation of protuberances
and the roughness of scratched surfaces in more complicated scratching condi-
tions should be understood. The related research to quantify these effects should
be encouraged.

1.5.2 Effects of Scratch Forces on Scratch Geometry

Tseng et al. [5, 34, 71] have studied the characteristic of scratching Si, Ni, and
Ni80Fe20 thin films by changing the scratch force (Fn) from 1 to 9 μN and they
found that the depth, d, and the width, wf, of the grooves increase with Fn following
a logarithmic relationship:

d(Fn) = α1Ln(Fn/Ft1) (2a)

and

wf(Fn) = α2Ln(Fn/Ft2) (2b)

where α1 and α2 are the scratch parameters called the scratch penetration depth and
penetration width, respectively; Ft1 and Ft2 are the threshold forces based on the
depth and width data, respectively. The parameter of α is a measure of the machin-
ing efficiency of the tip to a specific material, while the threshold force (Ft) can be
considered as the minimum applied normal force to machine or scratch any mea-
surable grooves or no scratch can be observed at Fn = Ft. The groove depth, d,
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Fig. 1.11 SEM image of six
grooves scratched on
Ni80Fe20 surface at normal
force (Fn) equal to 1, 2, 3, 5,
7, and 9 μN

is defined as the distance between the original surface and the lowest point in the
groove, while wf is the FWHM width. By comparing the measurement data with the
correlated values for several types of metals, Tseng et al. [5] concluded that the log-
arithmic relationship between the scratched geometry and normal force is accurate
and reliable.

Figure 1.11 shows the SEM image of six grooves scratched in the backward
direction on the NiFe thin film with a normal force (Fn) varying from 1 to 9 μN
(from left to right) at a speed of 100 nm/s. The scratching was performed in all
four scratch directions, similar to those indicated in Fig. 1.9. As mentioned earlier,
the behavior of scratching in the upward and downward are physically identical.
It has been found that the differences of the scratch data between the upward
(or downward) case and the forward case were relatively small and indistinguish-
able, i.e, the differences were smaller than their associated standard deviation (SD).
Consequently only the upward and backward cases are discussed here. The mea-
surement data and correlation for both upward and backward cases are plotted in
Fig. 1.12 and shows that the measurement data of the groove depth, d, and width,
wf, fit the logarithmic relationship of Eq. (2) very well. Both d and wf were based
on ten measurements at ten randomly-selected locations along the groove. Only
their means were plotted. Their SDs were calculated and are less than 4% of their
respective means. The associated coefficients of determination (R2) for the depth
and width data are 0.971 and 0.975, respectively, for the upward scratching, and are
0.983 and 0.993, respectively, for the backward scratching. Based on the R2 values
obtained, it can be expected that the mean deviation between the correlation and the
measurement data is less that 2% for the backward case and is less than 3% for the
upward case.

In the data fitting depicted in Fig. 1.12, if d and wf are in [nm], the values of
α1 and α2 are 5.250 nm and 17.43 nm, respectively, for the upward scratching
and are 4.964 nm and 14.50 nm, respectively, for the backward scratching. The
depth scratched in the upward direction, is approximately 8% deeper than that of
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Fig. 1.12 Experimental data correlation of depth (d) and width (wf) of groove scratched on NiFe
surface with applied normal force (Fn) at two different scratching directions

the backward direction. The threshold forces Ft1 and Ft2, can be found to be 1.07
and 0.88 μN, respectively, for the upward scratching and 1.09 and 0.92 μN, respec-
tively, for the backward scratching. Since all measurement data indicated that the
scratched depth equals zero at Fn = 1.0 μN, i.e., the threshold forces (Ft) for both
cases should be higher than 1.0 μN. Based on the depth measurements for both
cases, the correlations predict that Ft1 = 1.07 or 1.09 μN, which are consistent with
the experiment results. However, based on the width measurements, the correlations
predict that Ft2 = 0.88 or 0.92 μN, which are approximately 10% underestimated
if Ft = 1.0 μN. This 10% underestimation can be caused by the inaccuracy in mea-
suring the groove width. By comparing and judging the measurement data with the
correlated values for several types of metals, Tseng et al. [5, 34, 37, 71] selected Ft1
as the scratch threshold force (Ft) to avoid its double definition and to achieve better
correlation accuracy and reliability. Thus, it was recommended the correlation based
on only the depth data to be adopted.

As shown in Fig. 1.11, the chip or debris can be observed at the load being higher
than, say 5 μN. Basically, the scratched chips are created ahead of the tip by shear-
ing the material along the shear plane as shown in Fig. 1.11. The applied normal
force should be large enough to produce a shear stress along the shear plane to
overcome the shear strength to sever or cleave the material to form the chips. Both
continuous and discontinuous chips can be developed. The scratched chip climbs up
along the curved face of the semispherical portion of the tip and eventually moves
up to the face of the usually flat or triangular pyramid section of the tip. Very often,
the scratched chips can be in several or tens micrometers long in either spiral or



28 A.A. Tseng

Fig. 1.13 Schematic of chip
or debris formation in AFM
scratch with definitions of
rake and shear angle

helical shapes and have been observed in scratching Si reported by Kawasegi et al.
[13], Zr based alloy by Kawasegi, et al. [72], and Al thin films by Bourne et al.
[47]. Sometimes, tiny pieces of discontinued chips can adhere to either side of the
groove bank to form discontinuous ridges or protuberances symmetrically or asym-
metrically. This situation is similar to an angle snow-plough blade, which throws
the snow sideways.

Furthermore, in Fig. 1.11, the height of the protuberance increases with the
applied load, Fn, To have a better view on the profiles of these protuberances or
grooves, the SEM image in Fig. 1.11 can also be compared with the cross-sectional
profiles measured by AFM for Fn = 9 μN at four different scratch directions dis-
played in Fig. 1.9. Note that the characteristics of AFM scratching are quite different
from the conventional machining process. Not only the scratching is in a much
smaller scale but also the cutting angle of the tip is different. For example, as shown
in Fig. 1.13, the rake angle using a typical AFM tip is highly negative while it is nor-
mally positive in a conventional machining indicated in Fig. 1.10b. Mechanically,
it is very inefficient to have a negative rake angle in machining because higher
machining force and energy is needed as comparing with that of machining with
a positive rake angle. By adjusting the probe mounting angle, Bourne et al. [47]
studied the effect of the rake angle (still in the negative range) on the scratched
geometry and found that the scratched groove depth increases with the normal load
and the magnitude of this increase is affected by changing the rake angle.

1.5.3 Scratch Ratio and Scratchability

From Eq. (2), the parameter, α, can be defined as d/Ln (Fn/Ft1), which is a ratio of
the groove depth to the logarithm of the normalized applied force. It can be con-
sidered as a measure of the scratch efficiency of the tip to a specific material. It
can be expected that the higher the α value the easier the material to be scratched.
The threshold force (Ft) is also used to gauge the ease of a material that can be
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scratched. However, its effect on scratching is opposite to αi, because the higher the
Fti, the harder the material to be scratched. Since the scratch behavior can be reli-
ably represented by the logarithmic equation of Eq. (2a), which is governed by the
two parameters of α and Ft, a ratio of these two parameters, called the scratch ratio
(SR) or α/Ft (or, more precisely, α1/Ft1), should be able to appropriately character-
ize the scratch behavior. The SR should also be considered as a material property
that dictates the ease or difficulty with which the material can be scratched using
an AFM tip. The scratch ratio in the AFM scratching process is similar to those
material properties used to quantify the machinability in conventional machining
process [95].

As mentioned earlier, Kawasegi et al. [13] developed a diamond-tip probe with
a spring constant of 239 N/m to scratch grooves on an undoped Si(110) wafer to
a depth up to 97 nm using a normal load of 556 μN. Their scratching results are
plotted in Fig. 1.14, where the applied load varies from 79.5 to 556.2 μN and the
corresponding depth of the grooves changes from 20.4 to 96.7 nm. The data can
also be well correlated with the logarithmic form of Eq. (2a) and the parameters
of α1 and Ft1 can be found to be 38.65 nm and 52.65 μN, respectively, with the
associated R2 equal to 0.97. The corresponding scratch ratio can be calculated to be
0.734 nm/μN, which is only 3% smaller than the value obtained from the results,
i.e. α1/Ft1 = 0.756 nm/μN, reported by Tseng [5], in which a diamond coated
tip that had an apex radius of 120-nm attached on a Si cantilever with a spring
constant of 42 N/m was used to perform the single-scratch experiment. For the sake
of comparison, the experiment results obtained by Tseng [5] are also plotted in
Fig. 1.14. The probe used by Tseng is similar to that shown in Fig. 1.8 and is much

Fig. 1.14 Correlation of groove depth (d) with applied normal force (Fn) for various materials
(Reproduced with permission from [5] by Elsevier B.V.)
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smaller than those used by Kawasegi et al. [13]. More specifically, the tip material
and shape, the cantilever stiffness and resonant frequency, the AFM instrument,
the applied force, and scratch speed of the two Si scratching cases compared are
extremely different. For example, the probe spring constant, the maximum force
applied, and the depth of the groove scratched by Kawasegi et al. are 5.7, 61.8, and
60.1 times larger than those adopted by the experiments presented by Tseng et al.
[5]. Since these two cases cover a wide range of processing conditions used for
AFM scratching, the agreement reached by these two cases should be applicable for
a wide range of AFM scratching conditions and therefore, the scratch ratio should be
considered as the nanoscale scratchability property to gauge the ease of the material
to be scratched by AFM.

Normally, α1 is the slope of the logarithmic correlation and represents the unit
amount of material to be removed by an AFM tip, while the threshold force, Ft, is
dictated by the radius of the tip and the loaded force. The scratch ratio is α divided
by Ft and therefore can make the ratio or the scratchability less sensitive to the
change of the scratch tool and the applied load. Furthermore, since the effects of the
scratch speed on the scratched geometry have been shown to be negligible, the ratio
of α/Ft instead of a rate quantity, such as the volume removal rate, is selected for
representing the scratchability. The speed effect will be presented in Section 1.5.8.

To obtain the scratch ratio (SR) for other materials, five sets of scratch data
for five different materials, including three metallic thin films, one metallic glass,
and one polymer, are also logarithmically correlated and plotted in Fig. 1.14.
The data for the three metallic thin films were reported by Tseng et al. [34] for
scratching a nickel thin film, by Filho et al. [68] dealing an Al/As2S3 bilayer
thin film, and by Tseng et al. [71] for machining a permalloy. The metallic glass,
Zr55Cu30Al10Ni5, was studied by Kawasegi et al. [72], while the polymeric mate-
rial, poly(glycidylmethacrylate) (PGMA), which can be used as a negative resist for
e-beam lithography, was investigated by Yamamoto et al. [51].

In conventional machining processes, machinability is normally rated by com-
paring a certain machining measurement from the target material with that of a
reference material under specified machining conditions and constraints [95]. In
AFM scratching, Si should be selected as the reference material because it is the
most popular material used in AFM scratching. Consequently, the AFM scratcha-
bility rating is the SR normalized or divided by the SR of Si, i.e., 0.756 nm/μN,
which is obtained from the data reported by Tseng [5]. In addition to the SR, the
scratchability rating and associated scratching conditions are also summarized in
Table 1.1. It is notable in Table 1.1 that the scratchabilities of the metallic thin films
of Ni, NeFe, and AlAs2S3 are 433%, 603% to 921%, respectively, higher than that
of Si which mean that they are respectively 433%, 603%, and 921% easier than
the Si to be machined. The scratchability of the metallic glass (Zr55Cu30Al10Ni5)
is 53%, which indicates that the metallic glass is 189% (= 100/53) more difficult
than Si to be scratched. As expected, the scratchability of polymer (PGMA) is two
order-of-magnitudes higher than that of Si, which means that polymers are two
order-of-magnitudes easier than Si to be scratched. As a result, a regular Si probe
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Table 1.1 Comparison of scratch properties (∗with respect to Si properties)

Parameter
p-type
Si

Undopped
Si

Ni80Fe20
thin film

Ni thin
film

Al/As2S3
thin film

Zr55Cu30
Al10Ni5 PGMA

Spring const.
[N/m]

42.0 239 42.0 42.0 165 239 0.68

Scratch speed
[μm/s]

0.10 30 0.10 0.10 5.0 30 10

Scratch coeff. α1
[nm]

0.765 38.65 4.96 3.94 80.51 18.09 4.538

Threshold force,
Ft1 [μN]

1.01 52.66 1.09 1.20 11.57 45.35 0.037

Coefficient R2 0.96 0.97 0.98 0.95 0.98 0.96 0.96
Scratch ratio,

α1/Ft1
[nm/μN]

0.756 0.734 4.555 3.272 6.962 0.399 123.44

Scratch ratio
rating [%]∗

100 97 603 433 921 53 16,328

Hardness, H
[GPa]

10 10 8.0 7.35 1.00 4.90 –

Rating based on
hardness∗

1.00 1.00 1.25 1.36 10.0 2.04 –

Data source [5] [13] [71] [34] [68] [72] [51]

with a spring constant of 0.68 N/m, which is typically applied for topographical
imaging of surfaces, could be used for scratching PGMA [51].

1.5.4 Scratch Cycle Number and Multiple Scratches

Repeated scratches were also conducted in scratching experiments to study the
effects of the number of the scratch or scan cycle on material removing behav-
ior. It is expected that multiple or repeating scratch cycles along the same scratch
path can enlarge the groove size. Tseng et al., [34] found that the depth, d, and the
width, wf, of the grooves increase with the number of scratch cycles (No) following
a power-law relationship:

d(No) = M1(No)n1 (3a)

and

wf(No) = M2(No)n2 (3b)

where Mi and ni are the multiple scratch coefficient and multiple scratch exponent,
respectively, and both n and No are dimensionless. Here, the coefficient M has the
same dimension of the depth or width and is equal to αLn(Fn/Ft), where α and
Ft are the scratch parameter and threshold force, respectively, defined in Eq. (2).
The d and wf data depicted in Fig. 1.15 Ni80Fe20 thin film were obtained by Tseng
et al. [34] where the correlation values of M1, M2, n1, and n2 can be found to be
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Fig. 1.15 Correlation of dimensions of grooves with number of scratching cycle (No) for various
materials (Reproduced with permission from [5] by Elsevier B.V.)

12.711 nm, 39.61 nm, 0.279, and 0.227, respectively. The associated coefficient
of determination (R2) is 1.00 for d and 0.96 for wf, indicating that the power-law
correlation fits the depth data perfectly and width measurements reasonably well.
In addition, the power-law correlation can also satisfy the physical requirement, i.e.
predicting no scratching at No = 0.

The experimental data for scratching a p-type Si(100) substrate along the forward
direction were obtained by Tseng [5] using a normal load of 9 μN for the scratch
cycle equal to 1, 3, and 5 with the correlated values of M1, M2, n1, and n2 can be
found to be 2.694 nm, 20.34 nm, 0.538, and 0.112, respectively, while the coefficient
R2 for the depth and width correlations are 0.98 and 0.96, respectively. This also
indicates that the data fits the power-law correlation very well. The mean values of
the depth, d, and width, wf, based on ten measurements are also plotted in Fig. 1.15.
The associated standard deviation, which is not shown, is roughly twice as large
as those based on the single cycle cases shown in Fig. 1.14. Since no feedback
correction is applied to the movement in the horizontal (x and y) directions, the
larger SD should be caused by the hysteresis-creep of the piezo-scanner used in
AFM [96]. Furthermore, the depth data under a normal load of 318 μN reported
by Kawasegi et al. [13] for scratching an undoped Si(100) wafer at cycle number
equal to 1–6 are depicted in Fig. 1.15. As shown, these multiple scratching data
are correlated with the power-law very well, where M1, n1, and R2 are equal to
63.06 nm, 0.285, and 0.99, respectively. Kawasegi et al. used their high-stiffness
diamond-tip cantilever to scratch the Si surface with a normal load of 318 μN at a
speed of 30 μm/s.

The results reported by Fang, Weng, and Chang [69] for scribing a 500-nm thick
Al thin film using a diamond tip has also been found to be correlated well with
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the power-law. The depth correlation for the cycle number varying from 10 to 500
under a tip force of 8 μN is depicted in Fig. 1.15 and the corresponding correlation
factors M1, N1 and R2 are 3.039, 0.303, and 0.97, respectively. On the other hand,
the results reported by Tsuchitani, Kaneko, and Hiron [86] for scratching carbon
thin films under different environments and by Ogino, Nishimura, and Shirakashi
[74] for scribing a Si substrate indicate that the groove depths increase somewhat
linearly with No. Both of the experiments were conducted using diamond-coated
tips. Although Tsuchitani et al. also found that in some cases, the wear depths could
correlate the power law relationship better than the linear one; the reason to cause
this change is still unclear. To better understand the scratch cycle effects on the
scratched sizes, more efforts are needed to resolve this inconsistence. Note that, the
linear correlation cannot satisfy the physical requirement, i.e. predicting no scratch-
ing at No = 0 whereas the power-law not only meets the physical requirement but
also fits the data very well in a wide range of scratching conditions, as shown in
Fig. 1.15. The power law is reliable to use for correlating the scratch cycle to the
scratched geometry. For the sake of convenience for comparison, the correlated M1
and n1 values of the four cases considered are summarized in Table 1.2.

In some aspects, multiple scratching, is similar to the wear test in evaluating
specific wear coefficient or wear behavior [62, 84, 97]. Gnecco, Bennewitz, and
Meyer [62] investigated the abrasive wear of KBr(001) by a Si AFM tip in ultra-
high vacuum to avoid the environmental humidity effect. Multiple scratches with
scratch cycles up to 5,120 were used to study the formation and morphology of
scratched debris. An AFM equipped with a soft cantilever having a spring constant
of 0.87 N/m and a tip apex radius less than 15 nm was used to ensure that atomic
scale wear mechanism could be discovered. Multiple scratches with scratch cycles
up to 1,024 and normal forces up to 100 μN were applied by Prioli, Chhowalla,
and Freire [84] to evaluate the wear and friction properties of nanostructured and
amorphous carbon thin films. A standard AFM with a diamond-tipped cantilever
was used. Kato, Sakairi, and Takahashi [97] had applied an AFM with a Si tip to
scratch Al surfaces to understand the changes of the formation of grooves scratched
in different solutions. Multiple scratches at 1,600 cycles under a load of up to 20 μN
were performed.

Table 1.2 Comparison of parameters related to wear coefficient correlation

Parameter
p-type
Si

Undopped
Si

Ni80Fe20
thin film

Ni thin
film

Al thin
film

Multiple scratch coefficient, M1 2.694 63.06 12.71 – 3.039
Multiple scratch exponent, n1 0.538 0.285 0.279 – 0.303
R2 for correlation of M1 and n1 0.98 0.99 1.00 – 0.97
Parameter βw defined in Eq. (10) 0.014 0.115 0.117 0.107 –
Threshold force in Eq. (10), Ftw

[μN]
0.760 29.31 1.014 1.013 –

R2 for correlation of βw and Ftw 0.81 0.96 0.99 0.99 –
Data source [5] [13] [71] [34] [69]
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As indicated in the above cited references in the assessment of wear behavior, the
number of scratch cycles is from hundreds to thousands or even millions. The wear
properties are normally evaluated based on a significant number of scratches or slid-
ing and the effects from each individual scratch are not specifically distinguishable.
On the other hand, the AFM scratching discussed in this article deals with fabrica-
tion that makes high-quality and high-precision nanostructures. The key to achieve
this goal is to operate an AFM tip that has proper sizes and material properties with
appropriate normal loads, scratch cycles, and others to remove the required amount
of material from a pre-defined location in a controllable manner. As a result, in
AFM scratching, each scratch should be conducted under a controllable condition
and should be distinguished from other scratches so that the nanoscale precision
can be achieved and desirable surface quality can be maintained. Only a limited
number of scratches should be performed in AFM scratching experiments, other-
wise the scratch experiment becomes too time consuming and cumbersome to be
performed.

1.5.5 Threshold Forces and Contact Stresses

The threshold force (Ft) discussed in Sections 1.5.2 and 1.5.3 is re-examined in
this subsection by analyzing its corresponding stresses and predicting its theoretical
value using fundamental material properties. If an isotropic and homogeneous sub-
strate is scratched at the threshold force, no scratch (d = 0) occurs, which implies
no plastic deformation or permanent indentation on the substrate. The diamond
coated tip and substrate should be under an elastic contact. The contact mechanics
states that the contact area, Ac, under a normal contact force Fc, can be expressed
as:

Ac = Cc

(
3FcR

4Ec

)2/3

(4)

where R is the radius of tip curvature, and Ec is the contact elastic modulus, which
is defined as

1

Ec
= 1 − υ2

t

Et
+ 1 − υ2

s

Es
(5)

where E is Young’s modulus; υ is Poisson’s ratio; the subscripts t and s denote the
material property of the tip and substrate, respectively. Here, Cc is a contact constant
and equal to π based on the Hertz contact theory [98]. However, in nanoscale con-
tact, such as AFM scratching, the long- and short- range adhesive and surface forces
can play an important role in predicting the contact or interfacial force between the
two contacted materials. Since the Hertz theory assumes no adhesive and friction
forces acting between the two materials, the contact area predicted from the the-
ory is highly underestimated, especially for the case of single scratching. Based
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on a study done by Carpick and Salmeron [99], the contact area by using the JKR
(Johnson, Kendall, & Robert) theory should be more than double of the value by the
Hertz theory for the range of the contact load considered. Consequently, Cc should
be fine-tuned to be 2π.

Since the maximum contact stress σc can be found as 1.5Fc/Ac, the contact force,
Fc can be expressed by

Fc = 2σcAc

3
= 4π3R2σ 3

c

3E2
c

(6)

If σc reaches the yield strength of the substrate, Y, the contact force, Fc, becomes
the calculated threshold force, Ftc. The above equation can then be rewritten as

Ftc = Fc = 4π3R2Y3

3E2
c

≈ 1.388R2H3

E2
c

(7)

where H is the hardness of the substrate and is assumed to be 3.1Y, based on a
plasticity analysis [100].

By providing the properties of Et, Es, υt, υs and H (or Y) as well as the tip radius,
R, the threshold force, Ft can be evaluated. If a diamond coated tip is used to scratch
a Ni thin film, Et, Es, υt, υs and H can be found as 1,143 GPa, 190 GPa, 0.07, 0.24,
and 7.35 GPa, respectively. The values of the material properties for the diamond
tip were reported by Klein [101], while the properties for Ni are obtained from
Ref. [102]. Using the above material properties with the tip radius equal to 120 nm
and based on Eq. (7), Ftc can be calculated to be 285 nN, which is approximately
three times less than the threshold force (Ft) of 1.0 μN obtained from the scratching
experiment conducted by Tseng et al. [34]. As reported by Tseng et al. [34], if the
calculated threshold force, Ftc is based on that the contact stress, Fc, reaches its
hardness, H, instead of the yield stress, Y, the Ftc can be 372% higher than that
predicted by Eq. (7). Thus, Ftc agrees very well with the threshold force correlated,
i.e., Ftc ≈ Ft (≈ 1.0 μN).

A wide range of materials is selected to further evaluate the usefulness of Eq. (7)
for predicting the threshold force (Ft), which is one of the major processing param-
eters needed to be known prior to performing the scratching. Table 1.3 summarizes
the results of the calculated threshold force, Ftc, in which the materials selected are
all scratched by a diamond tip, where the material properties including E, υ, and
H used in the calculation are all reported in the table. The material properties for
the thin films of Al, Au, Cu, NiFe, Si, steel, Ti, W, metal glass (Zr55Cu30Al10Ni5),
glass, quartz (SiO2), and PGMA (Micposit S1813 by Shipley) are reported by Zhou
& Yao [103], Mulloni et al. [104], Volinsky et al. [105], Wu et al. [106], Madou
[107], Zhou & Yao [103], Kuruvilla et al. [108], Madou [107], Kawasegi et al. [72],
Yan et al. [80], Golovin et al. [109], and Calabri et al. [110], respectively. Since
the hardness and yield strength of PGMA cannot be found, the values reported for
a similar material, Micposit S1813 by made Shipley were used for the calculated
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[110]. The elastic properties of NiFe thin films reported by Zhou et al. [111] were
also used in the calculation. Note that the Young’s module and hardness for thin
film materials normally are significantly higher than the values in the bulk form and
increase with the decrease of the thickness of the films.

The correlated values of the threshold force (Ft) based on the AFM scratch-
ing experiments discussed earlier for six different materials are also reported in
Table 1.3. Some of the tip radii were not reported in the cited references and the
values of the pitch and depth of the grooves scratched were used to estimate the
tip radius. As indicated in Table 1.3, the calculated values (Ftc) are all lower than
the correlated or extrapolated values (Ft) and the differences based on Ft are from
20 to 80%. Such big differences between Ft and Ftc may be due to that the surface
and adhesive forces between the tip and substrate are higher than those considered
in Eq. (7) and that the fully elastic assumption may be highly underestimate the
contact force in the nanoscale domain.

Normally, to have an effective scratch, the applied tip normal force, Fn, should
be at least double of the threshold force, Ft. Consequently, to perform an AFM
scratching, it will be a good recommendation to load a tip normal force, Fn, one
order magnitude larger than the calculated value (Ftc). For the sake of convenience,
Fig. 1.16 shows the calculated threshold forces (Ftc) versus the normalized elastic
modulus (Es/Et) at a range of the tip radius, R, and of the hardness, H, where a
diamond tip is used and the Poisson’s ratios are assumed to be constant equal to 0.3
for all the scratched samples considered. The hardnesses of the substrates considered
are varying from 1 to 10 GPa. For samples with hardness less than 1 GPa, a Si or
Si3N4 tip is appropriate to be used in scratching.

Fig. 1.16 Calculated threshold contact forces (Ftc) versus normalized substrate Young’s modulus
(Es/Et) using a diamond tip scratching substrates having different hardness (H): (a) tip radius
R = 50 nm, (b) tip radius R = 100 nm
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1.5.6 Wear Coefficient and AFM Scratchability

Wear can be considered as damage to a solid surface as a result of relative motion
between it and another surface. The damage usually results in the progressive loss of
material. No matter in using single or multiple scratching, one of the most popular
parameters used to quantify the wear resistance or wear rate is the wear coeffi-
cient defined in Archard’s wear equation, or simply Archard’s law [112]. Srivastava,
Grips, and Rajam [113] applied Archard’s wear coefficient to quantify the wear
resistances of seven different coating materials using a pin-on-disc wear tester with
the goal to develop better coating for the friction parts used in the automobile indus-
try. Chung et al. [114] used an AFM equipped with flattened Si and diamond tips to
perform the sliding test to study the wear behavior of ZnO nanowires under applied
tip loads varying from 50 to 150 nN, while Archard’s law was applied to quantify
the associated wear coefficients. Recently, Ogino et al. [74] employed a diamond-
coated AFM tip to groove Si(100) substrates and found that the corresponding wear
coefficient based on Archard’s equation is highly dependent on the load applied.
In this section, the wear coefficient will be evaluated for different AFM scratching
conditions.

In Archard’s wear equation, the loss of material by wear can be expressed in
terms of volume [112]:

V = kLFn/H (8)

where V is the volume loss caused by wear or scratch, k is the wear coefficient, L is
the sliding distance. The wear coefficient k is a dimensionless parameter: the higher
the k value, the lower the wear resistance. Rearranging Eq. (8), k can be expressed
as:

k = VH/(LFn) = dwfH/(NoFn) (9)

where L becomes the scratch distance. Since the cross-section of the scratched
groove is in a “V” shape, its cross-section area can be approximated by d × wf
and V = dwfL/No. By applying the NiFe data of d and wf from Fig. 1.12, and
the d data of Ni, p-type Si and undoped Si from Fig. 1.14, the coefficient k can
be calculated for single cycle scratching (No = 1) and is plotted in Fig. 1.17. The
wf data for Si and Ni can be found from [71] and [34], respectively, while the wf
values for the undoped Si were calculated based on the observation that the mouth
width of the scratched grooves is four times larger than the depth [13]. The hardness
used in the calculation was reported in Table 1.1. As shown in Fig. 1.17, k grows
logarithmically with Fn and can be correlated well with the following equation:

k = βwLn (Fn/Ftw) (10)
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Fig. 1.17 Correlation of wear coefficient (k) with applied normal force (Fn) for various materials
(Reproduced with permission from [5] by Elsevier B.V.)

where βw is a dimensionless parameter for measuring the volumetric or material loss
per unit scratching and Ftw is the threshold force based on wear coefficient correla-
tion. The parameter βw in Eq. (10) plays a similar role to α1 in Eq. (2a) and is equal
to 0.117, 0.107, 0.014, and 0.115 for scratching NiFe, Ni, p-type Si, and undoped Si,
respectively, with Ftw equal to 1.014, 1.013, 0.760, and 29.31 μN. The Ftw values
are somewhat smaller than the threshold values (Ft), as reported in Table 1.1, which
are based on the groove depth correlation. The associated R2 coefficients are 0.99,
0.99, 0.81, and 0.95, respectively, which implies that the accuracy of the correla-
tion for Si is worse than that based on the groove depth correlation. As shown in
Fig. 1.17, the wear coefficients of the two cases of Si scratching are quite different.
This is especially the case because the βf of the undoped Si is one order of mag-
nitude larger than that of the p-type Si, whereas the ratio of βw/Ftw of the undoped
Si is almost five times smaller than the p-type Si value. These contradictory differ-
ences in the correlation parameters for the same type of materials may imply that
the wear coefficient, k, is not suitable to be used to quantify the scratch property or
manufacturability for AFM scratching. For the sake of comparison, the correlated
βw and Ftw values of the four cases considered are summarized in Table 1.2.

1.5.7 Recovery After Scratch

In Eq. (9), the value of the unit volume V/L is based on the scratched groove geom-
etry, i.e., equal to d × wf. Since the unit volume is a measure of the amount of
the material removed by scratching, it may be estimated by directly measuring
the tip cross section impressed or indented into the sample substrate. If di is the
impressed depth of the semispherical tip into the sample, the cross-section of the tip
end segment (At) can be found as:
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At = R2(θ − sin θ) and θ = 2cos−1(1 − di/R) (11)

where θ is the subtended angle of the segment and R, the apex radius of the tip. The
corresponding cross-section of the groove, Ag, can be measured after scratching
and should be approximately equal to (d × wf), while At is the cross-section area
removed by the tip during scratching.

If there is no elastic relaxation or recovery, the impressed depth, di, becomes
the groove depth, d, and the tip segment cross-section, At, should be equal to the
groove unit volume, Ag or the elastic recovery, (At − Ag)/At, should be zero.
Based on the experimental results on scratching Ni thin film, Tseng et al. [34]
found that both At and As increase parabolically with the applied tip forces, Fn,
and the remained cross-section area, Ag is only about 50% of At for the nor-
mal force, Fn, varying from 1 to 9 μN. This indicates that the elastic recovery,
(At − Ag)/At is about 50% for the load range considered. Although 50% elas-
tic recovery seems high, since the elastic rebound or springback is usually less
than 10% in conventional or macroscale machining or forming processes [115,
116], the results obtained by Tseng et al. in scratching Ni thin films are consis-
tent with those reported by Fang, Chang, and Weng [67] and Xiang et al. [117].
Chang et al. [67] studied the nanoindentation behavior of Au and Pt using a dia-
mond tip at a loading rate of 500 μN/s and found that the elastic recovery was
approximately 18% for Pt and 24% for Au, where the elastic recovery was defined
as the difference of the indentation depths measured during and after scratch-
ing. Xiang et al. [117] used a conventional scratch test to evaluate the elastic
recovery of a range of semi-crystalline polymers, including nylon, polypropylene,
low-density polyethylene (LDPE), and high-density polyethylene. They discov-
ered that a relatively high visco-elastic recovery varying from 70% for LDPE to
85% for Nylon for the load range up to 30 N based on measuring the scratch
depth during and after scratching [117]. The material parameters that influence
the recovery behavior appear to be complex and should be subjected to further
studies.

1.5.8 Effects of Scratch Speeds

Experiments have been conducted to study the effect of changing the scratching
speed on the shapes of scratched grooves. Tseng et al. [71] performed groove
scratching on a p-type Si(100) substrate with the scratching speed at 101, 102, 103,
and 104 nm/s and the tip normal force, Fn, at 9 μN and reported that the groove
depths and widths remain almost unchanged as the speed is varied from 101 to 104

nm/s with only slight perturbation at each speed. No deterioration of the diamond
tip used was observed after scratching a total length of 150 μm at 10,000 nm/s. The
associated standard deviations of the depth and width for the ten sets of the profile
measurements are 4% and 3% of their respective means. Since the maximum dif-
ference among the mean depth or mean width is also less than 4%, which is not
larger than the standard deviation of the data, the effects of changing speed can be
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considered to be negligible for the speed range considered. Similar conclusions of
the effect of the scratching speed on the machined geometry were also made by
Ogino, Nishimura, and Shirakashi [74] and Kawasegi et al. [13] for scratching Si
using a similar diamond-coated tip and by Fang, Weng, and Chang [69] for scrib-
ing an Al thin film. Furthermore, based on limited quantitative data, Tsuchitani,
Kaneko, and Hirono [86] observed that the groove dimensions can fluctuate unpre-
dictably by ±5% of their mean values for a diamond tip scratching of an amorphous
carbon film at different environments with the speed changing from 1 to 100 μm/s.
It is suggested that scratching at higher speeds should be studied further so that
high-speed scratching can be achieved to increase productivity.

1.6 Scratching with Dual or Combined Sources

As indicated in the preceding sections, the cantilevered tip has been mainly loaded
with mechanical force or energy to perform AFM scratching. However, the tip–
sample interaction can also be imposed or influenced by other energy sources,
including thermal, electric, and magnetic energies or by the chemicals or contents
of the environments, which can create different effects on the nanostructures created
by AFM scratching. In this section, the effects of the mechanical energy combined
with other types of energies on AFM scratching will be examined. Frequently, by
combining additional physical or chemical source, the major limitations on AFM
scratching including the shallowness of scratch depth and tool wear, could be
alleviated.

1.6.1 Scratching with Thermal Energy

An AFM tip can be heated to a relatively high temperature by loading thermal
energy. Heated tips have been used for scanning thermal microscopy [118] for
measuring thermal-related information, such as temperature profiles and thermal
conductivity. Recently, a heated tip has been used not only to locally melt or
soften the scratched substrates but also to provide thermal energy to activate cer-
tain chemical reactions to break the intermolecular bonds or to modify the material
structures of many organic substrates. More recently, the technique using heated tips
for creating nanostructures is also known as thermomechanical or thermochemical
nanolithography, abbreviated as TMNL or TCNL [119, 120].

A sizable amount of heat can be generated internally by the friction between the
tip and scratched surface or externally by electrical or optical energy. Although the
optical energy, such as laser pulse, has been used as the heat source in earlier work
[38, 121], the electrical energy, especially a resistive heating element embedded in
the cantilever, has become popular for heating the tip [122–124]. These elements
are normally made of Si with different shapes and resistivities because they can be
easily integrated into a Si cantilever by using a SOI wafer for fabrication [122, 123].
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Because of its chemical stability and uniform temperature coefficient of resistiv-
ity, Pt has also been used as the heating element. Chiou et al. [120] demonstrated
that a Si tip can be heated by an integrated Pt heater up to 120◦C to scratch an
800-nm wide groove on a PMMA substrate. It is noteworthy that in SNOM lithog-
raphy, the laser through the internal aperture of the tip can heat the tip up to a few
hundred or even thousand degrees, eventually to melt and destroy the tip, if the
diameter of the aperture is too small (much less than 100 nm) or the aperture tip is
not appropriately designed [8].

Scratching behavior by a heated tip is more complex than the one with mechan-
ical loading and is no longer dominated only by the magnitude of the force and the
number of scratches applied. In fact, the speed, temperature, and duration of force
applied also have major impacts on or influences to the scratched geometries. Okabe
et al. [124] studied the atomic interaction of a diamond tip to a Si substrate under
room and higher temperatures to examine the influence of the substrate tempera-
ture on the scratching process. Their experimental results indicated that the average
depth of the scratched grooves at the same scratching conditions increased from less
than 2 nm to larger than 4 nm as the substrate temperature rises from 290 to 470 K.
Also the formation of the amorphous phase around the scratched groove under the
higher temperature becomes a little bit larger than that under room temperature from
the simulations.

Mamin [38] used an input power of 35 mW to heat the AFM tip to temperatures
of up to 170◦C for 4 ms to drill an array of sub–100 nm pits on PC substrates.
The heat from the tip softens the PC in the contact region, at which point a very
low tip force on the order of 100 nN can create a pit. Similarly, Vettiger et al. [22]
successfully dug 15–20 nm holes with a similar pitch size in a 50-nm thick PMMA
layer by a single heated tip. Initially, the heat transfer from the tip to polymer film,
which is through a small contact area (10–40 nm2), is very low and the tip needs
to be heated to about 400 ◦C to initiate softening. After softening has started, the
contact area increases and the loaded thermal energy can be more effectively to
indent or write the polymer layer.

Heated tips can also be used to induce local chemical reactions for tearing cova-
lently bound polymers. However, breaking a primary chemical bond by a heated tip
at very fast time scales is not easy because of the large energy barriers of covalent
bonds. Instead, Pires et al. [46] chose a special resist material, called phenolic com-
pound, in which organic molecules are bound by secondary hydrogen-bonds. These
H-bonds can still provide sufficient stability to the material for lithographic process-
ing, but are weak enough to be efficiently thermally activated by the hot tip. Instead
of using continuous heating tips for scratching, Pires et al. demonstrated that a 3D
pattern can be written by simultaneously applying a force and temperature pulse for
several μs. The force pulse pulls the tip into contact while the heat pulse heats the
tip and triggers the breaking or patterning process, in which the phenolic compound
is used as resist. Uniform depth of nanogrooves of the pixels can be created in the
resist upon single exposure events, in which the groove depth can be controlled as a
function of applied temperature and force. Patterning at a half pitch down to 15 nm
without proximity corrections was demonstrated [46].
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Research has also been focused on the development of different organic thin
films, in which their thermally activated chemical reactions can be speeded up by a
heated tip. Since chemical reaction rates generally increase exponentially with tem-
perature, the thermal gradient, in principle, can be employed to change the substrate
material’s subsequent reactivity, surface energy, solubility, conductivity, or other
property of interest as desired. Szoszkiewicz et al. [119] used a heated Si tip to
write a sub-15 nm hydrophilic features onto the hydrophobic surface of the copoly-
mer: p(THP-MA)80 p(PMC-MA)20 at the rate of 1.4 mm/s. The thermally activated
chemical reactions and topography changes depend on the chemical composition of
the copolymer, the scan speed, the temperature at the tip/sample interface, and the
normal load. This capability can be useful in data storage application and complex
nanofluidic devices. Hua et al. [125] utilized a heated cantilevered tip to thermally
decompose a PMMA film. This technique can provide the pattern definition to act
as a masking layer for the subsequent etching or deposition processes. Coulembier
et al. [126] extended this concept by using a heated tip to scratch self-amplified
depolymerization (SAD) polymers, in which the breaking of a single bond induces
the spontaneous depolymerization of the entire polymer chain. As a result, 2D
nanoscale patterns can be written with high efficiency.

Wang et al. [127] used a resistively heated tip to convert a sulfonium salt pre-
cursor polymer film into poly(p-phenylene vinylene) (PPV) in ambient conditions
with the nanogrooves scratched shown in Fig. 1.18. The thickness of this pre-
cursor film was 100 nm. Grooves were scratched at a writing speed of 20 μm/s
under a normal force of 30 nN with cantilever temperature ranging between 240
and 360◦C. Figure 1.18c, d show the fluorescence and AFM images, respec-
tively, of the PPV grooves created at temperature varying from 240 to 360 C. As
shown, the nanogrooves started to show a visible fluorescent contrast at 240◦C,
while the contrast became clearer as the heating temperature was raised to 360◦C.
The typical cross-sectional profile of the grooves (outlined in d) scratched at
240 ◦C is shown in Fig. 1.18b indicating the FWHM width equal to approximately
70 nm.

Knoll et al. [7] also demonstrated that the decomposition reaction of phthalalde-
hyde SAD polymers trigged by hot tip scratching can be as fast as the tip scratch
speed and the nanostructures can be written with less than 2 μs exposure time per
pixel. The patterning capability has been extended to 3D by one-layer scratching,
in which the scratch depth can vary from pixel to pixel by changing the tip normal
force. Figure 1.19 shows that a 3D world nano-map was scratched into the SAD
polymer using a heated tip with approximately 40 nm lateral and 1 nm vertical res-
olution. A Si tip heated to a temperature of 700◦C with a force pulse duration of
14 μs was used in scratching. The nano map created is composed of 5 × 105 pixels
with a pitch of 20 nm. The full map pattern was written within one layer at a pixel
rate of 60 μs or a writing speed of 0.3 nm/s; the total patterning time amounted to
143 s. The digital geological-elevation profile of the world image of Fig. 1.19a was
obtained from U.S. Geological Survey and was transformed into a digital 3D force
profile by providing the depth-force scratching relationship of the phthalaldehyde
polymer, which is similar to the one shown in Eq. (2), if the scratch temperature
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Fig. 1.18 Scratching with heated tip to create poly(p-phenylene vinylene) (PPV) nanogrooves:
(a) scheme of thermal scratching of PPV, (b) average cross-section profile of grooves outlined
in (d) showing FWHM width equal to 70 nm, (c) fluorescence and (d) AFM images of PPV
nanogrooves created at temperatures from 240 to 360◦C. Scale bars: 5 μm in (c) and (d) (Reprinted
with permission from [127] by American Institute of Physics)

is kept constant. In scratching or writing the 3D nanomap, a depth of 8 nm corre-
sponds to 1 km of real-world elevation. Figures 1.19b, c show a comparison of a
sub-area in the programmed bitmap and the imaged relief, respectively. The white
arrows indicate positions with features of 1 (in Fig. 1.19b) and 2 (in Fig. 1.19c)
pixel width in the original bitmap. The 2 pixel wide features were correctly repro-
duced, corresponding to a resolution of approximately 40 nm for the patterning
process. Figure 1.19d shows the cross-section profiles along the dotted line shown
in Fig. 1.19a, for the blue line and the red line showing the original data and the relief
reproduction, respectively, in the cited paper [7]. The cross-section cuts, from left to
right, through the Alps, the Black Sea, the Caucasian mountains, and the Himalayas.
Interestingly, the material also exhibits good RIE etch resistance, enabling
the direct pattern-transfer into silicon substrates with a vertical amplification
of six.

Furthermore, Lantz, Wiesmann, and Gotsmann [128] found that, in scratching
these polymers, their chemical reactions can be thermally activated with a Si tip and
the associated tip wear was dramatically reduced; because the tip shape is virtually
not changed for a reasonable time period. In addition, the high efficiency associated
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Fig. 1.19 Scratching 3D nanomap on 250-nm thick polyphthalaldehyd polymer film: (a) AFM
image based on digital data of 3D world map provided by U.S. Geological Survey. A Si tip heated
to a temperature of 700◦C with a force pulse duration of 14 μs was used in scratching. The relief
is composed of 5 × 105 pixels with a pitch of 20 nm. (b) the programmed bitmap of a sub-area, (c)
the imaged relief the sub-area in b. The white arrows indicate positions with features of 1 (in b) and
2 (in c) pixel width in the original bitmap. The 2 pixel wide features were correctly reproduced,
corresponding to a resolution of approximately 40 nm for the patterning process. (d) Cross-section
profiles along the dotted line shown in (a), for the original data and the relief reproduction. The
cross-section cuts, from left to right, through the Alps, the Black Sea, the Caucasian mountains, and
the Himalayas (Reprinted with permission from [7] by Wiley-VCH Verlag GmbH & Co. KGaA)

with these hot tip scratching techniques can allow the removal of large volumes of
material without altering the writing properties of the tip. As a result, not only can
high-resolution nanostructures with more consistent dimensions be created but also
can relatively large patterns be effectively achieved.

1.6.2 Chemical or Environmental Effects on Scratching

To prevent the substrate damage, an etching-aided scratching technique has been
developed. Michler, et al. [129] have used an AFM equipped with a diamond tip to
scratch a 5–7 nm deep nanopattern in a 10-nm thick SiO2 film to reduce the possibil-
ity of damage beneath the Si substrate. Then, etching in HF was used to uniformly
remove 4–5 nm of SiO2 in both the scratched and non-scratched areas, thus expos-
ing the scratched pattern on the Si substrate, while the non-scratched area was still
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covered with an oxide layer of 5–6 nm thick. Pd was selectively electrodeposited
into the scratched pattern.

The solution etching process can also occur with scratching concurrently. Kato
et al. [97] applied both Si and diamond tips to study the scratching behavior of Al,
which originally was covered by 15 nm oxide at four different environments. The
results indicated that the unit scratch depth (scratch depth per/load or USD) is in
the order diluted NaOH solutions > CuSO4 solutions > pure water > Cu-electroless
plating solutions. The high USD for solutions NaOH and CuSO4 may be owing to
the relatively thin oxide film formed at pH 9.2 of solution NaOH and the relatively
low pH of solution CuSO4, where Al oxide tends to dissolve as Al(OH)4

− or Al3+.
In pure water, a stable, thick oxide–hydroxyl film is formed. The USD in solution
Cu-electroless is the smallest in all the solutions. The small USD may be owing to
Cu deposited on the Al surface covered with the thin oxide film. The deposition of
Cu as fine particles may also inhibit the dissolution of Al, resulting in the lowest
USD even at the relatively high pH (pH 9.2). The deposited Cu particles could also
make the surface more difficult to scratch for an AFM tip. The results also showed
that the diamond-coated Si tip has a much higher wear resistance than that of the
Si tip.

Seo and Kawamata [130] adopted a conical diamond tip at a constant normal
force of 300 μN to study the scratching behavior of a single-crystal Ta(100) surface
that was anodically oxidized at 5.0 V at a constant current density of 50 μA/cm2 for
1 h in pH 8.4 borate buffer solution. The results of the scratching behavior in solution
were also compared with that of the scratching in air on the Ta surface after anodic
oxidation. With the same normal tip force, the authors found that the average hor-
izontal force along the scratch direction obtained with scratching in a solution was
significantly larger than that obtained with scratching in air and increased linearly
with the logarithm of time required for scratching. In contrast, the horizontal force
obtained with scratching in air was independent of the time required for scratching.
A stick–slip was always observed in horizontal force vs. horizontal displacement
curves during scratching in solutions. The degree of stick–slip, however, decreased
with increasing scratching rate. The protrusion at the scratching end of the groove
produced by scratching in solution was observed from the AFM image, while no
protrusion was observed for scratching in air. It was believed by the authors that
the protrusion consists of anodic oxide that is accumulated on the moving front of
the indenter tip during scratching in solution, and contributes to the increase in the
horizontal force, that is, lateral force or friction coefficient.

Water contents can also affect the scratching behavior. Pendergas et al. [131]
compared the scratching behavior of gold in water to the experiments performed
in the ambient environment (∼60% humidity). Both Si3N4 and diamond tips
were used to perform both single and multiple scratching. Tests performed in
the ambient environments resulted in slightly shallower scratch trenches than
that of water wet scratches where the difference increases with the normal
load. The different components of the scratch or horizontal force were investi-
gated to explore the main contributors to the scratching friction created in gold
scratching.
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1.6.3 Scratching with Electric Bias

It is well-known that an AFM conducting tip is charged with a negative electric bias
with respect to a substrate to induce surface oxide patterns, which is an electrochem-
ical process, known as local anodic oxidation (LAO) [132]. By moving the tip close
to the substrate surface, the negatively biased tip induces a high electric field that
ionizes the water molecules from the ambient humidity between the tip (cathode)
and the substrate (anode) and the OH– ions produced provide the oxidant for the
electrochemical reaction to form a localized oxide beneath the tip. It is one of the
most popular nanolithographic processes and, sub–10 nm features can be fabricated
on silicon, metallic films such as titanium, and even organic layers [2].

Miyake et al. [133] used an electrically conductive diamond tip by applying a
load and an electrical bias to investigate a process that involves both scratching and
LAO. The size and morphology of the nanostructures induced by a 45-nm radius tip
on the p-type Si(100) substrate which initially was covered by a 2 nm thick native
oxide layer was studied. The features of these nanostructures were affected by both
the load and voltage. For pure scratching at relatively low loading, as the tip load
decreases from 120 to 80 nN and from 80 to 40 nN, a protrusion formed and grew
from 0.20 to 0.26 nm and from 0.26 to 0.40 nm, respectively. The protrusion was
caused by a pressure-induced phase transformation [78, 79] as mentioned earlier.
By applying bias voltages of 1, 2, and 3 V, a tip load of 2 nN is applied to keep the
tip in contact with the substrate and a humidity range from 50 to 80%, LAOs with
thickness of 0.44, 0.50, and 0.71 nm were formed, respectively. If the tip load is
increased to 120 nN, the height of the LAO at biases of 1, 2, and 3 V, become 0.44,
0.56, and 0.64 nm, respectively. The height of the LAO becomes 0.44 nm at bias of
1 V and a load of 40 nN, 0.56 nm at bias of 2 V and a load of 80 nN and 0.64 nm
at bias of 3 V and a load of 120 nN. As expected, the feature size is determined
by the two competitive processes, which is enhanced by the electrical LAO but is
depressed by the mechanical scratching at a relatively high load.

1.6.4 Scratching with Electric Bias in Solution Environments

The scratching process can also be loaded with an electric bias and performed in a
chemical solution environment. Thus, the electrochemical process can occur with
scratching concurrently, which is also known as electrochemical nanomachining
(ECM). Koinuma and Uosaki [134] applied a Si3N4 tip with a radius of 40 nm
immersed in a solution to induce electrochemical etching at an ambient tempera-
ture. By applying a tip force of 10 nN and a voltage bias of –0.05 V immersed
in an etchant of 10 mM H2SO4 solution for 30 min, a groove with an 80 nm wide
mouth and an 8 nm depth was chemical-mechanically formed on a single-crystalline
Zn-doped p-GaAs(1 0 0) surface, which acted as an electrode. If the potential is
increased to +0.05 V (0.1 V more positive potential), the groove depth is enhanced
to ∼18 nm. It has been found that the depths of the groove created were dependent
not only on the applied tip force and the number of repeated cycles but also on the
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applied voltage bias. In addition to the groove pattern formed in the doped GaAs sur-
face, the ECM has also been utilized to create different patterns in a range of other
materials, which include nanosized bimolecular patterns [135], nano-scale polymer
patterns [136, 137], nano-holes and lines on Au and Ti [138] and nanogrooves on
Cu thin films [139].

Dependent on the solution and bias involved, in ECM, the basic mechanism for
material removal can be mainly due to the electrochemical sources, which is similar
in concept to the reverse electroplating process, that a current is passed between an
electrode (the tip) and the workpiece (substrate), through an electrolytic material
removal process having a negatively charged tip (cathode), a conductive fluid (elec-
trolyte), and a conductive substrate (anode). The only difference is that the ECM
is performed in a nanoscale cell. Sometime the material removing in ECM can be
mainly driven through non-mechanical means, such as the field-emission current to
cut CNT [91]. Since this type of ECM is not associated with mechanical scratching,
no further discussion on this type of techniques will be included here.

1.7 AFM Scratching Applications

AFM scratching has been used to fabricate a fairly wide range of nanoscale devices
and systems. In the preceding sections, by reviewing many subjects of AFM scratch-
ing, many applications related to these devices and systems have already been
introduced. Therefore, only the representative applications, which have not been
appropriately elaborated, are presented in this section.

1.7.1 Nanodevices Scratching

Rosa et al. [140] employed an electron beam deposited (EBD) tip to mechanically
drill an array of holes in an InAs-AlSb heterostructure containing a two-dimension
electron gas (2DEG) system. The array holes were directly perforated into the top
8-nm-thick InAs layer with a contact force of a few μN. The EBD tip is basically
a needle-shape carbon tip with a tip curvature of approximately 30-nm, in which
the carbon material was deposited to reinforce and sharpen the original Si tip by
e-beams through the dissociation of background gas in the vacuum chamber. With
this tip, holes with diameter of few nanometers have been drilled with a period of
55-nm. By comparison, an array of holes with a period of 85 nm has been obtained
by chemical etching using an AFM-drilled photomask by pattern transferring. As
a result, being a maskless process, the AFM direct drilling which can avoid the
inaccuracy introduced in pattern transfer, can provide patterns with a much higher
resolution.

Shumacher et al. [141] used an AFM tip with a contact force on the order of
50 μN at a scan speed of 100 μm/s to repeatedly scratch the 5-nm GaAs cap layer of
a GaAs/AlGaAs heterostructure leading to a local depletion of a 2DEG system. The
resistance of the scratched barriers was measured in situ. It was found that the more
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the heterostructure surface is removed, the higher the conduction band in the GaAs
quantum well is lifted and thus, the stronger the local depopulation of the 2DEG.
Eventually, after 120 scratches or scans, the depth of the machined line reached
12 nm and the 2DEG was completely depleted, achieving a background resistance
of 55 M�. A new type of heterostructures with a compensating p-type doped cap
layer has shown an electron enhancement if the cap layer is selectively removed.
Also, a machined groove in these structures enables one to induce a one-dimensional
electron system (1DES).

Versen et al. [142] used a Si tip for direct scratching of a GaAs surface resulting
in a groove of approximately 3–4 nm deep and 30 nm wide. Beneath such a groove,
a barrier arises in the electron channel of a GaAs/AlGaAs modulation-doped field
effect transistor (FET). Using appropriate sub-100 nm line patterns, quantum point
contacts and single electron devices were also created by Kunze [10]. At T = 4.2 K,
the transconductance characteristics of this FET exhibit structures with signatures
of either the quantized conductance or Coulomb-blockade effects.

Tseng et al. [71] used a diamond coated tip to scratch two grooves on a 20-nm
thick planar NiFe nanowire to create nanoconstrictions in a magnetic structure as
shown in Fig. 1.20. Because of their technological importance for magnetoelectron-
ics, NiFe-based nanoconstrictions formed in nanowire type structures have attracted
much scientific interest [143]. The nanowire was fabricated on a SiO2/Si substrate
through e-beam lithography using the standard lift-off technique with a source and
a drain. AFM scratching was then performed across the nanowire in a selected loca-
tion until the total thickness of the NiFe film was removed. The cross-sections of the
nanowires before and after performing the scratches are depicted in Fig. 1.20 and
indicate that the cross-sectional area of the NiFe nanowire left is less than 4% of
the original cross-section, which is on the same order of magnitude of the standard
deviation in the scratch experiment results shown in Figs. 1.9 and 1.12. The typi-
cal current-voltage characteristics measured before and immediately after (∼ 1 h)
performing the scratching is shown in Fig. 1.20c. As shown, the drain current after
the scratching was clearly suppressed due to the removal of a nano-section of the
nanowire at the constriction site and decreased from the order of μA to fA. This
result suggests that the ferromagnetic nanostructures with the required properties
can be fabricated by AFM scratching with control over current levels as low as few
fA. Moreover, since the current flow can be achieved down to such low values, the
proper real time control of resistivity can be made during scratching. As a result,
the device can be on-line monitored and be conveniently fabricated to the required
geometry with the required performance.

1.7.2 Polymeric Brushes and Gratings

Hirtz et al. [144] used a Si tip to perform AFM scratching on three polymer
brushes made by polystyrene (PS), poly(n-butyl acrylate) (PNBA), and Poly(N-
isopropylacrylamide) (PNIPAM), which can be prepared by spin-coating or self-
assembly. The experiments were equipped with a standard Si probe with a spring



50 A.A. Tseng

Fig. 1.20 NiFe Nanoconstriction made by AFM scratching: (a) AFM images of NiFe planar
nanowire after scratching, (b) cross-sectional profiles before and after scratching, (c) I-V char-
acteristics of nanoconstriction measured before and after scratching (Reprinted with permission
from [71] by American Institute of Physics)

constant of 42 N/m operating in contact mode under a loading force of 22 μN. A
polymer brush is a layer of polymers attached with one end to a surface. By struc-
turing or patterning polymer brushes, functional surfaces with defined properties
for the study of cell adhesion [145] and of cell alignment [146] can be obtained.
Moreover, patterning of polymer brushes by AFM scratching allows the alteration
and control of their wetting properties [147].

Choi et al. [54] made grating structures on the surface of a PC substrate using
AFM scratching by a diamond coated Si tip. In order to obtain relatively deep pat-
terns, a scanner movement method, in which the sample scanner moves along the
z-axis was used. A grating of 100 μm × 150 μm was fabricated by the step and
repeat method wherein the sample stage was moved in the direction of the xy-axis.
The period and the depth of the grating are 500 and 50 nm, respectively, where light
of 632.8 nm wavelength was diffracted on the surface of the PC substrate.
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1.7.3 Nanostructured Masters or Molds

Zhao et al. [149] applied AFM scratching to create cavities in Si substrates and
found that these cavity features on the Si substrates can be accurately transferred
to polydimethylsiloxane (PDMS) stamps verified by an AFM morphologic imag-
ing study. The authors claimed that AFM scratching for making these elastomeric
PDMS stamps is particularly straightforward and economical, and can serve as
masters to make the required elastomeric stamps for soft lithography.

Brousseau et al. [75] used Si tips to generate recessed features on Si and brass
surfaces for stamp and mold making for microinjection molding of polymers. They
studied the mold life and reported that the brass mold had longer mold life and was
more appropriate for micromolding applications, as compared with the Si mold.

1.7.4 Scratching and Repairing Masks and Others

AFM scratching using a sharp tip is extremely effective to remove a small amount
of materials and is an ideal tool for mask repairing or direct making a small mask,
because of its precise position location to within angstroms combined with the
in-situ metrology. Plecenik [150] used a W2C coated Si tip with an apex radius
of 30-nm in contact mode to repeatedly scratch a 1.4-μm thick positive photore-
sist, which was used as a mask for the subsequent optical lithographic process to
fabricate variable-width and thickness bridges for a superconducting quantum inter-
ference device (SQUID) made from a MgB2 superconducting thin film. The MgB2
thin films with a roughness below 10 nm, a critical temperature of 31 K, and a crit-
ical current density of 5 × 106 A/cm2 were prepared by magnetron sputtering and
ex-situ annealing in vacuum. Since MgB2 is a relatively hard material, it may cause
problems to directly scratch MgB2. Since its discovery in 2001, MgB2 has attracted
a great attention from researchers and is a very promising material to be used in
cryoelectronic applications [151].

Based on electrophoretic migration, Iwata et al. [152] developed a method to
effectively remove the scratched debris produced in an AFM photomask repair
process. A small amount of aqueous solution was dropped on a cantilever, and
then two electrodes placed on both sides of the cantilever form an electric field
gradient around the cantilever. Under this condition, the particles of scratched
debris were dispersed and became spontaneously charged in the liquid solution.
Consequently, the scratched debris can be removed by electrophoresis migration.
They demonstrated that the electrophoretic migration-based scratching technique
was a very effective for photomask repairing. Robinson et al. [153] developed pho-
tolithographic simulation software to guide AFM to perform nanoscratching for
mask repairing and for 2D shape reconstruction. Repair results were shown for
various processes to highlight the relative strengths and weaknesses of the sys-
tem developed. The advances in repair dimensional precision and overall imaging
performance were also demonstrated.
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As mentioned earlier, a heated tip can be used as a source to decompose poly-
meric materials, such as polymeric photoresists, for lithographic applications. In
nanopatterning, a tip can be heated to a certain temperature to decompose sacrificial
polymer and the decomposed polymer can be selectively removed. Henderson et al.
[154] mentioned the use of sacrificial polymer which thermally decomposes after
patterning in conjunction with non-decomposing permanent structural materials to
create required masks or components used in microsystems. Jang et al. [155] used
an AFM tip coated with an octadecanethiol solution to remove or repair a defective
edge of a pattern made of 16-mercaptohexadecanoic acids without deactivating or
damaging the underlying surface. Since the technique is considered by the authors
as an application of DPN, the details of this technique will not be elaborated any
further.

1.7.5 BioMedical Applications

DNA is not only the most fundamental and important building block for biological
systems but also a kind of promising molecule as a nanolink to build or connect
nano-devices due to its stable linear structure and certain conductivity. With super-
coiled plasmid DNA deposited on a mica surface, Henderson [156] applied an AFM
to tip to precisely cut the plasmid at a pre-determined location guided by the AFM
on-line imaging. Small pieces of DNA (100–150 nm in length) were excised and
deposited adjacent to the dissected plasmid, demonstrating that it was possible to
remove and manipulate genomic DNA fragments from defined chromosomal loca-
tions by AFM. Hu et al. [157] aligned DNA strands on a solid substrate to form a
matrix of 2D networks and used an AFM tip to cut the DNA network in order to
fabricate fairly complex artificial patterns. The AFM tip was also used to push or
manipulate the sliced DNA strands to form spherical nanoparticles and nanorods
by folding up the DNA molecules into ordered structures in air. Since DNA can
be easily amplified, it is needed to modify only one molecule in principle and is
extremely suitable for the series nature of AFM operation. Consequently, the AFM-
based manipulation, including cutting or scratching, pushing, folding, kneading,
picking up and, dipping, which is also known as molecular surgery, should become
an effective tool for modifying the DNA structure and have a wide impact on DNA
technology.

Furthermore, the inability to discern a particular molecule in a solution or a par-
ticular position on a molecule becomes most conspicuous when handling DNA.
Since genetic information of DNA is recorded as a linear sequence of bases, the
position of the base has an essential meaning. The AFM based technique, which
has the capability to control the position and confirmation of individual molecule,
can overcome these difficulties [158]. A recent study indicated that with a proper
surface treatment of the substrate, the AFM tip can pick a single DNA molecule
with reasonable success rate at 75% [159]. As an extension, a new single DNA was
allowed to hybridize with the picked DNA, and conjugated with the picker DNA
by use of a ligase. Various applications of the tip for manipulating single molecules
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and preparing new nanomaterials are envisaged. The AFM tip can also act as a
surgery instrument. Firtel et al. [59] applied an AFM tip to perform nanosurgery by
mechanically removing large patches of outer cell walls after appropriate medical
treatment.

1.7.6 Scratching Test

The advances in AFM scratching have prompted the adoption of AFM for the
scratch test for the tribology study, especially in nanoscales. In certain aspects, AFM
scratching is similar to the scratch test, which is used to find the threshold forces or
critical loads for different types of material failures [160, 161]. Usually in a scratch
test, a microscale diamond tip or indenter is moving over a sample under a normal
load, which is increased either continuously or incrementally until a specifically
defined failure is observed, at which point the corresponding load, called the critical
load, is obtained. Randall, Favaro, and Frankel [160] used semi-spherical diamond
tips with radii of 20–500 μm to study the adhesive failures of five different coatings
on two different substrates. Li and Beres [161] gave a good review on the coating
failures evaluated by conventional microscratch tests. Recently, AFM has been used
to perform nanoscale scratch tests. Yasui et al. [85] applied a commercially-available
AFM equipped with a diamond tip having a radius of 270 nm and a spring constant
of 278 N/m to study the critical loads of diamond-like carbon overcoats used for the
head and disk of 1 Tb/in2 magnetic recording. As a result, the better understanding
of AFM scratching should directly and indirectly lead to the better development of
a scratch test.

1.7.7 Other Applications

In other applications, Lin et al. [162] fabricated metal nanostructures with sizes
down to 20 nm and nanowires with widths ranging between 40 and 100 nm by a
combination of AFM scratching and lift-off process. The localized surface plasmon
resonance properties of the fabricated nanostructures for solar cell applications and
the chemical sensing capability of a single nanowire based on resistance increase
were demonstrated.

As mentioned earlier, IBM has applied multiple-tip array, called Millipede, for
data-storage applications in which an array of heated tips is used to scratch (write),
to image (read), and to melt (erase) nanoscale holes (data) on very thin polymer
films. In imaging or reading, the cantilever, which is imposed with a heater and is
originally used for writing, is provided an additional function of a thermal read-
back sensor by monitoring the temperature-dependent resistance of the imposed
heater [23]. The Millipede has exploited the parallel operation of a very large
array (64 × 64) of AFM-type cantilevered tips for write/read/erase functionality and
achieved with a space of 18 nm between tracks and 9 nm within a track, and depth
of 1 nm leading to a storage density of more than 1 Tb/in2 [22, 23].
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The heated tip has also been used to provide thermal energy to activate certain
chemical reactions to modify polymeric substrates for the applications of data stor-
age and maskless nanolithography. Gotsmann et al. [163] demonstrated that with
the sufficient heat energy provided by hot tips, the chemical bonds of a Diels–Alder
(DA) material can be broken and subsequently the DA polymer can be decomposed
into volatile monomer units. Since the DA polymers possess thermally reversible
crosslinking, which allows switching between two different states: a rigid, highly
crosslinked, low-temperature state, and a deformable, fragmented, high-temperature
state. Consequently, this ability to cycle between two sets of properties in these
materials opens up new perspectives in lithography and data storage. Examples of
data storage with densities up to 1 Tb/in2 and maskless lithography with resolution
below 20 nm were demonstrated at writing times of 10 μs per bit/pixel [163].

Finally, graphene and CNT have been widely studied in recently year, because
their unique electronic and mechanical properties and their potential applications in
the field of electronics and sensing [164]. For example, by using the graphene oxide
(GO) patterns as templates, the hybrid GO-Ag nanoparticle patterns were obtained,
which could be useful for graphene-based device applications [89].

1.8 Concluding Remarks

Considering the advantages of an ultrahigh resolution capability and other unique
features, including inexpensive equipment and relatively easy operation and control,
AFM scratching has emerged as one of the essential technologies in the manu-
facturing of nanoscale structures. In this chapter, the recent developments of the
AFM scratching have been reviewed with an emphasis on its ability to fabricate
various nanostructures. The present review indicates that AFM scratch technique is
extremely favorable for working with various materials for fabricating a wide rage
of nanoscale components, devices and systems.

The major components of the AFM instrument and their advances for AFM
scratching were first introduced. The techniques used for scratching different types
of materials including polymers, self-assembled monolayers, metals, semiconduc-
tors, ceramic, and nanocarbonic materials were evaluated to illustrate the respective
feasibilities and potentials of the specific technique applied. The effects of major
scratch parameters, including the scratch direction, applied tip force, threshold
force, scratch (scan) speed, and number of scratch, on the scratched geometry were
presented with the specific correlations developed for providing guidelines for pro-
cessing different materials at various scratching conditions. The material properties
that govern the scratchability or machinability were also assessed and selected by
comparing a wide range of materials and scratching conditions.

Moreover, the developments of the mechanical scratch enhanced by other
energy sources, such as thermal, electrical or chemical, were presented with the
emphasis on the combined effects caused by all the loaded energies. Basically,
imposing both mechanical and non-mechanical sources concurrently on the tip can
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alleviate some of the limitations of a pure mechanical scratch process, including
high tip wear, scratched geometries with low aspect ratio, and low scratch speed
involved in scratching. On the other hand, with the tip loaded with dual energy
sources, the material removing process becomes more complicated and more param-
eters are needed to be correctly controlled. In many cases, slight changes of some
parameters, which could normally be insensitive or insignificant to the pure mechan-
ical scratching process, could lead major impacts on the quality and properties of the
nanostructures created. As a result, relevant phenomena for the dual-source scratch-
ing are needed to be properly understood and related research should be encouraged.
Also, the basic elements in AFM instrumentation may be required to be redesigned
and new processing strategy may need to be developed to satisfy the new challenges
caused by the AFM charged with dual sources.

Although the AFM scratching has been extremely favorable for applications
in making prototypes, critical to the ultimate success of the current AFM tech-
nology is the transfer of laboratory-scale successes to the creation of commercial
products with the required throughput. For example, the simple process corre-
lations presented in this chapter should be one of the major steps to develop a
practical computer-aided manufacturing and control system for AFM automation.
Furthermore, because of the serial nature of the tip movement, the low throughput
is a common challenge pertaining to all AFM techniques. In addition to loading
with dual sources and automation, the approaches used to improve the throughput
by operating multiple-tip in parallel and by increasing the tip writing speed (rate),
should be continuously emphasized. However, to operate multiple tips, the ability
to control each tip independently still limits the number of tips in a system. A more
versatile control strategy to handle a great number of tips should be developed. The
approach to increase the writing speed has also been exploited, which makes the
AFM comparable to the fast e-beam lithography systems. Furthermore, carbon nan-
otube tips have the potential to possess extraordinary mechanical, magnetic, and
electric characteristics at reasonable scanning speeds and with an extremely low
tip-wear rate. Certainly, further improvement of writing speed and tip hardness
(or increasing tip life) is helpful, but a new approach would be more attrac-
tive. Furthermore, many efforts have also been dedicated to develop a microtip
or macro-stamp to replace the nanotip to increase the working area or throughput
[148, 165].

To achieve major improvement, it is believed that a multiresolution system
should be developed to provide different accuracy or tolerance requirements in
patterning different scales of nanostructures. For example, the tip diameter should
be continuously changed in situ. This type of system has been available for many
macroscale fabrication processes. To be a vital nanofabrication tool, it is imperative
to be able to produce a functional device, which may contain both nanoscale and
macroscale components. These components may come about as a combination of
nanoscale and traditional fabrication processes. Therefore, the ability of the inte-
gration of nanofabricated components with subsequent manufacturing steps and the
consolidation of nanostructures into micro/macroscopic objects becomes extremely
critical.
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In the coming decade, AFM scratching, especially loaded with multiple sources,
is expected to quickly become an essential fabrication tool to many areas of science
and technology and will have a revolutionary impact on every aspect of the nanofab-
rication industry. It is worth noting that the motivation of this chapter was to help the
reader to appreciate the essential potential and trends in AFM scratching. A selec-
tion of topics and papers presented in this chapter was made without the intention
of excluding valuable ones that provided important contribution to the development
of the nanoscale material removing process.
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Chapter 2
Local Oxidation Using Dynamic Force Mode:
Toward Higher Reliability and Efficiency

Hiromi Kuramochi and John A. Dagata

Abstract Local oxidation by scanning probe microscopy (SPM) is used extensively
for patterning nanostructures on metallic, insulating, and semiconducting thin films
and substrates. Numerous possibilities for refining the process by controlling charge
density within the oxide and shaping the water meniscus formed at the junction of
the probe tip and substrate have been explored by a large number of researchers
under both contact mode (CM) and dynamic-force mode (DFM) conditions. This
article addresses the question of whether or not the oxide growth rate and feature
size obtainable by each method arise from distinctly different kinetic processes or
arise simply because charge buildup and dissipation evolve over different time scales
for these two cases. We report simultaneous oxide-volume and current-flow mea-
surements for exposures performed by CM and DFM and then go on to discuss the
practical realization of enhanced reliability and energy efficiency made possible by
a better understanding of the relation between oxidation time and ionic diffusion
using DFM.

Keywords Meniscus formation · Oxidation time · Probe speed

2.1 Introduction

Local oxidation by scanning probe microscopy (SPM) [1] is a method for generat-
ing deliberate nanoscale patterns on a wide variety of substrates [See References 2–4
for reviews]. The fundamental principle of local oxidation is quite straightforward:
A voltage applied between a conductive SPM tip and (positively biased) substrate,
results in the formation of a highly non-uniform electric field, E, in the range of
108 V/m to 109 V/m. The E field attracts a stable water meniscus to the tip-sample
junction, creates oxyanions from water molecules, and transports these oxyanions
through the growing oxide film. At these field strengths almost all materials undergo
reaction with oxygen anions. This simple scheme leads to oxidation of the substrate
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on a scale determined by the dimensions of the nanocell defined by the water menis-
cus [5, 6]. Size, shape, and stability of the nanocell, in addition to the properties of
the E field, are therefore of crucial importance for successful nanolithography using
local oxidation.

This leads to a classification of oxidation conditions into four basic categories:
In the simplest implementation, the properties of the nanocell are determined by
the spontaneous occurrence of a water meniscus when by the probe tip is in direct
contact with a substrate, i.e., the microscope is operated in contact mode (CM);
conversely, if the microscope is operated in dynamic-force mode (DFM), variation
of the oscillation amplitude and tip-sample separation offer alternative strategies for
forming and maintaining the water meniscus during tip positioning and lithographic
exposure. In addition, the E field may be constant for the duration of the voltage
pulse, i.e., the applied voltage and tip-sample separation are both constant (DC),
or may be varied by employing a voltage modulated waveform (VM). In contact
mode, the E field is then variable if a voltage waveform rather than a constant pulse
is imposed. On the other hand, modulation of the E field by both voltage waveform
and the oscillation of the tip becomes possible with DFM, enabling both the shaping
of the nanocell and ion current flow to be controlled either independently or in a
synchronized manner over a wide range of time scales.

In the present work we demonstrate that the relationship between current density
and oxide formation is essentially identical for CM and DFM exposure. We do so
by re-examining space-charge and water-bridge formation concepts – notions which
have been largely treated separately in the past – in a coherent and consistent fash-
ion. A significant implication of this result is that all of the most critical aspects
of the oxidation process can be optimized by controlling meniscus lifetime in the
DFM operating mode using principles established from the extensive kinetics stud-
ies done more conveniently in contact mode. This more inclusive view of the four
basic modes of local oxidation allows us to better understand some of the parameter
choices for DFM operation reported previously in the literature.

In striking a proper balance between oxidation time and ionic diffusion, this
understanding points the way toward achieving maximum reliability, defined as the
success rate of writing deliberate, continuous features, and energy efficiency, defined
as operating as close as possible to the transition point between transient and steady-
state growth. From the standpoint of practical application, these are the primary
metrics for the implementation of DFM approaches to local oxidation.

2.2 Kinetics of Space Charge Buildup and Water Bridge
Formation

2.2.1 Space Charge Buildup

Local oxidation by SPM is an example of a reaction-diffusion system [7, 8]. The
simplest kinetic description of such a system is a pair of first-order, coupled reaction
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rates. As Alberty & Miller have shown [9], this simple system can be solved ana-
lytically to obtain expressions for the overall rate constants that describe the initial
distribution of oxyanion binding sites in silicon and on the internal rearrangement
of trapping defects as the oxide grows. Since the reaction occurs at low, i.e., room,
temperature in a concentrated solid phase, reactants and products are not thermally
equilibrated and time evolution of oxide is sub-diffusional. The extensive theoret-
ical work of Plonka on dispersive kinetics for low-temperature, condensed phase
systems addresses the time-dependent reactivities of a system not in thermal equi-
librium with its environment [7]. The notion of anomalous diffusion [8] refers to the
non-Gaussian propagation (in statistical physics terms) of the oxidation wave front
through the substrate and depends on the initial distribution of oxyanion binding
sites in silicon and on the internal rearrangement of trapping defects as the oxide
grows. In particular, we have shown how Plonka’s approach to time-dependent rate
coefficients provides an excellent fit to experimental data for silicon over seven
decades of time in air [10].

This approach is also consistent with the concepts of Uhlig [11] regarding the
necessity of nonuniform charge distributions in the oxide film and the distinctions
drawn by Fehlner & Mott about low-temperature oxidation [12]. These fundamental
ideas form the basis for the subsequent description of silicon oxidation developed
Wolters and Zegers-van Duynhoven [13] and Dubois & Bubbendorff [14] and us
[10, 15–18]. Recent work by Kinser et al. [19] has extended this kinetic model to
describe SPM oxidation of silicon in inert, organic solvents as well.

The oxide growth model for silicon is based on two assumptions, coupled kinetic
pathways and time-dependent rate constants. Coupled kinetic pathways recognize
that more than one reaction channel contributes to the overall growth rate. The first
reaction channel represents the direct conversion of silicon and oxygen ions into
oxide. The second channel corresponds to the build up of space charge defects in
the oxide [15–17]. We imagine that local oxidation of silicon consists of the sim-
plest possible example of coupled rate equations by considering a “direct” reaction
represented by A → C, with a first order rate constant k4, and an “indirect” one,
A → B → C, with successive rate constants k1 and k3 [10]. (Systems of cou-
pled, first-order reaction rate equations were first solved by Alberty & Miller [9].
Numbering of rate constants follows their scheme.) Initial conditions are set such
that A(t = 0) = [Ao], B(t = 0) = C(t = 0) = 0, where Ao represents the initial
reactant concentration of single-crystal silicon and oxygen; B(t) represents an inter-
mediate, defected SiOx slows the transport of oxyanions; and C(t) represents the
local oxide in its final state, close to the density of SiO2. However, simply apply-
ing this scheme on its own does not provide a quantitative fit to experimental data.
This problem was encountered by Orians et al. [5] in their recent computational
modelling effort. The source of this discrepancy has been treated in great detail by
Plonka [7]: Low-temperature, condensed phase systems that are unable to achieve
equilibrium with their environment exhibit time-dependent reactivity, i.e., the rate
“constants” are not constant at all, but are strongly time-dependent. This means that
local oxidation cannot be treated as a series of static steps since the system does
not return to equilibrium, or “re-set”, on a time scale comparable to the integrated
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exposure time. In the case of first-order rate processes, time dependence adds a
factor tα-1 such that the propagation of the oxidation wave front through the sub-
strate depends on both the initial distribution of binding sites in the substrate and
the increasingly disordered internal rearrangements of trapping defects as the oxide
grows. This is referred to as anomalous diffusion [8] since its effect is to reduce

wave front propagation from the t
1/2 diffusive limit to t

1/2-α .

2.2.2 Water Bridge Monitoring

Nanoscale control of water bridge formation is of fundamental interest, as well as
practical concern, for nanocell control in nanolithography. Initial reports of DFM
oxidation by Wang et al., in 1994, were performed using feedback ON condi-
tions. Perez-Murano et al., also in 1994, suggested that switching the feedback OFF
provided an alternative to voltage switching [20]. Then the conditions required to
monitor the formation and maintenance of the nanocell – the water bridge between
the tip and substrate – have been explored extensively in work carried out by
Perez-Murano and Garcia and their co-workers [20–25].

Garcia and co-workers [21, 22, 24] began investigating voltage-induced meniscus
formation in 1998 by monitoring the oscillation amplitude during feedback ON/OFF
conditions as DC pulse voltages were applied in noncontact mode. The transitions
of oscillation amplitude and tip-sample separation under successive switching of
the voltage and feedback are illustrated in Fig. 2.1. Step I illustrates the cantilever
oscillation amplitude (points) and tip-substrate separation (dashed line) for normal
SPM operating conditions, i.e., voltage OFF, feedback ON. Step II demonstrates
the reduction in both parameters under the voltage ON, feedback OFF state. This
was interpreted as representing the impact on the cantilever oscillation due to the
addition of the electrostatic force between the tip and substrate. Step III indicates
that a reduced amplitude condition persists in the voltage OFF, feedback OFF state,
although the tip-sample separation increases to an intermediate position between the
Step I and Step II positions. This indicates that a water meniscus clearly forms in the

Fig. 2.1 Observation of
electrostatic force and water
bridge formation during
dynamic force oxidation:
Cantilever oscillation
amplitude as a function of
time before, during, and after
the formation of an oxide dot.
[Source: R. Garcia et al. [21],
figure 1. Copyright ©
American Institute of
Physics]
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course of Step II, as the original authors conclude. The final step returns the system
to the Step I state, increasing the larger oscillation amplitude corresponding to its
feedback ON set point value, rupturing the meniscus and returning the tip-substrate
separation to its pre-determined value.

The work by Calleja et al. [24] also investigated the threshold voltage required
for the formation of the water bridge. The voltage pulse required to form a water
bridge was found to be greater than that for the subsequent oxidation reaction for
a given tip-substrate separation. The capacitance between water layers on surfaces
of the energized tip and substrate is strongly non-uniform due to the curvature of
the tip and this induces a surface tension gradient of these water films. More recent
work has included computational efforts under continuum assumptions, i.e., without
consideration of ionic concentration and its reorganization and mobility within these
films. We examine this question in the following section since it is a critical element
for understanding local oxidation in the short-pulse/fast-scan speed limit.

2.2.3 Combining the Two Concepts

Although many details of space charge buildup and water bridge formation have
been established independently in recent years, there has not been a concerted effort
to unify the basic principles articulated above into a coherent understanding of the
nanocell, especially under dynamic conditions. This makes it particularly difficult to
evaluate various approaches to DFM oxidation and reach a consensus on an entirely
optimized methodology for local oxidation. This chapter certainly doesn’t provide
a final answer. However, in a pair of articles published in 2004 [26, 27] we dis-
cussed experiments examining current, capacitance, and charge under contact and
noncontact conditions. Here we mention a few conclusions from that work which
provides guidance for interpreting already published results, Section 2.3, as well as
performing new DFM oxidation experiments, Section 2.4, based on these efforts to
intentionally link the space charge and meniscus formation concepts.

Now, the experiment in Fig. 2.1 [21], on its own, provides no information about
charge deposited and current flow that actually occurs as voltage is applied through
the meniscus. Figure 2.2 presents results reported by us and our colleagues in 2003
[28]. In this work we monitor simultaneously the cantilever deflection and current
measurements for a force-distance curve. Note that the voltage is 12 V, 40%RH,
40 N/m. This simple measurement reveals that electrostatic bending of the cantilever
occurs until the force overcomes the resistance of the cantilever. At this point in the
force curve, a current of about 15 pA flows momentarily through the tip-sample
junction and drops off as oxidation takes place. The oxidation reaction persists until
the mechanical pull-off force exceeds the attractive surface tension of the nanocell.
Prior to pull-off, the attractive force associated with the nanocell reaches a point at
which it is no longer in contact with the substrate. What is interesting here is that if
we plot the current vs. the actual tip-surface separation (rather than z displacement);
we see that current increases from 1 to 2 pA before the meniscus is ruptured. This
apparently paradoxical current increase can be explained: By moving the tip out
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(a)

(b)

(c)

Fig. 2.2 Observation of
simultaneous electrostatic
cantilever bending and
current flow during a force
curve (voltage ON, feedback
OFF): (a) Cantilever
deflection and (b) current as a
function of z-displacement.
(c) Current as a function of
tip-surface separation as the
tip retracts from the substrate.
Tip-surface separation is the
z-displacement plus cantilever
deflection. [Source: F.
Perez-Murano et al. [28],
figure 1. Copyright ©
American Institute of
Physics]

of direct contact with the surface, ionic charge can be reorganized, and thereby
reduced, allowing current across the junction to increase.

The measurement illustrated in Fig. 2.2 thus provides a complementary view
to the one established in Fig. 2.1 in the sense that the connection between current
flow and tip-substrate separation are correlated directly during the approach and
retract cycles. Furthermore, the relationship between oxide volume and current can
be investigated in detail. Figure 2.3 [27] again demonstrates the necessity of the
water bridge but the experiment incorporates an important additional feature: Here
oxide growth for identical pulse conditions (13 and 18 V, 1 s) performed under
contact and noncontact conditions are compared. Note that the peak current obtained
when the tip is in repulsive contact is on the order 10 nA whereas it is on the order
of 1 nA if the current flows through a water meniscus. What is indeed interesting
about this measurement is that the height, diameter, and volume of the oxide feature
produced is nearly identical for the same exposure conditions regardless of whether
or not the tip is in direct contact with the substrate. We interpreted this measurement
to mean that considerable excess, i.e., non-faradaic, current occurs if the tip is in
direct contact with the substrate; in contrast, essentially only faradaic current occurs
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Fig. 2.3 (a) Observation of
simultaneous electrostatic
cantilever bending and
current flow during a force
curve (voltage ON, feedback
OFF) for contact and
noncontact force curves.
(b) Oxide features patterned
in contact and noncontact
conditions using identical
exposure conditions. [Source:
J. A. Dagata et al. [27], figure
5. Copyright © American
Institute of Physics]

if the tip is connected only through the water meniscus. Since non-faradaic current
is either lost or contributes to the production of defects or charge traps within the
growing oxide film, the preference for noncontact oxidation becomes obvious.

2.2.4 Water-Bridge Formation at High Voltage

The observation that a threshold voltage exists for the formation of a water bridge
between the tip and substrate mentioned earlier was further examined by Calleja
et al. [24], in particular, in a set of measurements that examined the effect of high
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Fig. 2.4 Semi-log plots of
oxide height, width, and
aspect ratio (height: width) of
dots formed during feedback
OFF DFM oxidation as a
function of exposure time.
Curves increase in regular
voltage increments from low
(8 V) to high (24 V) in each
panel. Experimental data
(circles) from Reference 24,
figure 2]. Calculated values
(continuous lines) are based
on previously published
Alberty & Miller rate
constants for silicon
published in Reference 10

voltage and short exposure time on oxide growth rate for feedback OFF DFM mode.
Their conclusion was that high-voltage, short-time pulses provide an advantage
when patterning in this mode. In Fig. 2.4, we replot their data – presented as height
(h), width (w), and time (t) in Figs. 2.1 and 2.2 of their article – as aspect ratio (h/w)
vs. t. These experimental feedback OFF DFM oxidation data are compared to cal-
culated values obtained from the Alberty & Miller kinetic model and rate constant
parameters reported in Reference 10. What is interesting is that the applied voltage
in this experiment ranged from 8 to 24 V, much higher than the range of voltage
usually studied. Our manner of plotting the data reveals the appearance of a distinct
maximum in the aspect ratio, at increasingly shorter times, as the applied voltage
is increased. Figure 2.4 confirms their conclusion, but offers additional insight into
a unique aspect of DFM lithography: The possibility of extremely fast oxidation,
albeit if one is willing to accept limited oxide thickness of about 3 nm or so.

The benefits of high-voltage oxidation in DFM do not end with short pulse times.
Simultaneous cantilever deflection and current measurements obtained during a
force–distance curve using applied voltages in the range of 20 V to 30 V reveal
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Fig. 2.5 (a) Cantilever
deflection as a function of
z-displacement during high
voltage noncontact force
curves. (b) Current as a
function of tip-surface
separation measured during
a high-voltage, noncontact
force curve. [Source:
F. Perez-Murano et al. [28],
figure 3. Copyright ©
American Institute of
Physics]

that the onset of measurable current – and, hence, spontaneous meniscus formation
– occurs even at a tip-sample separation of 20 nm, as indicated in Fig. 2.5. [See
the text related to Reference 27, figure 7, and Reference 28, figure 2, for a more
detailed discussion.] These results are consistent with the Lippmann equation, which
describes the change in surface tension due to a change in surface potential arising
from the capacitance of and mobile charges present in the water layers covering the
tip and substrate. Extrapolating the results calculated by Garcia-Martin & Garcia
to high voltage [29], we find that spontaneous meniscus formation at 20 nm tip-
substrate separation is predicted for an applied voltage of 30 V. However, it should
be noted that the existence of ions in the water layers cannot be neglected when
we account for cyclic oxide formation during large-amplitude feedback ON DFM
oxidation.

2.3 Key Concepts in Dynamic-Force Mode Methods

In addition to minimizing space charge effects during oxidation, repeatable and
precise control of meniscus shape formation is a crucial element for SPM-based
nanolithography. The first DFM oxidation reports performed in feedback ON con-
ditions relied on extremely low set points to avoid instability of feedback operation
due to the instantaneous switching of voltage [30]. For arbitrary pattern genera-
tion, it is desirable for the SPM system to switch smoothly from imaging mode to
lithography mode as the SPM tip is brought into position. This section reviews work
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Table 2.1 Parameters reported in selected DFM oxidation approaches (feedback ON)

Maximum
voltage (V) RH(%) Substrate

Oxidation
time or scan
speed

Tip coating /
spring
constant
(N/m)

Oscillation
amplitude
(nm)

Vicary and Miles
[34]

12 60 p-Si:H 2 cm/s PtIr 42 5

Graf et al. [38] 16 42 n-GaAs 2 μm/s TiPt 40 –

Kuramochi et al.
[39]

10 45 p-Si:H 1 μm/s Rh 20 258

Clement et al.
[33]

30 70 n-Si:H
w/oxide
regrowth

2 μm/s – 40 20

Legrand and
Stievenard
[32]

12 – Si:H – – 12

Fontaine et al.
[40]

12 Si:H 10 μm/s PtTi 40 2

reported in several articles selected from the feedback ON DFM oxidation literature.
These articles are listed in the Table 2.1 and were chosen because they specifically
address control factors affecting DFM oxidation performance.

2.3.1 Synchronized Pulse, Part I

Voltage modulation (VM), i.e., using a series of unipolar or bipolar pulses, rather
than a single continuous one, originated in our initial investigations of space charge
buildup during local oxidation. In 1998 we were interested in validating the inter-
facial nature of the space charge as revealed by electrical force microscopy (EFM)
measurements of oxide features produced under CM conditions as a function of the
doping type and level of silicon substrates [15, 16]. The frequency dependence of
the enhancement and the oxide density variation as a function of dopant form a
necessary logical connection to the classic literature of low-temperature oxidation
[11, 12].

The implication that voltage modulation enhances oxidation by reducing the
build up of space charge tested a certain hypothesis. In a more practical sense, it
was of interest for producing thicker oxide features and avoiding the slow-growth,
steady-state regime and, especially, lateral diffusion that reduced the aspect ratio of
oxide features. VM techniques provide an important benefit specific to DFM oxi-
dation, as first described by Legrand & Stievenard in 1999 [31, 32]. Their principal
concern was to overcome the old problem of avoiding the discontinuities produced
by voltage switching during feedback ON operations. They studied the effect of
synchronizing the voltage pulses to coincide with the phase of the cantilever oscilla-
tion. The electrostatic force, if applied under instantaneous feedback-on conditions,
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Fig. 2.6 Retraction of the
z-piezo, or z-displacement, as
a function of the bias voltage
applied between an SPM tip
and substrate. [Source:
B. Legrand and D. Stievenard
[31], figure 1. Copyright ©
American Institute of
Physics]

induces instability in the mechanical oscillatory behavior of the cantilever. An exam-
ple of the retraction arising from the application of the electrostatic force is shown
in Fig. 2.6 [31]. Adjustment of the phase led to much reduced responses of the
amplitude and tip-sample separation as a consequence of the time-averaged electro-
static effects due to modulated voltage waveforms. Figure 2.7 illustrates the control
of the oxide height and width on phase and oxide lines produced at alternating
phase angles. By controlling the damping of oscillation amplitude and modulation
of phase between the pulsed voltages and the mechanical excitation, they showed
that it was possible to minimize the electrostatic interaction and heighten the menis-
cus stability during large-scale patterning. To our knowledge, this work has not been
followed up on. Our reasonably extensive exploration of this approach indicated that
it produced excellent aspect ratio features once the system parameters were properly
tuned; however, we abandoned the technique because of the propensity of a tip to
stop oxidizing abruptly and once this happened could not be revived. [This behavior
was confirmed by B. Legrand, private communication.]

On the other hand, the insights gained from the approach of Legrand &
Stievenard also contributed to our fundamental understanding of balance between
electrostatic and meniscus forces during cantilever oscillation, toward a more com-
plete appreciation of the dynamical nanocell. This takes us beyond the static picture
that feedback OFF characterization of meniscus properties offers.

2.3.2 High Humidity and Fast Scan Speed

In 2003 Clement et al. [33] proposed a novel set of DFM operating parameters, high
voltage high humidity and demonstrated high oxidation rates for voltage pulses and
relatively fast scan speeds, 2 μm/s. They concluded that oxidation rates – height of
1 nm with scan speeds of 1 cm/s could be achieved with DFM oxidation, Fig. 2.8.
More recently, Vicary and Miles [34] reported oxidation heights for scan speeds as
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(a)

(b)

Fig. 2.7 Synchronized pulse DFM oxidation. (a) Variation of the oxide height and
width as a function of the phase angle between voltage pulse and cantilever oscillation.
(b) Effect of phase modulation on oxide height and width. [Source: B. Legrand and D. Stievenard
[32], figures 2 and 3. Copyright © American Institute of Physics]

high as 2 cm/s and single pulse oxidation for times as short as 500 ns, Fig. 2.9. Note
that the width or diameter of the oxide features is not an important consideration
since these experiments were performed well within the transient region. Parameters
for both are listed in the Table 2.1. Note the specific combination of (V, RH, A) –
voltage, RH, and cantilever oscillation amplitude values used by Clement et al.
(30 V, 70%RH, 20 nm) and Vicary & Miles (12 V, 60%RH, 5 nm) to obtain
1–2 nm of oxide height. Both authors attribute the persistence of the water meniscus
as the key explanation for the success of their respective techniques.
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Fig. 2.8 SPM topographic
image (a) and line profile
(b) of oxide dots produced
using high-voltage, high
humidity DFM oxidation.
[Source: N. Clement et al.
[33], figure 1. Copyright ©
2010 American Vacuum
Society]

Fig. 2.9 SPM topographic image of oxide dots produced using high probe speed DFM oxidation.
Exposure time varies from 100 μs in panel (a) to 500 ns in panel (e). [Source: J. A. Vicary and
M. J. Miles [34], figure 2. Copyright © 2010 Elsevier B.V.]

On the basis of our unified concept of the nanocell, we say that all probe-based
oxidation follows from the same fundamental process, i.e., that a single process
operates from the transient, fast-growth regime, at the transition point, and through-
out the steady-state, slow-growth regime. After all, this is what the coupled kinetic
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equations of Alberty & Miller are all about. If the fundamentals are shared, it must
mean that the (V, RH, A) parameter space allows a reduced RH if A is increased, for
instance. Similarly, higher V allows a larger A, and so forth.

These experimental results have been interpreted by the authors by framing the
principal question in terms of a “limiting oxidation rate” and “mechanical pressure”.
Both Clement et al. and Vicary & Miles chose to pick up the discussion beginning
with interpretations given in the work of Snow et al. [35–37] on CM oxidation and
Tello & Garcia and co-workers [25] concerning differences between CM and DFM
oxidation.

For example, Clement et al. state [33] “Therefore the main difference with the
pulsed voltage technique is the higher tip oscillation amplitude combined with high
humidity ratio to avoid mechanical pressure during oxide growth and to increase
the amount of oxidizing species. This also suggests that oxidizing species are the
limiting factor for AFM oxidation.”

The early conclusions of Snow are inconsistent with the space charge model and
the view of the nanocell presented earlier. Snow et al. [37] concluded that “. . .the
rate-limiting step of the oxidation process is the production of O anions from the
ambient humidity.” This conclusion was based on a clearly erroneous interpretation
of data presented in Fig. 2.1 of their paper. As we have shown in Reference 28,
figure 6, lateral spreading at high humidity leads to increased oxide feature width –
and at the near saturation levels, 95%RH, used in the Snow work – accounts quan-
titatively for their observations, not condensation from the vapor. Keep in mind that
their vapour-to-liquid transition hypothesis was never actually tested. In Reference
29, figure 7 we demonstrate that ionic mobility within the water layers, not conden-
sation from the vapour, explains their results. Current flow through the nanocell is
necessary for oxidation, as demonstrated directly in Figs. 2.3 and 2.4. Furthermore,
the long-range formation of a water bridge in Fig. 2.5 agrees qualitatively and quan-
titatively with the capacitance calculations of Garcia-Martin & Garcia [31]. Quite
simply, water layers are always present on the tip and substrate surfaces above
20%RH and, if they are not, oxidation does not occur.

Vicary & Miles [34] engage in an equally doubtful line of reasoning in attempt-
ing to explain results shown in Fig. 2.2 of their paper: In order to account for the
observation that oxide growth ceases entirely for pulse durations longer than 20 μs,
they invoke a model proposed by Tello & Garcia [25] in which the growth rate dur-
ing CM oxidation is suppressed because of the additional work done by the growing
oxide feature to bend the cantilever. [Note, again, that this hypothesis has never been
tested experimentally.] The idea applied to the DFM case is that, due to the short
duration of the cantilever oscillation and oxidation pulse in their experiments, the
feedback loop does not raise the tip in response to the growth of oxide. The difficulty
with this reasoning is that it ignores the degrees of freedom that oxyanions possess
in the nanocell – and here we specifically include lateral diffusion within both the
water meniscus and the oxide. In the nanocell, anions are not constrained by a fixed
boundary, rather, they respond by diffusing laterally, a dissipative mechanism at the
heart of the space-charge concept.
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2.3.3 Synchronized Pulse, Part II

Graf et al. [38] tried optimizing the ratio of oxidation time to total pulse cycle in their
approach to voltage modulation during feedback ON DFM oxidation of Ga[Al]As
and n-Si. To achieve the most stable and efficient lithographic conditions, these
authors suggested that it is necessary to determine an effective oxidation time ratio
for the system. They found that the feedback ON DFM requirement of operating
with a low set point, i.e., 8% < DC set < 16% of the free oscillation amplitude, as
others had reported, could be substantially increased to a range of 10% < VM set
< 40%, because the time averaged electrostatic force experienced by the feedback
loop is reduced, similar to the reasoning of Legrand & Stievenard [31], however,
without the additional step of exactly synchronizing the voltage pulse and cantilever
oscillation.

Another interesting result that they report is one bearing directly on the question
of comparative reliability of VM versus DC exposure for feedback ON DFM oxi-
dation. The series of lines shown in the SPM image of Fig. 2.10 are representative

Fig. 2.10 Comparative reliability of DC and voltage modulation, referred to as VM in the text
and labeled AC in the figure. SPM topographic image presents alternating series of oxide lines
produced by DFM oxidation on undoped GaAs. [Source: D. Graf et al. [38], figure 5. Copyright ©
American Institute of Physics]
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of a much larger set of exposures. As Graf et al. [38] note “In ac oxidation we have
the chance to pick up the water film in each cycle. . .in the dc mode, however, once
it failed at the beginning, the strong additional electrostatic damping will keep the
tip too far from the sample surface for a water bridge to form.” By operating in a
pulsed mode situation, even an inevitable disruption of the nanocell can be repaired
on the following voltage cycle. We gradually become aware of the possibility that
a persistent meniscus is not actually necessary for reliable DFM oxidation. In other
words, it may be essential for a stable feedback loop, but not for lithography. As we
demonstrate shortly, the persistence of the meniscus is not even needed for that.

These authors also explore another aspect of practical concern to DFM oxidation
in their comparative study of the breakdown voltage of DC and VM oxide lines. The
density and electrical properties of oxide features are crucial to their performance
as prototype etch masks and device structures. To study the voltage breakdown of
DC and VM lines, they defined the elements of a Ga[Al]As two-dimensional elec-
tron gas (2DEG) device is shown in Fig. 2.11a, with DC isolation patterned in the

Fig. 2.11 (a) SPM
topographic image of a GaAs
2DEG test device with lines
fabricated by DC (lower half)
and VM (upper half) DFM
oxidation. (b) Comparison of
oxide breakdown voltage for
DC and VM DFM oxide
lines. [Source: D. Graf et al.
[38], figures 6 and 7.
Copyright © American
Institute of Physics]
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lower half and VM isolation patterned in the upper half of the overall structure. A
breakdown threshold corresponding to 10 pA was determined for each oxide line in
the series and plotted in Fig. 2.11b. They attribute the substantial increase of 186%
in breakdown voltage to the more uniformly continuous nature of the VM-patterned
oxide. While the authors conclude that the final confinement potential of each region
of the test device is comparable for DC and VM methods – in doing so they attach
more significance to the magnetoresitive results than to oxide quality directly – it
is useful to generalize from the special case of remote 2DEG patterning to other
device applications.

Voltage breakdown and oxide homogeneity may be far more important metrics
for silicon-oxide tunnel barriers or anisotropic etch resistance, for example. It is
worthwhile to mention that some years ago we also examined the density variation
for local silicon-oxide device structures patterned by DC and VM techniques [18].
Furthermore, annealing effects on the oxide density and interfacial defect density
of the oxide features were pointed out and the reduction of such defects produced
during the patterning of device structures by local oxidation is necessary in order to
achieve acceptable device performance in these systems.

2.4 New Aspects of Reaction Control by Probe Speed

This section sheds new light on achieving the highest possible reliability, writing
speed, and large-scale precision through simultaneous analysis of oxide-volume
and current-flow measurements during DFM oxidation. We have already reviewed
the formation of the nanocell on the basis of investigations in the feedback OFF
condition in the foregoing section. While certainly adequate for gaining deeper
understanding of the underlying kinetic process, operating in this mode limits pat-
terning to single point-like features which is unsuitable for the practical applications
of interest here.

It is for this reason that we focus our attention on feedback ON DFM in the rest
of this chapter. Furthermore, we evaluate CM and feedback ON DFM oxidation as
an explicit function of probe speed, v, during fabrication of continuous oxide lines
and area features [39–45]. Since probe speed is more complicated than a simple
inversion of time in the case of VM feedback ON DFM oxidation, when “time” is
discussed in the following, a careful distinction between voltage-pulse duration and
meniscus-formation cycles [39] must be made. Such a distinction does not arise for
CM oxidation of course.

2.4.1 Small and Large Amplitude

Most of the authors of articles listed in the Table 2.1, Legrand & Stievenard,
Fontaine et al., Vicary & Miles, and Graf et al., have emphasized how the stability
of the cantilever oscillation depends on selecting a small value of the oscillation
amplitude and a low amplitude set point during feedback ON DFM oxidation. By
contrast, we and our colleagues have shown that there is another way to look at the
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DFM control problem – by using DC voltage but working at a very large amplitude.
Cyclic meniscus formation was also found to occur when oxidation was performed
with the cantilever driven at high oscillation amplitudes and constant DC voltage
was applied. This is comparable to performing oxidation using pulsed voltages. We
found that during that part of the cycle when the tip-sample separation is small-
est, the meniscus length is essentially constant for fixed voltage and RH from cycle
to cycle. Thus a meniscus could be formed periodically at large amplitude settings
(>200 nm). In this case, since maintaining feedback in its active state is possible
under these conditions, we can avoid electrostatic damping, and that as the probe
tip makes its closest approach to the substrate, a water meniscus is regenerated as
it would be in the case of a voltage pulse. Meniscus lifetime could be controlled to
sub-microsecond order by adjusting the cantilever amplitude setting or by modulat-
ing its oscillation amplitude by altering the probe-sample distance as illustrated in
Fig. 2.12 [23]. This regeneration is both spontaneous and more reliable as revealed
in the foregoing sections.

Fig. 2.12 Large-amplitude dynamic force mode oxidation. (a) Decrease of the cantilever oscilla-
tion amplitude, Δz = Δd − Δs, calculated from the z-piezo displacement, Δd, and the slope of
the substrate, Δs. When used in the feedback OFF condition, the minimum oscillation amplitude
necessary for stable meniscus rupture may be obtained. [Source: H. Kuramochi et al. [39], figure 1.
Copyright © American Institute of Physics]
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2.4.2 Comparison of Contact and Dynamic Force Mode Oxidation

Efforts to employ feedback ON DFM oxidation have proceeded in parallel with
feedback OFF investigations. Figure 2.13 reproduces early results from Fontaine
et al. comparing oxide growth rate for CM and feedback ON DFM oxidation as
a function of probe speed [40]. The general trends are that the oxide height, or
thickness, and the maximum probe speed that can be used for DFM are somewhat
less than for CM, although the voltage-dependent slopes are similar. Note also that
the oscillation of the cantilever is set to a remarkably low value of 2 nm in these
experiments.

What we now wish to examine is how current and volume calculated for
CM and DFM vary in such measurements. Moreover, we want to determine if
rupturing and reforming the nanocell during each oscillation cycle of the probe
tip – large-amplitude DFM lithography – produces a qualitatively similar oxide
as low-amplitude DFM lithography. For this purpose, comparative CM and DFM
experiments were carried out. Lithographic patterning was performed using an
environmental control SPM unit at a constant relative humidity of 50% at room
temperature. Probe speed was varied over a range of 0.1–20 μm/s. A hydrogen pas-
sivated p-type Si(001) sample (1 − 10 � · cm) was used as the sample. Rh-coated
Si cantilevers for CM (∼0.1 N/m), for DFM (∼20 N/m) and modified cantilevers

(b)

(a)

Fig. 2.13 Comparison of
contact mode and dynamic
force mode oxidation as a
function of probe speed:
(a) Oxide line height by CM.
(b) Oxide line height by
DFM. [Source: P. A. Fontaine
et al. [40], figures 10 and 17.
Copyright © American
Institute of Physics]
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(∼3 N/m) with a conductive multi-walled CNT (MWNT) are employed. CNT
probes were also used in DFM operation; hereafter experiments with CNT probes
were called CNT. The oscillation amplitude set point was maintained at ∼250 nm
(DFM) and less than 10 nm (CNT) during nano-oxidation by maintaining active
feedback control. Oxide production was decided by faradaic current detection and
visual evaluation of SPM topographic and/or current images.

The effect of probe speed on the line width, volume, and current are summa-
rized in Fig. 2.14. The decrease in average value of the width (FWHM), height
and volume of the fabricated oxide lines with increasing probe speed are plotted in
Fig. 2.14a–c. The volume of oxide features is standardized as all oxide lines have
the same length of 1 μm. Lines in the graphs are to guide the eye. A large decrease
in width and volume occurred with increasing probe speed for v < 1 μm/s. In the
region of v > 1 μm/s, decreases in width and volume of oxide lines were slight.
The amount of detected current was found to be in good agreement with the value
of ionic charge calculated from the oxide volume for all experimental comparisons,
indicating that the detected current was indeed the faradaic current. The faradaic
current per unit time increased proportionally with probe speed at low probe speed
and became virtually constant at v = 10 μm/s, as shown in Fig. 2.14d.

Similar experiments employing CM operating mode, Fig. 2.14e–h, and CNT
probe tips, Fig. 2.14i–l, were performed under similar exposure conditions. The
quantitative properties are basically similar to that in the case of DFM, thicker lines
were fabricated at the slower speed and current per unit time increased at higher
probe speed in good agreement with the results of Fontaine et al.

The maximum probe speed of 20 μm/s employed here is not the threshold speed
for CM exposure. It depends strongly on the RH and material properties of the tip
and substrate. Snow and Campbell succeeded fabricating oxide lines at probe speeds
up to 1 mm/s on a H-passivated Si(100) surface [35]. Does DFM oxidation possess
a corresponding threshold – and what does it mean physically? We will attempt to
address this question next.

In the case of CNT probe tips, the applied sample voltage of 8 V is the maximum
value that can be applied without damaging the welded attachment of the MWNT
to the Si cantilever [46]. The width and normalized volume of the fabricated oxide
lines were somewhat less than in the case of DFM fabrication. It is notable that
making an entirely continuous line became difficult at v > 5 μm/s in the case of a
CNT probe tip. Compared to our previous experience with RH dependence of DFM
oxidation conditions, discontinuous fabrication is a result of poor meniscus forma-
tion, i.e., water deficiency, arising from the hydrophobicity of CNT probe tips. The
hydrophobicity made the length of the water short, therefore, meniscus formation
was cyclic, similar to the large-amplitude case, although the amplitude set point was
smaller.

By normalizing the faradaic current density in terms of the oxide volume for
the CM, DFM, and CNT datasets presented in Fig. 2.15a, we find that the progres-
sion of oxide formation for all three operating conditions follows a common path
as shown in Fig. 2.15a. However, there is a key difference that distinguishes these
three operating conditions, namely an effective time factor for oxidation – the time
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Fig. 2.14 Effects of probe speed on oxide volume and detected faradaic current in DFM (a)–(d),
CM (e)–(h) and CNT (i)–(l) nano-oxidation.Oxide width with an accuracy of ±2 nm (a), (e), (i),
and the volume (c), (g), (k) decreased when the probe speed increased under all conditions. The
measurement errors in the width and height made the error in volume less than 10%. By contrast,
detected current (d), (h), (l) increased with the increment of probe speed. The original detection
limit of the current amplifier is ∼50 fA

factor directly reflects the interplay of oxide growth kinetics and the cyclic nature
of the water meniscus for large-amplitude DFM oxidation. Since the voltage pulse
duration and humidity effect are strongly coupled to the rates of ionic diffusion
and meniscus life time [26, 27, 39, 41, 43, 44], the growth mechanism must be
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Fig. 2.15 (a) Effects of probe speed on detected faradaic current density. The error is less than
10%. (b) Effects of probe speed on aspect ratio. The error is less than 10%. (c) Relationship
between probe speed and total meniscus formation time (TMFT). The border line indicates the
transition point at RH = 50% and Vs = 8 V. If the plot point is below the line, the oxidation state is
in the fast growth regime

considered as a two step process according to the role of the space charge [15, 16,
42, 43], i.e., the transient-growth and steady-state regimes. Recall that in the lat-
ter, surface ionic diffusion due to the low ionic mobility inside the oxide causes the
oxide shape to change: The narrow center part of the oxide feature is built up during
the initial high growth stage, followed by a lateral expansion rate that overtakes the
vertical growth rate during the steady state growth stage. Under the present exper-
imental conditions for which RH = 50%, the humidity effect does not yet appear
obvious [44], but surface ionic diffusion definitely occurs as space charge persists
for longer and longer exposure times.

The role of cyclic meniscus formation becomes apparent by replotting these data
in Fig. 2.15b, aspect ratio vs. probe speed, as we did earlier for DFM voltage pulses
in Fig. 2.4, aspect ratio vs. time. Figure 2.15b also indicates a crossover from steady
state growth conditions at low probe speed to transient growth conditions at high
probe speed. In the case of CM oxidation, the aspect ratio increases somewhat with
increasing v to become almost constant at high probe speed for probe speed above
5 μm/s; conversely, the contribution of lateral oxide growth to total oxide volume
production is significant at low probe speed. By contrast, the aspect ratio decreases
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with the increase in probe speed in the case of DFM and CNT oxidation because ver-
tical oxide growth continues during repeated oxidation of the same surface area –
the system remains in the transient regime. The explanation is that meniscus forma-
tion is cyclical, the effective oxidation time is very short in DFM, and the oxidation
reaction terminates for a portion of every oscillation cycle before lateral ionic diffu-
sion occurs [43]. Moreover, as the probe tip is displaced in response to the voltage
pulse, water flows onto the fabricated oxide, which is considerably more hydrophilic
than the surrounding H-passivated Si surface. Water condensation is thus confined
to a narrow region of the meniscus directly beneath the probe tip and oxidation at
the base of the meniscus is suppressed.

2.4.3 Concept of the Total Meniscus Formation Time

As noted earlier, the first detailed investigations of DFM oxidation were performed
under greatly reduced oscillation amplitude of the cantilever. Careful monitoring
of the amplitude is necessary to ensure stable meniscus formation during voltage
switching. Both the work of Garcia et al., Fig. 2.1, and Fontaine et al., Fig. 2.13,
employed small oscillation amplitude, i.e., under feedback OFF and feedback ON
DFM oxidation, respectively. The results shown in Figs. 2.12, 2.14 and 2.15 indicate
that operating with such small oscillation amplitudes is not necessary.

However, operating successfully in the large-amplitude regime requires a sepa-
rate analysis of cyclic meniscus formation since the physical situation is qualita-
tively different from the small-amplitude case. In this sense, feedback OFF DFM
oxidation is more akin to CM exposure since the meniscus remains intact for the
entire length of the voltage pulse. Thus we can define a total meniscus formation
time (TMFT) at a given location on the substrate to be d ms. (Consider that if the
probe speed is set at 1 μm/s, a meniscus of diameter d nm exposes a certain mini-
mum area at a single location on the substrate for a duration of d ms.) But the TMFT
for large-amplitude DFM exposure depends also on the oscillation frequency of the
cantilever and the amplitude set point – the cyclical existence of a meniscus and
therefore the propensity for oxidation through the nanocell and so may be quite
different [17, 18].

To make an estimate of such difference, we may assume that the oscillation of the
cantilever is harmonic. For example, using resonant frequencies of 110 and 150 kHz,
setting amplitudes of 250 and 5 nm, and a meniscus length of 8 and 2 nm for DFM
and CNT cases [41, 46], respectively, then the meniscus formation time may be
estimated to be about 0.83 and 1.97 μs, respectively. TMFTs calculated for these
exposure conditions follow a power-law relationship as shown in Fig. 2.15c. Now
if oxidation exposure occurs continuously at a given substrate location, the growth
rate decreases due to the buildup of space charge. The transition point is about 0.09 s
for typical values of RH = 50% Vs = 8 V for CM oxidation [42].

On the other hand, if the TMFT is less than the transition point, the reaction
state remains in the fast growth regime as confirmed by the single-exponential fit
to the data in Fig. 2.15c, exposure conditions for DFM mode correspond to the fast
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growth regime. In the CNT case, v = 0.25 μm/s is just on the boundary between fast
and slow growth conditions. If we want to operate CM oxidation in the fast growth
regime, the probe speed must be set to 5 μm/s or higher. This trend is similar to
that of the humidity effect in CM, DFM and CNT cases [43]. Operation in the fast
growth regime improves reproducibility in the size and shape of oxide features since
variability due to ionic diffusion is reduced. Now it is clear that we can control the
reaction state by the probe speed.

2.5 Conclusion: Toward Higher Reliability and Efficiency

From a practical standpoint, quality of the oxide feature and performance of the
process have primary importance. Not only the final accuracy of the fabrication,
i.e., pattern placement and aspect ratio, but also the reproducibility, stability, and
energy efficiency of the underlying process must be continuously refined. The role
of the most obvious control factors – (V, RH, t) – have become standard parameters
reported by all authors in the field. Through this reporting we gain a sense of the
“typical” range of the values employed in the published literature and thus are in a
better position to assess potential benefits of applying unusually large voltages or
very high RH. Then, on the other hand, there are examples that point to an effective
combination both large V and RH, as shown in the work of Fontaine et al. [40].
However, not all of these factors can at once be established in every experimental
situation, leading to confusion over an optimized choice of parameters to employ
in practical processing conditions. And this is why we need to develop an adequate
understanding of the full range of possibilities available with DFM oxidation. Then
the question rests on how to incorporate the insight from demonstrations of fast
scan/small amplitude by Vicary & Miles for instance with our novel approach which
shows that it is not essential for cantilever stability if the meniscus doesn’t really
remain intact.

Our own view emphasizes that monitoring faradaic current and understanding the
existence of charged ions in the water layers, prior to and during the spontaneous
formation of the water bridge are essential facts that account for the large-amplitude
oxidation results during feedback ON DFM. As we have shown, this ultimately
reduces uncertainty in feature size and increases reliability for large-scale pattern-
ing of fine features. It should be noted that measuring faradaic current in the case
of high conductivity samples may not always be possible. In this case, relying on
effective exposure “time” estimates calculated from the TMFT, although not exact,
nevertheless provides a guide to suppressing lateral ionic diffusion and achieving
higher aspect ratio and enhanced reproducibility. An important feature of TMFT is
that it can be controlled externally by setting the dynamic operating parameters of
the SPM instrument, namely, the resonance frequency, amplitude of the cantilever,
RH, probe-sample distance and probe speed.

Energy efficiency is another important practical aspect of exposure control. The
highest energy efficiency is achieved when the oxidation rate is maintained just
below point at which the transition to lateral ionic diffusion becomes significant
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and oxidation remains in the fast growth regime as long as possible. Direct faradaic
current detection during CM oxidation at a fixed point under actual process condi-
tion is the best way to determine this transition point. It is also possible to estimate
it by a calculation of the growth rate from the oxide volume production. The DFM
oscillation and probe speed can then be adjusted so that TMFT occurs just before
the transition point. This is possible because very rapid, cyclic meniscus formation
in high-amplitude DFM operation mode is more precisely controllable than voltage
pulses defined solely in terms of time.

This chapter has attempted to bring together the more familiar aspects of the
electrochemical nanocell with a critical discussion of feedback ON DFM oxida-
tion. Future progress of local oxidation demands that novel refinements of these
methods be investigated and the full implication for faster, more reliable operation
uncovered and reported. Finally, let us express our hopes that such gains in process-
ing efficiency will eventually find their way into truly high-throughput extensions
of local oxidation, e.g., high-voltage nanoimprint lithography [46, 47] or parallel
cantilevers [48].
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Chapter 3
Double Layer Local Anodic Oxidation Using
Atomic Force Microscopy

Urszula Gasser, Martin Sigrist, Simon Gustavsson, Klaus Ensslin,
and Thomas Ihn

Abstract Double-layer local anodic oxidation is a powerful method for fabricating
complex semiconductor nanostructures. Here we review the application of this tech-
nique to Ga[Al]As heterostructures with titanium top gate electrodes. After short
historical remarks, the details of the experimental oxidation setup, and the most rel-
evant physical aspects of the involved materials are described. The experimental
procedures and the influence of the key parameters are discussed for both the direct
oxidation of Ga[Al]As and the oxidation of titanium. The power of the technique
is corroborated by an overview over fabricated devices ranging from a single few-
electron quantum dot to a complex quantum circuit comprising an Aharonov-Bohm
ring with two embedded mutually coupled quantum dots, and an integrated charge
read-out coupled capacitively.

Keywords Atomic force microscope · Scanning probe microscope · Scanning
force microscope · AFM lithography · SFM lithography · Local anodic oxidation ·
GaAs/AlGaAs heterostructures · Electronic properties · Semiconductor nanostruc-
tures · Semiconductor patterning · Quantum point contacts · Quantum dots · Double
quantum dots · Coupled nanostructures
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2DEG Two-dimensional electron gas
AC Alternating current
AFM Atomic force microscope
DC Direct current
DQD Double quantum dot
FWHM Full width at half maximum
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LAO Local anodic oxidation
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MOSFET Metal-oxide-semiconductor field-effect transistor

T. Ihn (B)
Solid State Physics Laboratory, ETH Zurich, 8093 Zurich, Switzerland
e-mail: ihn@phys.ethz.ch

91A.A. Tseng (ed.), Tip-Based Nanofabrication, DOI 10.1007/978-1-4419-9899-6_3,
C© Springer Science+Business Media, LLC 2011



92 U. Gasser et al.

PMMA Poly(methyl methacrylate)
QD Quantum dot
QPC Quantum point contact
SFM Scanning force microscope
SPM Scanning probe microscope
STM Scanning tunneling microscope

3.1 Introduction

Lithography using a local anodic oxidation process is a powerful tool to define
nanoscale patterns on surfaces. The method is based on applying an electric voltage
between the tip of a scanning probe microscope (SPM) and a grounded surface. The
pioneering work in this field was done in 1990 by Dagtata et al. [1] and by Becker
et al. [2], where atomic hydrogen was selectively removed from a H-passivated Si
surface using the biased tip of a scanning tunneling microscope (STM). However,
the major disadvantage of the STM patterning method is the coupling between the
feedback loop controlling the tip-sample distance and the actual lithography mech-
anism. For the STM the tunneling current depends exponentially on the size of the
vacuum gap between the sample and the tip. Moreover, the tip voltage required for
lithography cannot be chosen independently. This problem can be avoided if, instead
of a STM, an atomic force microscope (AFM) with a metallic tip is used [3]. Another
advantage of the AFM over the STM is that the AFM does not necessarily need a
conducting sample surface. Metals, semiconductors and insulators can be scanned
with similar feedback-loop parameters, whereas scanning insulating areas with the
STM is basically impossible. In the first experiment of this kind, the AFM tip acted
as an electron source for the local exposure of PMMA photoresist creating nanoscale
patterns [3]. The metal-coated AFM tips were further used to oxidize silicon sur-
faces locally [4–9], and the first AFM-defined MOSFET transistor was reported in
1995 by Minne et al. [10]. In parallel, the STM oxidation technique was extended to
thin metallic films, namely to titanium [11–14]. Shortly afterwards, the AFM-based
local oxidation of a thin chromium film was demonstrated [15]. This work was fol-
lowed by in-situ measurements of the electronic properties of AFM-defined narrow
channels on Al [16, 17], Ti [18–21] and Nb [22].

The developments of this field are fruitfully continued [23, 24] but this review
is focused on the subfield of the AFM lithography on two-dimensional electron gas
confined in GaAs/AlGaAs heterostructures combined with the AFM lithography on
thin Ti films. The next milestone in this subfield was achieved in 1995, when the
local depletion of a two-dimensional electron gas was successfully demonstrated
[25]. In such a way, charge carriers could be laterally confined by local oxidation.
The following work showed that shallow two-dimensional electron gases can be
fully depleted during oxidation [26–28], opening the doors for the fabrication of
quantum devices such as quantum point contacts and quantum dots. To overcome
the problem of limited tunability and to utilize the third dimension for pattern-
ing, the double-layer AFM lithography process was developed in 2004 [29]. In this
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method, a thin metallic top-gate layer is deposited above the GaAs structure. Then,
the top-gate is laterally patterned into individual segments that control particular
parts of the device. This method allowed for the fabrication of high quality complex
nanostructures.

AFM nanooxidation is a very comprehensive research area, and many techniques
and applications have been reported and reviewed [23, 30]. Here, we focus on the
AFM local oxidation of GaAs/AlGaAs heterostructures. First, we introduce the prin-
ciple of the method for semiconducting and metallic surfaces. Then we discuss
the most important properties of GaAs/AlGaAs heterostructures. In Section 3.4,
we present the details of single-layer lithography on GaAs, and a selection of
devices fabricated by this method. Next, we move to a detailed description of the
second-layer lithography, followed by examples of state-of-the-art nanodevices.

3.2 Local Anodic Oxidation of Semiconducting and Metallic
Surfaces

In this section we describe the principles of local anodic oxidation. First, we present
the typical setup used for lithography. Then we focus on electrochemical reactions
that lead to the formation of the oxide under an applied tip voltage. After that
we discuss the influence of key parameters for the oxidation including the type of
conductive tips, writing speed, applied voltage and relative humidity.

3.2.1 Experimental Setup

The most common setup designed for AFM lithography consist of a high quality
AFM placed on a vibration isolation table, and enclosed in a hood necessary for
establishing acoustic isolation, as well as constant temperature and humidity during
the oxidation process (see Fig. 3.1). The relative humidity is controlled by a con-
stant, non-turbulent flow of humidified nitrogen gas as explained in Section 3.2.7.
The conductive tip is connected to an external voltage source and the sample is
grounded. Figure 3.2 shows a close-up on the AFM head indicating the most
important elements of the setup.

Local oxidation can either be achieved in standard contact mode or in tapping
mode. The first experiments were done in contact mode while keeping constant tip-
substrate force. This repulsive force was typically set to 10–20 nN [3, 9]. However,
successful anodization was even demonstrated at 100 nN [6] or 1 nN [5, 7]. In
1999 Irmer et al. reported local oxidation in the so-called tapping mode, which
minimizes tip degradation by simultaneously enhancing resolution and reliability
of the oxidation process [18]. In tapping mode, the cantilever oscillates near its
resonance frequency (around 200–300 kHz) “tapping” on the surface. The amplitude
of the free oscillation is typically between 100 and 200 nm. As the tip approaches
the surface, the oscillation amplitude decreases. The feedback loop withdraws the
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Fig. 3.1 The MFP Asylum
Research AFM setup used for
anodic oxidation in the
nanophysics group at ETH
Zurich. The AFM head is
placed inside a hood
providing acoustic isolation.
The specially designed table
prevents from mechanical
vibrations

tip to keep the oscillation amplitude constant providing the height profile of the
scanned surface.

During the oxidation, a negative voltage is applied to the tip. The electric
field attracts the cantilever towards the surface. The related force gradient ∂F/∂z
changes the cantilever force constant k to k∗ = k − ∂F/∂z (in a simplifying linear
approximation) and therefore shifts the resonance frequency from the initial ω0 to
ω∗

0 = ω0
√

k∗/k. In tapping mode, the cantilever is excited at the fixed frequency
ω < ω∗

0 < ω0 and by applying negative voltage the oscillation amplitude increases.
By measuring the amplitude-distance curve, the optimal working parameters can be
set. If the feedback loop is turned on, the overall loading force remains unchanged
even for large applied voltages [19]. The tapping (dynamic) mode significantly
enhances the lifetime of the tips and prevents undesired tip-crashes.

3.2.2 The Oxidation Mechanism

Topography scans and in-situ electron transport measurements show that a nega-
tive bias applied to the tip of the AFM can modify the metallic or semiconducting
surface. A detailed analysis (e.g. by Auger electron spectroscopy) proves that the
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Fig. 3.2 Close-up of the AFM setup from Fig. 3.1. The humidity sensor controls the humidity near
the sample. The flow of dry nitrogen reduces the humidity and the flow of water saturated nitrogen
gas increases humidity. The inset shows a zoom in the sample area. The sample is glued on a chip
carrier and the golden wires provide metallic contact. The chip carrier is fixed to a grounded plate.
The voltage is applied to a cantilever

structures created in this way on the silicon or titanium surfaces consist of silicon
oxide and titanium oxide, respectively [5, 14].

Under ambient conditions with finite humidity, water adsorbs on the sample sur-
face and on the AFM tip. Due to capillary forces, a water meniscus forms between
the tip and the sample, as illustrated in Fig. 3.3. As the tip approaches the sam-
ple surface, it makes a sudden jump towards the surface (“jump-in”) as soon as the
force-gradient exceeds the spring constant of the cantilever as shown in Fig. 3.4. On
the way back, it exhibits hysteretic behavior and jumps away from the surface at
larger distance, because capillary forces tend to pull the tip towards the surface [15].
For lithography purposes, it is important to approach the tip so close to the sur-
face that the water meniscus forms. The electric field produced by a biased tip
may exceed 1 V/nm. Such strength can alter the distribution of electrons in the
water molecules between bonding and antibonding orbitals [10]. An electric field
hydrolyzes the water film in the meniscus creating oxygen anions OH- and O2–. The
anions travel through the growing oxide layer and further oxidize the surface [6].
Such a process is called anodic oxidation or electric field enhanced oxidation and
can be explained using a space charge model [31], in which the growth of the oxide
is limited by the diffusion of oxidizing species [7, 8].
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Fig. 3.3 Water meniscus
formation between the sample
and the AFM tip due to
capillary forces

Fig. 3.4 Force-distance
curve of an AFM tip
approaching and moving
away from the surface as
denoted by arrows. On the
left side, the scanner tube is
fully retracted and the net
force on the cantilever is zero.
Reprinted with permission
from [15]. Copyright 1995,
American Institute of Physics

3.2.3 Cantilever Tip

The quality of the tip is a key parameter for AFM lithography. The oxidation pro-
cess is very sensitive to the exact shape and properties of the tip and cantilever. The
tip has to be conductive, sharp and robust. It may happen that among nominally
identical tips taken from a particular batch, some are good for lithography, while
some others do not oxidize the surface at all. The only way to test a particular tip is
to try to oxidize the surface. During oxidation, the tip is exposed to extreme condi-
tions such as high humidity, large voltages, and small tip-sample distances, which
significantly increase the probability of electrostatic discharge and tip-crashes. Even
a tip working well degrades slowly during writing and scanning. This degradation
leads to worse oxide quality, blunt or double tips, discharges, tip-crashes or to the
removal of the conductive tip coating. Therefore, choosing a superb tip is one of the
most important prerequisites for successful AFM lithography.

In the first experiment on electric field enhanced AFM lithography, a negatively
biased tip was used as a highly localized electron source to pattern the PMMA resist.
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Table 3.1 Typical
parameters of TiN coated
n-doped silicon tips
successfully used for AFM
lithography on GaAs and Ti
surfaces

Resonant frequency 200–350 kHz
Force constant 5–40 N/m
Tip height 10–15 μm
Full tip cone angle ≤30◦
Tip curvature radius ≤40 nm
Tip coating thickness 10–15 nm

The tip used in this work was a standard, commercially available silicon nitride
(Si3N4) tip. In order to make it conductive, it was coated with 50 nm of gold. Later
on, a large variety of tips has been used for AFM lithography. Most common are
tips coated with 10–30 nm Cr [4], Au [5, 7], Ti [6, 8], or Pt [22]. Another kind
of tips successfully used for AFM lithography is degenerately n- or p-type doped
Si tips with radii down to 5 nm [9, 15, 18–20]. One type of tips that proved to be
highly reliable and well performing is n-doped silicon tips coated with 10–25 nm
of Ti, W2C or TiN [32]. The typical parameters of this kind of tips are presented in
Table 3.1.

3.2.4 Writing Speed

Another important parameter controlling the oxidation is the writing speed. In gen-
eral, too low writing speeds result in broad lines [8, 14], whereas writing too fast
may cause discontinuities and decrease the height of the oxide lines. For silicon, the
oxide line height was found to be proportional to the square root of the writing speed
[7] and the optimal writing speed is about 0.5 μm/s [8, 10]. In case of titanium, the
height of an oxide line increases with each writing cycle (repetition of the oxidation
along the same path) and this effect is the more pronounced the lower the humid-
ity. However, after a certain number of cycles, the height of the oxide saturates at a
value independent of the relative humidity, but dependent on the bias voltage applied
during the oxidation as shown in Fig. 3.5. This effect demonstrates that the rate of
local anodization is limited by the thickness of the water film at the beginning of the
anodization process. Figure 3.6 shows that the spatial resolution decreases with the
anodization time, especially at high humidity. In general, the lines have to be thick
enough to create working devices and at the same time as narrow as possible to
optimize the lateral resolution. Depending on the lithographic purposes the optimal
writing speed varies in the range 0.05–0.5 μm/s.

3.2.5 Applied Voltage

The applied voltage is a driving force for the AFM lithography process and has a
strong influence on the height and the width of the oxide lines. For the first lines
written by an AFM tip on a p-type silicon surface 25 V were applied to the sample
and the tip was kept at zero potential [4]. The resulting lines were 530 nm wide and
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Fig. 3.5 The height of the
oxide pattern on a Ti film
increases with the number of
writing cycles. Filled circles
(I) represent data at high
relative humidity (95%),
empty circles (II) correspond
to low humidity (below 25%).
Adapted with permission
from [12]. Copyright 1993,
American Institute of Physics

Fig. 3.6 Diameter of the spot
created by the STM
microscope over a Ti film at a
fixed position as a function of
anodization time. The applied
voltage was 5 V and the STM
current 0.5 nA. Filled circles
(I) represent data at high
relative humidity (95%),
empty circles (II) correspond
to low humidity (below 25%).
Adapted with permission
from [12]. Copyright 1993,
American Institute of Physics

about 2.8 nm high as shown in Fig. 3.7. For silicon, the height of the oxide lines
varies linearly with the applied voltage and saturates at a value equivalent to that
found in native oxidation [7–9]. In the first successful attempt to oxidize titanium
locally, bias voltages in the range between 3 and 5 V were applied to the sample
while the tip was grounded [11]. The maximum achievable height of the lines was
5 nm at a width of 300 nm, while the minimum width of the oxide line obtained
in this experiment was 70 nm. There exists a sample and tip dependent low-voltage
threshold, below which the oxidation process is not possible [9]. Applying voltages



3 Double Layer Local Anodic Oxidation Using Atomic Force Microscopy 99

Fig. 3.7 Cross section of four oxide lines written on p-type silicon. The voltage applied to the
substrate was 25 V and the writing speed was 0.1 μm/s. The lines are approximately 530 nm wide
and 2.8 nm high. Adapted with permission from [4]. Copyright 1993, American Institute of Physics

larger than the high-voltage threshold will not increase the oxide height. Instead, the
lines will become inhomogeneous and the risk of a tip crash will increase.

Applying an AC voltage on top of the DC signal greatly improves the reliabil-
ity and reproducibility of AFM lithography. On GaAs it can enhance the so-called
aspect ratio (height-to-width ratio) of the oxide line by 15% [32]. The aspect ratio
is an important parameter, because high and narrow lines are desired for the design
of complex nanostructures. The modulation of the AC voltage should be around
1 kHz, which is low compared to the resonant frequency of the tip. Using even
lower frequencies may cause fragmentation of the oxide lines. This can be avoided
by decreasing the writing speed. The optimal magnitude of the AC voltage depends
strongly on the DC voltage set-point. The choice of an optimal combination of these
two voltages leads to high-quality oxide lines.

3.2.6 Working Distance

In tapping mode, the (static) distance between the surface and the tip is determined
by the oscillation amplitude. Here, it is useful to define the set-point amplitude as the
operating amplitude normalized to the vacuum amplitude of the cantilever (without
tip-sample interactions). For standard scanning, the safest set-point amplitude is
the maximum amplitude at which the topography of the surface can be mapped.
This corresponds typically to a set-point amplitude of 60–90%. However, for local
oxidation the oscillation amplitude has to be decreased to move the tip closer to
the surface and form the water meniscus. It is convenient to try the oxidation at
a set-point amplitude of about 20%, and decrease it slowly to the point where the
line height is close to the desired one [33]. Of course, there is a strong correlation
between the magnitude of the voltage and the set-point amplitude. For small set-
points (below 5%) the voltage should be decreased in order to prevent electrostatic
discharges on the surface [32].
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3.2.7 Relative Humidity

Relative humidity is a crucial parameter for local anodic oxidation. It provides the
thin water film covering the sample surface and serves as a source of oxygen anions.
To create stable conditions for the oxidation process, the AFM is usually placed in a
chamber. In a typical setup, the humidity is controlled by constantly pouring water-
saturated or dry nitrogen gas. It is important to make sure that the nitrogen flow is
neither too strong nor too direct. The optimum position of the humidity-monitoring
sensor is close to the sample and opposite the nitrogen outlet.

Lithography at very low humidity may not work, as the water film cannot form,
or the water meniscus between the tip and the sample may break, resulting in elec-
tric discharge. On the other hand, too high humidity leads to broad lines decreasing
the spatial resolution of the designed structure. For example, oxide lines on Ti are
broadened at a relative humidity of 90% as compared to a relative humidity below
25% [12], while the height of the lines is only slightly affected. Under ambient con-
ditions, the Ti film is covered with at least 2–3 nm of native oxide layer. This layer
is strongly hydrophilic and absorbs water even if humidity is very low. Therefore,
lithography on Ti is possible even under low humidity conditions [13], which is not
necessarily true for other materials.

3.3 Two-Dimensional Electron Gases in GaAs/AlGaAs
Heterostructures

Two-dimensional electron gases confined in modulation doped semiconductor het-
erostructures serve as the base material for laterally defined nanoscale devices.
Lateral patterning of high quality GaAs/AlGaAs heterostructures is a common tech-
nique for the fabrication of semiconductor nanostructures. This chapter provides a
brief overview over the most important properties of two-dimensional electron gases
confined in GaAs/AlGaAs heterostructures.

3.3.1 Two-Dimensional Electron Gas

A two-dimensional electron gas (2DEG) is a gas of electrons free to move in two
dimensions (x, y), but tightly confined in the third dimension (z). In the simplified
description based on the effective mass approximation, the dispersion relation for a
2DEG is parabolic and the eigenenergies of the electrons with the momentum 
k are

E = εn + �
2

2m∗
(

k2
x + k2

y

)
, (1)

where the index n numbers successive subbands, εn is the lowest energy of electrons
in the n-th subband, and m∗ is the effective mass of an electron. In most cases it is
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desired that only the lowest subband is occupied at sufficiently low temperatures
(two-dimensional electron gas in the quantum limit).

In such a system, electron states can be described as freely propagating plane
waves and their in-plane wavefunctions are


(x, y) = 1√
S

exp(ikxx) exp(ikyy), (2)

where the factor 1/
√

S is a normalization to the area S [34].
The resulting spin-degenerate density of states D(E) for a 2DEG is constant and

determined by the effective mass:

D(E) = m∗

π�2
= const. (3)

At low temperature, electrons with energies close to the Fermi energy EF contribute
to the electrical current. An important length scale is therefore the Fermi wavelength
λF, which for a given 2D sheet density n2D is

λF = 2π

kF
=

√
2π

n2D
. (4)

The related Fermi velocity υF is expressed as a function of Fermi wave number kF

υF = �kF

m∗ . (5)

In high-quality semiconductors, the Fermi wavelength can be of the order of sev-
eral ten nanometers. Therefore, by using modern processing techniques (e.g. AFM
local oxidation), it is possible to create devices with sizes comparable to λF. In
this regime quantum effects start to play an important role at sufficiently low
temperatures.

The quality of the semiconductor wafer is mainly determined by its mobility
μ = τme/m. Here, τm is the momentum relaxation time, the average time between
two back-scattering events of an electron. Usually, density and mobility are known
from measurements of the longitudinal resistivity, and the Hall effect [35]. Another
characteristic length associated with a 2DEG is the mean free path le = τmυF . The
mean free path is the average distance that an electron travels without being back-
scattered. In a typical 2DEG based on GaAs/AlGaAs heterostructure, the mean
free path can be of the order of micrometers at a temperature of 4.2 Kelvin. If
the size of the nanostructure is smaller than le, the regime of ballistic transport is
reached.
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3.3.2 GaAs/AlGaAs Heterostructures

Due to the high mobility of the 2DEG, modulation doped GaAs/AlxGa1-xAs is often
chosen as the starting material for the fabrication of semiconductor nanostructures.
The index x denotes the percentage of Ga atoms substituted with Al atoms (typi-
cally x = 0.3 and the index is omitted). The highest quality wafers are grown with
atomic resolution in growth direction, atomic layer by atomic layer, using molecu-
lar beam epitaxy (MBE). The schematic layer sequence in a typical GaAs/AlGaAs
heterostructure is shown in Fig. 3.8. The electron affinities are different for pure
GaAs and for AlGaAs. Furthermore, the band gap energy depends strongly on the
aluminum concentration. Careful engineering of the growth allows the creation of a
triangular potential, confining electrons at the GaAs/AlGaAs interface. The width of
the potential is of the order of the Fermi wavelength λF. The energy of the electron
is quantized along the growth direction. When only the lowest subband is occupied,
electrons can move freely only in the plane parallel to the surface. Typical elec-
tron densities are of the order of 5 · 1011 cm−2 and typical mobilities are around
500 000 cm2 · V−1 · s−1.

3.4 First Layer – Depletion of Two-Dimensional Electron Gas

Local AFM oxidation of heterostructures containing a two-dimensional electron gas
is a powerful method for fabricating nanoscale devices. In this chapter we explain
the principles of the 2DEG depletion and characterize the electronic properties of
the oxide lines. Then we present a variety of devices fabricated with this technique
and discuss the limitations of the method.

Fig. 3.8 Schematic diagram showing the different layers of the heterostructure containing a two-
dimensional gas. The electron gas is formed 34 nm below the surface. The successive layers and
their typical thicknesses: GaAs cap (5 nm), Al0.3Ga0.7As (8 nm), AlAs (2 nm), GaAs (2 nm),
δ-doped donor layer, Al0.3Ga0.7As (17 nm), 2DEG at the Al0.3Ga0.7As-GaAs interface, GaAs
wafer
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3.4.1 Sample Preparation and Surface Treatment

The first step in preparing the wafer containing a 2DEG for AFM lithography is to
define a mesa. Using optical lithography, a large region of the 2DEG is removed
by chemical wet etching, leaving individual electrically conducting “fingers”. The
fingers connect a small square mesa to ohmic contacts at the edge of the chip as
illustrated in Fig. 3.9. The ohmic contacts are made by evaporating and annealing a
eutectic mixture of gold and germanium. In this particular sample, the metal com-
position of the ohmic contact is Ge (18 nm)/Au (50 nm)/Ge (18 nm)/Au (50 nm)/
Ni (40 nm) /Au (100 nm). During annealing at about 440◦C the first four layers
create a Ge-Au alloy that diffuses tens of nanometers below the surface contacting
the 2DEG layer. Ni acts as a diffusion barrier and the topmost thick layer of gold
serves as the contact pad to which a bonding wire will be attached. All these steps
have to be performed in a clean-room environment. For AFM lithography the sur-
face roughness of the sample should be below 1 nm. It may therefore be essential to
expose the sample prior to oxidation to an oxygen plasma [10] or even dip the sam-
ple in hydrochloric acid. These steps remove the residuals of photoresist, some dirt
particles and etch away the native oxide. A clean and contacted mesa is the starting
point for AFM lithography.

3.4.2 Oxidation and Depletion of the 2DEG

In 1995 Ishii et al. wrote oxide lines across a high-electron-mobility transistor
(HEMT) using an AFM [25]. The selective oxidation produced a depletion layer

Fig. 3.9 GaAs/AlGaAs
sample prepared for AFM
lithography. Darker regions
(a) contain the 2DEG below
the surface, whereas in the
brighter regions (b) the
2DEG was removed by wet
etching. The 2DEG is
contacted to metallic pads
(c) later used to apply
voltages. The golden fingers
deposited on the surface and
electrically isolated from the
2DEG (d) are necessary for
the second layer lithography.
The inset shows the middle of
the sample with the 20 × 20
μm mesa. The AFM structure
will be written on the mesa
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in the 2DEG channel, leading to an increased resistance of the HEMT device. The
increase of the resistance was correlated with the height of the oxide lines. This
showed that the height of the oxide line allows one to control the depth of the
depletion.

Figure 3.10 shows a cross section through a GaAs/AlGaAs heterostructure. The
sample is grounded and a thin layer of water covers its surface. A negatively biased
AFM tip locally oxidizes the GaAs surface. The electrochemical oxidation reaction
is given by:

2GaAs + 12h+ + 10H2O → Ga2O3 + As2O3 + 4H2O + 12H+, (6)

where h+ denotes a hole provided by the anode, while the hydrogen ions combine
to molecular hydrogen [26, 36, 37]. Chemical analysis of the AFM generated oxide
showed that the main constituents of the GaAs anodic oxide are indeed Ga2O3 and
As2O3 [38].

After the oxidation, the crystalline semiconductor surface is closer to the 2DEG
layer than before. This results in an increased surface area, and simultaneously,
increased number of surface states. In the 2DEG used for AFM lithography, about
90% of the donor electrons are trapped by surface states that lead to mid-gap Fermi-
level pinning at the surface, and only the remaining 10% contribute to electron
transport in the 2DEG layer. If the surface of the sample gets closer to the 2DEG,
more electrons will be trapped by surface states and the electron density below
the oxide line will be depleted. Figure 3.11 presents several oxide lines of differ-
ent heights. After taking this image, the oxide was selectively removed and the

Fig. 3.10 Schematic
illustration of AFM
lithography on an
GaAs/AlGaAs
heterostructure. A negative
bias applied to the AFM tip
locally oxidizes the sample
below and above the surface.
The shallow two-dimensional
electron gas is depleted below
the oxide line. This method
allows the creation of electric
circuits
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Fig. 3.11 (a) Profile of the oxide lines. The set-point of the tapping amplitude was reduced from
left to right, effectively bringing the tip closer to the surface and increasing the height of the oxide
lines. The inset shows a full two-dimensional scan of the structure. (b) The sample in (a) was
immersed in a developer that selectively etches the oxide. As the oxide was removed, protrusions
form in the GaAs. This proves that the oxide height is a good measure for the depth of the oxidation.
Adapted from [33]. Copyright 2002, with permission from Elsevier

remaining material is pure GaAs. The lines changed to trenches of a depth simi-
lar to the previous height of the oxide. This indicated that the oxide grows not only
on top of the surface, but it also penetrates into the sample towards the 2DEG. The
trenches with increased GaAs surface leading to depletion are clearly visible [33].

Total depletion of the 2DEG at low temperatures can be achieved, if the 2DEG
is not too deep and if the oxide lines are high enough. The oxidation is possible
only for 2DEGs lying less than 50 nm below the surface [26–28, 33, 39, 40]. On
the other hand, the 2DEG should not be too close to the surface because of the
strong scattering of electrons at the doping atoms situated between the 2DEG and
the surface.

Figure 3.12 shows a typical oxide line written on a GaAs/AlGaAs heterostruc-
ture. The 2DEG is placed 34 nm below the surface. The line is about 18 nm high
and 80 nm wide. At low temperatures, the 2DEG is depleted below the line. Here,
the 2DEG on one side of the line is grounded and a voltage is applied to the other
side. There is no measurable current between the upper and lower voltage thresh-
olds, beyond which leakage currents start to flow. The voltage threshold depends on
the line height, the depth of the 2DEG and it may be wafer dependent. There exists
a minimum height of the line required to deplete the 2DEG.
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Fig. 3.12 (a) AFM scan of
an oxide line written on
GaAs. The 2DEG is 34 nm
below the surface. (b) Cross
section of the line
corresponding to the red line
marked in (a). The line is
18 nm high and 80 nm wide.
(c) Leakage current across the
oxide line measured at 20
mK. The 2DEG on one side
of the line was grounded and
a gate voltage was applied to
the other side of the line. No
current is measurable in the
gate range of –500 to
+700 mV, proving the
insulating properties of the
oxide line. Above these
thresholds, leakage current
starts to flow

3.4.3 Optimal Oxidation Parameters

There are no universal parameters that guarantee successful device fabrication. The
interplay of all parameters discussed in Section 3.2 and the specific wafer determine
under which conditions the oxidation is optimal. However, there exists a parameter
range, for which the chances to fabricate a good working device are best. The goal
is to define a complicated electronic structure by depleting the 2DEG below the
surface. Depending on the complexity of the sample, the total length of the oxide
lines can exceed hundreds of microns. All these lines must be high enough at each
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point to ensure electrical insulation. This task is not easy, but possible if we choose
proper parameters.

First, the sample’s surface must be free of dirt particles and the average surface
roughness should not exceed 1–2 nm. Second, the tip has to be sharp, conductive and
the driving amplitude of the voltage applied to the cantilever operating in the tapping
mode should be below 300 mV. Note that it may happen that despite a seemingly
perfect tip the oxidation will not work. The humidity necessary for writing good
insulating lines varies between 36% and 39% in our setup. Smaller values will lead
to electrostatic discharge, whereas larger values will lead to very broad lines. The
starting set-point (damping amplitude of the tip) is around 15% and it may be neces-
sary to decrease it even to 2%. There is a tendency of getting higher lines at smaller
set-points, but one has to be careful as small set-points can trigger electrostatic dis-
charge or simply cause a tip-crash. At the beginning of the oxidation, the DC and
the AC voltages should be relatively low. For example, a good working recipe for
the lithography is the following: we want to write a 0.5 μm long test line. The line
should be at least 15 nm high and its FWHM should be around 80 nm. We start with
a large set-point around 15% and relatively low DC voltage of –10 V. Additionally,
an AC voltage can be applied (peak-to-peak amplitude somewhere in-between 1
and 12 V at a frequency of 1 kHz). The writing speed is 0.2 μm/s and the relative
humidity is 38%. After writing, we scan over the region, to check if the surface has
been oxidized. If not, then we slowly increase the voltage or lower the set-point. The
effect of the set-point on the line height is demonstrated in Fig. 3.11. The maximum
negative voltage is about –25 V. Above this value electrostatic discharge is likely
to happen. If we see at some point a small oxide line, then we need to fine-tune
its height by changing the applied voltage. A small decrease in relative humidity
will help to narrow the oxide lines. If the parameters are good and we can succes-
sively write 2–3 reproducible test lines, we immediately move to the desired spot
on the mesa and write the final structure. It is important to avoid scanning as much
as possible as it may alter the tip. After writing the structure, the so-called connec-
tion lines have to be written to cut the 2DEG outwards to the edges of the mesa.
An example of a sample where the first-layer lithography is finished is presented in
Fig. 3.13. The structure contains two quantum dots connected in series marked with
black circles. The dots are connected to the source lead on one side and to the drain
lead on the other side. Two quantum point contacts (QPC1 and QPC2) are defined
near the quantum dots. The oxide lines extend to the edges of the mesa depleting
the 2DEG and creating three independent electrical circuits. Each lead is connected
to an ohmic contact, via which voltages will be applied.

3.4.4 Barrier Height and Tunability

To determine the oxide barrier height it is necessary to measure the current-voltage
characteristics as a function of the top-gate or back-gate voltages. In the experiment
presented in Fig. 3.14, the entire oxide line defined on a 34 nm deep 2DEG is cov-
ered by a metallic gate. The voltage drop across the line vs source-drain bias voltage
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Fig. 3.13 AFM scan of the mesa depicted in Fig. 3.9. Here, the first layer of AFM lithography
is finished. The oxide lines deplete the 2DEG and define connections to the ohmic contacts. For
example, the source lead is connected to contacts VII and VIII and the drain lead is connected to
contacts V and VI. The structure in the inset consist of a double quantum dot (circles) and two
adjacent quantum point contacts

Fig. 3.14 Current-voltage
characteristic across the oxide
line for different top-gate
voltages. At negative voltages
below –250 mV, the 2DEG is
depleted by the top-gate. At
top-gate voltages above
50 mV the barrier created by
the oxide line is lifted.
Reprinted from [33].
Copyright 2002, with
permission from Elsevier

is measured for different top-gate voltages Vtg. At zero top gate voltage, the break-
down threshold is about ±150 mV. For top-gate voltages below –220 mV the 2DEG
is completely depleted as expected from the plate capacitor model. The capacitance
C of the plate capacitor with accumulated charge �Q is given by
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C = �Q

�V
= εε0

d
A, (7)

where ε0 is the vacuum permittivity, ε=13 is the dielectric constant of GaAs,
d = 34 nm is the distance between the 2DEG and the top-gate and A is the area
of the capacitor. The change of charge �Q can be expressed as the charge of the
electron density �n:

�Q = −e�nA. (8)

Combining Eq. (7) and (8) leads to:

�V = e�n
d

εε0
. (9)

The typical electron density of a 2DEG is about 5 · 1011cm−2. Therefore, to deplete
the 2DEG completely we need to apply a negative voltage of the order of –230 mV.
This value is in good agreement with the data presented in Fig. 3.14. In this exper-
iment, the lever arm of the top-gate was dE/dVtg = 0.025 eV/V, where E denotes
the energy of the conduction band bottom. The oxide barrier is lifted for top-gate
voltages exceeding 500 mV and the estimated barrier height is 12.5 meV. These are
typical parameters for a shallow 2DEG.

The nanostructures exclusively defined by AFM lithography can be tuned by so-
called in-plane gates. The in-plane gate (also called side-gate) consists of the 2DEG
adjacent to the oxide line and isolated from the other electrical circuits. By applying
a voltage between the in-plane gate and the circuit on the other side of the oxide
line, the electron density changes close to the oxide line on both sides. This effect
allows us to control the depletion length in AFM-defined nanodevices. For example,
the resistance of a narrow wire defined by two parallel oxide lines can be changed
by a few orders of magnitude using in-plane gates.

3.4.5 Devices Fabricated Using LAO on GaAs/AlGaAs

A large variety of devices defined by local anodic oxidation on a shallow 2DEG
exists. The full discussion of their properties is beyond the scope of this review.
Here, we will focus on a selection of structures that contain rich and still not
completely understood physics.

3.4.5.1 Quantum Point Contacts

A quantum point contact (QPC) is a narrow constriction connected to two conduc-
tive leads. The width of the constriction is of the order of the Fermi wavelength λF.
For a typical 2DEG, λF is about 35 nm. The conductance of a quantum point con-
tact is quantized in units of 2e2/h due to the existence of discrete quantum confined
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Fig. 3.15 Quantized
conductance through a QPC
as a function of the in-plane
gate voltage. The upper inset
shows the AFM micrograph
of the surface. The lower
inset shows the electrical
scheme applied during the
measurement. Reprinted from
[42]. Copyright 2006, with
permission from Elsevier

modes propagating through the constriction [41]. An example of a QPC fabricated
on a two-dimensional electron gas is presented in Fig. 3.15. The QPC is defined
at the smallest separation of two oxide lines having a kink. The voltage applied
between the in-plane gates and the QPC channel effectively changes the width of
the constriction [42]. At voltages below –2 V the QPC is pinched-off and no current
can flow. As the in-plane gate voltage is increased, the constriction gets wider and
the conductance increases reaching a plateau at 2e2/h. The next plateaus occur at
4e2/h, 6e2/h etc. The quantum point contact is the simplest nanodevice exhibiting
quantum confinement effects.

3.4.5.2 Quantum Dots

An example of a so-called zero-dimensional structure, where electrons are confined
in all three spatial dimensions is a quantum dot (QD). A quantum dot can be imag-
ined as an island filled with electrons, and weakly connected via tunneling barriers
to source and drain leads. It is a building block for more complex quantum circuits.
AFM lithography is a common tool for the definition of quantum dots [28, 43].
Figure 3.16 shows an AFM image of a typical quantum dot. If all in-plane gate volt-
ages are fixed, the little electron island (marked with a black circle) usually contains
a fixed number of electrons. The energy levels in a quantum dot are discrete like
those of an atom. If there is no energy level in the bias window given by the source-
drain voltage, the transport is blocked and no current flows through the quantum
dot. However, by changing the voltage on the center gate we can shift the energy
levels of the QD up or down. If at least one of the levels lies between the Fermi
energies of the source and drain contact, an electron can hop onto the dot and leave
it on the other side, a phenomenon called single-electron tunneling. Such an event
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Fig. 3.16 (a) A quantum dot defined on the 2DEG and is denoted with a black circle. For Coulomb
resonances, the electrons can hop on the dot from the source lead and leave the dot via the drain
lead. The gates IpgL and IpgR can tune the width of the source-dot and drain-dot constrictions.
The center gate IpgC is used to shift the quantized energy levels in a QD. (b) Coulomb oscillations
of the quantum dot. In the regions between the peaks the transport is blocked and no electrons can
travel through the QD

will contribute to the average current and it will lead to the conductance resonances
shown in Fig. 3.16a.

3.4.5.3 Quantum Rings

A quantum ring geometry allows us to investigate the wave nature of electrons by
studying interference effects. In this type of experiments, a coherent beam of elec-
trons is split into two partial waves that enclose a magnetic flux �. At the exit of the
ring, the partials waves interfere and their interference pattern can be detected by
measuring the electric current. This type of experiment was proposed by Aharonov
and Bohm in order to verify the physical significance of electromagnetic poten-
tials in quantum theory [44]. The Aharonov-Bohm effect is seen as h/e periodic
oscillations of the current as a function of the magnetic flux. Quantum rings can
be successfully fabricated using AFM lithography [45, 46]. Figure 3.17a presents a
micrograph of a quantum ring. The electrons are injected on the source side, have
some probability amplitude to travel along the two paths of the interferometer and
leave the system on the drain side. The ring current measured as a function of the
perpendicular magnetic field reveals oscillations with periodicity h/e as presented in
Fig. 3.17b.

3.4.6 Limitations of the Single-Layer Method

As shown in the previous section, AFM lithography is a powerful tool to create semi-
conductor nanostructures. However, to go beyond these simple structures, additional
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Fig. 3.17 (a) AFM micrograph of a ring. Black letters denote the in-plane gates. (b) Measurements
of the resistance of the ring in a perpendicular magnetic field B at liquid He temperatures. The
period of the oscillations is h/e

tunability is required. Every nanostructured element (i.e., each QPC, each QD) of
the structure needs to have a gate. For easy manipulation it is desired that one gate
tunes preferentially one element and, in a perfect world, does not influence another.
For example, a quantum dot consist of three elements: two quantum point contacts
(source and drain constrictions) and the quantum dot itself. Therefore, we need three
gates to efficiently tune each of them. We want to minimize cross-talk between gates,
since if we tune the dot levels we do not wish to open the tunneling contact to the
source lead at the same time. The cross-talk effect is visible in Fig. 3.16b, where at
large positive voltage the middle gate opens the source and drain contacts. Because
of the enhanced dot-lead coupling, the Coulomb peaks are broader. This is the side-
effect of the large capacitive coupling between the 2DEG parts. Another challenge
for single-layer AFM lithography is that the structure must be perfectly fabricated.
If the alignment accuracy for neighboring lines is less than 10 nm, the device will
not work. Many of these critical issues arising in single-layer lithography can be
significantly improved by using two-layer AFM lithography.

3.5 Second Layer – Local Oxidation of Titanium

One of the possibilities to overcome the challenges mentioned in the previous chap-
ter is to define a second, metallic layer on top of the GaAs surface, and to pattern
isolated top-gates into it, just above the circuit elements that need to be tuned. This
minimizes the capacitive cross-talk between the gates. A metallic top-gate has typ-
ically a five times stronger effect on the quantum dot or the quantum point contact
than an in-plane gate. Therefore, by using designated top-gates, we gain substan-
tially in tunability. Furthermore, the top-gate patterning technique makes use of the
third spatial dimension [29], which overcomes geometrical limitations for placing a
large number of gates in a single plane.
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In this chapter, we discuss the lithography of the second layer including sam-
ple preparation and the oxidation process. Then we present the most important
properties of thin Ti top-gates.

3.5.1 Preparation of the Surface and Ti Film Evaporation

After having completed the first lithography layer as described before, the sample
surface is clean and ready for evaporation of a Ti film. In the pioneering work on
STM local anodization of Ti [11], the metal was deposited by an electron beam
evaporator in ultrahigh vacuum at a very low rate of 0.1 nm/s. Such a slow rate
leads to a smooth Ti surface with a roughness below 1.5 nm required for subsequent
local oxidation. The thickness of the evaporated film should be around 3.8 nm. After
exposure to ambient conditions, the surface of the film immediately oxidizes form-
ing a 2–3 nm thick native oxide. However, below this oxide, the remaining thin
Ti layer remains metallic and conductive. The thickness of the evaporated film is
crucial for the lithography. A too thin film will not be conductive after the native
oxide has formed, and if the film is too thick it will be impossible to locally oxidize
through the remaining Ti layer. The thickness of the film measured with the AFM
after formation of the native oxide should be between 4 and 6 nm. The two-terminal
resistance of the top-gate is a good measure of the quality of the film. At room
temperature it should be between 5 and 25 k� [29].

3.5.2 Oxidation Process

The oxidation of Ti is analogous to the oxidation of GaAs described in detail in
Section 3.4.2. Under an anodic bias applied to Ti, the electrochemical reactions take
place at the tip-water-sample interfaces [11]. The reactions lead to the oxidation of
Ti,

Ti + 4H+ + 2H2O → TiO2 + 4H+ (10)

with the simultaneous reduction of water

4H2O + 4e− → 2H2 + 4OH−. (11)

As a result, the Ti film under the native oxide is oxidized locally beneath the tip.
The maximum height of the oxide lines is around 3–4 nm, in agreement with the
expected change in density and molecular weight [19].

The oxidation scheme is shown in Fig. 3.18. Here, the Ti and water films
cover the entire structure. With appropriate parameters, oxidation across oxide lines
defined below the Ti film on the GaAs surface is possible.
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Fig. 3.18 A thin titanium
film is deposited on the AFM
patterned GaAs surface. A
water layer covers the Ti film.
The voltage applied to the
AFM tip locally oxidizes the
Ti film, which results in the
creation of mutually
insulating electric barriers

3.5.3 Barrier Height

In 1995 Matsumoto et al. demonstrated the first device patterned on a thin Ti
layer [14]. First, they deposited a 4 nm titanium layer on a silicon substrate. Then
they wrote an 18 nm wide and 3 nm high insulating oxide line across the metallic
surface creating a metal-insulator-metal diode. The current-voltage characteristics
at 77 K showed a suppressed current below a threshold voltage of 4 V. The Ti oxide
line acted as a potential barrier for the electrons. At higher bias voltages, a strongly
nonlinear tunneling current flowed across the line. The electronic properties of a
thin metallic wire were studied in more detail by Irmin et al. [18]. Figure 3.19
shows the AFM picture of a metallic Ti wire surrounded by an oxidized region. In
the middle of the channel a 21 nm wide oxide line was drawn. Before the oxidation,
the current-voltage characteristics of the metallic channel were perfectly ohmic. As
shown in Fig. 3.20, upon the oxidation, the barrier was created and the conductance
of the device dropped by four orders of magnitude showing a highly non-linear
behavior. Figure 3.21 shows the conductance through such barriers for different
widths of the oxide lines. In the simplest picture, the width of the oxide line w is
related to the width of the tunneling barrier. The current through the device j depends
exponentially on the w:

j ∝ exp
(
−w

√
�

)
, (12)

which indicates that the tunneling is the dominant conduction mechanism. The typ-
ical barrier height obtained for TiOx oxide lines is around 200 meV [14, 18, 20].
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Fig. 3.19 (a) The cross section along the metallic wire shown in (b). The titanium oxide line is
approximately 1.5 nm high. (b) The AFM picture of the structure. Titanium wire (dark) and the
titanium oxide (bright). Reprinted with permission from [18]. Copyright 1997, American Institute
of Physics

Fig. 3.20 Current-voltage characteristic of the Ti metallic wire before the formation of the barrier
(right axis) and with the 21 nm wide oxide barrier across the wire (left axis). Dotted lines are tan-
gents to the zero bias and high bias regions [18]. Reprinted with permission from [18]. Copyright
1997, American Institute of Physics
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Fig. 3.21 Tunneling
conductance for different
TiOx barrier widths. The
conductance depends
exponentially on the barrier
thickness. Reprinted with
permission from [18].
Copyright 1997, American
Institute of Physics

3.5.4 Optimal Oxidation Parameters for Second Layer Lithography

As compared to GaAs, the oxidation of titanium is less tip-dependent and more
reliable. In order to oxidize through the thin Ti film for creating electrically isolating
top-gates, the voltage should be in the range between –10 and –15 V. Larger negative
voltages will cause unwanted oxidation of the GaAs lying below the Ti. The set-
point amplitude can be larger than in case of GaAs. A value of 20–25% is usually
sufficient. The optimal writing speed for homogenous lines is 0.1 μm/s, a factor of
2 slower than for GaAs. The relative humidity for obtaining 100–120 nm wide lines
should be adjusted to 41–43%.

3.5.5 Design and Tunability

An example of a structure fabricated by double-layer lithography is presented in
Fig. 3.22. In the first step of the lithography, a double quantum dot with two quan-
tum point contacts was fabricated as described in Section 3.4.3. The entire structure
contains seven elements that need to be tuned in an experiment: the source and drain
barriers, the left and the right quantum dot, the interdot barrier, and the two inde-
pendent quantum point contacts. To control all these degrees of freedom, patterned
top-gates were defined by evaporation and local oxidation of a Ti film. The film cov-
ers the entire mesa and is connected to metallic top-gate fingers. By local oxidation
the film is split into seven mutually insulating metallic regions. Each region serves
as a designated top-gate and a voltage can be applied via a top-gate finger.

The individual top-gates control the constrictions of the QPCs and of the dou-
ble quantum dot circuits providing great tunability of the device. The effect of the
top-gates on the structure at liquid helium temperature is presented in Fig. 3.23.
Plot A shows the current through the double quantum dot circuit as a function of
the voltages applied to top-gate 1 and top-gate 2. A small DC bias voltage was
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Fig. 3.22 The picture of the mesa presented in Fig. 3.13. The 4 nm thick Ti film was evaporated in
the middle of the mesa. It is contacted to the golden top-gate fingers labeled with arabic numbers.
The inset shows the top-gate pattern written over the double quantum dot. The dashed lines indicate
the oxide lines on Ti. They split the metallic film into seven independent top-gates. Each top-gate
is connected to a metallic top-gate finger at the edge of the mesa. Top-gates 1 and 2 are designed
to tune the width of the source and drain constrictions. Analogously, top-gates 3 and 4 control the
width of QPC1 and QPC2. The size of the quantum dots is changed by top-gates 5 and 6. The
coupling between the dots can be modified using the middle top-gate 7

applied in the 2DEG plane between source and drain. At positive top-gate voltages,
the current flows through the DQD. As the voltages are decreased, the constrictions
become more resistive and the current is eventually blocked. The pinch-off volt-
age for top-gate 1 is around –50 mV and for top-gate 2 it occurs at +50 mV. The
pinch-off voltage of top-gate 1 is independent of the voltage applied to top-gate 2
and vice-versa. The reduced cross-talk between the gates is one of the advantageous
properties of double layer lithography. The characteristics of the remaining three
gates defined in the DQD circuit are plotted in Fig. 3.23b. For this measurement, the
source and drain top-gates were kept fixed in the open regime indicated by the black
circle in A. The negative voltage was applied separately to either top-gate 5, 6 or 7.
Each of the top-gates has a lever-arm strong enough to pinch the circuit off, and the
pinch-off voltages are around –200 mV. Similarly, the QPC1 and QPC2 constric-
tions can be opened or closed by tuning top-gates 3 and 4 as shown in Fig. 3.23c. In
general, the pinch-off voltages may be cool-down dependent, but the large tunability
provided by individual top-gates helps to overcome this problem.
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Fig. 3.23 Double layer lithography provides full tunability of the nanostructures. Each of the top-
gates defined in Fig. 3.22 can pinch-off the constrictions defined on the 2DEG. (a) Current through
a double quantum dot circuit as a function of the voltages applied to the top-gate 1 (covering the
source constriction) and top-gate 2 (covering the drain constriction). (b) The current through a
DQD as a function of top-gates 5, 6 or 7. During this measurement, the source and drain top-gates
were set to positive values (denoted by a black circle in A). The functionality of the QPC1 and
QPC2 circuit tuned by top-gates 3 and 4. Both of the QPCs can be easily opened or closed by the
corresponding top-gate

3.5.6 Limitations of the Double-Layer Method

It is found experimentally, that top-gate sweeps induce on average more charge rear-
rangements than sweeps of in-plane gates. This effect is most likely due to charge
traps residing at the GaAs surface or in the doping plane. The way around this prob-
lem is to find a suitable working regime by using the top-gates and then sweep
only the in-plane gates. Another side-effect of double layer lithography is that the
presence of metallic top-gates effectively screens electrostatic interactions. This pro-
vides sample designers with a means for tailoring the interaction strength, but it may
also reduce the coupling between a charge detector and a quantum dot [47].

3.6 Semiconductor Nanostructures Fabricated Using Double
Layer AFM-Lithography

Quantum point contacts, quantum dots, double quantum dots and rings can be cou-
pled to each other and form complex quantum circuits. In this chapter, we present
three devices fabricated by double layer lithography.

3.6.1 Few-Electron Quantum Dot

Few-electrons quantum dots are considered to be model systems for quantum com-
puting [48]. A quantum dot with one electron can be considered as an artificial
hydrogen atom. If the second electron is added onto a dot, it forms a spin singlet
ground state, like in the helium atom. Few-electron quantum dots have allowed
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experimentalists to perform many interesting experiments, such as the investiga-
tion of energy spectra [49, 50] or spin effects [51, 52] in artificial atoms. Moreover,
they are used to study the physics of the Kondo [53] and Fano [54] effects as well
as higher-order tunneling processes [55].

It is difficult to create few-electron quantum dots exclusively by single-layer
AFM lithography. The biggest problem is that the plunger gate used to change the
number of electrons in a QD has a strong influence on the source and drain constric-
tions. As a result, the barriers become opaque for electrons and block the current
before the dot is empty. This can be avoided by applying the double layer local
oxidation technique [56]. The top-gate used for controlling the electron number in
the QD has little impact on the coupling to source and drain leads. The design of
a few-electron QD is presented in Fig. 3.24a. The bright lines are the oxide lines
defining the quantum dot connected to source and drain leads. Below the dot, there
is a quantum point contact. The oxide lines written on Ti defining four top-gates are
marked with black lines. Applying a negative voltage to the top-gate tpg reduces the
number of electrons in the quantum dot as shown in Fig. 3.24b. The last Coulomb
peak is visible around –74 mV. Below this value the dot is empty. To prove that

Fig. 3.24 Conductance of a
quantum dot as a function of
the plunger top-gate tpg (left
axis). The corresponding
transconductance signal of
the quantum point contact
shows dips at the positions of
each Coulomb peak. N
indicates the number of
electrons in a dot. Adapted
from [56]. Copyright 2006,
with permission from
Elsevier
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indeed the last electron has been removed, one can use a so-called charge read-out.
A QPC placed in the vicinity of the QD and tuned to the regime between the pinch-
off and the first quantized conductance plateau serves as good charge detector [57].
The current flowing through the QPC at constant applied bias voltage is sensitive to
electrostatic potential changes that occur in the QD. Whenever an electron hops onto
the dot, the QPC current is reduced as a result of the repulsive Coulomb interaction
between QD and QPC electrons. When the transconductance through the QPC is
measured, a resonant dip arises exactly at the position of a Coulomb peak in the QD
current. The charge read-out can detect changes in the charge state of the dot even if
the direct current through the QD is too small to be measured directly. In Fig. 3.24b,
the last dip in the QPC transconductance coincides with the last observable Coulomb
peak in the direct QD current. This, together with finite bias measurements [56]
proves that this is a few-electron quantum dot that can be filled with single electrons
starting from zero.

3.6.2 Double Quantum Dot with Integrated Charge Read-Out

In the spirit of calling a single quantum dot an artificial atom, a double quantum dot
(DQD) can be regarded as an artificial molecule [58, 59]. It consists of two quantum
dots coupled via electrostatic interaction. Additionally, tunneling coupling between
the dots may occur, leading to further splitting of resonant energy levels. Double
quantum dots are promising candidates for the implementation of solid state spin
qubits [48, 60].

Here, we focus on the transport properties of a double quantum dot influenced
by the action of neighboring quantum point contacts. The design of the sample is
shown in Fig. 3.22. The functionality of the top-gates was discussed in Section 3.5.5.
In the experiment, the double quantum dot is kept at zero source-drain bias. In this
regime, there is no current flowing through the double quantum dot. However, if
one of the adjacent quantum point contacts is driven with a current exceeding a
few ten nanoamperes, a current in the DQD circuit is observed. The DQD current
is 4–5 orders of magnitude smaller than the driving current and it depends on the
relative alignment of the energy levels in the left and the right dot, defined as the
detuning. The detuning is zero if the levels in both dots have the same energy. In
the experiment the levels are also aligned with the Fermi energy of the source and
drain lead at zero detuning. If the detuning is increased (by applying the top-gate
voltages controlling the quantum dots) the level in one dot is raised above the Fermi
energy of the leads and, at the same time, the level in the second dot is lowered
below the Fermi energy by the same amount. The trace with the squares in Fig. 3.25
shows that if no current is driven through the QPCs, there is no current flowing
through the DQD. As soon as a current is applied to one of the QPCs, current starts
to flow through the double quantum dot. The maximum current is observed for a
detuning around 200 μeV. This effect can be explained in the framework of electron-
phonon interaction. The current flow through the QPC causes energy dissipation.
This energy is generated by relaxing electrons causing the emission of phonons in
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Fig. 3.25 Measurement of
the current through a double
quantum dot at zero
source-drain bias voltage.
Different measurement curves
correspond to different
currents applied to the
quantum point contact. Solid
lines are fits to a theoretical
model [61]

the GaAs crystal. As a result the temperature of the phonon bath increases above the
equilibrium temperature of the electron gas. The lack of thermodynamic equilibrium
between the electronic system and the phonon bath is the driving force for the DQD
current. The electrons in the DQD absorb energy from the phonon bath via electron-
phonon interactions, and are excited into a state higher in energy. From this state
they can leave the dot and contribute to the current. The transport cycle closes if
the next electron jumps into the ground state of the DQD from the other lead. The
solid lines in Fig. 3.25 are fits to a theoretical model based on electron-phonon
interaction [61]. The exact shape of the energy-dependent DQD current is mainly
determined by the phonons’ energy distribution and by the geometry of the double
quantum dot.

3.6.3 Double Quantum Dot in a Ring with Integrated Charge
Read-Out

First-order tunneling processes that contribute to the conductance dominate the elec-
tron transport through quantum dots for small bias voltages. However, if the dot is
tuned off-resonance, second-order tunneling processes start to play a dominant role
at sufficiently large tunneling coupling, leading to the flow of a small co-tunneling
current. If, after an individual co-tunneling process, the dot is left in the same ener-
getic state, then the process is called elastic. Otherwise, if the dot is left in an excited
state, the process is called inelastic. To determine if co-tunneling processes con-
serve the phase of the tunneling electrons, it is necessary to place the dot in an
Aharonov-Bohm ring [62].

The structure containing a double quantum dot in a ring is presented in Fig. 3.26.
The bright lines are oxide lines depleting the 2DEG below. The sophisticated top-
gate pattern covers the entire structure. Top-gates tqc1, tqc2, tqc3 and tqc4 are used
to control the width of the constrictions used to form the double quantum dot. The
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Fig. 3.26 AFM image of the
structure. The wide bright
lines are the oxide lines
patterned on GaAs. White
letters correspond to the
in-plane gates. The oxide
lines on titanium are marked
by black lines and the
top-gates are denoted with
black letters. The bright
circle shows the trajectories
of the electrons in the ring.
The black circles mark the
positions of the quantum dots.
Reprinted from [62].
Copyright 2006, with
permission from Elsevier

top-gates sd1 and sd2 control the entrance and the exit of the ring. The central top-
gate can change the electron number and the coupling within the double quantum
dot system. Additionally, the structure contains also a quantum point contact charge
detector, which can be tuned by the top-gate tqpc.

In the measurement, all the top-gates are set on suitable voltages in order to
form a double quantum dot and to keep both arms of the ring open. Then the in-
plane gate voltages pg1 and pg2 are used to control the electron population of both
quantum dots. The so-called stability diagram of the double quantum dot is shown
in Fig. 3.27a. The black horizontal line represents a Coulomb peak associated with
dot 1 and the vertical line corresponds to a Coulomb peak of dot 2. The lines cross
at the degeneracy point, at which the energy levels of both dots are aligned. In the
white region of small conductance, the current is dominated by second-order elastic
co-tunneling processes. In the next measurement, the gates pg1 and pg2 are swept
simultaneously in 60 steps along the arrows drawn on the stability diagram. For each
of the steps the magnetic field is swept and the conductance is measured. The result
is shown in Fig. 3.27b. For all the gate configurations, Aharonov-Bohm oscillations
are visible. At the positions of the Coulomb peaks, a sudden phase jump of π is
observed. The experiment demonstrates the phase coherence of elastic co-tunneling
processes in quantum dots.

3.7 Conclusions

Double layer lithography allows for the creation of complex coupled electronic
nanoscale systems. It yields reliable and reproducible results and significantly
enhances the tunability of the resulting devices compared to single-layer meth-
ods [63]. Additionally, it reduces the cross-talk between the gate electrodes, which
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Fig. 3.27 (a) The current through a double quantum dot as a function of the in-plane gate voltages
at finite magnetic field. The almost-horizontal line corresponds to the Coulomb resonance in dot
1 and the vertical line corresponds to the resonance in dot 1. At the crossing of the lines, the
energy levels in dot 1 and dot 2 are aligned. The arrows denote the direction of the voltage changes
in the following measurement. (b) For each step, the conductance of the double quantum dot is
measured as a function of magnetic field. The experimental data are filtered. Clear Aharonov-Bohm
oscillations are visible, except for the regions corresponding to the Coulomb peaks. Adapted from
[62]. Copyright 2006, with permission from Elsevier

simplifies the process of tuning the structure into the regime desired. The alignment
of the pattern in the Ti film relative to the oxide lines on the GaAs is straightforward
and only limited by the resolution of the AFM. The experimental results presented
in the previous section demonstrate the high quality of the fabricated devices and
promise further innovative designs for highly tunable semiconductor nanostructures
with tailored electronic properties.
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Chapter 4
Nanomanipulation of Biological Macromolecules
by AFM

Guoliang Yang

Abstract AFM-based nanomanipulation has been used to study every type of
biological macromolecules and revealed important, previously unknown properties
and functional mechanisms. The capacity of the AFM for the isolation, transfer,
positioning and assembling of individual macromolecules with nanometer spatial
resolutions has significantly advanced the field of bionanotechnology toward the
fabrication of functional structures and devices with macromolecules as building
blocks. This review focuses on the studies of proteins, nucleic acids and polysac-
charides using AFM-based nanomanipulation technique. An introduction to the
principles of the technique is followed by reviewing the types of problems inves-
tigated, with emphasis on the capacities of the technique to reveal novel structural
and functional mechanisms of biological macromolecules.

Keywords Scanning probe microscopy · Atomic force microscopy · Force
spectroscopy · Nanomanipulation · Single molecule manipulation ·
Macromolecules · Protein folding · Mechanical unfolding · Mechanical stability ·
Energy landscape · Membrane proteins · Protein ligand interactions
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TIRF Total internal reflection fluorescence
TMV Tobacco mosaic virus
WLC Worm-like chain

4.1 Introduction

The invention and development of scanning probe microscopes (SPM) have not
only revolutionized microscopic techniques, but also greatly expanded the scope
and capacity of nanoscale manipulation methods. Nanomanipulation is the precise
control of the relative positions and relations of individual atoms, molecules, and
nanometer-scale objects or components, which can be realized by pulling, pushing,
twisting, cutting, transporting, assembling, or other means. Through nanomanipula-
tion, structural and dynamical properties of nanoscale objects can be characterized,
mechanisms of nanoscale processes can be elucidated, nanoscale structured materi-
als with novel properties can be fabricated, and miniature devices with nanoscale
components can be made. These advances will have significant and long last-
ing impacts on all aspects of science and technology, though there are still many
technological challenges before the potential of nanomanipulation can be fully
exploited [1].

Different methods can be used to exert forces on nanoscale objects and to mea-
sure their displacements, such as electrical fields, magnetic fields, optical traps,
hydrodynamic fields, flexible micropipettes, microneedles, and SPM probes [2–6].
Of these methods, the SPM has brought nanomanipulation to a new height. In par-
ticular, the ability of SPMs to assemble nanometer scale components into predefined
structures has greatly enhanced the prospective of using the bottom-up approaches
to fabricate functional microscopic devices and to develop novel nanostructured
materials. The first demonstration of SPM’s unparallel capability for nanomanipula-
tion was reported by Eigler and Schweitzer in 1990 [7] using the inaugural member
of the SPM family, i.e., the scanning tunneling microscope (STM). They managed
to spell out their institution’s logo using individual Xenon atoms at low tempera-
tures on a nickel surface. Several years later, nanomanipulation using the atomic
force microscope (AFM) was demonstrated by Junno et al. [8] through the con-
trolled arrangement of aerosol nanoparticles. The AFM has since become a powerful
and popular tool for manipulating a wide variety of objects, from individual atoms
[9], molecules to live cells [10]. The advantages of the AFM for nanomanipula-
tion include the diversity of nanoscale objects that can be manipulated, as well as
the capability to manipulate in various environments and to generate topographic
images at the same time. The availability of user friendly commercial instruments
has made it easy for research groups without extensive instrumentation expertise to
carry out nanomanipulation experiments.

Manipulation and measurement on single macromolecules have attracted the
interest of researchers in different fields because these experiments can provide pre-
viously unattainable information on the structural and dynamic properties of many
biological systems. The three-dimensional structures and functions of biological
macromolecules are originated from a large number of weak interactions, which
are fundamentally different from small organic and inorganic molecules. Due to
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the complexity conferred by these weak interactions, individual inhomogeneities
in conformations and dynamic trajectories are characteristic of a population of
biological macromolecules. Bulk measurement techniques, such as NMR and
protein engineering φ-value analysis [11], have been very powerful at answering
many questions about the structures and functions of biological macromolecules.
However, in these experiments only ensemble measurements can be made and the
average properties of the molecules are obtained. To follow the dynamic changes
at the molecular level using ensemble measurements, it would require the synchro-
nization of all molecules not only at the beginning but over their time trajectories,
which is not possible. In single-molecule measurements, the dynamic conforma-
tional changes of a macromolecule can be directly characterized, therefore, the
molecular level insights into the structural and functional mechanisms of macro-
molecules can be obtained. Single molecule measurements can be carried out in
very low concentrations, thus circumventing the difficulties caused by aggregation
of many biological molecules at concentrations necessary for ensemble measure-
ments. In addition, certain molecular species exists in very low copies (even one)
in cells [12], single molecule characterization becomes necessary to understand the
function of such molecules in living cells.

Over the past two decades, AFM has been used extensively for imaging and
manipulating biological macromolecules as well as fabricating nanoscale structures
with macromolecules [13, 14]. The readers are referred to many recent review
papers on these topics that are cited in the following sections. In this chapter,
recent applications of the AFM for manipulating biological macromolecules are
reviewed. Instead of an exhaustive account of the literature in this area, I focus
on the description and illustration of the technical capabilities of the AFM-based
nanomanipulation and the significant new information that has been obtained from
the investigation of biological macromolecules using this technique.

4.2 AFM Based Techniques for Macromolecular Manipulation

Among the currently available methods of manipulating biological macromolecules,
AFM is unique in its capacities for simultaneous precise position control, sen-
sitive force measurement and high-resolution topographic imaging. Using AFM,
controlled forces can be applied to individual macromolecules in physiologically
relevant solution conditions. A macromolecule, without the need of fixing or tag-
ging, can be pushed, pulled, or cut by the AFM tip, resulting in the determination
of its structural, mechanical and dynamic properties, or the placement in the desired
location of a predefined structure.

4.2.1 Operation Principles of AFM

The atomic force microscope was invented by Binnig, Quate and Berber in 1986
[15] in an effort to develop a technology for obtaining atomic resolution images
of an insulating surface after the stunning success of the scanning tunneling
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Fig. 4.1 Schematic of the
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microscope on conducting surfaces [16, 17]. The AFM works by detecting the
interaction force between the sample and a sharp tip mounted at the end of a flex-
ible cantilever, as shown in Fig. 4.1. The detection of the force-induced cantilever
bending is achieved by using a laser beam focused at the end of the cantilever. The
movement of the reflected laser beam is measured by a position-sensitive quadrant
photodiode. The sample (or the tip) can be moved in three dimensions (x, y and
z) by a piezoelectric scanner. The lateral motion of the tip (or the sample) can be
controlled to a precision of 0.1 nm and the cantilever deflection as small as 0.01 nm
can be detected.

When the AFM is used for imaging purposes, two imaging modes are gener-
ally used. In the contact mode imaging, a soft cantilever with a spring constant
k ∼ 0.1 N/m is used. As the sample is raster scanned, the cantilever deflection
(thus the interaction force) is kept constant by adjusting the z position via a feed-
back mechanism. Correlating each z value with the xy position of the tip yields
a topographic image of the scanned area. In tapping mode imaging, a stiff can-
tilever (k ∼ 100 N/m) is made to oscillate near its resonant frequency (typically
∼ 300 kHz). The tip touches the sample transiently during each cycle (tapping), and
this interaction reduces the amplitude of the cantilever. By keeping this amplitude
constant during scanning via the feedback loop, an image is obtained from the z
position of the sample and the xy location of the tip. The tapping mode is bene-
ficial in imaging biological samples in that it minimizes the sample deformation
and damage. Both contact and tapping mode imaging can be performed in vac-
uum, air and liquids. When the AFM is used for nanomanipulation purposes, the
tip is controlled using the piezoelectric stage to make the prescribed motions rela-
tive to the macromolecule attached to the substrate. Manipulation is carried out by
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Fig. 4.2 Schematic of AFM-based nanomanipulation of macromolecules. (a) Pulling molecule
tethered between the tip and the substrate surface by moving the surface away from the tip.
The force exerted by the cantilever is determined by its deflection from the unstressed state,
�z. (b) Pushing a macromolecule by moving the surface toward the tip. (c) Cutting a macro-
molecule by moving surface laterally while the tip is pressed on the surface. (d) Transporting
a molecule by picking it up at the depot site “D”, moving it to target site “T”, and depositing
it there

pulling, pushing, transporting, or cutting the macromolecule of interest, as shown
in Fig. 4.2. In a commonly used mode of manipulation, the macromolecule under
study is positioned between the tip and the substrate surface, and the conformation
of the macromolecule is changed continuously by moving the tip relative to the
substrate. The deflection of the cantilever, which provides the force being exerted
on the molecule, is simultaneously monitored. The correlation between the force
and the conformational change provides the desired properties of the molecule. In
another mode of manipulation, a feedback loop keeps the applied force at a constant
value by adjusting the tip-surface distance, while the conformational of the macro-
molecule, such as its end-to-end distance, is recorded as a function of time [18].
Such “force-clamp” can be used to investigate the structural and dynamic properties
under the quasi-equilibrium conditions.
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4.2.2 Experimental Strategies and Instrumentation

Effective nanomanipulation of macromolecules using the AFM depends on the
accurate control of the tip movement and a reliable measurement of the exerted
force. The tip positioning and movement are controlled using piezoelectric scan-
ners, and the forces are determined by measuring the deflection and the spring
constant of the cantilever. Piezoelectric scanners can provide angstrom preci-
sion in three dimensional position control and their accuracy can be calibrated
using commercially available calibration standards. Precise force calibration at the
piconewton range is challenging, though several calibration methods have been
developed.

4.2.2.1 The Resolution of Force Measurements by AFM

In nanomanipulation of macromolecules by AFM, it is important to measure the
force exerted by the tip to the molecule. The force measurement resolution of the
AFM is affected by several factors, including the cantilever deflection measurement
accuracy, the noise from the instrument and environment, the data acquisition band-
width, the quality factor and the thermal vibration of the cantilever. Of these factors,
the intrinsic thermal vibration of cantilever presents a fundamental limitation on the
lower limit of force measurement, and under most experimental conditions, is the
dominant factor, i.e., the force resolution is thermally limited. The smallest force
detectable using a cantilever can be estimated from the equipartition theorem by
modeling the cantilever as a one dimensional harmonic oscillator:

1

2
κ

〈
z2

〉
= 1

2
kBT (1)

where κ is the bending spring constant of the cantilever, <z2> is mean-squared
amplitude of the thermal oscillation of the cantilever, kB is the Boltzmann constant
and T is the temperature. A cantilever can be treated as a linear spring obey-
ing Hooke’s law F = κz, therefore, the noise due to thermal vibration in force
measurement, �F, can be expressed as

√〈
�F2

〉 = κ

√〈
z2

〉 = √
κkBT (2)

Although cantilevers with spring constants as low as 0.1 pN/nm have been
fabricated and used to measure forces in the attonewton regime at cryogenic
temperatures [19], for manipulation of biological macromolecules, cantilevers
need to have spring constants higher than about 10 pN/nm, which set the lower
limit of detectable forces in AFM to about 7 pN at physiologically relevant
temperatures.
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4.2.2.2 Determination of the Spring Constants of AFM Cantilevers

The force exerted on the tip of an AFM cantilever, F, can be expressed as

F = κ · �z (3)

where κ is the spring constant and �z is the deflection distance by the tipped
end of the cantilever, see Fig. 4.2a. �z can be determined to sub-angstrom preci-
sion through calibration using the piezoelectric scanner, then, the accuracy of force
measurements using the AFM is directly proportional to the accuracy in the determi-
nation of the spring constant of the cantilever. In the sub-nanonewton force regime,
there is no convenient and accurate method to measure the spring constant of a can-
tilever. The values given by the manufacturers can only be used as a rough guide,
individual cantilevers in the same batch can have spring constants differing by a
factor of two due to the heterogeneity in dimensions and material properties. For
example, the spring constant depends on its thickness to the third power, and the
uniformity of cantilever thickness is the most difficult parameter to control in the
fabrication process. As a result, the spring constant must be determined individually
for each cantilever when accurate force measurement is desired.

Currently, the most widely used method for spring constant determination is the
“thermal vibration” method [20], in which the spring constant is obtained from a
measurement of the cantilever vibration due to thermal agitations from the Brownian
motion of the fluid molecules in the surrounding medium. In this method, the energy
equipartition theorem is used by assuming the oscillational motion of cantilever to
be the same as that of a one-dimensional simple harmonic oscillator. The cantilever’s
fluctuations in the absence of any externally applied forces are measured as a func-
tion of time, and the power spectrum is obtained from the data via Fast Fourier
Transformation [21]. By fitting the power spectrum to a Lorentzian line shape, the
rms value of the cantilever’s thermal oscillation amplitude is obtained, from which
the cantilever’s spring constant is calculated using Eq. (1). This method has an
acceptable accuracy with the advantages of being fast, simple, nondestructive, and
in-situ. Calculations based on the method have been made automatic and imbedded
in the control software in some newer models of commercial SPMs. Several other
methods for cantilever spring constant determination have been reported, such as
the added mass method [22], reference cantilever method [23]. These methods offer
various degrees of accuracies, but are not in widespread use due to inconveniences.

4.2.2.3 Overcoming Mechanical Drifts

AFMs are designed and built for controlling and measuring displacements and
forces at the molecular scale, therefore, any drifts in the tip position relative to
the sample cause errors in the measurement results. All piezoelectric elements suf-
fer from hysteresis, creep and non-linearity. The non-uniform thermal expansions
of AFM parts also cause drifts. Various design features have been implemented in
commercial instruments to circumvent these problems but they are not sufficient to
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maintain a long time scale stability required for certain nanomanipulation experi-
ments. Most of the reported methods for overcoming the drift problems of AFM
are for imaging purposes. There are a few instruments with drift-correction mech-
anisms that are compatible with nanomanipulation of biological macromolecules,
such as the differential force microscope using two cantilevers [24], and the ultra-
stable AFM that control the tip position in three dimensions to a precision of 40 pm
by monitoring laser signals scattering off the AFM tip and a marker on the sample
surface [25].

4.2.2.4 Theoretical Models of Biological Macromolecules

Many biological macromolecules are polymers that are flexible when the molecules
are in certain states. Nanomanipulation of macromolecules often involves apply-
ing a stretching force between two points, and observing the induced structural or
conformational changes in the macromolecule. In interpreting the data from such
experiments, it is often required to model the elasticity of macromolecules using
polymer theories [26]. Two models are commonly used to quantitatively describe
the elasticity of flexible macromolecules, i.e., the worm-like chain (WLC) and the
freely jointed chain (FJC) models [27]. In the WLC model, the polymer is treated as
a semi-flexible, non-extensible chain whose stiffness is characterized by a parame-
ter called the persistence length. The force and extension relationship of a WLC is
given by

F =
(

kBT

p

) [
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4
+ x
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]
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where F is the stretching force, x is the end-to-end distance, L is the contour length,
p is the persistence length, kB is the Boltzmann constant, and T is the tempera-
ture. A polymer with a smaller persistence length tends to form random coils, and a
higher force is required to extend the polymer.

In the FJC model, the polymer is considered as a chain of rigid, orientationally
independent statistical segments (the Kuhn segments). A stretching force is required
to extend the chain because an extended chain is in a higher energy conformation
due to the lowered entropy. The length of each segment, b, known as the Kuhn
length, is a direct measure of the chain stiffness and is related to the contour length
L by L = nb. The extension, i.e., the end-to-end distance, of a FJC, x, is related to
the stretching force F by:

x = L

[
coth

(
Fb

kBT

)
− kBT

Fb

]
, (5)

At low forces, Fb << kBT, the relation can be simplified to

F = 3kBT
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)
(6)
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Within this force regime, the FJC behaves like a linear spring with the spring
constant proportional to 1/b. In AFM studies, it has been shown that the elastic
behaviors of unfolded proteins can be described well by the WLC model [28],
whereas that of polysaccharides and single stranded DNA follow the FJC model
more closely [29].

4.2.2.5 Viscosity Effects

Most macromolecular manipulation experiments using AFM are performed in
buffer solutions, where the cantilever experiences a viscous drag force due to its
motion in the solution. This viscous force superimposes onto the force generated
by the macromolecule under study, causing ambiguity in the measured forces and
difficulties in data interpretation. The viscous drag effect becomes significant when
the speed of the cantilever is high [30] or the viscosity of the solution is high [31].
Janovjak et al. [30] and Alcaraz et al. [32] have used the scaled spherical model
to treat the cantilever as a sphere-spring system and utilized the Stokes’ Law to
determine the viscous force. These methods have provided a reasonable estimate
of the viscous drag on the AFM cantilevers, however, there is a deficiency in these
approaches because the cantilever’s mode of motion during the viscous force deter-
mination is different from that during a macromolecular manipulation experiment.
Recently, Liu et al. [33] reported a different approach by modeling the cantilever
as a rotating beam and treating the viscous drag on the cantilever in macromolec-
ular manipulation experiments as a superposition of the viscous force on a static
cantilever in a moving liquid and that on a bending cantilever in a static liquid.
The viscous force on the cantilever was measured under both hydrodynamic con-
ditions, yielding parameters that are amenable to the experimental conditions, and
corrections of the viscous force induced errors were then carried out using these
parameters.

4.3 Manipulation of Protein Molecules

The manipulation of individual protein molecules by AFM has generated a wealth of
novel and important information on the mechanisms of the mechanical functions
of proteins, the significance of the rare events during protein folding, the properties
of the energy landscape of protein molecules, the details of the interactions between
protein molecules, the influence of force on the enzymatic activities of proteins, and
many other properties that are crucial to understand the various functions of protein
molecules. This section is not an exhaustive review of the literature in the field, but
to present representative experiments that addressed important and novel questions
on proteins. The readers are referred to recent reviews for additional information [2,
34–49].
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4.3.1 Force-Induced Protein Unfolding and Refolding

The mechanisms that determine how a folded protein molecule resists mechanical
stresses are still not well understood. Conventional biophysical and biochemical
techniques are unable to directly probe the problem due to the difficulties to exert
a controlled force on individual proteins. However, this is an important problem
to solve since all proteins are exposed to certain amount of mechanical stress,
especially those involved in tissue strain. Disease-causing mutations in many pro-
teins have signatures in their mechanical stability, i.e., the maximum force a folded
protein domain can withstand [50]. Furthermore, the characterization of the confor-
mational changes of a protein induced by an externally applied force can be used
to probe the folding energy landscape of the protein. The breakthrough in the direct
characterization of the mechanical properties of proteins came in 1997 when three
papers were published almost simultaneously in which individual molecules of the
protein titin were stretched with AFM and laser tweezers [28, 51, 52]. The globu-
lar titin domains were observed to unfold when the applied force reached a certain
level. Up to date, there are about five dozens of different proteins that have been
studied this way [53].

4.3.1.1 Elucidating the Mechanism of the Mechanical Functions of Proteins

Proteins with mechanical functions often have modular structures composed of
multiple individually folded globular domains. Of these proteins, titin is probably
the best characterized using AFM and other single molecule techniques. Titin is a
large modular protein, with a molecular weight of ∼4 MDa, containing hundreds of
sequentially connected Ig and fibronectin type III (Fn3) domains. Titin functions as
a molecular spring and ensures the return of the sarcomere to its initial dimensions
after muscle relaxation [54, 55].

In studying the mechanical properties of titin, the protein is deposited on a sub-
strate surface, and the tip is then pushed onto the sample surface with a force of
a few nanonewtons for several seconds to allow the molecules to interact with and
attach to the tip [28]. The tip is then retracted from the surface at a specified speed
and the force is measured as a function of the tip-sample separation. If a single titin
molecule is tethered between the tip and the substrate, the measured force displays a
characteristic sawtooth pattern, as shown in Fig. 4.3, where each peak corresponds to
the unfolding of a single folded domain. The ability to observe individual unfolding
events comes from the fact that the unfolding of one domain causes a sudden length-
ening of the molecule, which reduces the tension and prevents another unfolding
event from occurring immediately.

AFM experiments have shown that titin globular domains unfold when stretched
and refold when relaxed, thus making titin extremely extensible because of the large
length gain upon the unfolding of each domain [28, 56]. The refolding of titin Ig
domains can occur under relatively large forces, indicating a robust refolding mech-
anism that can operate over a large range of sarcomere lengths [57]. It has been
suggested that the reversible unfolding of the titin globular domains serves as a



4 Nanomanipulation of Biological Macromolecules by AFM 139

a b dc

Protein

(A)

(B) (C)

a

Tip-surface separation (end-to-
end distance of the polymer)

Force

Extension (nm)

Fo
rc

e 
(p

N
)

Fig. 4.3 Mechanical unfolding of single protein molecules using AFM. (a) Procedure of the exper-
iment. Polymeric proteins are deposited on a surface, and picked up by the AFM tip via nonspecific
adsorption. The individual protein domains are unfolded by force as the surface is moved away
from the tip. The procedure is first reported in reference [28]. (b) Schematic of the data, a force
versus extension curve, generated from the procedure shown in (a). Each peak corresponds to the
unfolding of a single domain in the polymer. (c) A experimental curve from pulling a protein poly-
mer. The features at the beginning of the curve are due to unspecific interactions between the tip
and the surface when they are close to each other

safety mechanism that protects titin and the sarcomere from mechanical damage in
case of extreme stretch during stress or pathological conditions [54, 58–61]. Many
mechanical proteins have a modular construct, with a similar safety mechanisms
built in, such as the cell adhesion protein tenascin [62].

Proteins involved in cytoskeleton are another family of proteins whose mechani-
cal properties are closely related to their functions. Cytoskeleton is a protein network
that supports cellular structure and also plays an important role in intercellular trans-
port, cell division, and cell motility [63]. Spectrin is the major component of the
membrane-associated cytoskeleton in erythrocytes [64], which are known for their
high deformability [65]. The investigation of the force induced structure and con-
formation changes of spectrin by AFM nanomanipulation has provided a molecular
basis for the elastic properties of erythrocytes. Each spectrin is made of two subunits
(the α and β chains) that form a lateral dimer. Each of these chains has multiple
domains that consist of bundles of three anti-parallel coiled-coil [66–68]. Rief et al.
measured the force required to unfold spectrin repeats and obtained values in the
range of 25–35 pN [69]. They found that individual spectrin repeats unfold follow-
ing a two state process, and the unfolded polypeptide refolds efficiently when the
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strand is relaxed. The unfolding force of spectrin repeats is almost a order of magni-
tude smaller than that of the titin Ig domains [28], but the two protein domains have
a similar melting temperature [70, 71], reflecting the structural and functional dif-
ferences of the two proteins. Law et al. [72] reported that serially adjacent spectrin
repeats unfold cooperatively when stretched, and Ortiz et al. [73] studied the forced
unfolding pathways of the linkers between tandem spectrin repeats and obtained
insights in understanding the cooperative unfolding behaviors of spectrin and similar
proteins.

4.3.1.2 Probing the Protein Folding Energy Landscape

Understanding the protein folding problem is of great significance because a major-
ity of proteins depend on the correct folded structures for their proper biological
functions. The folding and unfolding transitions of certain proteins are also critical
to a range of biological processes and systems, such as molecular trafficking, con-
trol of the cell cycle and cell movements [74, 75]. Also, it is well established that
protein misfolding, aggregation and fibrillogenesis are associated with a number of
diseases, such as cystic fibrosis, Alzheimer’s disease, Huntington’s disease [75].

The energy landscape theory for protein folding [76–81] depicts the folding pro-
cess as following a path on a partially rough, funnel-shaped free energy surface, with
the native state at the bottom of the funnel. From the energy landscape, all of the
observable properties of the folding process can be inferred, including folding rates
and transition-state structure [82]. However, it has been difficult to determine the
characteristics of the energy landscape using experimental measurements [83]. The
dynamical responses of a protein to mechanical force can be used to characterize its
free energy landscape, therefore the AFM based nanomanipulation technique has
provided a method to directly probe properties of the energy landscape of proteins
[2, 84–89].

Model systems used for protein folding studies are mostly small globular pro-
teins. Such proteins are not amenable to direct nanomanipulation experiments using
the AFM because the tethering surfaces, i.e., the AFM tip and the substrate, have
much larger radii of curvatures than the dimensions of the proteins, as shown in
Fig. 4.4. The nonspecific interactions between the AFM tip and the substrate may be
stronger than the forces required to unfold the protein when these surfaces are a few
nanometers apart. To circumvent these difficulties, globular protein molecules have
been made into artificial polymers, which are then used in the nanomanipulation
experiments [84, 86, 90]. A single protein polymer, or a polyprotein, can contain
a number of identical or different proteins, or “domains”, arranged in a defined
manner. With such constructs, the unfolding and refolding of individual globular
proteins in the polymer can be identified unambiguously from the sawtooth pattern
in the force curves (see Fig. 4.4). By combining protein polymer synthesis with the
capacity of AFM to apply and measure forces in the sub-nanonewton regime, and
to measure distances in the nanometer scale, it has become possible to determine
detailed features of a protein’s energy landscape.
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Fig. 4.4 Schematic showing the necessity to use protein polymers in carrying out mechanical
unfolding experiments. When the AFM tip and surface are close to each other, unspecific interac-
tions due to the surface roughness and surface adsorbed proteins interfere with the measurement of
the unfolding forces. Using polymers circumvents the difficulties, while the individual unfolding
events can still be observed (see Fig. 4.3)

Dietz and Rief [91] used heteropolymers of a GFP (green fluorescent protein)
molecule flanked by smaller known protein domains on both sides to investigate the
properties of the energy landscape of GFP. The unfolding of GFP in the mechanical
unfolding experiments was indentified from its large size in the sawtooth pattern,
see Fig. 4.5. GFP has a great significance in biotechnology [92] because of its
applicability as a marker to monitor biomolecular processes, both temporarily and

Fig. 4.5 Characterization of the energy landscape of the protein GFP. (a) GFP is inserted in a
polymer of titin domains. (b) The unfolding event of the GFP is identified by the greater increase
in polymer length. (c) The measured energy landscape of GFP plotted as a function of the end-
to-end distance of the protein. Reprinted with permission from reference [91], Copyright (2004)
National Academy of Sciences, U.S.A
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spatially, in living cells and organisms. These processes include gene expression,
protein localization and dynamics, protein-protein interactions, cell division, chro-
mosome replication and organization, and intracellular transport pathways. GFP
is a relatively large protein (238 amino acids, 26.9 kDa), which makes it diffi-
cult to be characterized by bulk experiments due to slow kinetics and tendency to
aggregate in the unfolded state. However, the size of a protein does not cause partic-
ular difficulties in the AFM nanomanipulation experiments. The AFM manipulation
experiments showed that there are at least two metastable intermediate states in the
force induced unfolding of GFP. Using the information obtained from the experi-
ments, including the unfolding force distribution, the position of the transition state,
and the lifetimes of the intermediate states, the energy landscape of GFP was recon-
structed along the direction of the applied mechanical force, see Fig. 4.5c. The rough
energy landscape reflects a complex topology of GFP, and the knowledge can be use-
ful for the development of GFP mutants for various applications, such as molecular
force sensors.

With their force-clamp instrumentation [18], Berkovich et al. characterized the
folding free energy landscapes of ubiquitin and titin domain I27 using the force-
quench technique, where after unfolding a protein at a high force, the pulling force is
abruptly reduced to a low value and the collapse process of the extended polypeptide
chain is monitored [93]. Analysis of the collapse trajectories yielded the parameters
describing the free energy landscape along a well defined coordinate (the end-to-
end distance of the protein), such as the height of the energy barrier, the curvature
of the free-energy minima, and the location of the transition states. Using a double-
jump method [94] in their mechanical unfolding experiments, Schlierf and Rief [95]
determined the energy landscape of the protein ddFLN4 to be funnel shaped with
a broad transition state. Yang et al. [84] synthesized polymers of the protein T4
lysozyme using a crystal structure directed method, and studied the force-induced
unfolding and refolding behaviors of the protein. It was found that the proteins in a
polymer can refold efficiently and rapidly when the polymer chain is relaxed after
they are unfolded, as shown in Fig. 4.6. The molecular configurations accessible
to the T4 lysozyme molecules in the polymer are greatly reduced because of the
constraints imposed on the two linking residues by the neighboring molecules. T4
lysozyme molecules do not naturally exist in the polymerized form, as is the case for
titin that may have evolved to fold despite the constraints imposed by the polymer-
ization. It is unlikely that a T4 lysozyme molecule in a polymer and a molecule in
monomeric form would go through the same series of conformational microstates
during their refolding transitions. Therefore, the efficient and rapid folding of T4
lysozyme molecules in the polymerized form strongly suggests the existence of a
funnel shape energy landscape on which the protein can follow multiple alternative
folding pathways to reach its native state at bottom of the funnel.

These experiments show that AFM nanomanipulation is a powerful tool to
directly measure the properties of the energy landscape of proteins. In particular,
the technique can explore regions of the energy landscape that are not accessible in
bulk experiments in which it is difficult to study proteins in well extended confor-
mation. The energy landscape of proteins is a high dimensional surface, the AFM
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Fig. 4.6 Repeated
unfolding-refolding of T4
lysozyme molecules in a
polymer [84]. The curves
were obtained by stretching
and relaxing the same
polymer multiple times
(refolding parts are not
plotted). The dots mark the
positions where unfolding
occurs. The force curves in
these plots are shifted
vertically for clarity, so they
do not share a common zero
force level

experiments can only probe the surface along a particular direction. As the tech-
nique advances, force can be applied along several different directions on the same
protein molecule, and the energy landscape can be explored more thoroughly.

4.3.1.3 Observing Rare Misfolding Events

In biological systems, many states are transient, which may not be represented in
macroscopic measurements of the population. The average properties may reflect
the dominant population in a system, but not the biologically active individuals.
The activity of even a small minority population may be the significant popula-
tion for understanding the physiological activity of this molecule [96]. Therefore,
identification and characterization of rare molecular events and infrequent subpop-
ulations are crucial in understanding the functional mechanisms of many biological
systems, and AFM nanomanipulation has been shown to have such a capacity
[97–99]. Oberhauser et al. [97] observed that the sawtooth patterns obtained in
repeated unfolding and refolding experiments on titin domain I27 occasionally had
a missing force peak. Detailed analysis of the data with missing peaks showed that
they represent the rare misfolding of the I27 domains, in which two neighboring
domains fold into a single structure. Such misfolding was found to be very rare,
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accounting for fewer than 1% of the refolding events. The low frequency reflects
the fact that titin domains have evolved to fold efficiently to avoid misfolding, a
misfolded domain could significantly affect the function of the titin molecule. In
studying the effect of force on the unfolding cooperativity of spectrin domains using
AFM, Randles et al. [98] found that adjacent spectrin repeats occasionally mis-
fold (3% of the observed folding events), and that such misfolding occurs with a
higher frequency when the adjacent domains are identical in sequence, suggesting
the importance of sequence diversity of modular proteins in minimizing misfolding
and aggregation [100].

4.3.2 Modulation of Chemical and Enzymatic Reactions by Force

Enzymes are critically important for all living organisms, but our knowledge on the
catalytic mechanism of many enzymes is still far from complete and it is still dif-
ficult to design efficient enzymes for specific purposes [101]. It was realized that
enzyme dynamics and the distortion of the substrate could be essential for catalysis
[102], and direct experimental characterization of these process can provide new
insights into the mechanism of enzymatic catalysis. AFM has provided the appro-
priate technique to study the enzyme dynamics by using mechanical force as the
probe [103]. The first study of enzyme dynamics with the AFM was reported in
1994 by Radmacher et al. [104]. By placing an AFM tip on the lysozyme molecules
adsorbed on a surface, the conformational changes of the lysozyme molecules dur-
ing catalysis were directly observed as the cantilever fluctuations increased when the
substrate (oligoglycoside) was added. While in the presence of an inhibitor (chito-
biose), the fluctuations decreased to the level without the substrate. In recent years,
more sophisticated measurements using AFM nanomanipulation have been carried
out to investigate the molecular level details of enzymatic activities.

Wiita et al. [105] studied the effect of force on the reduction cleavage of a disul-
fide bond, which was engineered in the protein titin domain I27, by dithiothreitol
(DTT). The covalent disulfide bonds, formed between the thiol groups of two cys-
teine residues in a protein, play an important role in the folding and stability of
certain proteins [106]. Many proteins that are exposed to mechanical stress contain
disulfide bonds [107], therefore, the effect of force on disulfide bond reduction can
reflect the functional mechanisms of these proteins. By using the force-clamp AFM,
it was shown that the reaction of disulfide reduction by DTT is sped up by force, and
the reaction rate depends on the applied force exponentially. The same laboratory
also studied the catalysis mechanism of the enzyme E. Coli thioredoxin (Trx) for
its activities in the reduction of disulfide bonds in proteins [108]. Trx exists in all
organism, understanding how this enzyme modulates the disulfide bond cleavage
reaction is of great importance. The most interesting and significant finding from
the study is the observation that the reaction rate of disulfide bond reduction by Trs
decreases fourfold when the applied force is increased from 25 to 250 pN, and then
increases threefold when the force is increased from 250 to 600 pN, as shown in
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(A)

(B)

Fig. 4.7 The effect of force
on Trx catalysis. (a) The
dependence of the reaction
rate on the applied force. The
dashed line is a model fit. (b)
Schematic of a disulphide
bond reduction by Trx when
the bond is subject to a
stretching force. The bond
(between B and C) has to
rotate to reach the correct
geometry at the transition
state (TS), causing a
shortening of the substrate
polypeptide by an amount
�x12. Reprinted by
permission from Macmillan
Publishers Ltd: Nature [108],
copyright (2007)

Fig. 4.7. The result shows that Trx can catalyze the disulfide bond reduction in two
distinct routes, without a common intermediate. The first route requires a reorienta-
tion of the substrate disulphide bond in order to achieve the correct geometry at the
transition state. The substrate rotation leads to a shortening of the protein polymer
chain tethered between the AFM tip and the surface, therefore, it is opposed by the
stretching force. The second route of the catalysis reaction elongates the disulphide
bond, therefore, it is favored at high forces. The finding that a force can alter the cat-
alytic routes of Trx has important implications. The authors argued that mechanical
stresses applied to tissues may completely change the enzymatic chemistry from
that observed in solution biochemistry, and the effects may be particularly signifi-
cant in tissues exposed to pathological force levels such as those experienced during
a mechanical injury.
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Gumpp et al. [109] used a combined AFM-TIRF instrument [110] to inves-
tigate the effect of a mechanical force on the activity of the enzyme lipase
B from Candida Antarctica (CalB), which converts the fluorogenic substrate
5-(and-6)-carboxyfluorescein diacetate (CFDA) into the highly fluorescent product
5-(and-6)-carboxyfluorescein. The enzyme was tethered between a glass coverslip
and the AFM cantilever, and its catalytic activity was monitored by fluorescence
while it was periodically stretched and relaxed. It was observed that releasing
the stretching force leads to a higher enzymatic activity. A theoretical analysis
of the data reveals the detailed energy landscape of the enzyme that governs the
active and inactive conformations. These and other experiments clearly prove the
capacity of the AFM based nanomanipulation technique for studying the effect of
forces on enzyme catalysis reactions. In order to carry out such studies effectively,
the activity of the enzyme needs to yield a clear detectable signal, and the reac-
tion rate needs to be slow enough to be compatible with the time scale of AFM
measurements.

4.3.3 Unfolding and Unbinding of Membrane Proteins

Biological membranes, composed of a phospholipid double layer with various
embedded proteins, surround cells (and organelles) and define their physical bor-
ders in all organisms. The amount of membrane proteins differ among species and
cell types, and they are responsible for many vital cellular activities, such as solute
and ion transport, interactions with other cells, and sensory stimuli transduction.
Membrane proteins are encoded by about 30% of genes in most organisms [111],
but the study of these proteins has been difficult by many conventional biochemical
and biophysical methods due to their insolubility in aqueous solutions and their
resistance to crystallization. AFM imaging and manipulation have proved to be
effective in characterizing the properties of membrane proteins, in particular, the
AFM based techniques can investigate membrane proteins in their native environ-
ment, i.e., embedded in the lipid bilayer and immersed in a physiologically relevant
solution [38, 39, 112–116]. These studies have revealed novel and important insights
about how membrane proteins work, their interactions with lipids and other proteins,
and their dynamics and structures.

The first study of membrane proteins using AFM nanomanipulation was reported
by Muller et al. [117]. Utilizing both the imaging and force measurement capacities
of AFM, these authors measured the unbinding force of the hexagonally packed
intermediate (HPI) layer protein from the membrane and directly visualized the cor-
relation of the structural changes with protein unbinding events. Oesterhelt et al.
[118] used a similar approach to study the seven-helix transmembrane protein
bacteriorhodopsin in purple membrane patches from Halobacterium salinarum.
Individual protein molecules were first localized from AFM imaging and then
extracted from the membrane with the AFM tip. It was found that the anchoring
forces of the helices in bacteriorhodopsin to the membrane are between 100 and
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200 piconewtons. The helices are unfolded upon extraction, with each helix fol-
lowing a different unfolding pathway, which reflects the local interactions with the
membrane and within the protein.

Goncalves et al. [119] reported high-resolution imaging and force spectroscopy
measurements on unsupported membranes using a two-chamber AFM setup that the
authors had designed. The experimental setup has the advantage of combining struc-
tural and functional studies of membrane proteins since the two aqueous chambers
separated by the membrane can mimic the environments of cytoplasm and extracel-
lular space, respectively. The sample of nonsupported membrane for AFM studies
was prepared by spanning the surface layers (S layers) of Corynebacterium glutam-
icum on a silicon surface with holes having diameters of 90–250 nm. The protein
pore structures in the membrane were identified by imaging, the elastic properties
and membrane rupture forces were measured by indenting and puncturing the mem-
branes with the AFM tip. Functional studies of the membrane were demonstrated by
monitoring pH changes induced by bacteriorhodopsin proton pumping. The experi-
mental setup represents a significant technical advance for investigating membranes
and membrane proteins under more physiological conditions.

Kessler et al. reported the study of the refolding of membrane proteins back into
the bilayer using the AFM [120]. Experiments were carried out by first extracting
and partially unfolding an individual bacteriorhodopsin molecule from the pur-
ple membrane using an AFM tip. Then, the protein was slowly lowered toward
the membrane to allow reentry and refolding while the force was monitored by
the cantilever deflection. It was found that certain helices can refold against a
pulling force of several tens of pN. During the refolding process against the
stretching force, several folding intermediate states with differing complexity were
identified.

The AFM is currently the only technique that can perform high resolution
measurements on the structure and dynamics of membrane proteins under physi-
ological conditions and without the need of labeling. The AFM studies have not
only revealed the functional mechanisms of the membrane proteins but also helped
the development of new drugs for various diseases since the majority of drugs target
membrane proteins.

4.3.4 Measurement of Protein Ligand Interactions

The interactions between proteins and between a protein and its ligand are important
for many biological functions of protein molecules, such as in signal transduc-
tion and cell motility. The studies of these interactions by conventional methods
on an ensemble of molecules in solution under equilibrium conditions provide
average properties and a static viewpoint, while inside cells, such interactions gen-
erally occur on surfaces under nonequilibrium conditions. During the past decade,
AFM based nanomanipulation methods have provided important complementary
information on the dynamics of protein-protein and protein-ligand interactions
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[36, 121]. AFM can probe conformational transitions of individual molecules, reveal
the structural and functional heterogeneity in a population, and directly quantify the
magnitudes and working distances of forces involved in the interactions.

For single molecule measurements of protein–ligand interactions using the AFM,
the ligand is attached to the AFM tip and the protein is immobilized on a surface
(or the other way around). The AFM tip is first brought into contact with the sur-
face to form a protein-ligand complex, and then the tip is retracted from the surface
while the force and distance are recorded. In such experiments, the unbinding force,
the dissociation rate constants and bonding energy landscape can be determined.
Benoit et al. [122] investigated the adhesion between two live cells of the eukaryote
D. discoideum by attaching one cell on the AFM cantilever and the other on a sur-
face. Previous experiments showed that the interactions of these cells are governed
by the glycoprotein CsA, which reacts with each other to form non-covalent bonds
between adjacent cells. AFM force measurements revealed that the de-adhesion pro-
cess was continuous upon separating the cell, but the final detachment was found
to occur mostly at a force of 23 pN, which was identified as the unbinding force
between two CsA molecules. This relatively low interaction force in cell-adhesion is
consistent with the ability of motile cells to glide against each other as they become
integrated into a multicellular structure.

Recently, Lim et al. [123] reported the investigation of the adhesion strength
and kinetic properties of the homophilic interactions between the two extracel-
lular loops in the protein Claudin-2 (Cldn2) and the full-length Cldn2. Claudins
are transmembrane proteins that regulate the paracellular transportation of solutes
across epithelia. The two extracellular loops of Cldns of adjacent cells interact to
form the paracellular tight junction strands. By linking one of the interaction part-
ners (the two extracellular loops C2E1, C2E2 and the full-length protein Cldn2)
to the AFM tip and immobilizing another on a glass coverslip, the interaction
forces and kinetics between the partners were determined. It was found that the first
extracellular loop of Cldn2 is the major determinant of trans-interactions involving
Cldn2. Dissociation of hemophilic Cldn2/Cldn2 and C2E1/C2E1 complexes fol-
low a two-energy-barrier model within the range of loading rates used (102–104

pN/s). These results provide an insight into the trans-interaction of Cldn2-mediated
adhesion. In another recent report, Zhang et al. [124] measured the binding prop-
erties between the transmembrane protein cadherines using single-molecule FRET
and AFM, in order to elucidate the functional organization of cadherin adhesive
states. Cadherins are Ca2+-dependent cell-cell adhesion proteins regulating organi-
zation of cells and maintaining the structural integrity of tissues. The measurements
showed that cadherin binding involves two stages, which helped to clarify some
controversies regarding the cadherin mediated cell-cell interactions. Lee et al. [125]
reported an interesting study aimed at understanding the molecular mechanisms of
mussel adhesion to various surfaces. Mussels are remarkable in that they can main-
tain strong and long-lasting adhesion in a wet environment, and they can adhere to
all types of inorganic and organic surfaces. It was known that the adhesive proteins
in mussels contain 3,4-dihydroxy-L-phenylalanine (dopa). The AFM experiments
were carried out to directly measure the interaction forces between dopa and model
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surfaces. Dopa was tethered on the AFM tip via a linker, and its adhesion to an inor-
ganic (Ti) surface and an organic (amine-modified Si) surface were characterized in
aqueous solutions. The measured adhesion force, dissociation energy, and theoret-
ical calculation provide an explanation of mussel adhesion. On inorganic surfaces
the unoxidized dopa forms high-strength yet reversible coordination bonds, whereas
on organic surfaces oxidized dopa is capable of adhering via covalent bond forma-
tion. The knowledge can be used for development of anchoring agents for biological
macromolecules onto various surfaces.

4.4 Manipulation of Nucleic Acid Molecules

DNA and RNA play vital roles in all organisms, and their properties and functions
have been investigated with various techniques. During the last 12 years, it has been
increasingly realized that the mechanical properties of DNA and RNA are impor-
tant for understanding the functional mechanisms of these nucleic acid molecules
in many biomolecular processes, such as the wrapping of DNA in a nucleosome,
the packing of DNA into a phage capsid, and DNA strand separation during tran-
scription. AFM nanomanipulation technique provides a powerful tool for the direct
measurement of the mechanical properties of nucleic acids and the determination of
the effect of mechanical forces on the functions of these molecules [4, 126–130].
AFM nanomanipulation has also been used to perform controlled delivery of DNA
[131] and to assemble molecular structures on surfaces with nucleic acid molecules
[110, 126].

4.4.1 Elastic Property and Force-Induced Structural
Transitions in DNA

The elastic properties of individual DNA molecules and the force-induced struc-
ture transition of DNA were first studied using the magnetic tweezers and laser
tweezers [132, 133]. The investigation of the mechanical properties of nucleic acid
molecules using AFM nanomanipulation has the advantages that shorter molecules
can be studied and higher forces can be exerted, thus a wider range of properties can
be probed.

Rief et al. used the AFM to stretch individual dsDNA molecules for the deter-
mination of their sequence-dependent mechanical properties [29]. By pressing the
AFM tip against the DNA layer on a gold surface, individual molecules of the
digested λ-DNA were picked up by the tip and subsequently stretched as the tip
was moved away from the surface, yielding a force (tension) and extension relation-
ship for the molecule. At a force of 65 pN, the previously known transition from
B-form to S-form DNA [133] was observed. At a force of ∼150 pN a new tran-
sition was found, which was identified as the split of the double helix into single
strands. The elastic behaviors of the single stranded DNA could be well described
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by both WLC and FJC models at low forces (<100 pN), but these models failed
at higher forces. It was found that the B-S transition (at 65 pN) was independent
of pulling speeds, indicating an equilibrium process, while the melting transition
(at 150 pN) did show a pulling speed dependence, suggesting that this transition
occurs in nonequilibrium. The sequence dependence of the mechanical properties
was investigated using synthetic constructs of double-stranded poly(dG-dC) and
poly(dA-dT). For poly(dG-dC), the B-S transition was found to be at 65 pN, and the
melting transition occurred at ∼250 pN. For poly(dA-dT), the B-S transition was at
35 pN and the double strand was found to begin melting during this B-S transition.
These sequence-dependent properties of DNA could have biological relevance in
modulating the positioning of nucleosomes and the interactions with proteins. Morii
et al. [134] measured the elastic properties of double stranded DNA using AFM in
aqueous solutions, and found that two types of transitions from B-form to S-form.
The first B-S transition occurred at a force of 67 pN, while the second one was
observed at 116 pN. The structural transition at the higher force was attributed to
the unnicked DNA molecules with both ends of each strand tethered to the surfaces,
such that the untwisting of the double helix was blocked. The Young’s modulus of
the DNA molecules was measured to be around 200 MPa in water and became lower
as the ionic strength of the solution was increased.

During transcription and replication, the relevant regions of the DNA become
single stranded DNA (ssDNA). Ke et al. [135] investigated the elasticity of two
types of single-stranded synthetic DNA, poly(dA) and poly(dT), to elucidate the
effect of base stacking on the elastic and structural properties of the ssDNA.
It was found from these AFM force measurements that poly(dT) exhibits the
expected entropic elasticity behavior, while poly(dA) displays two overstretching
transitions at 23 pN and 113 pN. The transitions are the mechanical signature of
base-stacking interactions among adenines, which may have important implications
in modulating sequence specific functions, such as binding to enzymes and drug
molecules.

4.4.2 Inter-Strand Interaction Forces in Duplex DNA

During many important biomolecular processes, the two strands of a dsDNA
molecule need to be separated, while in other situations, the DNA needs to have
a stable double helical structure. Therefore, the inter-strand interactions in a DNA
double helix are central to the understanding of its structure and various func-
tions. The first direct measurement of the forces between the two strands in a
dsDNA by AFM was reported by Lee et al. [136]. By immobilizing complementary
oligonucleotides on the AFM tip and a substrate surface respectively, the rupture
forces between a single pair of oligonucleotides involving 20, 16 and 12 base pairs
were determined. Rief et al. [29] used the hairpins formed by self-complementary
sequence to measure the forces required to unzip the DNA double helix by pulling
the two strands apart with the AFM cantilever, as shown in Fig. 4.8. The experiment
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Fig. 4.8 AFM measurement of base-pairing forces in a double stranded DNA. (a) The self-
complementary sequence forms hairpins, which can be unzipped to provide a direct measurement
of the base-pairing forces. (b) Extension (red) and relaxation (blue) curves of one poly(dG-dC)
molecule. (c) Extension and relaxation curves of a poly(dA-dT) DNA molecule. Reprinted by
permission from Macmillan Publishers Ltd: Nature Structural Biology [29], Copyright (1999)

revealed that the average base pair-unbinding force for G-C is 20 pN and that for
AT is 9 pN. The sequence dependent unzipping force measurement can serve as a
first step toward sequencing individual DNA molecules using mechanical means.
The information is also important in understanding the sequence specific stability
and functions of DNA.

To get a better sensitivity of the sequence dependence of the unzipping force,
Krautbauer et al. [137] carried out DNA unzipping experiments using shorter DNA
molecules with both artificial and natural sequences. Complementary DNA oligonu-
cleotides were chemically attached to the AFM tip and a glass surface respectively.
As the tip was brought close to the surface, the complementary strands on the tip
and the surface interacted and formed a double stranded helix, with the tethered
ends of both strands on the same side. As the tip moved away from the surface,
the double strand was opened in a zipper like fashion. The DNA sequence was
discriminated from the unzipping force with a resolution of 10 base pairs. Sattin
et al. [138] investigated the effects of base mismatches on the inter-strand inter-
action forces of DNA by using AFM and an oligonucleotide microarray. A short
ssDNA was attached to the AFM tip, and ssDNA fragments with sequences com-
plementary to tip-attached DNA, and fragments with one or two mismatched bases
to the tip-attached DNA were immobilized on designated areas of the microarray
surface. By measuring the unbinding forces between the tip-attached DNA strand
and the surface-immobilized strands, a direct comparison was made between the
interaction forces of the perfectly matched sequences and those containing a single
or double mismatches. Since the measurements were made under exactly the same
experimental conditions, experimental errors were reduced and the contribution of a
single base pair to the inter-strand interaction force was determined. The measured
results show that AT and GC base pairs have similar contributions to the rupture
forces of the two strands in a double helix, suggesting that base stacking is more
important than hydrogen bonding to the mechanical stability of DNA.
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4.4.3 Controlled Delivery and Nanopatterning of DNA

Building nanoscale structures and devices is a central task in the development of
nanotechnology. Nanoscale fabrications can be realized using either the top-down
or the bottom-up approach. Molecular self assembly and nanoscale manipulation
are the two technologies for the bottom-up fabrication strategy. AFM has played a
critical role in the development of nanofabrication techniques due to its capacity to
perform controlled manipulation, positioning and delivering atoms, molecules and
other nanoscale entities with high spatial resolutions.

Using the AFM and the selective DNA hybridization, Kufer et al. [110]
demonstrated a method to fabricate nanoscale structures on a surface using DNA
molecules. In this method, ssDNA oligomers to be transferred and used for assem-
bly (the cargo strand) are “stored” in the depot area by surface-tethered ssDNA
oligomers (the support strand) that are based paired to a portion of the cargo strand.
Another ssDNA oligomer (the tip strand) that is complementary to the non-base
paired portion of the cargo strand is attached to the AFM tip. When the tip is posi-
tioned at the depot and lowered to the surface, a double strand helix is formed
between the tip strand and the cargo strand. Sequences of the ssDNA strands are
designed in such a way that when the AFM tip is pulled away, the cargo strand and
support strand are unzipped, which requires a lower force than that to unbind the
cargo strand from the tip strand, where the force is applied along the axis of the
double helix, as shown in Fig. 4.9. As a result, the cargo strand is picked up by
the AFM tip and then transferred to the designated spot in the target area, where
the free end of the cargo strand binds to the surface-immobilized target strand by

(A) (B) 

Fig. 4.9 Assembling patterns with DNA oligomers using AFM nanomanipulation. (a) Individual
functional units (DNA oligomers) are picked up one at a time by the AFM tip and transferred to the
target area. (b) The transferred DNA oligomer is deposited in the target area. From [110], reprinted
with permission from AAAS
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a double helix. The portion of the cargo strand bound to the target strand is larger
than the portion bound to the tip strand, therefore, the cargo strand is separated from
the tip strand when the AFM tip is moved away, leaving the cargo strand at the
target area to form the programmed structure. The effectiveness of the method was
demonstrated by spelling the letter “M” using 400 fluorescently labeled oligonu-
lotides transferred from the depot to the target area with a spatial resolution of 10 nm
[110]. It was also shown that an AFM tip could be used to transport and deliver more
than 5,000 molecules over a period of 10 h. The authors suggested that, with the
development of massively parallel operating AFM cantilevers [139], this molecular
assembly technique could find many applications. Using a similar approach, Duwez
et al. [131] used the AFM to deliver polymer molecules onto a Si surface, where
the molecules were covalently immobilized and could be subsequently modified by
further chemical reactions. DNA molecules deposited on a solid surface can also be
manipulated with the AFM tip to form designated patterns. Hu et al. [126] demon-
strated this method by spelling the letters D, N, and A on a mica surface using DNA
molecules.

The efficient delivery of specific molecules to target cells is important in biotech-
nology and biomedicine. Efforts have been made to use AFM for such a purpose.
Afrin et al. [140] reported the transfection of DNA containing the gene for a fluores-
cent protein into living fibroblast cells using the AFM. The AFM tip with the DNA
molecules attached was inserted into the cell under a high loading force. After the
insertion procedure, the cells were incubated and the level of the fluorescent protein
expression was checked by fluorescence microscopy. The results showed a success-
ful transfection of the DNA molecules into the cells. Han et al. [141] reported a
low invasive method for delivering DNA into living cells using 200 nm diameter
nanoneedles that were made by etching the Si AFM tips. DNA molecules to be
delivered were immobilized on the nanoneedle, which was then inserted into a liv-
ing cell by the force exerted from the AFM cantilever. The depth of insertion of the
nanoneedle was monitored and controlled by the AFM. It was found that cells could
still proliferate normally after repeated insertions of the nanoneedle, reflecting the
low invasiveness of the method. The DNA molecules were found to remain on the
nanoneedle during insertion and removal. The authors are attempting to develop a
transient transcription technique that could utilize the immobilized DNA while the
nanoneedle is inserted in the cell.

4.4.4 Dissection and Isolation of Fragments from DNA Molecules

The isolation of a specific section in a DNA molecule for analysis is often required
in research, clinical analysis, and biotechnology. The operation is normally per-
formed using restriction enzymes on a large number of molecules. In recent years,
it has been shown that AFM tip can be used to manipulate DNA on solid sur-
faces [142–144] and to isolate a designated segment from a single DNA molecule
[145]. Lu et al. [145] reported the cutting and isolation of a segment from a long
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DNA molecule at the designated position by a precise AFM nanomanipulation.
The isolated fragment was subsequently amplified using PCR. The DNA molecules
(pBR322) were first deposited and stretched on a mica surface using a molecular
combing technique [146]. After an AFM image was taken, a specific section of a
DNA molecule was selected for dissection. The selected section was cut from the
molecule by scanning the tip at the designated locations (ends of the selected seg-
ment) with high forces. The tip then scanned over the dissected fragments several
times with moderately high forces to loosen and pick up the segment from the sur-
face. The AFM tip containing the isolated DNA fragment was then transferred to
a sterile tube, and a single-molecule PCR was carried out for amplification. It was
found that 7 out of 20 tips used in such experiments picked up the dissected DNA
fragment. The successful PCR amplification suggests no significant damage to the
isolated DNA fragment, which makes it amenable for subsequent analysis. AFM
has also been used to extract DNA from chromosomes following similar procedures
[37, 147–150].

4.4.5 AFM Manipulation of RNA Molecules

In a recent report, Liu et al. [151] investigate the RNA- protein interactions within
tobacco mosaic virus (TMV) in an aqueous solution by pulling the RNA genome
out of a TMV particle using the AFM. TMV is a rod-shaped virus with its capsid
containing 2,130 molecules of the coat protein. One molecule of genomic RNA
(∼6,390 bases) is wrapped inside the capsid. In the reported study, the TMV particle
was immobilized on a gold surface. When the AFM tip was brought into contact
with the particle, the viral RNA could stick to the AFM tip and be pulled out of
the capsid. The measured force as a function of the pulling distance revealed the
strength of the interactions between the RNA and the coat proteins. The effects
of pulling speed and pH on RNA-protein interactions were also investigated. The
authors argued that the results could help gain new insights into the mechanism of
virus infection as well as the rational design of novel nanomaterials using TMV as
a template.

Osada et al. [152] showed that messenger RNA (mRNA) molecules could be
extracted from living cells using an AFM tip. A silicon nitride AFM tip was inserted
into the cytosol of a cell (a rat fibroblast-like cell or a mouse osteoblast-like cell),
the β-actin mRNA molecules attached to the tip and were subsequently extracted.
The mRNA was then washed off the tip and quantified by reverse PCR. The method
has the benefit of measuring the mRNA level without destroying the cell, thus can
be used to monitoring time-dependent gene expression. Marsden et al. [153] studied
the functional mechanisms of two RNA helicases to unwind localized structures in
long RNA molecules. By tethering the RNA molecule between the AFM tip and
a surface, a controlled amount of tension was applied to the RNA, thus mimicking
the situation in cells where the RNA might experience a force from the translocating
biomolecular complex. The results revealed qualitative and quantitative mechanistic
differences between the two types of helicases.
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4.5 Manipulation of Polysaccharide Molecules

Polysaccharides are polymeric carbohydrate molecules, either linear or branched,
that are composed of mono- or di-saccharide units linked via glycosidic bonds.
They exist in all types of organisms (plants, animals, fungus and bacteria) and per-
form various functions. Polysaccharides have also found important applications in
biomedicine and other fields [154]. The properties of polysaccharides have been
extensively investigated by various techniques, but the large sizes and structural
complexity have made it difficult to characterize these molecules with many conven-
tional techniques. In recent years, the AFM manipulation technique has been shown
to have the capacity to characterize the structural and conformational properties of
certain polysaccharides at the single molecule level and in aqueous solutions [26,
155–159]. Such studies are particular interesting in understanding the mechanical
functions of polysaccharides, such as those in bacterial and plant cell walls.

4.5.1 Force-Induced Conformational Changes in Polysaccharides

The first polysaccharide studied using AFM nanomanipulation is dextran [160].
Dextran molecules functionalized with streptavidin were attached to a gold surface
through an epoxy-alkanethiol bond. The biotin-functionalized AFM tip picked up
the dextran via the strong avidin-biotin interaction and exerted a tensile force on the
molecule. To perform experiment at higher forces, a hydrophobic tip was used to
attach the free end of the dextran via non-specific adsorption. The dextran molecules
were found to behave as an entropic chain that could be described by the FJC model.
Under high tensil forces, the molecule exhibited conform changes governed by a
twist of bond angles. The conformational change was found to be reversible and its
structural basis was revealed by molecular dynamics calculations. Another signifi-
cant single molecule study of polysaccharides was carried out by Marszalek et al.
[161] who measured the force-induced conformation changes of amylose, dextran
and pullulan in order to understand the structural units responsible for elastic prop-
erties of polysaccharides. The polysaccharide molecules were adsorbed onto a glass
surface, and after the AFM tip was pressed on the surface for several seconds, indi-
vidual molecules were picked up by the tip and subsequently stretched. A transition
in the elasticity of the polysaccharide molecules was observed upon the cleavage
of pyranose rings, suggesting that the pyranose ring is the structural unit governing
the elastic behaviors of polysacchrides. The results showed that the applied force
induced an elongation of the ring structure in polysaccharides, and caused the ring
conformation to change from a chair-like structure to a boat-like structure. Such
conformation changes can regulate polysaccharide functions, such as its binding
to proteins. Therefore, the observed force structure relationship can be of bio-
logical significance as the polysaccharide molecules often experience mechanical
stresses in their natural environments. The force-induced conformational changes
can also serve as mechanical signatures of polysaccharides, based on which
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Fig. 4.10 Identification of polysaccharides based on their elastic behaviors. The left panel
shows the force-extension curves of single polysaccharides obtained from vertically stretching the
molecules with AFM. The right panel shows the monomer structures and the type of linkages in the
polysaccharides. Reprinted by permission from Macmillan Publishers Ltd: Nature Biotechnology
[162], Copyright (2001)
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individual polysaccharide molecules can be identified in a solution containing a mix-
ture of different types of polysaccharides [162], as shown in Fig. 4.10. The method
constitutes an important advance in the analytical techniques of polysaccharides.

4.5.2 Properties of Polysaccharides on Living Cell Surfaces

In a recent report, Francius et al. studied the properties of polysaccharides on the
surface of live bacteria [163]. Polysaccharides on bacterial surfaces serve many
purposes, such as protection, cellular recognition, and bacterial adhesion. In this
study, the bacterial cells were immobilized in a porous membrane, the cell sur-
face morphology was obtained by AFM imaging and the cell wall elasticity was
mapped by AFM tip indentation measurements. The surface polysaccharides were
investigated with tips functionalized to recognize a specific type of polysaccharide.
Pulling the surface polysaccharides using the functionalized tip revealed the distri-
bution of different types of polysaccharides on the cell surface, and the differences
in the molecular size and distribution between wide-type and mutant bacterial cells.
Using a similar approach, Alsteens et al. [164] investigated the surface structure,
cell wall elasticity and polymer properties of living cells from two yeast strains,
and found that the two strains have similar surface ultrastructures, but different cell
wall elasticitis and polysaccharide properties. The polysaccharides on one strain
were observed to be more extended, which helps to explain the different aggrega-
tion properties of the two types of cells. The AFM studies have revealed previous
unknown properties of polysaccharides and thus broadened our understanding of
the mechanisms of their biological functions in various organisms, especially the
effects of mechanical forces.

4.6 Conclusion

As one of the few single molecule techniques, AFM-based nanomanipulation has
been used to study all types of biological macromolecules and revealed important,
previously unknown properties and functional mechanisms. The capacity of the
AFM for the isolation, transfer, positioning and assembling of individual macro-
molecules with nanometer spatial resolutions has significantly advanced the field of
bionanotechnology toward the fabrication of functional structures and devices with
macromolecules as building blocks.

Precise manipulation of macromolecules will certainly continue to be one of the
important techniques in our effort to understand the intricacies of the macromolecu-
lar processes in biological cells. Many of these processes are mechanical in nature,
and can only be properly described in terms of fundamental physical concepts such
as force, torque, work, and energy. AFM has the capacity to directly measure these
quantities on individual macromolecules, thus becoming a unique and indispensable
tool that will be used by more researchers to investigate an increasing range of bio-
logical problems. The AFM nanomanipulation technique, together with ensemble
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measurement methods and molecular dynamics simulations, will make major con-
tributions in advancing our knowledge on the mechanisms of important biological
processes.

Despite all the recent progress, manipulation of biological macromolecules with
the AFM is still at a beginning stage of its development. There are many technical
limitations and challenges to be overcome before this technique can be employed
to solve a wider range of problems in biology and biotechnology. The relative large
size and high stiffness of the cantilevers limit the ability to measure weak forces and
follow fast biological processes. In many manipulation experiments, the difficulties
to control and identify the desired interactions between the AFM tip and the macro-
molecule of interest make the data interpretation ambiguous. The requirements for
surface attachment and the polymerization restrict the type of macromolecules that
can be investigated. Thermal drifts make slow manipulation experiments unreliable,
and viscous drag on the cantilever complicates fast manipulation experiments.

Future technical developments in AFM nanomanipulation are aiming at cir-
cumventing these technical limitations, further improving the spatial and temporal
resolutions, expanding the information content, and enhancing the throughput of
the measurements. Fast AFM and small cantilevers are being developed to facilitate
fast measurements, efforts are being made to combine force measurement with flu-
orescence detection, and techniques are advancing for parallel measurements using
cantilever arrays. Manipulation of macromolecules in living cells and controlled
delivery of functional molecules into the cells have been attempted. Optimization
of these methods will find many significant biological and biomedical applications.
Another exciting potential application of the AFM nanomanipulation technique is
the ultra-fast sequencing of individual DNA molecules, which has been predicted
based on molecular dynamics simulation [165]. Realization of such a technique will
revolutionize many aspects of biomedicine and biological research.
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Chapter 5
Nanografting: A Method for Bottom-up
Fabrication of Designed Nanostructures

Tian Tian, Zorabel M. LeJeune, Wilson K. Serem, Jing-Jiang Yu,
and Jayne C. Garno

Abstract Nanografting is a scanning probe-based technique which takes advantage
of the localized tip-surface contact to rapidly and reproducibly inscribe arrays of
nanopatterns of thiol self-assembled monolayers (SAMs) and other nanomaterials
with nanometer-scale resolution. Scanning probe-based approaches for lithography
such as nanografting with self-assembled monolayers extend beyond simple fabri-
cation of nanostructures to enable nanoscale control of the surface composition and
chemical reactivity from the bottom-up. Commercial scanning probe instruments
typically provide software to control the length, direction, speed and applied force
of the scanning motion of a tip, analogous to a pen-plotter. Nanografting is accom-
plished by force-induced displacement of molecules of a matrix SAM, followed
immediately by the surface self-assembly of n-alkanethiol ink molecules from solu-
tion. Desired surface chemistries can be patterned by choosing SAMs of different
lengths and terminal groups. By combining nanografting and designed spatial selec-
tivity of n-alkanethiols, in situ studies provide new capabilities for nanoscale surface
reactions with proteins, nanoparticles or chemical assembly. Methods to precisely
arrange molecules on surfaces will contribute to development of molecular device
architectures for future nanotechnologies.
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C10 Decanethiol
C12 Dodecanethiol
C18 Octadecanethiol
CAM Computer-assisted manufacturing
DNA Deoxyribonucleic acid
DPN Dip-pen nanolithography
DPP 5,10-diphenyl-15,20-di-pyridin-4-yl-porphyrin
dsDNA Double-stranded DNA
EDC 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride
EG Ethylene glycol
GIXD Grazing incidence X-ray diffraction
IgG Immunoglobulin G
MBP Maltose binding protein
MCH 6-mercaptohexan-1-ol
16-MHA 16-mercaptohexadecanoic acid
MHP n-(6-mercapto hexyl) pyridinium bromide
MPA 3-mercaptopropionic acid
11-MUA 11-mercaptoundecanoic acid
11-MUD 11-mercaptoundecanol
NEXAFS Near-edge X-ray absorption fine structure spectroscopy
NHS N-hydroxysuccinimide
NPRW Nanopen reader and writer
ODT Octadecanethiol
OTS Octadecyltrichlorosilane (CH3(CH2)17SiCl3)
SAMs Self-assembled monolayers
SpA Staphylococcal protein A
SPL Scanning probe lithography
ssDNA Single-stranded DNA

5.1 Introduction

Scanning probe lithography (SPL) enables bottom-up fabrication of nanostructures
on surfaces for producing features with nanoscale dimensions. Methods using the
probe of an atomic force microscope (AFM) have been used to fabricate sophis-
ticated architectures at the molecular level with high spatial precision. A number
of AFM-based approaches for SPL have been developed such as nanoshaving
[1–5], nanografting [6–9], dip-pen nanolithography (DPN) [10, 11], NanoPen
Reader and Writer (NPRW) [12–14], catalytic probe lithography [15–17], and
bias-induced nanolithography [18, 19]. This chapter will focus specifically on the
capabilities of nanografting for inscribing patterns of diverse composition from the
bottom-up, to produce complicated surface designs with well-defined chemistries.
Nanografting provides a versatile tool for generating nanostructures of organic and
biological molecules, as well as nanoparticles. Protocols of nanografting are accom-
plished in liquid media, providing a mechanism for introducing new reagents for
successive in situ steps for 3-D fabrication of complex nanostructures.
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Nanografting was first introduced in 1997 by Xu, et al. and is accomplished by
applying mechanical force to an AFM probe to generate nanostructures within a
matrix film [8]. The molecules to be patterned are dissolved in the imaging media,
and the substrates are precoated with a protective layer to prevent nonspecific
adsorption of molecules throughout areas of the surface. When the tip is operated
in liquid media under low force (less than 1 nN), high resolution characterizations
of surfaces can be acquired in situ. When the force applied to the probe is increased
to a certain displacement threshold the tip becomes a tool for surface fabrication.
The exquisite resolution achieved with nanografting is mainly attributable to liquid
imaging. When AFM experiments are conducted in liquid media, very low force
can be used to accomplish imaging or nanofabrication. The geometry of the apex
of the probe is preserved by operating at low forces, because liquid media serves to
minimize the strong capillary forces of attraction that cause adhesion between the
tip and sample [20, 21].

5.1.1 General Procedure for Nanografting

The basic steps for nanografting are presented in Fig. 5.1. In the first step, the surface
of a self-assembled monolayer (SAM) prepared on a Au(111) substrate is imaged
using low force in liquid media that contains the molecule or nanomaterial to be pat-
terned. When the tip is operated at low force the surface is not damaged or altered
by the scanning probe (Fig. 5.1a). A suitable flat area can be selected for inscribing

Fig. 5.1 Steps for producing patterns of n-alkanethiols with nanografting by changing the mechan-
ical force applied to the AFM probe. The process is accomplished under liquid imaging media
containing the molecules to be patterned. (a) Characterization is accomplished when the tip is
operated at low force; (b) patterns are nanografted when the force is increased to a certain dis-
placement threshold; (c) returning to low force, the patterns are characterized in situ. (d) Model of
an n-alkanethiol self-assembled monolayer
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patterns that has few defects or contaminants. Next, the tip is raster scanned across
the surface using higher force to sweep away selected regions of the matrix SAM.
During the fabrication step (Fig. 5.1b), fresh molecules from solution bind to the
exposed areas of the substrate immediately following the pathway of the scanning
probe to produce nanopatterns. Finally, the pattern that was grafted can be charac-
terized in situ by returning to a low force for nondestructive imaging (Fig. 5.1c).
Patterning and imaging are accomplished in situ with the same AFM tip, within
a few minutes or less. The entire process can be automated to reproducibly write
multiple patterns [22, 23].

A key requirement for nanografting is to determine the necessary amount of force
for cleanly removing local areas of the matrix monolayer without damaging the tip.
To find the appropriate force, one can monitor surface changes in situ while succes-
sively increasing the load applied to the tip. As the force is gradually increased at
small increments, images will clearly show changes in surface morphology at a cer-
tain threshold. The optimum force must be derived for each experiment for several
reasons. At the nanoscale, the actual geometry of tips is never identical and thus
the sharpness will vary from probe to probe. Also, different amounts of force are
necessary for matrix layers of different thicknesses or compositions. The requisite
force needed for imaging in various liquid media will change according to dissolu-
tion parameters, for example the forces required for nanografting in aqueous media
are not the same as for ethanolic media. For each system, the amount of force to be
applied for fabrication must be determined experimentally.

5.1.2 Applicability of Nanografting for In Situ Studies

Nanografting can achieve high spatial resolution. The length, size and shape of pat-
terns can be controlled precisely, achieving an edge resolution of 1 nm and line
widths of 10 nm or less, depending on the dimensions of the probe. The head groups
of grafted structures can be selected by choosing different molecules, such as alde-
hydes, carboxylates, thiols, amines, and others. The thickness of the patterns can be
designed by choosing the carbon backbone of the matrix and nanografted molecules.
Nanografting enables in situ reactions to be studied locally under dilute conditions
[24]. Time-lapse AFM images can be acquired at selected intervals to view reac-
tion kinetics for conditions that occur over time scales of minutes to hours. A range
of different molecules and nanomaterials have been patterned with nanografting,
examples will be described in this chapter for n-alkanethiol SAMs [14, 25], metals
[26], nanoparticles [27], porphyrins [28], proteins [29–32] and DNA [33].

Among the most significant contributions of scanning probe studies with
nanografting are the possibilities for studying step-wise surface reactions in real
time with a molecular-level view. Imaging in liquid media provides a means for
exchanging liquids to introduce new reagents in successive steps to build nanostruc-
tures from the bottom-up. To date, the primary examples that have been reported
demonstrate nanografted patterns of n-alkanethiol SAMs, often as a foundation for
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attaching other molecules and nanomaterials. Further chemistries for nanografting
experiments are likely to be extended to other types of surface binding motifs, such
as phosphonic acids on metal substrates [34]; siloxane binding, pyridyl-[28] or thiol-
[35] functionalized porphyrins, thiolated proteins [36, 37], thiolated DNA [33] or
peptides and other types of surface linkers.

5.2 Patterning n-Alkanethiol Self-Assembled Monolayers
(SAMs by Nanografting)

As a starting point, SAMs of n-alkanethiols prepared on gold substrates provide a
model system for nanografting experiments. Thiol end groups furnish a functional
handle for surface attachment, mediated by sulfur-gold chemisorption. The self-
assembly process and surface structures of n-alkanethiols on Au(111) have been
previously described [38, 39]. The carbon backbones of the molecules consist of
tilted alkane chains (Fig. 5.1d), the lengths of which can be designed to define the
thickness of the matrix areas and nanografted patterns. For n-alkanethiol SAMs,
chain lengths ranging from 2 to 37 carbons have been nanografted successfully.
The head groups of n-alkanethiols provide a way to attach other molecules and
nanomaterials with spatial selectivity; for example, experiments can be designed
to define patterned sites for specific adsorption of proteins, nanoparticles or DNA,
within a matrix monolayer that resists binding of molecules or nanomaterials.

Nanopatterns of octadecanethiol (18 carbon backbone or C18) were nanografted
side-by-side within a matrix SAM of decanethiol (10-carbon backbone or C10) as
shown in Fig. 5.2a [8]. The square patterns measured 0.88 nm taller than the matrix.

Fig. 5.2 Patterns of n-octadecanethiol were nanografted within a matrix monolayer of decanethiol.
(a) AFM topography view (130 × 130 nm2); (b) zoom-in view of the pattern surface (5 × 5 nm2);
(c) Zoom view from an area of the C10 matrix (5 × 5 nm2). (Reprinted with permission from Ref.
[8]. Copyright © American Chemical Society)
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The dimensions of the smaller feature are 3 nm × 5 nm, in which approximately
60 thiol molecules were grafted. The size of the larger nanopattern is 50 × 50 nm2.
Zoom-in views of both the nanografted pattern of C18 and the C10 matrix are shown
by in situ AFM topography images in Fig. 5.2b, c, respectively. The molecularly
resolved images show that molecules within the nanopatterns display a periodic
(
√

3 × √
3) R30◦ lattice, thus the packing arrangement of thiols is preserved for

alkanethiol nanostructures produced by nanografting.
Nanografted structures can be erased and rewritten in situ by exchanging the

imaging media with different molecular adsorbates for patterning. Results for
writing two parallel line patterns of octadecanethiol within a decanethiol matrix
with a distance of 20 nm between patterns were shown by Xu and others [9].
One of the lines was erased by replacing the liquid imaging media with a solu-
tion of decanethiol and scanning at high force over one of the C18 patterns to
replace the previous nanostructure with C10 molecules. After the line pattern was
“erased” the imaging media was exchanged again to introduce a fresh solution
of C18SH molecules to graft a line pattern spaced 65 nm from the previous pat-
tern. Accomplishing this experiment required a scanning probe microscope with
high stability, however this clearly demonstrates the flexibility for introducing and
exchanging reagent solutions for multiple synthetic steps when imaging with AFM
in liquids.

Different shapes and molecular components can be patterned by nanografting.
Several letter patterns that spell the acronym “AFM” are shown in Fig. 5.3 that are
terminated with carboxyl head groups. The line widths of the letter patterns are less
than 10 nm, indicating that the very sharp AFM probe was not damaged by the phys-
ical process of scanning with the tip under high force. Although the AFM images of
the patterns were captured after the writing process, we can still resolve the ultra-fine
distinctive features of the matrix monolayer of decanethiol, resolving the character-
istic details of an alkanethiol SAM landscape such as pinholes, scars, molecular

Fig. 5.3 Nanografted letters of 3-mercaptopropionic acid written within a decanethiol matrix
SAM. (a) Topographic image (600 × 600 nm2); (b) concurrent lateral force image of the same
area
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island vacancies [40] and overlapping gold terrace steps. The patterns are composed
of 3-mercaptopropionic acid written within a decanethiol matrix. The difference in
terminal chemistry is clearly distinguishable in the simultaneously acquired lateral
force AFM image of Fig. 5.3b. Lateral force images do not show changes in height,
instead the image contrast reveals nanoscopic differences in frictional and adhesive
forces between the tip and surface. In this example, the tip-surface interactions are
markedly different for the dark areas of the nanografted letters which are termi-
nated with thiol head groups, as compared to the brighter areas of the surrounding
methyl-terminated matrix SAM.

The simplicity of SAM preparation is another benefit of nanografting protocols.
A matrix monolayer can be prepared by simply immersing a clean substrate into
a dilute solution of n-alkanethiol in ethanol or sec-butanol for one or more hours.
After a SAM film is formed on the metal substrate, the sample can be stored for
several weeks in a solution of clean solvent, and often can be recycled and used
for several experiments. Nanografted patterns can be engineered to incorporate
diverse head group chemistries, such as methyl, alcohol, glycol, aldehyde, amide
and carboxylate. Table 5.1 lists examples of thiol self-assembled monolayers which
have been patterned using nanografting. Methyl-terminated SAMs of decanethiol or
octadecanethiol have been commonly used as matrix monolayers for nanografting.
Either ethanol or 2-butanol are most frequently used as solvents for liquid imaging.
Patterns of diverse shapes, such as squares, rectangles and rings have been reported
ranging up to 500 nm in size, with the dimensions of the smallest pattern measuring
3 nm × 5 nm.

5.2.1 Automated Nanografting

Beyond simple patterns of lines or rectangles, nanografting can be used to fabri-
cate complicated designs with modern computer automation. The William Blake
quotation “What is now proved was once only imagined” was nanografted with
mercaptohexadecanoic acid by Cruchon-Dupeyrat, et al., using computer-assisted
manufacturing (CAM) software [23]. The entire quotation was written in less than
20 s, inscribed within a 1.85 × 0.9 μm2 area. Arrays of circles, squares, lines and
even mouse ear designs were produced by automated nanografting of different func-
tionalized alkanethiols by Ngunjiri and others [22]. A sophisticated example was
demonstrated by Maozi Liu, et al. for nanografting the design of the University of
California at Davis’ seal with a 10 nm line resolution using an aldehyde terminated
alkanethiol within a decanethiol SAM [25]. The design was patterned inside an
8 × 8 μm2 area and was completed in 10 min.

The speed and ease of nanografting for AFM experiments has been greatly
improved by advances in software for commercial instruments. Louisiana State
University implemented nanografting experiments in physical chemistry labora-
tories starting in 2005 to teach and showcase the concepts of chemistry and
nanoscience to undergraduate students [41]. Nanografted patterns can be produced
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within a few minutes and thus are an excellent venue for providing hands-on train-
ing for students. At present, scanning probe-based lithography is primarily used for
laboratory research rather than as a tool for industry. Knowledge and experience
in modern methods of surface measurements and analysis will be pivotal to the
eventual transfer of the technology gained with academic nanoscience research to
benefit industry. The latest advances in automation of scanning probe instruments
enable new possibilities for educational modules for engaging students with modern
and compelling course activities, such as with nanografting studies.

5.2.2 Evaluating the Tip Geometry with Nanografting

For both imaging and nanofabrication with an AFM probe, the shape of the apex
of the tip is critical for high resolution. Nanografting provides a way to evaluate
the shape of an AFM tip, to help discern if images show artifacts or represent the
true shape of surface structures [42]. Line patterns of alkanethiol SAMs are first
fabricated using nanografting with a single scan, and then imaged using the same
tip. The tip size and tip-surface contact area can be derived from cursor profiles in
AFM topography views. The shape of the apex of the tip can be reconstructed by
imaging small surface features of nanografted SAMs with known dimensions. When
the tip is engaged for a sweeping a single line pattern, the width of the trench or
pattern provides a reliable estimate of the tip-surface contact area. Tips with multiple
asperities produce multiple nanopatterns. This approach is especially helpful for
identifying tips with multiple asperities that are difficult to characterize by other
techniques.

5.2.3 Nanografted Patterns of n-Alkanethiols Furnish
a Molecular Ruler

Since the dimensions of methyl-terminated n-alkanethiols have been well-
established, the height and orientation of other molecules can be evaluated by
nanografting experiments, by referencing the thickness of n-alkanethiols as an
in situ molecular ruler. Methyl-terminated n-alkanethiols can be prepared repro-
ducibly with predictable, well-defined surface structures, thus nanografted patterns
furnish a reliable height reference for nanoscale measurements of film thickness.
Self–assembled monolayers of n-alkanethiols spontaneously form hexagonally-
packed crystalline layers upon adsorption to metal surfaces, with an intermolecular
spacing of ∼0.5 nm [43]. The well-ordered packing of n-alkanethiol SAMs results
from a strong affinity to the substrate through chemisorptive binding to produce
a commensurate structure, and also from intermolecular chain-chain interactions
of Van der Waals forces between the carbon backbones. Methyl-terminated n-
alkanethiols form SAMs with a single thiol end group chemisorbed to Au(111)
oriented in an upright configuration, with all-trans carbon chains. Studies conducted
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using IR, near-edge X-ray absorption fine structure (NEXAFS) spectroscopy, and
grazing incidence X-ray diffraction (GIXD) indicate that the alkyl chains of SAMs
are tilted ∼30

◦
with respect to surface normal [44–47]. The consistency for

preparing reproducible molecular structures of n-alkanethiols provides predictable
dimensions as a means to study structures of other patterned molecules using side-
by-side local measurements of height differences with AFM-based nanografting
protocols [12, 48, 49].

By labeling the DNA 3′ end with a fluorophore and immobilizing it onto a gold
surface through thiol modification of the 5′ end, a pH-driven DNA nanoswitch can
be reversibly actuated. By cycling the solution pH between 4.5 and 9, a confor-
mational change is produced between a four-stranded and a double-stranded DNA
structure which either elongates or shortens the separation distance between the
5′ and 3′ ends of the DNA. The nanoscale motion of the DNA produces mechan-
ical work to lift up and bring down the fluorophore from the gold surface by at
least 2.5 nm and transduces this motion into an optical “on-and-off” nanoswitch.
Nanografting was used to measure the thickness of the monolayers of thiolated
“motor” DNA under changing pH conditions by Dongsheng Liu, et al., [50]. Before
nanografting, a DNA SAM prepared on template-stripped gold surface was first
imaged under low force (0.2–0.5 nN) in phosphate buffered saline (pH 4.5) contain-
ing 1 mM of 2-mercaptoethanol. The area for nanografting was repeatedly scanned
at 4–5 Hz under higher forces (∼30 nN) to scratch away the DNA SAM, creat-
ing a freshly exposed gold surface that was immediately grafted with a SAM of
2-mercaptoethanol. After nanografting, a wider scan area was characterized under
low force. Changes in the thickness of the DNA film measured at pH 4.5 and 9
were attributed to differences in the electrostatic interactions between the tip and
the DNA layer.

5.2.4 Evaluating Properties Such as Friction, Elastic Compliance
or Conductivity of Nanografted Patterns

Friction mapping can be accomplished with AFM to provide useful information
about the composition and chemical properties of a surface with nanoscale sensi-
tivity. A systematic study of differences in molecular friction was accomplished in
situ for nanografted patterns of different ω-functionalized n-alkanethiols by Joost
te Riet et al., [51, 52]. Trace and retrace lateral force images were subtracted to
reveal the net frictional forces to obtain quantitative frictional force measurements at
the nanoscale. Images of nanografted patterns with fluorocarbon-, hydroxyl-, thiol-,
amine- and acid- terminated head groups were obtained in 2-butanol under com-
mon conditions of load force and scan speed. The same cantilever was used for
nanografting patterns and acquiring in situ images in liquid media. In each case,
they observed that the friction of the nanografted patches was lower than that of
the surrounding matrix SAM. However, nanografted patterns with functional head
groups showed statistically higher friction values than nanografted patterns with
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methyl groups. These observations were attributed to differences in topographical
roughness of the nanografted patches, the amount of disorder and defects within the
patterns, as well as surface composition.

Changes in molecular-level packing, molecule chain lengths, domain boundaries,
and surface chemical functionalities in nanografted SAM nanopatterns can be sensi-
tively characterized using force modulation imaging [53]. Size-dependent changes
in elasticity were detected for test platforms of nanografted SAM patterns by Price,
et al., [54]. Surface patterns of octadecanethiol (ODT) of designed sizes and shapes
were nanografted into n-alkanethiol SAMs for studies of the local mechanical prop-
erties using force modulation imaging. Certain surface features such as the edges of
the domains and nanostructures or desired chemical functionalities can be selec-
tively enhanced in the amplitude images when the driving frequency of sample
modulation is tuned to the resonance frequencies of the tip-surface contact [53].
By means of tuning the driving frequency of sample modulation to certain frequen-
cies, the resonances at the tip-surface contact are activated to sensitively reveal
characteristic contrast for surface changes in molecular-level packing, molecule
chain lengths, domain boundaries, and surface chemical functionalities of SAM
nanopatterns. These studies demonstrate that the resonance frequency of the tip
surface contact vary according to dimensions of the nanostructures. Frequency
spectra of the tip surface contacts were acquired for nanografted ODT struc-
tures, from which Young’s modulus was calculated using continuum mechanics
models.

An approach to study metal-molecule-metal junctions based on combining
approaches for nanografting and conductive probe AFM was demonstrated by
Scaini, et al., [55]. Patterns of alkanethiol molecules were nanografted within a
SAM of alkanethiol molecules of different chain lengths for local measurements of
charge transport at the molecular level. The approach enables relative determination
of the differential resistance between two molecular layers in ambient conditions;
however absolute transport measurements also depend on the nature of the AFM tip-
molecule contact. The tunneling decay constants of alkanethiols were measured as a
function of chain lengths for octanethiol, nonanethiol and decanethiol nanopatterns
relative to a matrix SAM of octadecanethiol/Au(111).

5.3 Spatially Confined Self-Assembly Mechanism
of Nanografting

Both the assembly mechanism and kinetics of certain surface reactions can be ster-
ically changed by spatial confinement with nanografting. Nanografted patterns of
n-alkanethiols exhibit higher coverage and two-dimensional crystallinity than the
matrix SAMs [56]. During the process of nanografting, thiolated molecules self-
assemble within a spatially confined environment. A transient nanoscopic area of
the surface is exposed by the scanning probe, which is confined by the surrounding
matrix and the probe. During the nanografting process, thiol molecules present in
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the solution rapidly assemble onto the exposed nanometer-size area of gold sub-
strate that is confined by the scanning tip and surrounding matrix SAM. Spatial
confinement is considered to alter the pathway for the self-assembly process caus-
ing the initially adsorbed thiols to adopt a standing-up configuration directly within
a nano-sized environment. The mechanism for conventional solution self-assembly
occurs through a two-step process when bare gold substrates are immersed in thiol
solutions, because the assembly of thiols takes place in unconstrained conditions.
Initially a “lying-down” phase is spontaneously formed which subsequently tran-
sitions over time by rearrangement to a standing-up orientation [38]. In contrast,
with nanografting the “lying-down” configuration is not possible because the area
of the surface exposed is smaller than the molecular length, therefore the molecules
assemble directly into an upright or standing orientation [57]. Self-assembly within
the constrained areas proceeds with a faster reaction rate because the time lapse for a
phase transition from lying-down to an upright configuration is bypassed. Thus, the
kinetics of SAMs formed with nanografting occur more rapidly than during natural
growth on unconstrained surfaces. The spatially confined environment was found
to reduce the amount of disorder present in the resulting nanografted patterns, to
produce SAMs which exhibit fewer scars or defects [51, 56].

5.3.1 Studies with Binary Mixtures of SAMs

A nanoengineering approach to regulate the lateral heterogeneity of mixed self-
assembled monolayers was reported using nanografting and self-assembly chem-
istry [51]. Formation of segregated domains in mixed SAMs results from the
interplay between reaction kinetics and thermodynamics. Considerable effort has
been directed to investigate the impact of either reacting agents or surface reac-
tion conditions such as concentration, temperature, thiol species and molar ratio of
mixed components for achieving control of the resulting local domain structures.
For example, kinetics-driven products for mixed SAMs with a near molecular-level
mixing were favored during coadsorption of thiol mixtures at high concentration
with elevated temperature [58]. Thermodynamics-driven layers of large segregated
domains were observed after long immersion in dilute solutions and/or when the
adsorbate chain length and termini were sufficiently different [59]. Nanografting
provides additional control of the reaction mechanism for thiol self-assembly on
gold, and thus affects the local domain structures that are produced from solutions
of mixed SAMs.

The heterogeneity of mixed solutions of SAMs can be regulated by changing
the speed of nanografting [57]. This was demonstrated both theoretically [60] and
experimentally [57]. Monte Carlo simulations of nanografting were found to repro-
duce experimental observations concerning the variation of SAM heterogeneity with
the speed of an AFM tip. Simulations by Ryu, et al. demonstrated that the faster
the AFM tip displaced adsorbed molecules in a monolayer, the monolayers formed
behind the tip became more heterogeneous, according to the amount of space and
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time available for the formation of phase-segregated domains. By varying fabrica-
tion parameters of nanografting, the lateral heterogeneity can be adjusted to produce
near molecular mixing or to form segregated domains ranging from several to tens
of nanometers [51].

5.4 In Situ Studies of Polymerization Reactions via Nanografting

Beyond preparing monolayer patterns of ω-functionalized n-alkanethiols, multi-
layer nanostructures can also be generated by nanografting. Depending on the
concentration of thiols in the imaging media, patterns with the thickness of a bilayer
were shown to form spontaneously by nanografting SAMs of certain head group
chemistries [12, 61]. This is mediated by self-polymerization of molecules which
have reactive groups through coupling of headgroups. Under certain conditions
of high concentration, the intermolecular interactions between molecules in solu-
tion predominate, to direct the vertical self-assembly of certain α, ω-alkanedithiols
to produce bilayer patterns. For SAM patterns with methyl, hydroxyl, thiol, or
carboxylic acid head groups, monolayer patterns were generated when nanograft-
ing in dilute ethanol or aqueous solutions. However, as the solution concentration
was increased beyond a certain threshold, nanografted patterns were formed with
thicknesses corresponding to a double layer for molecules with carboxylic acid
head groups or with α, ω-alkanedithiols, as reported by Kelley, et al. [12].
Nanografted patterns with methyl or hydroxyl head groups were observed to exclu-
sively form monolayer structures for a fairly wide range of concentrations that were
tested.

Designed functional groups of n-alkanethiols were used to attach additional
organic molecules to enable site-selective surface reactions for studies of polymer-
ization reactions at the nanoscale [62]. In the first step, nanografting was used to
produce 2D nanopatterns of methyl head groups in a matrix SAM with hydroxyl
head groups. The nanopatterns were then used to further construct 3D nanostruc-
tures by successive steps of an in situ reaction with organosilanes. Jun-Fu Liu et al.
demonstrated transfer of 2D nanopatterns to chemically distinct 3D nanostructures
with different head groups. The scheme and results for pattern transfer are shown in
Fig. 5.4. A nanografted rectangular frame of octadecanethiol was inscribed within
a matrix SAM of mercaptoundecanol on a gold substrate. The pattern of a frame
in Fig. 5.4b measured 0.7 ± 0.2 nm taller than the matrix monolayer, in agreement
with the expected theoretical dimensions. After nanografting, the AFM liquid cell
was rinsed three times with decahydronaphthalene to remove any residual thiols,
then a solution of octadecyltrichlorosilane (CH3(CH2)17SiCl3 or OTS) was injected
into the cell for several minutes. The trichlorosilanes from the liquid media reacted
with the hydroxyl terminal groups of the surrounding matrix SAM of mercaptounde-
canol to form a thicker layer. However, the frame patterns did not react with OTS
since the nanografted pattern with methyl head groups provided an effective resist,
as shown in Fig. 5.4c. After reaction with OTS the nanografted frame is shorter than
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nanografting

negative
pattern transfer

CH3(CH2)17SH

CH3(CH2)17SiCl3

Fig. 5.4 Snapshots showing bottom-up assembly accomplished in situ with a polymerization
reaction for attaching organosilanes to a hydroxyl-terminated SAM. (a) Initial view of a mer-
captoundecanol monolayer formed on Au(111); (b) Nanografted frame of ODT; (c) Pattern is
shorter than the matrix SAM after reaction with OTS; (d) representative cursor profile for lines
in (b) and (c). (Reprinted with permission from Ref. [62]. Copyright © American Chemical
Society)

the surrounding matrix film. The height changes at each step of the in situ reaction
are shown with representative cursor profiles in Fig. 5.4d. The process was com-
pleted within a few minutes and the time duration for immersion in OTS was found
to influence the height of siloxane structures.

Nanografting enables a critical first step for developing further protocols for
designed surface reactions to construct hierarchical nanostructures with desired
spacer lengths, composition and functionalities. The 2D patterns produced by
nanografting provide a surface template for spatially directing the selective adsorp-
tion or binding of other molecules or nanomaterials in subsequent steps. Further
examples will be presented in the next sections. The desired interfacial proper-
ties, such as lubricity, protein adhesion or resistance, and electron transfer, may
be designed from the bottom-up by selection of various functional groups and des-
ignated architectures of the nanografted structures of metals, nanoparticles, protein
or DNA.
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5.5 Generating Patterns of Metals and Nanoparticles
with Nanografting

Certain systems of metals and nanoparticles have been patterned successfully with
AFM-based lithography. Nanopatterns of thiol-coated gold nanoparticles were pre-
pared within a decanethiol SAM on Au(111) by scanning probe lithography [27]. To
attach nanoparticles to gold surfaces via sulfur-gold chemisorption, surface-active
gold nanoparticles were prepared with a shell of a mixed monolayer comprised of
alkanethiol and alkanedithiol molecules. Local regions of a decanethiol SAM were
shaved using an AFM tip under high force to expose the substrate in a solution
containing nanoparticles. Unlike nanografting where surface assembly is immedi-
ate, the kinetics of larger nanomaterials such as gold nanoparticles were found to be
slower and took place over longer time scales. Depending on the concentration, thio-
lated nanoparticles adsorbed onto the exposed areas uncovered by the AFM tip after
several hours, and particles were not observed to bind to the surrounding matrix
areas of the methyl-terminated decanethiol SAM. Gold nanoparticles attached to
the gold substrate via sulfur-gold chemisorption. The outer shell of the nanopar-
ticles was encapsulated with mixed thiol groups of hexanethiol and hexanedithiol
molecules. Cursor measurements of the nanoparticles revealed sizes ranged from
3 to 5 nm in diameter, and patterns were formed with a single layer of nanopar-
ticles. The slower adsorption of the nanoparticles on shaved areas of the substrate
compared to nanografting of molecular patterns was attributable to differences in
mobility and concentration.

5.5.1 Electroless Deposition of Metals on Nanografted
SAM Patterns

Site specific reactions for electroless deposition of metals were accomplished using
nanografting. Copper nanostructures formed selectively on carboxylic acid termi-
nated SAM patterns that were nanografted within a hydroxyl-terminated resist
monolayer, using electroless plating without a catalyst [26]. To accomplish in situ
studies, the AFM cantilevers were coated with silane to prevent copper deposi-
tion on the probe. An example showing selective growth of copper nanostructures
on nanografted patterns of 16-mercaptohexadecanoic acid (16-MHA) is displayed
in Fig. 5.5. A computer script was designed to automate the nanografting pro-
cess to generate patterns of different line densities within a matrix SAM of
11-mercaptoundecanol (11-MUD), which resists copper deposition. The parameters
of the tip trajectory during nanografting can be used to define the thickness of cop-
per according to the density of grafted molecules. Lower density of carboxylic acid
groups resulted in differences along the gradients for deposition of copper. Changes
in the surface density of 16-MHA were systematically varied by designing the probe
trajectory to advance either at the edges or centers of the patterns. The difference
in the molecular gradients of 16-MHA nanopatterns was evaluated by introducing
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Fig. 5.5 Nanografted
patterns of carboxylic acid
terminated SAMs were
generated with different
densities for electroless
deposition of copper. (a)
View of copper nanopatterns
grown on nanografted
patterns written with different
line densities; (b) cursor plot
for copper structures of the
bottom row. (Reprinted with
permission from Ref. [26].
Copyright © American
Chemical Society)

a copper solution. Metal ions (Cu2+) deposited selectively in the reduced form as
Cu0 via an autocatalytic reaction on regions patterned with 16-MHA. For patterns
written with lower density, less copper was observed to deposit. When the probe
was traced only once (top rows) less copper deposition occurred compared to the
bottom rows where the tip was swept twice along a linescan.

Systematically engineering the writing parameters for arrays of nanopatterns
generated by automated nanografting offers a further useful strategy for control-
ling reaction conditions for bottom-up surface assembly. Essentially, the surface
density of reactive moieties can be defined to further control spatial parameters of
surface reactions. In addition, the writing path itself was shown to influence the
initial stages of metal deposition. The general approach for patterning metals with
electroless deposition could readily be extended to other metals such as platinum or
nickel for construction of a range of metal structures and nanoscale metal junctions.

5.6 Nanografting with Porphyrins

An obstacle for producing patterns with nanografting has been the limitation of
using thiol-based chemistries. New directions are being developed for expand-
ing beyond preliminary model systems of chemisorbed n-alkanethiols on gold
substrates to other chemical linkers. Porphyrins and metalloporphyrins have a
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macrocyclic tetrapyrrole structure, which may be functionalized with various sub-
stituents. The choice of focusing research efforts on model systems of porphyrins is
highly practical, because of the associated electrical, optical and chemical proper-
ties of this functional class of molecules. More complex surface structures could be
achieved with nanografting by using porphryins with thiolated substituents [35] or
pyridyl functional groups [28]. Modifications of the macrocycle, peripheral groups
or bound metal ions can generate a range of electrical, photoemissive or magnetic
properties. The orientation of porphyrins on surfaces is determined by factors such
as the nature of the peripheral substituents and their position on the macrocycle.
The resulting surface structures influence the photonic and electronic properties
of the systems. Also, different properties result when different metals are coor-
dinated to the macrocycle. Porphyrin and metalloporphyrin systems are excellent
materials for surface studies, due to their diverse structural motifs and associated
electrical, optical and chemical properties, and thermal stability [63, 64]. The rigid
planar structures and π-conjugated backbone of porphyrins convey robust electrical
properties for potential molecular electronic devices.

Scanning probe studies of nanografted patterns of dipyridyl porphyrins were
used to provide insight for the molecular orientation and surface assembly of
porphyrins from mixed solvent media, with studies by LeJeune, et al., [65]. In situ
AFM furnished local views of the assembly of porphryins with pyridyl-substituents
on surfaces of Au(111). Experiments were accomplished for nanografting
n-alkanethiols within a matrix film of 5,10-diphenyl-15,20-di-pyridin-4-yl-
porphyrin (DPP) as well as for nanografting patterns of DPP within different matrix
SAMs of n-alkanethiols. The solubility of porphyrins in ethanol, butanol or water
are problematic for accomplishing in situ AFM studies, therefore a solvent mixture
was used for nanografting. First the porphyrin was dissolved in a parent solution
of dichloromethane, and then further diluted 100-fold in ethanol. Examples of
nanografted porphyrin patterns are displayed in Fig. 5.6. Dodecanethiol (C12) was
used as a matrix SAM for writing nanostructures of DPP in a solution containing
1% dichloromethane in ethanol. The overall final concentration of DPP used for
nanografting was 1 micromolar.

A mosaic design of 20 oval patterns was produced by nanografting DPP within a
C12 SAM, as shown in the AFM topograph of Fig. 5.6a. The patterns were produced
by tracing the probe in a circular trajectory four times, so that the centers of the rings
were not disturbed. The patterns were produced within 5 min using a scan speed of
0.1 μm/s. The dimensions of the oval structures of DPP measure 77 ± 3 nm from
side to side, and 99 ± 6 nm from top to bottom. The dodecanethiol islands in the
middle of the rings that are surrounded by a ring of DPP have an average diameter
of 58 ±10 nm and furnish a convenient height reference for evaluating the depth of
the DPP patterns. The distance between patterns ranged between 53 and 115 nm in
the vertical direction and between 44 and 200 nm horizontally. A force of 2.3 nN
was applied to write patterns of porphyrins within dodecanethiol while imaging in
liquid media of mixed solvents. Characteristics of the underlying Au(111) substrate
such as etch pits and scar defects are apparent in the 700 × 700 nm2 topograph,
indicating that after nanografting multiple patterns the probe still maintains a sharp
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Fig. 5.6 Nanopatterns of diphenyl-dipyridyl porphyrin nanografted within dodecanethiol. (a)
Mosaic design of 20 ring nanostructures viewed by an AFM topograph; (b) simultaneously
acquired lateral force image; (c) magnified view; (d) cursor profile across one of the patterns traced
in (c); (e) height model
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geometry for accomplishing high-resolution imaging. The lateral force image
(Fig. 5.6b) exhibits distinct contrast because of the different head groups of the C12
matrix and DPP nanopatterns. A zoom-in view of six ring nanopatterns is presented
in Fig. 5.6c showing the fine details of the pattern shapes and height differences.
The difference in height for the matrix dodecanethiol and DPP measures 0.5 ±
0.2 nm as shown by a representative line profile in Fig. 5.6d. This height difference
corresponds to an upright configuration of DPP for a perpendicular orientation on
Au(111) as shown by the molecular model of Fig. 5.6e.

For nanografted patterns of DPP, the heights measured from cursor profiles
indicate that molecules assemble with an upright configuration with the por-
phyrin macrocycle oriented perpendicular to the substrate. As previously shown for
nanografted molecules of n-alkanethiols which have a rod-like shape, planar macro-
cycles of DPP likewise are confined during nanografting. Constrained conditions
prevent molecules of DPP from adopting a coplanar orientation on the surface to
directly generate an upright configuration. The mechanical process of nanografting
alters the assembly pathway providing a means to control molecular orientation of
nanopatterned porphyrins on surfaces.

5.7 Nanografted Patterns of Proteins

Methods for nanoscale fabrication are becoming important for biochemical inves-
tigations, supplying tools for basic research concerning protein-protein interactions
and protein function. Protein patterning is essential for the integration of biologi-
cal molecules into miniature bioelectronic and sensing devices. Often, fabrication
of functional nanodevices for biochemical assays requires that biomolecules be
attached to surfaces with retention of structure and function. Nanoscale studies
can facilitate the development of new and better approaches for immobilization
and bioconjugation chemistries, which are key technologies in manufacturing sur-
face platforms for biosensors. Nanografting provides a way to spatially control
the deposition of proteins on well-defined, local areas of patterned surfaces for
accomplishing in situ studies of biochemical reactions. The ability to define the
chemical functionalities of nanografted patterns at nanometer length scales offers
new possibilities for studies of biochemical reactions in controlled environments.
Capturing AFM images in situ throughout the progressive steps of nanografting and
surface patterning can disclose reaction details at a molecular level, providing direct
visualization of biochemical reactions.

An overview of the different proteins that have been patterned with nanografting
is summarized in Table 5.2, with spatial dimensions reaching the level of sin-
gle molecule detection with protein monolayers. Spatially well-defined regions of
surfaces can be nanografted with reactive or adhesive terminal groups for the attach-
ment of biomolecules. The dimensions of many proteins are on the order of tens to
hundreds of nanometers, therefore nanografting provides a way to generate pat-
terns with appropriate sizes for defining the placement of individual proteins on
surfaces. The terminal moieties of SAMs mediate the nature of protein binding,
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such as through electrostatic interactions, covalent binding, molecular recogni-
tion or through specific interactions such as streptavidin-biotin recognition. The
chemistry of SAM surfaces can be engineered to avoid non-specific protein adsorp-
tion for surrounding matrix monolayers, yet make specific interactions with selected
proteins to be immobilized on nanografted patterns. Very few surfaces resist pro-
tein adsorption, and efforts have been directed to understand the mechanisms that
contribute to protein resistance or adhesion to surfaces. Systematic studies of func-
tionalized SAMs have been reported which evaluated the molecular characteristics
that impart resistance to protein adsorption [66–71]. Depending on the protein of
interest and buffer conditions, methyl-, hydroxyl- or glycol-terminated SAMs have
been used effectively as matrices that resist non-specific protein adsorption.

The typical general steps of an in situ protein binding experiment with nanograft-
ing are to first graft nanopatterns of protein-adhesive n-alkanethiols within a
resistive matrix, then rinse the liquid cell and inject a solution of proteins to bind to
the SAM nanopatterns. In a final step, the activity of the immobilized proteins can be
tested by introducing an antibody or protein which binds specifically to the surface-
bound protein. With nanografting the same tips that are used to produce patterns
are also used to characterize the morphology of nanopatterns after successive steps
of protein adsorption. Unlike electron microscopy methods which require high vac-
uum chambers and conductive coatings for specimens, in situ AFM experiments can
be accomplished under near-physiological conditions in aqueous buffered environ-
ments. With in situ nanografting, the protein patterns are not exposed to air or dried,
and remain in a carefully controlled liquid environment by rinsing and exchanging
solutions within the liquid cell. Sequential real time AFM images can disclose reac-
tion details at a molecular level, revealing information about the adsorption kinetics
and configurations of protein binding.

The first studies using nanografting to immobilize proteins were conducted in
1999 by Wadu-Mesthrige, et al., using protocols with either electrostatic or covalent
interactions to immobilize lysozyme, rabbit immunoglobulin G (IgG) and bovine
serum albumin (BSA) on SAM nanopatterns [31]. In these initial investigations,
functionalized alkanethiol SAMs of carboxylic acid head groups or aldehydes were
nanografted to mediate either electrostatic or covalent binding of IgG and lysozyme.
Proteins were sustained on patterns despite steps of washing with buffer and surfac-
tant solutions and were stable for at least 40 h of AFM imaging. The smallest protein
feature yet produced by nanografting is a 10 × 150 nm2 line pattern containing three
proteins [31].

5.7.1 Studies with Antigen-Antibody Binding Accomplished
with Nanografting

The first successful AFM experiment reported that applied nanografting to study
antigen-antibody binding in situ was conducted by Wadu-Mesthrige, et al., [30].
The activity of rabbit IgG immobilized covalently on an aldehyde-terminated pattern
produced by nanografting was tested for reactivity toward monoclonal mouse anti-
rabbit IgG. Six aldehyde-terminated nanopatterns of different sizes and arrangement
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a1

a6

a5

a4

a2

a3

IgG
IgG

secondary

secondary IgG

landmark

–CHO
Matrix rabbit IgG

BA C

E FD

–CHO termini – anti-rabbit IgG–rabbit IgG–CH3 termini

G

Fig. 5.7 The steps of protein binding and molecular recognition with nanografted patterns cap-
tured by AFM topographic images. (a) Six nanopatterns of 3-mercapto-1-propanal were written in
a dodecanethiol SAM. (b) The image contrast changed after rabbit IgG bound covalently to the
aldehyde-terminated nanopatterns. (c) After introducing mouse anti-rabbit IgG, the patterns dis-
play further height changes, indicating the antibody binds specifically to the protein nanopatterns.
Cursor traces across pattern a2 indicate the height changes (d) after nanografting; (e) after injecting
IgG; (f) after introducing anti-rabbit IgG. (g) Map for understanding the evolution of molecu-
lar height changes during the steps of this in situ experiment. (Reprinted with permission from
Ref. [30])

were first grafted within a dodecanethiol SAM matrix (Fig. 5.7a). After injecting
rabbit IgG and rinsing with a surfactant solution, selective adsorption of IgG was
observed on all six nanopatterns (Fig. 5.7b). In the next step, mouse anti-rabbit IgG
was introduced (Fig. 5.7c) revealing further increases in the heights of patterns. The
changes in the height of nanopatterns before and after secondary IgG binding could
be monitored in situ (cursor profiles, Fig. 5.7d–f), exhibiting thicknesses which cor-
respond to the different surface configurations of IgG (Fig. 5.7g). Changes in pattern
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heights were used to assess whether the immobilization chemistry resulted in a side-
on or an end-on orientation for IgG molecules. The reactivity and stability of protein
nanopatterns was studied in further reports, with investigations of the retention of
specific activity of the immobilized proteins for binding antibodies [24, 30].

5.7.2 Protein Binding on Activated SAM Patterns

Chemical activation of carboxylic acid terminated SAMs was accomplished for
nanografted patterns of staphylococcal protein A (SpA) through covalent linkage
by Ngunjiri, et al., [29]. The carboxylic acid head groups of SAMs were acti-
vated using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC)
and N-hydroxysuccinimide (NHS) coupling chemistries [72]. The activation of
carboxylic acid groups of nanografted patterns of 11-mercaptoundecanoic acid
(11-MUA) was accomplished by immersing the substrate in an aqueous 1:1 mixture
of NHS/EDC for 30 min to generate an activated complex with a stable reac-
tive intermediate (N-succinimidyl ester). The resulting NHS ester interacts by a
nucleophilic substitution reaction with accessible α-amine groups present on the
N-termini of proteins or with ε-amines on lysine residues. The proteins bind cova-
lently to nanografted patterns by forming a Schiff’s base linkage to make complexes
with the carboxylic acid groups of 11-MUA. For the in situ protein patterning exper-
iment with SpA, 16 square nanopatterns (100 × 100 nm2) of 11-MUA were written
within a matrix octadecanethiol (ODT) SAM arranged in a 4 × 4 array (Fig. 5.8a–c).
The nanopatterns were spaced 50 nm apart within each row, and the rows were
spaced at 100 nm intervals. After nanografting, a 1:1 aqueous solution of 0.2 M
EDC and 0.05 M NHS was introduced into the AFM cell to react for 30 min. The cell
was then rinsed twice with phosphate-buffered saline, and a solution of 0.05 mg/mL
SpA solution was introduced and incubated for 30 min. Finally, the cell was rinsed
with water and ethanol to completely remove any unreacted protein. After chemical
activation and protein immobilization, the same array of nanostructures was imaged
in ethanol with AFM (Fig. 5.8d–f). All of the steps of nanografting, NHS/EDC acti-
vation of carboxylate groups, and protein adsorption were accomplished in situ with
the same tip, and the entire experiment was completed in ∼3 h. The SpA molecules
were shown to bind selectively to the 11-MUA nanopatterns, forming a single layer
of protein attached to nanopatterns of 11-MUA.

For in situ studies of biochemical reactions using nanografting, the most suit-
able immobilization chemistries for nanoscale experiments should proceed under
aqueous conditions to preserve protein activity. Also, investigations should be com-
pleted using very dilute protein and reagent solutions to slow the reaction rate so
that the reaction transpires over time intervals of 20–30 min. A potential technical
detail is that the motion and force of the scanning tip can sweep away adsorbates
or perturb the reaction environment. To address this concern, the immobilization
chemistry selected for patterning must be sufficiently robust to enable continuous
imaging and scanning by the tip. Imaging in liquids enables using small imaging



5 Nanografting: A Method for Bottom-up Fabrication of Designed Nanostructures 191

Fig. 5.8 Nanoscale protein assay of the adsorption of SpA on nanografted patterns. (a) An array
of 11-MUA squares written in an ODT matrix SAM, (b) cursor plot along the white line; (c)
corresponding lateral force image for (a); (d) same area after EDC/NHS activation and subsequent
adsorption of SpA; (e) cursor plot along the white line in (d); (f) simultaneously acquired lateral
force image for (d). (Reprinted with permission from Ref. [29], Copyright © American Chemical
Society)

forces (0.005–0.2 nN) because the adhesive interactions between the tip and sam-
ple are minimized. An intrinsic advantage for these protocols is that small forces
in the range of piconewtons to nanonewtons can be precisely controlled with AFM
instruments.

5.7.3 In Situ Studies of Protein Adsorption on Nanografted
Patterns

Nanografting has been applied by several investigators to write nanopatterns for
studies of protein immobilization and reactivity. Zhou et al. evaluated protein
adsorption at the nanoscale by comparing differently functionalized SAMs side-
by-side using nanografting [3, 73]. Protein adsorption on three differently charged
linkers nanografted within a hexa(ethylene glycol) terminated alkanethiol resist
SAM, was monitored in situ by AFM at different pH conditions. The adsorption of
proteins onto nanografted patches of 6-mercaptohexan-1-ol (MCH), n-(6-mercapto
hexyl) pyridinium bromide (MHP), and 3-mercaptopropionic acid (MPA), was stud-
ied with lysozyme, IgG and carbonic anhydrase II. They concluded that the overall
charge of protein molecules as well as the charge of local domains of the proteins
plays a role in immobilization. In the same report, nanografting was applied to
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assemble multilayered protein G/IgG/anti-IgG nanostructures through electrostatic
interactions, as an approach to orient IgG molecules for antibody-based biosensor
surfaces.

Using SPL methods of nanografting and nanoshaving, Kenseth, et al. compared
three approaches for protein patterning [74]. Nanografting was successfully com-
bined with immobilization of IgG through EDC activation of 11-MUA acid and also
through chemisorption of a disulfide coupling agent, dithiobis(succinimidyl unde-
canoate). Insulin and acetylcholinase esterase were immobilized on nanografted
1,2-diols which were activated by sodium periodate to produce aldehyde groups,
reported by Jang, et al., [75]. Retention of catalytic activity was demonstrated for
nanografted patterns of enzymes.

5.7.4 Direct Nanografting of Proteins Modified with Thiol
Residues

Nanografting was applied to directly pattern designed metalloproteins by Au-S
chemisorption by Case, et al., [36]. A 3-helix bundle protein structure with a
78 amino acid iron(II) complex was nanografted into an ethylene glycol-terminated
SAM. The protein was designed to present the C-termini of three helices, terminated
with D-cysteine residues for attachment to gold surfaces. The heights of nanografted
patterns of this protein measured 5.3 nm, in good agreement with the dimensions
predicted theoretically for the de novo protein to assemble in a upright orientation
normal to the Au(111) substrate. A de novo 4-helix bundle protein was nanografted
within an ODT matrix through a single cysteine thiol by Hu, et al., [37]. The protein
used for these studies was engineered to have a glycine-glycine-cysteine tag at its
C-terminus for attachment to the gold surface through a single cysteine thiol.

Maltose Binding Protein (MBP) was successfully patterned using nanograft-
ing by Staii, et al., [76]. The MBP protein was engineered to terminate with a
double-cysteine residue for chemisorptive binding to gold surfaces. The biochemical
activity of the substrate immobilized proteins was verified in situ, demonstrating that
MBP function is not altered by either the immobilization process, the spatial con-
finement associated with the surrounding proteins, or protein-substrate interactions.
The dependence of the frictional force upon the maltose concentration was used
to extract the dissociation constant: kd = 1 ± 0.04 μM for this system, detecting
maltose at the level of tens of attograms.

5.7.5 Reversal Nanografting

An approach for “reversal” nanografting was introduced for regulating surface
heterogeneity to control protein binding [32]. As with nanografting, the rever-
sal method also has three main steps of imaging, shaving-and-replacement, and
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imaging again. However, rather than directly nanografting desired termini for pro-
tein binding, the matrix SAMs are made of the binding termini, and nanografted
thiols are used to isolate and separate well- defined areas of the matrix SAMs to
generate ultra-small domains of protein binding sites. By controlling the shaving
size and the spacing between the shaving lines, broad areas of arrays of regu-
lar nanostructures were rapidly fabricated, achieving dimensions of 5–30 nm for
nanografted patterns. Reversal nanografting was demonstrated with an array of
thiolated biotin nanostructures which were reacted with antibiotin IgG. Within a
single experiment, reversal nanografting produced 1,089 biotin nanostructures mea-
suring with 5.2 nm × 5.2 nm; 288 nanostructures with dimension of 12.7 nm ×
12.7 nm; and 144 nanopatterns with dimensions of 10.3 nm × 31.9 nm. Thus, by
changing the dimension and separation of each element of nanografted arrays the
coverage and orientation of protein molecules can be regulated at the molecular
level.

Although not yet practical for high throughput applications and manufacturing,
combining the in situ steps of nanografting with protein immobilization enables
new approaches for directly investigating changes that occur on surfaces during
biochemical reactions from the bottom-up. In situ AFM investigations of protein
reactions are valuable for studying antigen-antibody binding at the nanometer scale,
for assessing the specificity of protein-protein binding, and for evaluating the ori-
entation of immobilized proteins and the corresponding accessibility of ligands for
binding.

5.8 Patterns of DNA Produced by Nanografting

Surface platforms of arrays of DNA patterns are used for studies with gene map-
ping, drug discovery, DNA sequencing and disease diagnosis. Scanning probe-based
experiments offer compelling advantages and opportunities for high sensitivity,
label-free detection with studies of molecular-level phenomena. Initial studies
have been advanced using nanografting to prepare patterns of DNA with suc-
cessive steps of enzyme digestion [33, 77], hybridization studies [78–80], as
well as DNA-mediated binding of proteins [81]. A comparison of the different
DNA systems and pattern dimensions produced by nanografting is provided in
Table 5.3.

Individual DNA molecules can be localized within mixed patterns by dilut-
ing DNA with another alkanethiol molecule. To achieve single-molecule precision,
Josephs et al., nanografted thiolated double-stranded DNA (dsDNA) with 94 base
pairs from a solution containing a ∼10000:1 mixture of aminoundecanethiol and
dsDNA [82]. By diluting DNA molecules with another alkanethiol molecule, DNA
can be positioned on a chemically well-defined, atomically flat surface and be
imaged in situ. One to four dsDNA molecules were localized confined within
a nanografted area to provide high precision for positioning individual DNA
molecules within biochemical structures.
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5.8.1 In Situ Studies of Hybridization with Nanografted
Patterns of ssDNA

Nanostructures of single stranded oligonucleotides or single stranded DNA
(ssDNA) have been produced with nanografting for molecular-level studies of
DNA hybridization [77–80]. Label-free hybridization of ssDNA nanostructures was
accomplished for nanografted patterns of ssDNA incubated with complementary
segments of designed sequences [78]. To mediate attachment to gold surfaces for
nanografting, the DNA molecules were designed to contain a short thiol linker
at either the 3′ or 5′ end. These investigations provide information about the
specificity, kinetics and selectivity of surface-bound ssDNA for hybridization with
complementary strands.

Label-free hybridization of nanostructures has proven to be highly selective and
sensitive; as few as 50 molecules can be detected by in situ AFM studies [78]. The
efficiency of the hybridization reaction at the nanometer scale depends sensitively
on the packing density of DNA within the nanostructures [77, 78, 80]. The den-
sity of ssDNA molecules within nanografted patterns can be regulated by changing
certain experimental parameters such as written line density and concentration. The
structure of nanografted patterns and the relative surface orientation of the ssDNA
molecules have been determined in situ using AFM to show that molecules of
ssDNA adopt a standing upright orientation.

Nanopatterns of thiolated ssDNA were produced using nanografting by Maozi
Liu, et al., [33]. Thiolated ssDNA molecules adsorb chemically onto exposed areas
of gold through sulfur-gold chemisorption. The ssDNA molecules within nanopat-
terns adopt an upright, standing orientation on gold surfaces which were found to
be accessible by enzymes. A ssDNA pattern (115×135 nm2) of an 18-nucleotide
oligomer (5′-HS-(CH2)6-CTAGCTCTAATCTGCTAG) was nanografted into a hex-
anethiol matrix, as shown in Fig. 5.9a. Nanografting and imaging of the patterns
were conducted in a mixed solvent of 2-butanol/water/ethanol with a (v/v/v) ratio
of 6:1:1 containing 40 μM ssDNA. The heights of the nanografted patterns were
found to match well with the theoretical dimensions of an upright configuration of
DNA, shown with cursor profiles. In Fig. 5.9c, a second 12-mer ssDNA (5′-HS-
(CH2)6-AGAAGGCCTAGA) was grafted into a dodecanethiol SAM. Line patterns
of ssDNA as narrow as 10 nm were produced, as shown in Fig. 5.9e. Three lines of
the 12-nucleotide oligomer were nanografted within decanethiol.

Unlike natural, unconfined solution adsorption of thiolated DNA on gold sur-
faces, in which DNA oligomers tend to assemble with the backbone parallel to
the substrate in a lying down configuration, nanografted patterns of ssDNA form
a standing conformation, confined by the surrounding matrix monolayer to generate
a fairly dense, close-packed structure of upright strands [33, 78]. The alkanethiol
matrix SAM guides the adsorption of DNA to define the geometry and packing
of grafted ssDNA molecules. Upright ssDNA molecules within the nanografted
structures maintain their reactivity, as demonstrated by hybridization reactions with
complementary DNA in solution. The hybridization and corresponding control
experiments indicate that nanografted patterns of ssDNA exhibit high specificity
and selectivity towards complementary strands.
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Fig. 5.9 Patterns of single-stranded DNA were nanografted into an alkanethiol SAM matrix. (a)
Topograph of an 18-nucleotide ssDNA nanografted into a hexanethiol SAM (115 × 135 nm2);
(b) corresponding profile for the line in (a). (c) Nanografted rectangle (190 × 255 nm2) of
ssDNA with 12 nucleotides inscribed within a dodecanethiol matrix; (d) cursor profile for (c).
(e) Line patterns of the ssDNA 12-mer nanografted into decanethiol; (f) profile for (e). The 18-mer
and 12-mer ssDNA strands are 5′-HS-(CH2)6-CTAGCTCTAATCTGCTAG and 5′-HS-(CH2)6-
AGAAGGCCTAGA, respectively. (Reproduced with permission from reference [33], Copyright ©
American Chemical Society)

5.8.2 Reactions with Restriction Enzymes Studied Using
Nanografted Patterns of DNA

Time-dependent AFM images were acquired in situ for a nanografted pattern of the
18-nucleotide oligomer during digestion by the enzyme shown in Fig. 5.9a. The
RQ1 DNase I enzyme endonucleotically degrades DNA to produce oligonucleotide
fragments at the 3′ end with a hydroxyl terminal group. After nanografting steps,
the ssDNA patterns were rinsed and the solvent was then replaced sequentially by
ethanol, water, and finally buffer solution. Next, RQ1 DNase I was introduced and
surface changes were captured in situ with high-resolution AFM images. The liq-
uid cell experiment establishes that upright, densely-packed strands of DNA within
nanografted patterns are accessible to enzyme digestion.

Studies with the cutting action of restriction enzymes were accomplished
by Castronovo, et al. to better understand enzyme/DNA interactions [77]. An
enzymatic reaction (DpnII restriction digestion) with DNA nanopatterns of variable
density (surface coverage) was investigated to understand the effect of molecular
crowding on the accessibility of the DNA molecules to the restriction enzyme.
Single-stranded DNA molecules containing 44 base pairs (bps) with a 4 base
pair recognition sequence (specific to the DpnII restriction enzyme) in the middle
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were patterned by nanografting. The resulting nanostructures were then hybridized
with a complementary ssDNA sequence of the same length to yield patterns of
restriction-ready double stranded DNA. The surface density of the DNA nanostruc-
tures produced by nanografting can be tuned by changing the writing parameters or
by changing the concentration of the DNA when grafting. The study demonstrates
that the DpnII restriction enzyme is sensitive to the DNA packing density; the enzy-
matic reaction is inhibited when the DNA density is higher than a certain threshold
density within nanografted patterns.

5.8.3 Binding of Proteins to Nanografted Patterns of DNA

Hybrid nanostructures of DNA-protein conjugates can be produced for nanografted
patterns of DNA oligomers with site-specific DNA-directed immobilization of pro-
teins, as reported by Bano, et al., [81]. In the first step, nanografted patches of
thiolated ssDNA were generated within a monolayer of ethylene glycol-terminated
alkylthiols (HS-(CH2)11-(OCH2CH2)3-OH) on Au(111) substrates. In subsequent
reaction steps, proteins covalently modified with cDNA sequences were immobi-
lized onto the 1 × 1 μm2 nanografted patterns. A covalent conjugate of streptavidin
tethered with a DNA oligomer was found to bind to the nanografted ssDNA pat-
tern by sequence-specific DNA hybridization. The surface was carefully rinsed with
phosphate buffered saline to remove any physically adsorbed molecules and imaged
with AFM between successive biochemical reaction steps. Changes in heights of
the patterns enabled label-free detection of protein binding between each step of
the reactions, which were likewise accomplished in multiplex experiments with
control samples of streptavidin that did not have the complementary DNA teth-
ers. The nanopatterns of DNA-protein conjugates were then used for further studies
of selected protein-protein interactions with an anti-streptavidin immunoglobulin
G as well as with the biomedically relevant matrix of human serum. The fabrica-
tion of nanografted arrays of multiple proteins in this study demonstrates that the
interactions of biomolecular recognition mediated by DNA-protein recognition are
highly specific and that bound proteins retain activity for further selective binding
of proteins.

5.8.4 Using Nanografted SAM Patterns to Mediate Binding
of DNA

Nanografted patterns of an aminopropyldiethoxysilane (APDES) SAM were used
as sites for selective adsorption of DNA within matrices of octyldimethyl-
monochlorosilane (C8DMS) monolayers by Lee, et al., [83]. Line patterns of
APDES that were 100 nm wide were nanografted in a C8DMS monolayer prepared
on silicon dioxide substrates. After incubation in a 10 ng/μL solution of λ-DNA in
buffer (pH 7.2) the heights of the nanopatterns was increased and revealed the shapes
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of individual DNA strands. The negatively charged DNA deposited on the positively
charged amine-functionalized line patterns of aminosilanes. The negatively charged
DNA molecules bound to nanografted patterns via electrostatic interactions with
the positively charged amine groups of APDES, but did not bind to matrix areas ter-
minated with methyl headgroups. These investigations provide a fundamental step
toward sensitive DNA detection and construction of complex DNA architectures on
surfaces.

Nanografting provides a useful protocol towards sensitive DNA detection and
likely attains the most sensitive detection levels yet achievable for label-free assays.
The DNA nanopatterning methodology provides a unique opportunity for engi-
neering biostructures with nanometer precision, which benefits the advancement of
technologies for DNA biosensors and biochips.

5.9 Limitations of AFM-Based Nanografting

Thus far, the capabilities for molecular manipulation by nanografting have primarily
been a tool for academic research. However one may anticipate that nanografting
will eventually provide commercial value for chemical or biochemical sensing or
for nanotechnology. A potential disadvantage for nanografting is that over time,
molecular exchange reactions take place between solution molecules and the matrix
SAM for certain systems of alkanethiol matrices. Natural processes of self-exchange
become an issue specifically when nanografting longer chain alkanethiols into a
shorter chain matrix layer, thus it is important to use dilute (< 0.1 μM) solutions
for nanografting. Depending on the nature and age of the matrix SAM, exchange
reactions can be detected within 2–4 h when molecules from solution adsorb onto
defect sites and at step edges. Software addresses this problem by enabling rapid
automation of the nanofabrication process. Hundreds of exquisitely regular patterns
can be produced within an hour or less, leaving sufficient time to progress to further
in situ steps of reactions before exchange reactions have occurred.

The serial nature of nanografting with a single probe may be a problem for
applications that require higher throughput, such as at scales of millions of nanos-
tructures. Prototype arrays of 1,024 and 55,000 AFM probes have been developed
for high-throughput nanopatterning [84, 85]. At this time, nanoscale studies with
AFM enable new approaches to refine and optimize parameters used to link and
organize proteins and other nanomaterials on surfaces. With in situ AFM char-
acterizations, the orientation, reactivity, and stability of molecules adsorbed on
SAM nanostructures can be monitored with successive time-lapse images using
liquid AFM. These investigations provide the groundwork for advancing nanotech-
nology toward the nanoscale and furnish molecular-level information through the
visualization of surface reactions.
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5.10 Future Prospectus

Nanografting provides a practical tool to precisely control the arrangement of
molecules on surfaces to enable bottom-up nanofabrication of structures through
successive chemical reactions. In situ AFM studies with nanografting furnish
opportunities for visualization, physical measurements and precise manipulation
molecules at the nanometer scale. There are multiple advantages for nanografting,
particularly because experiments are accomplished using liquid media. Advantages
are the ability to precisely produce nanometer-sized patterns of metals, polymers,
proteins and DNA with the benefits of successively imaging and accomplishing
fabrication within well-controlled environments. Because so many chemical reac-
tions can be accomplished in solution, there are rich possibilities for studying other
surface reactions, in ambient, cooled or heated conditions. The capabilities for cap-
turing real time images throughout sequential steps of reactions offer intriguing
possibilities for new studies, with directly viewing the role of temperature, reagents
and solvents. Nanografting protocols provide an additional unique capability for
defining spatial parameters for controlling surface coverage and confining reactions
within defined boundaries. The challenge for future research directions will be to
achieve greater complexity for experiments for building ever more sophisticated 3D
architectures from the bottom-up.
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Chapter 6
Nanopattern Formation Using Dip-Pen
Nanolithography
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Abstract The fabrication of bottom-up nanostructures is a crucial step for the
advancement of nanotechnology. Dip-pen nanolithography has started off as a
method for the transfer of small organic molecules and has matured over the years
to one of the most versatile patterning techniques available in the nanoscale. Three-
dimensional structures made from organic or inorganic materials on a large variety
of different substrates and length scales have been fabricated. This review high-
lights the techniques used for the fabrication of these structures together with their
practical applications. Furthermore, the physical mechanisms involved in the dip-
pen process are discussed by summarizing the experimental and theoretical results
obtained so far.
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6.1 Introduction

Sub-micron structures are of high interest in many fields of science such as elec-
tronics, photonics, catalytics, or medical applications. The interest is based on the
one hand on the fact that materials of this size show novel properties due to the large
surface-to-volume ratio (leading for example to higher catalytic activity) or due to
quantization effects. On the other hand, fabrication of such small structures enables
higher density ordering providing higher storage capacity or, for medical applica-
tions, higher number of sensors on the same area. A variety of techniques have
been used towards the generation of such small structures on surfaces. These can
be divided into mask- or template-based system (such as photolithography, micro-
contact printing, nanoimprint lithography) which provide large area modification
with high throughput, beam-assisted techniques (e.g. focused ion beam and elec-
tron beam lithography) which provide the pattern flexibility for fast prototyping but
posses low throughput, and self-assembly processes (e.g. aggregation, alignment,
segregation or dewetting) which are also found in nature and provide potentially
fast modification of large areas whilst having very limited flexibility in the size and
arrangement of different structures.

The invention of the STM in 1982 [1] and the AFM in 1986 [2] gave birth to one
of the most powerful surface-analytical tools available. For the first time the topog-
raphy and surface related properties could be probed simultaneously with down
to atomic resolution. Especially the AFM with its different measurement modes
(lateral force microscopy, phase imaging, force spectroscopy, . . .) [3] gave the pos-
sibility to test nanomechanical properties with high lateral resolution. Apart from
the high resolution imaging of samples, the close interaction between the tip and the
surface provides the foundation for surface manipulation. In its most extreme form,
individual atoms can be picked up and repositioned. This was demonstrated some
20 years ago, when a STM was used for one of the most intriguing experiments in
the field of nanomanipulation – the moving of individual xenon atoms on a nickel
substrate to form the IBM logo [4]. However, also mechanical or electrochemical
interactions between the tip of the AFM and a solid surface can cause changes to
the surface in the form of scratching [5, 6] or local oxidation [7], both of which have
been utilized toward the fabrication of nanostructures [8–10].

About 10 years ago, in the year 1999, a new method for the patterning of sur-
faces based on an atomic force microscope set-up was developed [11]. The so-called
“dip-pen nanolithography” combined the precision and resolution of atomic force
microscopy with the local transfer of simple organic molecules to the surface [12].
The name very well described the process of pattern generation as, similar to a quill
pen, a tip was dipped into an ink solution and used for writing on a solid surface
until the ink was depleted, necessitating a re-dipping into the ink-pot. For the first
time, the direct transfer of a multitude of different materials in a single patterning
step with complete freedom on pattern size, shape, and position became possible.
Since this first demonstration, hundreds of works have been published describing
routines for the fabrication of patterns made from organic, inorganic, or biological
species as well as their application. Also a large number of theoretical investigations
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have been undertaken, providing a good understanding of the governing principles
in the material transfer and pattern formation.

The present article provides an introduction to the physical principles behind
DPN and depicts the different approaches available for generation of nanolitho-
graphic patterns. The sections dealing with nanostructures made from various
materials give a concise overview from literature on the various structures that
have been prepared with different material systems. Finally, the future direction,
challenges, and possible applications for DPN are addressed.

6.2 The Physics of Dip-Pen Nanolithography

The seemingly simple task of taking a goose feather, cutting it to size, dipping it
into an ink pot and writing on a piece of paper is far from trivial. Over hundreds
of years methods were developed to enhance the durability of the quill feather, to
obtain stable ink solutions, and to optimize the paper properties in order to obtain
homogeneous ink transfer and, thus, a high quality writing method. And still today,
progress is being made which can be seen in the transition from quill pen to foun-
tain pen and ball pens and which is evidenced by the continuing stream of patent
applications. Similarly, DPN is focused on the apparently easy task of transferring
molecules or particles from a coated tip to a substrate of interest. Like conventional
ink-pen writing, the shape of the writing tip, the writing speed, and the composition
of the ink and the substrate are important. However, in addition to this, diffusional
parameters such as temperature and humidity, tip wear, applied potentials and other
factors can greatly influence the writing process.

The transfer of material from a tip to a substrate can be divided into several dif-
ferent steps. The first step in this process is the formation of a liquid bridge between
the tip and the sample due to capillary condensation. This meniscus plays a crucial
role as it forms the transfer path for the ink molecules. The size of this meniscus
was estimated by simulations and an increase with increasing humidity or reduced
distance between the tip and the sample was predicted [13–15]. Experimental con-
firmation for this assumption as well as data related to the evolution of the meniscus
as a function of humidity and time was obtained both by environmental scanning
electron microscopy [16–17] (Fig. 6.1a) as well as by STM [18].

The shape of the meniscus is also influenced by the hydrophilic/hydrophobic
character of the substrate. In case of a hydrophilic surface, the small contact angle
leads to a spreading of the meniscus, providing a larger volume of the meniscus
which is beneficial for the material transfer. On hydrophobic surfaces, however, the
contact area of the meniscus is reduced, limiting the cross-section of the water
bridge and, thus, reducing the material transfer. In order to verify this process
experimentally, double ink DPN experiments with MHA (hydrophilic) and ODT
(hydrophobic) were performed [19]. First, a dot pattern was produced with one ink.
Afterwards, a second pattern was deposited on top of the first one, using the comple-
mentary ink (Fig. 6.1b). For ODT the transfer rate was increased when performing
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Fig. 6.1 Formation of a liquid meniscus as a function of humidity and surface chemistry: (a)
Environmental scanning electron microscopy images of a meniscus between tip and substrate
under varying humidity. (Reproduced in part with permission from [16]. Copyright 2005 American
Chemical Society). (b) Different shape of a meniscus for hydrophilic (top) and hydrophobic (bot-
tom) substrates, influencing the ink transfer rate. (Reproduced in part with permission from [19].
Copyright 2006 American Chemical Society)

the patterning on top of the hydrophilic MHA as compared to deposition on the bare
gold substrate. For MHA the trend was the exact opposite, i.e. higher transfer rate
was observed on naked gold as compared to on top of the hydrophobic ODT.

The formation of the meniscus has also pronounced consequences on the tip-
sample interaction due to capillary forces. These capillary forces can cause tip
abrasion [20] leading to larger radii of curvature. This, in turn changes the contact
area and the size of the meniscus [13], leading to changes in the ink transport from
the tip to the sample [21]. A detailed theoretical approach, based on the experimental
data cited above, was developed for estimating the force [22]. Custom made modifi-
cation of the radius of curvature by laser ablation allowed investigating the influence
of the tip size on the deposition [23]. For tips showing radii between 40 and 500 nm
a sub-proportional increase in the deposition rate was observed for increasing size
of the tip, leading to larger feature sizes during the patterning process.

Whilst the meniscus provides the pathway for the ink-molecules from the tip to
the surface, the material transfer itself is dependent on several experimental param-
eters. As was mentioned above, a higher humidity leads to a larger meniscus. This is
advantageous for hydrophilic molecules (e.g. MHA), which exhibit higher transfer
rates with increasing humidity [24, 25]. In the case of hydrophobic inks (e.g. ODT),
this trend does not hold true anymore. Rather, the transfer rate seems to remain
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constant [26] or even to decrease slightly [25] with increasing humidity. This obser-
vation was attributed to the fact that the ink molecules needed to dissociate from the
cantilever and dissolve in the meniscus fluid. For hydrophobic compounds, how-
ever, this transition is not favorable. In spite of the dependence of the meniscus
on the humidity, even under 0% relative humidity (nitrogen-purged atmosphere) a
residual water layer is present on the surface [27], which is sufficient for the for-
mation of a meniscus, and deposition has been carried out successfully under these
conditions [26, 28].

In order to elucidate the material transport further, the influence of organic vapors
was investigated. Long chain alkanethiols have a substantially higher solubility in
organic solvents as compared to water. Thus, if the solubility of the thiols is the rate-
limiting step, then the presence of organic vapors should enhance material transport,
especially if one keeps in mind that already a partial pressure of hexane of 75 torr
is sufficient to form a 1 nm thick layer of hexane on gold [29]. Experiments with
different organic solvents confirmed this assumption, i.e. an increase in material
transport was observed for both ODT and MHA in the presence of these sol-
vents [30]. However, no direct correlation was found between the solubility of
these compounds in the various organic solvents and the actual increase in transfer
rate.

A detailed investigation into the influence of ODT deposition under ethanol
or water vapors provided additional insight into this phenomenon [31]. For low
humidity (0%), homogeneously filled, dense lines were obtained. At 73% relative
humidity, the line patterns showed dense layers only at the edge of the pattern with
the middle exhibiting a low density of the molecules, suggesting that the diffusion of
the ODT molecules occurs along the water/air interface of the meniscus instead of
through the meniscus itself. In the presence of ethanol vapors (ethanol being a good
solvent for ODT), the main part of the deposition was close to the tip apex with
low density and poor resolution at the edges, indicating the formation of unordered
films, especially at the edges of the pattern.

As the material transport is based on desorption, solubilization, and diffusion, a
strong dependence on the temperature can be expected. Simulations investigating
the deposition of ODT during short contact times were performed [32]. It was dis-
covered, that most of the transferred material stems from the ruptured meniscus. An
increase in temperature from 300 to 500 K led to an increase in the deposited amount
by a factor of three. For longer contact times, the diffusion on the surface of the sub-
strate becomes a dominating factor. In order to elucidate the diffusion behavior,
experimental investigation of the material transfer of MHA in the temperature range
between 10 and 30◦C were undertaken. The deposition was found to be strongly
influenced by the temperature, causing an increase in the diameter of dot features
by up to a factor of 6 for this 20◦C temperature rise [33]. Even more pronounced was
the influence on the deposition of ODT, where a temperature increase of only 5◦C
(from 15 to 20◦C) quadrupled the diameter of the patterns. Another group found
both materials (MHA and ODT) to exhibit an exponential dependence of the depo-
sition on the temperature, equivalent to an activation energy for the surface diffusion
of 0.74 eV [31].
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In addition to the sensitivity of the deposition on temperature and humidity, the
transfer rate is still varying over the course of an experiment, even if all environmen-
tal parameters are kept constant. Reduction in the material flux will occur in case of
diffusional limitations [34] or material depletion [28]. Also the surface diffusion of
the patterned molecules can influence the material transfer rate [24, 35] (see further
below for a more detailed discussion on the surface diffusion).

Although DPN is a method for the fabrication of nanopatterns of diverse chemi-
cal nature on a wide selection of substrates, the transfer of material from the tip to
the surface is only successful if the choice of the ink fits the substrate properties. A
main requirement in this respect is a similarity in the hydrophilicity/hydrophobicity
of the involved materials. However, this similarity is not always given. In such cases,
the use of a surfactant can be required for the effective transport of molecules to the
surface. Studies on the transport of maleimide-linked biotin to mercaptosilane mod-
ified glass substrates investigated the influence of small amounts of Tween-20 (a
non-ionic surfactant) in the ink solution [36]. The surfactant was found to signifi-
cantly decrease the contact angle with increasing concentration, leading to a larger
spreading of the meniscus and, hence, facilitating the transfer of the hydrophilic
biotin derivative.

Once the ink molecule has been transferred to the surface, surface diffusion will
determine the spreading and, thus, the final extension and shape of the created
pattern. This diffusion can occur in two different ways, termed the “serial push-
ing” and the “hopping down” process (Fig. 6.2). In the serial pushing mode [37] a
newly transferred molecule will displace a previously deposited molecule, pushing
it outward. The displacement continues for subsequent molecules until the pattern
boundary is reached. This diffusion mode is expected to happen in cases where only
a small number of strong binding sites are available, as is the case for alkylsilanes on
mica. In the hopping down process [38], the molecules transferred to the substrate
are immediately bound strongly to the surface. New molecules thus diffuse on top
of the first monolayer and “hop down” to the substrate once they reach the border
of the patterned area, again becoming bound immediately. Such a system is found
in the case of thiols on gold.

In many cases, a mixture of these two processes will occur, the extent of the
contribution of each of these mechanisms being determined by the actual molecule-
substrate binding energy and the number of binding sites. According to simulations
[39, 40] low binding energies will lead to fractally shaped structures, intermedi-
ate energies will lead to patterns related to the substrate anisotropy (e.g. cross-
or star-shaped patterns), whereas high binding energies lead to circular shapes.
Experimental results for dodecylamine on mica [41] showed the formation of irreg-
ular shaped patterns expected for a low binding energy surface. Similar observations
were obtained in the solution based deposition of octadecyltrichlorosilane on mica
where this behavior was attributed to the small number of hydroxyl binding sites
[42]. For the strong binding of thiols on gold, circular shaped patterns have been
obtained regularly, with dual ink experiments giving proof to the hopping down
mechanism [19].

In addition to the binding energy, the final shape of the patterns is also influenced
by other parameters such as the “coherence length”. The coherence length describes
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Fig. 6.2 Diffusion regimes in DPN. The top row depicts the pushing-type diffusion in case of
weak ink-substrate binding, the bottom row the hopping down-type diffusion in case of strong ink-
substrate binding. The shading of the deposited molecules depicted in the schemes relates to the
time of their transfer to the surface with darker shading representing earlier transfer. Simulation for
weak binding reprinted with permission from [40], Copyright 2006, American Institute of Physics;
Simulation for strong binding reproduced in part with permission from [39], Copyright 2008
American Chemical Society. Experimental results reprinted with permission from [41], Copyright
2003 by the American Physical Society

the number of consecutive pushes (in the case of the serial pushing process) in the
same direction induced by a single molecule transfer to the surface. This has an
influence on the sensitivity of the diffusion on the substrate anisotropy [37]. Whilst
for values up to 5 (i.e. on average 5 molecules will be pushed in the same direction
by a single displacement event) the substrate anisotropy is negligible, already a value
of 10 leads to the formation of branched structures with preferential orientation
along the crystal axes of the substrate.

All these theoretical and experimental studies already provide a good understand-
ing for the deposition mechanisms involved in DPN. Nevertheless, a full theoretical
description is still missing, even in the case of such simple system like thiols on gold.
Even more challenging is the investigation of other ink materials such as nanoparti-
cles. A detailed investigation into the parameters influencing nanoparticle deposition
was performed recently [43]. Gold nanoparticles with diameters ranging from 1
through 8 nm were deposited in high concentration on conventional cantilevers to
allow for prolonged patterning. Different capping layers (negatively charged citrate,



214 B. Basnar

positively charged N,N-dimethylaminopyridine) and ink solvents (water, methanol)
were used. The first finding was that for mixtures of differently sized particles,
smaller particles get deposited first due to higher diffusivity according to the Stokes-
Einstein equation [44]. Another observation was that for the hydrophilic particles
investigated, deposition is only successful in the case of highly hydrophilic surfaces
or in the case of covalent linking (e.g. through a thiolated monolayer). The pres-
ence of electrostatic attraction between the capping layer of the nanoparticles and a
SAM on the substrate was found not to be necessary and also not sufficient for the
successful generation of nanoparticle patterns. These results suggested the impor-
tance of the formation of a meniscus and, thus, the influence of the humidity was
investigated. A minimum relative humidity of 40% was found to be required, with
increasing tip depletion necessitating a further increase in humidity. The deposition
was, in large, independent on the dwell time or writing speed. This is indicative of
the fact that the particles, due to their size, do not diffuse on the sample surface,
blocking further deposition of particles at the same sample spot. The deposition
was not very homogeneous and so addition of different high boiling solvents to the
ink solution was investigated (in analogy to increased deposition of biomolecules
through surfactants [36]). Addition of hexanol (50%) or ethylene glycol (above
1%), however, only led to the transfer of these additives, completely suppressing
the nanoparticle transfer.

This investigation shows that still substantial research effort is needed to con-
trol the deposition of complex ink molecules such as nanoparticles or large
biomolecules, both of which being of high interest to biosensing and nanoelectronic
applications.

6.3 Deposition Techniques

Dip-pen nanolithography is probably the most versatile of all nanopatterning tech-
niques. This is due to the fact that it allows the formation of various nanostructures
(organic, inorganic, and biological) with high resolution (a few nanometers) and
high precision in potentially a single step. In order to obtain optimum results for
such diverse material systems, several different methods for the generation of nanos-
tructures have been developed. Figure 6.3 depicts the basic approaches for DPN
pattern generation which are detailed in the following sections. In discussing the
various approaches we will slightly expand the classical definition of DPN to all tip-
based methods, where material is transferred to the surface by means of a cantilever
or a nano-fountain pen.

6.3.1 Direct Transfer

The direct transfer of a chosen molecule to a specified position on the surface was
the first DPN method developed. The beauty of this approach lies in its simple, one
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Fig. 6.3 Basic DPN techniques: The top row deals with techniques for the direct formation of
nanostructures via DPN, whereas the bottom row deals with ex-situ techniques for the modification
of such DPN patterns. Parts (a) and (b) show the deposition of molecular or nanoparticle patterns,
respectively, by direct transfer to the surface. Part (c) depicts the pattern generation through an
in-situ chemical reaction. Part (d) shows the transfer of a DPN pattern by etching. Parts (e) and
(f) depict the growth of deposited nanostructures by selective binding or chemical enlargement,
respectively

step lithographic patterning which avoids drawbacks like unspecific adsorption or
sample contamination. As it is the most straightforward of all DPN techniques a
lot of research effort has been put into developing recipes for all different kinds of
material systems.

6.3.1.1 Conventional Deposition

Originally, this technique was developed using long-chain hydrocarbons with a thiol
group as linker for binding to gold substrates [11]. This model system has been
thoroughly investigated not only for the generation of various patterns, but also in
order to understand the fundamental principles of DPN (see Section 6.2: Physics
of DPN). Thiolated SAMs have several highly beneficial properties for applica-
tions in scanning probe lithography. Firstly, they have a high coefficient of diffusion
from the tip to the surface, allowing for fast writing. Secondly, they form strong
bonds with the underlying gold substrates which leads to minimal surface diffusion
and, thus, patterns with sharp boundaries. The strong binding, together with a high
degree of ordering due to hydrophobic interactions of adjacent molecules leads to
dense, crystal-like patterns with well defined height. Furthermore, by varying the
functional end-group of these molecules, subsequent linking of nearly any kind of
material can be performed [45].
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The extension of DPN patterning of SAMs to other substrates required also
changing the ink molecule. For silicon surfaces with native oxides, bulk deposition
of SAMs is carried out using trichloro- or trialkoxysilanes [46]. These compounds
are very reactive, undergoing polymerization in the presence of water vapors. In
spite of this sensitivity to water, DPN patterning has been achieved under special
precautions. Mercaptopropyltrimethoxysilane was evaporated onto the cantilever at
120◦C under an inert atmosphere [47] and patterning was performed immediately
after tip coating with humidity being below 25%. Exceeding 30% humidity made
material transfer already impossible. Using the even more reactive trichlorosilanes
as inks has also been shown [48]. Careful tip preparation by previous silanization
was needed and allowed patterning for two successive hours after which the material
transfer abruptly stopped, supposedly due to polymerization of the ink. The deposi-
tion was made from chlorinated solvents and chlorocarbons were also used for blow
drying of the freshly inked tips. In spite of the successful patterning, environmental
considerations would prompt using either different solvents or reverting to the less
sensitive trialkoxysilane alternatives.

Numerous other organic molecules have also been used as inks for direct DPN
pattern generation. Among these are dyes [49], monomers [50], and others. As these
molecules have not been that thoroughly investigated, no general parameters are
available for their deposition. However, similarity in hydrophilicity or the presence
of surface binding groups (e.g. electrostatic [51] or host/guest [52]) have been found
to be advantageous for a fast and consistent material transfer.

Apart from simple molecules this technique of direct deposition has also been
applied to the formation of nanoparticle patterns (Fig. 6.4a). A wide variety
of different particles have been investigated with special emphasis on their sur-
face modification (thiolated [53], negatively charged [54], positively charged [55],
hydrophobic [56]). Particles in general do not show diffusion on the substrate sur-
face [43], making the pattern size independent on the dwell time. However, the
features can be increased in size by higher contact pressure and higher humidity. In
the case of nanoparticles, the presence of strong binding groups is even more impor-
tant than in the case of small organic molecules due to the higher mass and, thus,
lower coefficient of diffusion.

Also biological entities can be transferred with this method. DNA was found
to easily transfer to the surface. In this case, modification of one end of the DNA
with thiols [57] provided good anchoring possibilities to the gold surface. More
complicated molecules, such as enzymes [58], were also deposited successfully,
retaining their catalytic activity which is indicative of the fact that the deposition
does not cause significant changes to the secondary or tertiary structure of these
proteins. Their size allows attachment through electrostatic attraction although in
many cases chemical linking through histidine [59, 60], epoxy-groups [61], host-
guest interaction [62], or others was preferred in order to obtain patterns which
would be insensitive towards subsequent cleaning steps (e.g. rinsing).



6 Nanopattern Formation Using Dip-Pen Nanolithography 217

Fig. 6.4 Examples for the direct formation of DPN patterns: (a) AFM image of a palladium
nanoparticle pattern generated by conventional deposition ([55] Reproduced by permission of
the Royal Society of Chemistry). (b) Epifluorescence image of IgG patterns obtained by matrix-
assisted deposition using agarose as carrier (Reproduced in part with permission from [63].
Copyright 2009 American Chemical Society). (c) AFM image of a carbon pattern generated by
voltage-assisted material transfer (Reproduced in part with permission from [66]. Copyright 2009
American Chemical Society). (d) AFM image of an indium pattern obtained via temperature
assisted deposition (Reprinted with permission from [74]. Copyright 2006, American Institute of
Physics)

6.3.1.2 Additive Enhanced Deposition

The ink for DPN patterning consists, in the simplest case, only of the molecule to
be patterned, either in the neat form or dissolved in a suitable solvent. However, in
many cases additives are added which influence the reactivity or diffusion of the ink.
In one of the first approaches, a surfactant was added to the ink solution [36]. The
surfactant increased the wettability of the partially hydrophobic surface, leading to
enhanced ink transfer. This addition of surfactant allows limiting the effect of the
differences in hydrophilicity/hydrophobicity of ink and substrate, providing a more
versatile patterning technique.

A different approach pursued was the use of a matrix for the ink molecule. By
incorporating the ink molecule into the solution of a matrix material, the deposition
is not dependent anymore on the diffusion rate of the ink but rather on the carrier. In
this way, different ink molecules can be transferred with identical deposition rates.
To this end, agarose was employed [63] which is a good matrix material for vari-
ous biological compounds. The DPN patterning was performed on reactive surfaces
which allowed for strong binding of the biomolecules, and the transferred proteins
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and DNA strands were let to react for at least 4 h before the sample was thoroughly
rinsed in order to remove the agarose matrix (Fig. 6.4b). Inorganic nanoparticles
were transferred using polyethylene glycol as the matrix compound [64]. Gold and
magnetic nanoparticles as well as C60 fullerenes were deposited on a variety of
surfaces and the polymer was removed by dry oxidation in oxygen plasma. It was
found, that the pattern size was nearly independent on the substrate material, proving
the universal nature of matrix-assisted DPN. This approach is especially interesting
for multiplexed patterning of several inks, where all inks need to be delivered at the
same rate, so as to yield similarly sized features.

Instead of adding a compound to the ink itself, vapors phase additives can be used
as well. The transfer of MHA and ODT was investigated as a function of the pres-
ence of vapors from different organic solvents [30]. The presence of these vapors
significantly increased the transfer rate of these thiols. This was attributed to the
higher solubility of MHA and ODT in organic solvents as compared to the water
present in the meniscus.

6.3.1.3 Voltage-Assisted Deposition

The use of voltage allows adding an additional driving force for the material trans-
fer from tip to sample. This can be especially important for larger molecules or
nanoparticles, where this approach can open up a pathway for the controlled acti-
vation and deactivation of the patterning simply by changing the applied voltage.
A quite extensive set of experiments was performed investigating the deposition
of organic molecules and polymers onto a variety of substrate (highly ordered
pyrolithic graphite, indium tin oxide, native and passivated gold) [65]. The field-
assisted deposition of fullerenes onto passivated gold allowed monolayer dots and
multilayer lines to be written, with the feature size increasing with increasing bias.
The patterning was successful for all the different inks under investigation. As no
deposition occurred without applied potential and the influence of humidity was
negligible, the authors concluded that the material transfer is not based on a menis-
cus (as in conventional DPN), but that it is rather akin to field ionization microscopy.
This means that the ink molecules travel to the apex of the tip and get ejected due
to the high field gradients. This field-assisted patterning is a promising path towards
producing high resolution patterns (down to a few nanometers) by utilizing tips with
a small radius of curvature.

Another interesting approach for voltage assisted deposition entailed the forma-
tion of carbon nanostructures on gold substrates [66]. To this end, the carbon was
first harvested by scanning over a glassy carbon electrode. Due to the applied posi-
tive tip potential, carbon was moved from the substrate to the cantilever. Subsequent
scanning of a gold surface with inverted voltage led to the redeposition of the col-
lected carbon (Fig. 6.4c). As usual for tip-based techniques, relatively high voltages
of ±6 V were required for the material transfer. A big advantage of this technique
lies in the possibility for error correction as deposited structures could be removed
again from the gold surface by applying a positive tip bias.
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The transfer of gold nanoparticles was also enhanced using external potentials
[67]. Gold nanoparticles with a negatively charged capping layer were transferred
to a silicon surface which also had been coated with a negatively charged SAM.
Application of large, positive tip biases (6–12 V) led to the oxidative removal of the
monolayer on the surface and formation of a field-induced oxide. Simultaneously,
the larger the applied bias, the better the transfer of the nanoparticles occurred. The
negatively charged layer on the surface was found to be crucial to prevent unspecific
adsorption of the gold on the surface, leading to higher pattern fidelity.

As shown in the previous example, the applied voltage not only can be used for
providing an additional driving force for the deposition. Rather, it can also be uti-
lized to activate the surface by local oxidation. The approach was employed towards
the deposition of trialkoxysilanes on passivated surfaces [68]. A silicon substrate
was modified with octadecyltrichlorosilane to form a hydrophobic monolayer. The
tip was dipped into a solution of trialkoxysilanes in toluene and scanned across the
surface under an applied potential of 5–10 V. In order to facilitate the oxidation and
material transfer high humidity (close to 100%) and contact forces between 1 and
10 nN were employed. Monolayer structures with 50 nm widths could be created in
this way whilst scanning without applied potential showed no pattern generation.

This activation of the surface can also be utilized for the creation of biopatterns.
Histidine-tagged proteins were used as an ink for deposition onto nickel substrates
[69]. Histidine is known to form a complex with nickel ions, thus forming a linker
between the surface and the protein. By application of relatively small potentials
(between –2 and –3 V), the nickel surface was locally oxidized, providing the neces-
sary binding sites for the histidine group. This approach was applicable for various
proteins (investigated up to a size of 43 kDa) and for porphyrin, which yielded
fluorescently labeled patterns.

6.3.1.4 Temperature-Assisted Deposition

As the DPN process is in most cases governed by diffusion, increasing temper-
atures will also increase the deposition rate [33]. Furthermore, chemical binding
reactions can also be favorably influenced by higher temperature [70]. In addition
to these effects, temperature can also aid the deposition of solid materials. Coating
of the cantilever with solids of low melting point offers a practical way for the tem-
perature assisted DPN fabrication of nanostructures by heating the tip. One of the
biggest advantages is that by reducing the temperature, the same tip used for pat-
terning can also be employed for characterization of these patterns without causing
additional material transfer. This on/off behavior of the patterning is facilitated by
the potentially low heat capacity of the cantilever, enabling fast heating and cooling.

Octadecylphosphonic acid was the first solid ink used for thermal DPN [71]. By
heating the cantilever above 99◦C (which is the melting point of this compound)
lines and squares could be written on mica. It was found that already a temperature
close to the melting point led to partial deposition. Also, the heat capacity of the
cantilever led to a still noticeable deposition even after the heating current had been
turned off for 2 min.



220 B. Basnar

Patterns made from polymeric material can be fabricated in a similar fashion.
Poly(3-dodecylthiophene), a semiconducting polymer, was deposited onto silicon
by heating the cantilever up to 150◦C [72]. Varying the temperature and/or the scan
speed led to changes in the feature height in monolayer increments. Additionally,
working close to the melting point of the polymer induced a high orientation of the
polymer along the fast scan axis due to molecular combing by the tip. A diamond
coated cantilever allowed fabrication of several thousand such structures without
change in the tip shape and, thus, the feature size [73].

Continuous metallic lines have been produced using an indium coated cantilever
[74]. Indium is very advantageous due to its good wetting properties on various
surfaces and its relatively low melting point (156◦C). However, high cantilever tem-
peratures were needed to facilitate pattern formation. For a contact force of 1,000 nN
temperatures of 500◦C were required with lower contact forces necessitating even
higher temperatures (above 1,000◦C at 20 nN contact force). In spite of these tech-
nical difficulties, wires down to 100 nm width and 5 nm height with good electrical
conductivity could be produced (Fig. 6.4d).

6.3.2 Patterns from In-Situ Reactions

Although, strictly speaking, also the direct material transfer described in the previ-
ous chapter often times meets the criterion of in-situ reactions through the formation
of new bonds between the ink and the substrate, this chapter deals with more com-
plex chemical reactions. The in-situ chemical conversion of materials combines the
advantage of being a direct deposition technique (i.e. single step patterning with-
out unspecific deposition) with the means to pattern a broad variety of different
materials which cannot easily be patterned by direct deposition itself.

6.3.2.1 Redox Reactions

Redox reactions are the basis for galvanochemistry, which is a well known method
for the fabrication of thin coatings on surfaces. The electroless or potential driven
deposition of metals can be carried out with high control on the physicochemical
properties of the film such as thickness or composition. The same basic chemistry
can also be used in the nanoscale for DPN patterning.

One approach involves the electrochemical reduction of metal salt-based inks by
the surface atoms. This has been shown for noble metals like gold on silicon [75]
(Fig. 6.5a) and gold, silver, or platinum on germanium [76]. This method works
without applied potentials harnessing the difference in electrochemical potential
between the metal salt and the substrate material. The reaction for gold follows
Eq. (1) and leads to a self-limiting growth of metallic patterns as the underly-
ing semiconductor substrate becomes insulating due to oxide formation, blocking
the transport of electrons from the substrate to the excess metal salt solution. The
minimum feature size for this approach was lines of 30 nm width.
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Fig. 6.5 Patterns created by in-situ reactions: (a) Gold pattern obtained by electroless deposition
of gold salt. (Reproduced in part with permission from [75]. Copyright 2001 American Chemical
Society). (b) Silicon oxide structures created by hydrolysis of a polymer-embedded precursor with
subsequent thermal treatment. (Reproduced in part with permission from [81]. Copyright 2002
American Chemical Society). (c) Nanostructure obtained by etching of gold with allyl bromide.
The inner pattern shape (similar to the number 2) consists of redeposited material from a previous
etching and acted as etch resist during the fabrication of the etched squares. (Reproduced with
permission from [83]). (d) Digestion of bovine serum albumin films by protease deposited with a
fountain pen. (Reproduced in part with permission from [84]. Copyright 2003 American Chemical
Society)

4HAuCl4 + 3Si + 6H2O → 4Au + 3SiO2 + 16HCl (1)

Metallic nanostructures can also be obtained using an applied bias. Platinum lines
were deposited onto silicon by application of bias to the tip [77]. Whilst a negative
bias of –10 V led to the local oxidation of the silicon substrate, a bias of +4 V
yielded a platinum wire of 0.4 nm height and 30 nm width. This structure was found
to be catalytically active at elevated temperatures, proving the metallic nature of the
deposit.

Instead of reducing metals, potentials can also be used for the electrochemical
polymerization of a monomeric ink. 3,4-Ethylenedioxythiophene is the precur-
sor for PEDOT, a well known conducting polymer with interesting electrical and
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electrooptical properties. Writing with an inked tip on a silicon surface under an
applied potential of –9 to –15 V (for substrates with a native oxide layer) led to the
oxidative polymerization of the monomer and deposition of patterns consisting of
the conducting polymer [78]. Thicker oxides required higher voltages (–130 V for
a 500 nm thick oxide layer). As no significant current can be expected with such
thick oxides, it is assumed that the polymerization is caused by the large electric
field gradients at the apex of the tip.

Ink solutions can also be used for the local reduction of surface compounds. In
an experiment, monolayer coated gold was locally oxidized by an AFM tip under
applied potential [79]. This led to the removal of the thiolate coating and the for-
mation of a raised gold oxide pattern. This gold oxide structure could be removed
in an electroless fashion by performing DPN of ethanol. The ethanol acts as reduc-
ing agent, changing the gold oxide to native gold. As a consequence, the previously
raised feature is converted into a small pit, the depth of which corresponding to
the height of the surrounding thiol monolayer. This oxidation and reduction is fully
reversible.

An ink-based oxidation scheme was employed for the patterning of hydro-
quinone surfaces [80]. Cerric ammonium nitrate is the ink used for the oxidation of
surface-bound hydroquinones, causing a local activation of the surface. The hydro-
quinone is converted to a benzoquinone which can undergo Michael-type addition
reactions with strongly nucleophilic compounds. In contrast to benzoquinones,
hydroquinones themselves do not react with such compounds, thus forming a pas-
sivating layer. Both the benzoquinone and the hydroquinone are kinetically stable
at room temperature, providing the means to create a template on the surface which
can be modified at a later stage by reaction with a suitable nucleophile, such as the
amine found in native proteins or amine-modified nucleotides.

6.3.2.2 Hydrolysis

The presence of water molecules in the form of a water adlayer on the surface or
in the vapor phase is essential for the formation of the meniscus. In addition to
this, they can also actively take part in chemical reactions by converting the ink
molecules via a hydrolysis reaction.

The first work utilizing hydrolysis was developed already 3 years after the inven-
tion of DPN. Sol-gel chemistry was employed to produce patterns of aluminum
oxide, tin oxide, and silicon oxide [81]. The metal chlorides were mixed with a
copolymer in an ethanolic solution. The resulting sol is stable for several hours,
providing sufficient time for performing DPN experiments. The chemical reaction
taking place follows the general formula (Eq. 2) with M denoting the respective
metal.

2MCln + nH2O → M2On + 2nHCl (2)

The obtained patterns consisted of the metal oxide embedded in a polymer
matrix. By heating up the samples to 400◦C, the polymer was decomposed,
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leaving behind the purely inorganic pattern (Fig. 6.5b). This was accompanied by a
reduction in the pattern height by about 50% as compared to the height measured
directly after the pattern deposition.

A more complex chemical reaction was utilized for the fabrication of cadmium
sulfide nanostructures [82]. An ink consisting of thioacetamide and cadmium acetate
was used as the patterning solution. The thioacetamide can undergo hydrolysis
(Eq. 3), producing hydrogen sulfide as one of the reaction products. This compound
forms a precipitate with the cadmium ions present in the ink solution (Eq. 4).

CH3CSNH2 + 2H2O → CH3COONH4 + H2S (3)

H2S + Cd(CH3COO)2 → CdS + 2CH3COOH (4)

The DPN process was found to be highly dependent on the experimental condi-
tions with optimum results being achieved using negatively charged surfaces, room
temperature deposition at 40% relative humidity, and slow scan speeds of 60 nm/s.

6.3.2.3 Etching

Instead of depositing ink molecules on the surface, the ink solution can also consist
of an etchant. In this case, the DPN approach leads to a subtractive pattern gen-
eration similar to top-down approaches. One etch-based approach was shown by
patterning gold substrates with allyl bromide [83]. This organic compound is able
to dissolve gold, simultaneously forming a solid residue which gets deposited onto
the cantilever. This deposit is weakly bound and can, also, be transferred to the sur-
face in a DPN fashion, acting as etch resist. This redeposited material is chemically
stable towards reaction with allyl bromide and, thus, subsequent DPN etching of the
surface with allyl bromide leads to the formation of raised deposits on an etched
background (Fig. 6.5c). The reactions involved in this etching process are not yet
fully understood and are, thus, subject to further investigations.

The approach of subtractive patterning is also feasible for the chemical degra-
dation of protein films using proteases. Deposition of trypsin on a protein layer
consisting of bovine serum albumin was performed using fountain-pen nanolithog-
raphy [84]. The deposition of small volumes of the enzyme solution led to a selective
digestion of the protein film, causing the formation of dips or trenches (Fig. 6.5d).
Concurrently, the incorporation of water into the protein film led to a localized
swelling. Thus, the structures obtained consisted of an etched trench with raised rim,
which was in good agreement with simulations. A more detailed investigation [85]
allowed estimating the total turnover of the trypsin molecules (about 1,900 BSA
molecules per trypsin molecule) until deactivation of the enzyme due to evapora-
tion of the co-deposited water. As expected, deposition of larger volumes or longer
dwell times led to a higher degree of hydrolysis and, thus, more pronounced etching
of the protein layer due to a higher amount of enzymes transferred to the surface
and longer time until evaporation of the water.
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Similarly, also an oligonucleotide surface can be digested by a DNase deliv-
ered to the surface [86]. In this case, DNase I patterns were created by DPN on
an oligonucleotide SAM on gold. The ink solution was phosphate buffer-based and
without magnesium ions. The DNase could be visualized after deposition by AFM.
Immersion of the sample into a buffer solution with magnesium ions led to the
selective digestion of the oligonucleotide. High pattern fidelity was achieved and
only slight widening of the patterned lines due to diffusion was observed. The mag-
nesium ions were necessary for the functioning of the DNase, and immersion into
magnesium free solutions showed no oligonucleotide degradation.

Instead of patterning oligonucleotide films, also the controlled dissection of DNA
strands using enzymatic cleavage is possible. Again a buffered solution of DNase
was used, this time containing magnesium [87]. Linear λ-DNA was spread out on an
aminosilane treated mica surface by a molecular combing technique. Small droplets
of the DNase ink were deposited along the length of the DNA. The samples were
kept in an incubator at 37◦C and 90% humidity for 30 min, followed by rinsing with
distilled water. In 50% of all cases, the DNase spots led to the localized digestion of
the DNA, breaking the long strand into smaller pieces. Control experiments again
confirmed that both the DNase as well as magnesium ions were required for the
reaction. This approach could prove very helpful for single molecule investigations
of DNA where a selective cutting of individual domains is of great interest.

6.3.2.4 Other In-Situ Reactions

The tip-sample system can be viewed as a miniature reaction vessel. In such a reac-
tion vessel several compounds can be present simultaneously in high concentrations
(either adsorbed on the surface or present in the ink) and can be subjected to high
local pressures or electric fields to induce chemical reactions (Fig. 6.6). The high
concentration of the reactants as well as the pre-orientation of surface-adsorbed
molecules leads to high reaction rates which are an essential requirement for DPN as
the dwell-time (and thus the time for reaction) is very short. One of the first exam-
ples for an in-situ reaction was based on a local Diels Alder reaction [88], which
is a 2+4 cycloaddition reaction, using a terminal alkene monolayer on the surface
and a modified furan as ink. The high local concentrations together with a tip-force
of 32 nN (equating to a pressure of 26 MPa) induced the cycloaddition reaction.
Monomolecular lines with heights of 2.5 nm and linewidths of less than 40 nm were
obtained.

A similar kind of reactions is used in the case of click chemistry based on a
1,3-dipolar cycloaddition reaction [89]. A surface was modified with an alkyne.
This compound can undergo an addition reaction with a modified azide. However,
DPN of such an azide showed no reaction even for dwell times of up to 10 min. By
adding copper ions to the ink solution, the reaction was catalyzed by a factor of 107,
making patterning possible even at write speeds above 1 μm/s.

The Michael addition reaction is a very versatile reaction for the formation of
covalent bonds between α,β-unsaturated carbonyl compounds and thiols in solvent
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Fig. 6.6 Different DPN induced reaction schemes for the fabrication of nanostructures: (a) Diels-
Alder reaction, (b) 1,3-dipolar cycloaddition, (c) Michael addition, and (d) ring-opening metathesis
polymerization. The grey color marks the new bonds formed between the molecules during the
reaction process

free environment [90] as is encountered during DPN. Reaction of an acrylamide-
modified DNA strand with a thiol-modified silicon surface enabled the direct
deposition of DNA onto a semiconducting substrate [57]. The DNA was covalently
bonded to the surface and retained its ability for hybridization with a complementary
DNA strand.

Also catalyzed polymerization reactions can be carried out. Ring-opening
metathesis polymerization of modified norbornen molecules was investigated [91].
A substrate was modified with a monolayer of norborneyl silane and let to react
with a Ruthenium based Grubbs’ Catalyst. DPN of a norbornen derivative caused
localized polymerization. By increasing the deposition time (i.e. the dwell time on a
specific spot), the degree of polymerization also increased. Due to the fast reaction,
this did not lead to a growth in the lateral direction but rather to a linear increase in
the structure height over time. This increase in size was larger than was observed for
surface polymerization performed in solution. As before, the reason for this observa-
tion is probably found in the high local concentration of reactants, leading to higher
reaction rates. This approach allows generating, in-situ, patterns of varying heights
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and/or patterns of varying chemical nature simply by changing the interaction time
or by using differently modified monomers.

A completely different approach towards reaction based DPN was pursued uti-
lizing an enzyme immobilized to the cantilever [92]. Alkaline phosphatase was
covalently linked to the tip of an AFM cantilever. Immersion of this cantilever into
a solution containing 5-bromo-4-chloro-3-indolyl phosphate led to a dephosphory-
lation and, in the presence of nitro blue tetrazolium chloride, to the formation of an
insoluble reaction product. This compound precipitated underneath the cantilever
and formed structures down to 150 nm width. This technique is not a classical DPN
technique as the tip is immersed into a solution containing the ink precursor. Only
the catalytically active enzyme converts the precursor into the respective ink and
transfers the ink through precipitation.

6.3.3 Pattern Transfer Through Etching

DPN, in general, creates patterns by depositing material (bottom-up approach).
However, such patterns can, subsequently, be used for subtractive structuring (top-
down approach) very much alike conventional photolithographic techniques. To this
end, the created patterns are being used as etch resist, protecting the underlying
substrate from chemical dissolution. This method provides perfect control over the
height of the etched features by either controlling the etch rate and time, or by
depositing material in the form of thin films of the desired thickness onto a suitable
substrate before carrying out the patterning process. For metallic nanostructures cre-
ated in this fashion an additional advantage is the high conductivity achievable due
to the bulk nature of the thin-films.

The standard compounds used for this purpose are ODT and MHA on gold sub-
strates. The advantage of long-chain SAMs is their high degree of order and the
hydrophobic nature of their aliphatic back bone. This prevents the aqueous etch
solutions to penetrate the pattern and, thus, provides good etch protection in spite
of the small thickness (about 2 nm) [93] of these films. The etching of gold sub-
strates was achieved by using a ferri/ferrocyanide solution, yielding gold patterns
whose lateral size was determined by the dwell time of the ODT [94] or MHA [95]
patterning. Silver patterns could be prepared with the same recipe, whilst for pal-
ladium an iron chloride-based etchant was used [96]. This latter etchant gave good
results for ODT resist layers, but with MHA the pattern integrity was lost. The metal
structures obtained in this way can be used as etch resist for the patterning of the
underlying material. By using substrates consisting of a gold film on silicon, sili-
con pillars with defined lateral size (determined by the DPN patterning process) and
height (determined by the etch time) were produced [94] (Fig. 6.7).

The use of ODT or MHA patterns provides a negative etch resist, i.e. the pat-
terned area is not etched. However, also positive etch resist behavior can be achieved
by carrying out an image reversal process [97]. The basis for this image reversal
is found in the difference in electrochemical potential needed to desorb MHA or



6 Nanopattern Formation Using Dip-Pen Nanolithography 227

Fig. 6.7 Pattern transfer from a DPN generated structure to the substrate through etching. The
left part shows a lateral force image of DPN generated ODT patterns on gold coated Si/SiO2,
the right part depicts silicon oxide pillars on a silicon substrate obtained by etching the unpro-
tected gold with ferri/ferrocyanide and etching the unprotected silicon oxide with hydrofluoric
acid. (Reproduced with permission from [94])

ODT from the metal substrate. MHA patterns are deposited by DPN on gold and
the remainder of the surface is passivated by immersion into an ODT solution. The
MHA can subsequently be removed by electrochemical desorption at –0.8 V with-
out influencing the ODT molecules. Thus an inverted image is obtained where the
original DPN-patterned areas are now unprotected whereas the remaining surface is
coated by an ODT etch resist.

6.3.4 Pattern Growth Through Seeding

The formation of patterns by DPN is often times just the first step in the genera-
tion of the desired nanostructure. In this case, the pattern acts as seed or template
and a subsequent modification through selective binding of nanostructured materi-
als (biomolecules, nanoparticles, . . .) or chemical conversion (growth of nanowires,
electroless deposition, . . .) can lead to new structures [98]. The advantages of this
approach lie in the fact that simple molecules can be used for the templating and
that three-dimensional structures are attainable which are otherwise impossible to
create via DPN, especially in regards to controlling the height of the features.

6.3.4.1 Selective Binding to DPN Patterns

As direct deposition techniques are not applicable or practicable for many different
material systems, the idea to deposit a linker molecule has been implemented. Such
a linker allows specific binding to all different kinds of materials, from nanoparticles
to organic molecules all the way to cells. One of the biggest advantages is that the
linker generally is a simple organic molecule with some functional group at the
end of the chain. For such molecules well established deposition routines exist. At
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the same time, the functional groups can be modified quite freely through surface
chemistry, providing a wealth of different binding options [99].

Covalent binding was achieved in a variety of different ways. The most popular
technique utilized amide bond formation between carboxylic acid or activated esters
(N-hydroxysuccinimid) and amines. Other examples include reactions of nucle-
ophiles with benzoquinone patterns [80], catalytic ring-opening metathesis [91], or
Schiff base formation [100].

Electrostatic binding requires the presence of positively and negatively charged
groups. The positively charged groups are most of the times various aliphatic amines
whereas the negatively charged moieties are generally acid functionalities. Due
to the nature of these molecules, the bond is sensitive to changes in pH or ionic
strength in the buffer. This method is especially useful for the deposition of large
molecules (e.g. polyelectrolytes [101], nanowires [102]) due to the large number of
electrostatic bonds which provide higher stability of the linked material to the DPN
template.

Even relatively weak bonds such as van-der-Waals bonds can be utilized for the
linking of molecules to DPN patterns. These bonds are the method of choice in the
case of hydrophobic structures without functional groups. Due to the weak nature
of the bonds, again relatively large molecules are required for stable bond forma-
tion. An example for such a van-der-Waals binding is the attachment of CNTs to
prepatterned MHA/ODT surfaces [103].

A different type of binding is the formation of complexes with metal ions. Nickel
ions are known to form complexes with different dye molecules or proteins. Thus,
the deposition of Nickel salts provides specific binding sites for such molecules
[104]. Such complexes have been shown to retain their fluorescence properties
(dyes) and 3D-structure (proteins) [69].

Apart from these bonding schemes, which are based on simple molecular
features, biorecognition and host-guest interactions can be used as well. Prime
examples for the biorecognition are the hybridization of oligonucleotide strands
with complementary DNA or the antibody-antigen recognition. Molecular recog-
nition events provide high specificity towards the target molecule [105] which is
beneficial for the simultaneous modification of several different DPN patterns with
a mixture of the corresponding target molecules. Such biorecognition can be applied
not only for direct sensing of viruses [106] or antibodies [107], but also for the
guided assembly of nanoparticles [108].

6.3.4.2 Chemical Evolution of DPN Patterns

The term “chemical evolution” is meant to comprise all techniques, where a post
deposition chemical transformation or growth of the DPN pattern occurs. One direc-
tion deals with the growth of nanostructures utilizing the catalytic activity of the
patterns. It is well known that metallic nanoparticles can act as catalysts for the
deposition of different materials. In the easiest way, this is the simple enlargement
of nanoparticles with a metal salt and a reducing agent. By choosing a sufficiently
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mild reduction scheme, deposition will only occur on the nanoparticle seeds without
causing cross-contamination.

Potential-enhanced transfer of gold nanoparticles to a silicon substrate was used
for the templating of a surface [67]. Subsequent immersion into a solution of a gold
salt and a reducing agent led to the enlargement of the deposited gold nanoparticles
and, thus, to the formation of gold structures on the surface. It was found that the
voltage applied for the transfer of the nanoparticle seeds from the tip to the surface
played a crucial role for the pattern growth during the enlargement step. A tip bias
of +12 V led to homogeneous patterns whilst lower potentials led to inhomogeneous
pattern formation.

Instead of externally adding a reducing agent, such a substance can also be gener-
ated in-situ. This was investigated by depositing enzymes which had been decorated
with 1.4 nm-sized gold nanoparticles [58]. These enzyme-nanoparticle hybrids were
patterned with DPN on silicon surfaces. For the fabrication of gold structures, the
conversion of glucose by glucose oxidase was utilized, yielding hydrogen peroxide
as one of the reaction products which, subsequently, acted as reducing agent for
HAuCl4 in the presence of the gold nanoparticles. The enlargement led to 300 nm
high gold lines (Fig. 6.8a). Similarly, silver lines were produced by reduction of
silver nitrate with p-aminophenol which was the reaction product from digestion of

Fig. 6.8 Chemical evolution of DPN patterns: (a) Creation of gold nanostructures by biocatalytic
enlargement of gold seeds. The top part shows the reaction scheme for enzyme-based reduction
of the gold salt. The bottom image shows a SEM image of a gold nanowire created in this fash-
ion. (Reproduced with permission from [58]). (b) A gold pattern created by electroless deposition
of gold salt (top) serves as the binding site for iniferters leading to the site-selective growth of
polymers on the gold pattern (bottom). ([111] Reproduced by permission of The Royal Society of
Chemistry)
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p-aminophenolphosphate by alkaline phosphatase. Here, lines of 25 nm height were
obtained. The enlargement is self-limiting as the reaction stops once the enzymes
are enclosed by the metal shell. This is advantageous for the controlled growth of
metal structures.

Nanoparticles are not just well-known seeds for the growth of larger particles,
but they are especially important in the field of nanowire growth. Controlled depo-
sition of individual seeds in a two-dimensional array would greatly contribute to
the practical application of nanowires in technological applications such as tran-
sistors or field emission arrays. In early attempts, gallium nitride nanowires were
fabricated by depositing nickel nitrate on the surface of a silicon substrate [109].
After chemical vapor deposition of gallium nitride, nanowires were found to grow
specifically on the patterned areas, with the number of nanowires per DPN pattern
being dependent on size of the DPN pattern and, thus, on the humidity during the
patterning process. Nickel chloride was used in a similar fashion to create CNTs
[110]. Nanowires with 1 μm in length and 80 nm in diameter were obtained and
x-ray spectroscopic characterization suggested a base-growth mechanism for these
wires.

Not only metals can act as catalysts. Organic molecules can also induce reactions,
as is the case for photoinitiators in polymerization reactions. Such a system was uti-
lized for the localized growth of polymers [111]. To this end, gold patterns were
created by electroless DPN deposition, and the photoinitiator was bound to these
gold patterns. After passivation of the remaining surface, solution based polymeriza-
tion was initiated by UV irradiation, leading to the selective growth of poly(methyl
methacrylic acid) on the gold patterns (Fig. 6.8b).

Apart from catalytically active surfaces, also the post-deposition conversion of
the deposited molecules or ions can lead to new materials. For example, the gen-
eration of polymeric nanostructures by direct deposition of the polymer is difficult
due to the large size of the polymer. However, patterns of the monomeric precursors
can be created quite easily. The fact that the monomers can undergo alignment on
the surface opens up the possibility for the generation of highly oriented polymers
by utilizing stereoregularity and regioselectivity. One example for such an approach
is the peroxidase-catalyzed polymerization of caffeic acid [112]. Gold-coated sili-
con substrates were modified with a monolayer of aminothiophenol. This surface
was further modified by the DPN generation of patterns of caffeic acid. The forma-
tion of hydrogen bonds between the carboxylic acid group of the caffeic acid and
the amino group of the monolayer led to an alignment of the monomer molecules
on the surface. Oxidative polymerization was carried out using horseradish per-
oxidase and hydrogen peroxide, leading to the formation of carbon-carbon bonds
between the individual monomer units. This was in contrast to experiments in bulk
solution, where the polymerization occurred predominantly through C-O-C bond
formation.

Also magnetic structures have been obtained by converting two co-deposited
salts [113]. Iron nitrate and barium carbonate were deposited onto a silicon sub-
strate. Upon a two-step thermal annealing process, these precursors decomposed
and formed a BaFe alloy with hard-magnetic properties.
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6.3.5 Extensions to DPN

The art of writing has progressed from the quill pen to fountain pens and, eventually,
to needle- and inkjet-printers. Similarly, also DPN has progressed yielding related
techniques with novel properties. The fountain pen analogue is found in fountain
pen nanolithography and still resembles a serial approach to the pattern generation.
An increase in patterning speed is possible by using parallel writing techniques
(analogous to the needle- and inkjet-printers) such as tip arrays or polymer pen
lithography.

6.3.5.1 Fountain-Pen Nanolithography

Already with quill feathers one of the limiting drawbacks was the necessity to
repeatedly immerse the feather into the ink solution. DPN suffers from the similar
problem of material depletion, requiring repeated coating for large area patterning.
A way to overcome this problem was the invention of the fountain-pen nanolithog-
raphy [114, 115] (the DPN equivalent to regular fountain pens and ball-point pens).
Fountain-pen nanolithography uses a small, micromachined capillary which is capa-
ble of transferring the ink from a small container through microfluidic channels
directly to the surface. The use of such a micromachined pipette, thus, allows over-
coming the limitation of ink depletion due to the large reservoirs. Additionally, the
ink molecules do not need to be dissolved and do not have to pass through a humid-
ity dependent meniscus. Rather they are constantly dissolved and pass through the
aperture of the pipette, which possesses a much greater effective diameter than the
meniscus. This leads to a constant stream of ink solution with constant concentra-
tion, thus avoiding the limitations due to ink diffusion. Additionally, extra driving
forces in the form of membrane pumps can be used to have forced material transport
[116, 117]. The fountain-pen approach is also viable to a certain degree of integra-
tion. An array of 12 pens [118] connected to two ink supplies (one ink pot for six
cantilevers) was fabricated. This allowed for the simultaneous deposition of two
inks in the form of dots and lines with a resolution below 100 nm.

A recent addition to fountain-pen nanolithography is the coupling of this tech-
nique with capillary electrophoresis [119]. Two electrodes are fabricated on the
fountain-pen. Already the application of a small voltage of –1 V led to an increase
in the concentration of the transferred bovine serum albumin by a factor of six. The
electrophoretic technique should also allow for separation of different biomolecules,
yielding patterns of different materials with a single ink mixture.

6.3.5.2 Tip Arrays

One of the main limitations of DPN for technological applications is the low
throughput due to the serial writing capabilities. It was estimated that coating of an
area of 1 cm2 by diffusion from a single tip would take 100 years due to the speed
of the material transfer (105 molecules/s) [31]. As the diffusion rate is a material
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constant (under given experimental conditions), the way to increase through-
put and, thus, decrease patterning time, was the invention of parallel patterning
methodologies based on tip arrays.

The use of multiple tips was spearheaded by IBM who developed a nanome-
chanical system (“millipede”) for data storage based on arrays of individually
heatable AFM cantilevers [120]. This technique allows storage densities in the
Tbit/in2 range and, due to the simultaneous readout of 4,096 tips, fast read and write
times.

For DPN applications the current induced heating of the millipede approach is
in many cases disadvantageous. Nevertheless, already early on multiple-pen set-
ups were investigated [121], based on approaches developed for conventional AFM
imaging and field-induced oxidation lithography [122]. An important issue in using
arrays of cantilevers is the alignment of the array. An angular misalignment of a
few degrees would cause some cantilevers to be suspended in the air whereas others
would be pressed onto the surface at high forces. One way to reduce the influence
of alignment is by receiving a feedback from each individual cantilever. However,
this makes the fabrication of such arrays much more complicated and also requires
significantly more hardware for data acquisition and evaluation.

For arrays consisting of conventional cantilevers, only a small pressure depen-
dence of the DPN pattern size is given. This removes the necessity to address
every single cantilever in the array individually, making the fabrication much easier.
2D-arrays based on this approach were fabricated with 55’000 cantilevers [123].
The alignment in this case was done by simply resting the whole array on the sam-
ple and then gluing it to the piezo scanner. This allowed for the generation of over
80 million dot features (with 100 nm diameter) with a single inking step.

Nevertheless, confirmation of contact for the patterning cantilevers is a desired
feature to verify on-line the success of the patterning step. A method suitable for
addressing individual tips in a probe array is the use of conductivity measurements
[124]. Coating the probes with a metal film provides the possibility to measure the
conductivity between the tip and the sample. For ODT coated tips a voltage higher
than 3 V had to be applied to obtain a current signal upon contact to the substrate.
The current signal provided a binary information of whether the tip was in contact
or not and was not dependent on the contact force.

In all the above cases, the cantilevers were identical, except for slight variations
due to the fabrication process, and were used simultaneously with the same param-
eters. However, arrays also lend themselves to the fabrication of cantilevers with
different properties which can be addressed individually. A simple method for the
individual actuation of cantilevers in an array is the use of thermal bimorph actuation
[125]. Resistive heating of the cantilevers led to controlled retraction or engage-
ment of the respective cantilever. An array of 10 such cantilevers was used to write
the numbers 0–9 simultaneously with each cantilever writing a different number.
Similarly, actuation can also be achieved by electrostatic attraction and repulsion
between the cantilever and a counter-electrode [126]. The use of electric fields elim-
inates unwanted heating of the cantilevers and minimizes cross-talk between them,
allowing fabrication of denser arrays.
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Arrays of different cantilevers can be obtained by custom-made variation of the
bluntness [127]. These are produced by creating a silicon master from a silicon-on-
insulator substrate. Anisotropic etching of differently sized squares leads to inverted
pyramid shapes with a flat-bottom of well defined size at the apex of the pyramid.
The cantilevers are made from gold by electroplating of the master. Such an array
was used to create lines of varying width of rhodamine-B by a single-pass DPN pat-
terning. Instead of blunt tips, slight variations to this process also allow fabricating
rounded tips with controlled radii of curvature [128]. Another technique yielding
differently sized tip radii is the irradiation of the cantilever with short laser pulses
[23]. Using 60 mJ pulses at 355 nm wavelength provided tips with radii between 40
and 500 nm.

A combination of differing tips with individual thermal actuation was also pro-
posed [129]. A complex micromachining process yielded an array of nine scanning
probe contact printing tips, five DPN tips, and three AFM tips for characteriza-
tion. Each cantilever could be engaged/disengaged through resistive heating of
the cantilever. This allowed simultaneous formation of DPN patterns and con-
tact printing features with in-situ characterization without changing of the tips or
cross-contamination.

Another important issue is the separate inking of cantilevers within an array.
Multiple ink wells have been used both with passive tip arrays [130] as well as
arrays of individually actuated tips [131] for the simultaneous inking with up to 10
different inks. A different approach utilized the precision of ink-jet printing for the
controlled inking of individual cantilevers within an array [132]. Here, specialized
surface modification was employed (hydrophobic back side coating and gold/MHA
tip coating). This forced the ink droplet to remain in the area of the tip, giving
maximum coating.

6.3.5.3 Polymer Pen Lithography

The latest addition in the realm of advanced DPN techniques is the polymer-pen
lithography [133], also called molecular printing. This technique brings together the
advantages of DPN and microcontact printing. Arrays of tips are made in the same
fashion as in microcontact printing, i.e. a silicon master is formed by photolithog-
raphy and etching. Afterwards, polydimethylsiloxane is cast onto the master, cured,
and removed again from the master. In this way, 11 million pyramid-shaped tips
were generated in a single array. The polydimethylsiloxane offers several important
advantages to the patterning process. Firstly, this material is capable of absorbing
and storing relatively large amounts of ink [134], substantially increasing the num-
ber of patterns which can be created with a single ink load. Secondly, the soft nature
of the material allows controlling the feature size not just by the dwell time but also
by applied force [135]. A larger force leads to a larger contact area, producing larger
patterns in the same amount of time.

This large pressure dependence also requires a good leveling of the array in
respect to the substrate. The first approach was based on optical alignment [133],
utilizing the transparent nature of the tip material and the glass support. The tips
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change their reflectivity in accordance to the applied pressure. This can be used
to tilt either the sample or the tip array until uniform reflectivity across the array
is observed, indicating alignment. In a second approach, the applied force of the
array was detected using highly sensitive scales [136]. The alignment procedure
was based on the fact that the applied force is highest when the array is parallel
to the surface as in this configuration the largest number of tips is actively apply-
ing pressure on the support. Thus, tilting the substrate in x- and y-direction was
performed until the maximum force signal was obtained.

Finally, a suitable technique for the individual inking of the tips with differ-
ent inks was developed. For this purpose, the silicon master is being used as an
array of individual ink pots [137]. Ink-jet delivery of different inks into these
pots was performed and the tip array was immersed into the master, coating the
tips. Simultaneous patterning of three different fluorescently labeled proteins was
performed with feature sizes ranging from 65 nm to over 10 μm.

These properties (large number of tips, addressable inking and high ink loading,
pressure dependent pattern size, good leveling techniques) make this approach the
fastest DPN technique available to date [138]. The time needed for pattern genera-
tion is close to values obtainable by soft lithography but with much higher flexibility
in the pattern shape and higher resolution.

6.4 Organic Patterns

Organic molecules form the basis for most of the published data related to DPN.
A small portion of these works investigated the deposition of the organic patterns
themselves, whereas the majority of investigations utilized such organic patterns as
templates for guided deposition, phase separation, or as etch resists, providing a
simple path to more complex nanostructures.

6.4.1 Self-Assembled Monolayers

SAMs are prime candidates for the custom-made modification of surfaces in the
macroscopic [139, 140] and nanoscopic realm [141]. In the case of DPN, especially
thiolated monolayers on gold have been used. They are easily transferred due to
their small size and good solubility, they produce highly ordered structures, and
they can be fabricated with a large number of functional groups for subsequent
modification [45]. Long chain thiols such as MHA and ODT have been used as
the main compounds towards the investigation of the physical principles behind
DPN (see Section 6.2: Physics of DPN). A special feature is the possibility to write
patterns of different molecules on the same area [142]. In this way, the outline of
a pattern can be written with one ink and the pattern can be filled with another ink
without distorting the original pattern [121].
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Extension of this technique to other substrates is important from a technological
point of view. Especially semiconductor surfaces are important targets due to their
applications in electronics and photonics. Both alkoxysilanes [47] and trichlorosi-
lanes [48] have been applied for pattern generation of silicon. Their high sensitivity
to humidity requires careful control of the environmental parameters and special
preparatory steps like modification of the tip prior to inking.

A different kind of self-assembly is found for the biologically important
lipid molecules. Due to their surfactant-like structure with a hydrophobic and a
hydrophilic part they appear, in general, in a bilayer form. DPN on surfaces provides
the possibility to generate multilayer structures. Phospholipids are very suitable inks
for DPN as their deposition rate can be readily adjusted by the humidity and depo-
sition in a non-covalent fashion is possible on a variety of surfaces [143]. They have
been used for the fabrication of gratings based on phospholipids [144]. Biosensors
based on these multilayer lipid-gratings use the diffraction change upon changes
in the shape of the lipid lines based on intercalation, dewetting or spreading. In
this way, the presence of streptavidin down to a concentration of 500 pM could be
detected in a label-free fashion.

Although SAMs provide a practical way for direct modification of surface prop-
erties on the nanoscale, most DPN applications are related to the formation of
templates from these molecules for subsequent sample modification by etching or
deposition [145].

6.4.2 Other Monomeric Molecules

A close relative to SAMs, hexamethyldisilazane, was the first organic compound to
be deposited directly onto semiconducting substrates [70]. This compound was a
good choice due to its high affinity to the semiconductor surfaces, forming covalent
bonds, and its low sensitivity to humidity.

Shortly afterwards, non-covalent attachment of dye molecules onto silicon sub-
strates utilizing electrostatic attraction was demonstrated [49]. The use of various
fluorescent dyes proved the possibility to link molecules non-covalently to a surface.
In addition, optical characterization of the patterns showed that the fluorescence
properties were maintained, providing confirmation that the structure of the dyes is
not distorted in the deposition and binding process. Similar results were obtained
for deposition on mica [146].

In many cases, though, the monomeric molecules are not directly attached to
the native metal or semiconductor substrates. Rather, chemical reactions between a
modified surface and the ink molecules are utilized. Some examples of this can be
reviewed in Section 6.3.2.4 where various reactions from organic chemistry yield
covalently bound organic nanostructures. A non-covalent technique was developed
using host-guest interactions. This “molecular printboard” [147] termed technique is
based on a surface modification with cyclodextrins and allowed the specific binding
of various molecules to the surface.
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6.4.3 Polymers

Creating patterns of functional polymers is of high interest for applications in optics,
electronics, and biology, and many different techniques are being employed towards
their fabrication [148]. In DPN, the biggest challenges lie in the large size and
the, oftentimes, limited solubility of the polymers. For this reason, several differ-
ent methods have been developed, ranging from direct deposition to on-surface
synthesis.

6.4.3.1 Direct Deposition

The direct deposition of polymers is highly dependent on the mass and the number
of functional groups present in the material. In order to evaluate these parame-
ters, dendrimers of varying size and chemistry were deposited by DPN [149]. It
was found that the deposition speed reduced substantially with increasing size,
which also led to smaller pattern sizes. The number of functional groups on the
polymer did not seem to influence the deposition significantly. The nature of the
functional groups (in this study amino groups or hydroxyl groups), however, did
change the deposition rate, with hydroxyl groups leading to higher deposition
rates.

Covalent linking of amine-containing dendrimers was achieved through in-situ
reaction with N-hydroxysuccinimide ester-modified surfaces [150]. This provides
strong coupling to the surface whilst retaining free amine groups for subsequent
modification of the patterns. The chemical linkage also leads to a suppression
of surface diffusion, making the pattern width independent on the scan speed
[151].

Polyethylene glycol is another polymer that can be patterned directly. Due to its
compatibility with many different materials it has been used as an ink matrix for
the assisted transfer of inorganic nanoparticles [64]. In this specific case the transfer
of the polymer was not the main goal and the obtained structure underwent an oxi-
dation step to eliminate the organic matrix. However, modified polyethylenglycol
has also been used as the starting material for the fabrication of hydrogel patterns
[152]. Transfer of the molecule to a surface was performed by DPN and the struc-
ture was converted to a hydrogel by photoinitiated cross-linking. Such hydrogels are
of interest for biological studies, as they exhibit similar properties to cell tissue.

A way to increase deposition is to use an additional driving force in the form of
electrostatic attraction. In most cases, electrically conducting polymers are doped
by an ionic species, causing the polymer to exhibit a net charge. This circumstance
was put to use for the electrostatic attraction of sulfonated polyaniline (nega-
tively charged) and polypyrrole (positively charged) to a surface [51]. On positively
charged substrates, obtained by modification of silicon wafers with an aminosilane,
the sulfonated polyaniline could be deposited, whilst polypyrrole showed no pattern
formation. For negatively charged substrates (obtained through treatment of sili-
con with piranha solution), the opposite behavior was observed, with polypyrrole
showing good patterning properties.
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In a similar fashion, non-conducting polyelectrolytes were also deposited by
DPN [101]. Positively charged poly(diallyldimethyl ammonium chloride) and neg-
atively charged poly(styrene sulfonate) were used as inks on negatively charged
silicon (piranha treated) or positively charged poly(diallyldimethyl ammonium chlo-
ride) modified surfaces. The results were similar to before with opposite charges
attracting each other, leading to good patterning results. An interesting extension
to the direct deposition of a polymer was found in the layer-by-layer deposition
of positively and negatively charged polymers for the fabrication of multilayer
structures.

A completely different route for the fabrication of polymeric nanostructures
was pursued by thermal DPN. Poly(3-dodecylthiophene) is a low-melting poly-
mer which was coated onto a cantilever [72]. By resistive heating of the cantilever,
the polymer could be selectively patterned on a silicon oxide surface. Controlling
the temperature allowed controlling the deposition rate, effectively providing an
ON/OFF switch for the deposition. Of special interest is the possibility to deposit
multi-layers by multiple passes over a surface spot whilst retaining a high degree of
molecular ordering in the polymeric structure (Fig. 6.9a).

6.4.3.2 Templated Deposition

Polyelectrolyte thin films can also be prepared on templated surfaces. MHA can be
used for the fabrication of negatively charged patterns which can bind positively

Fig. 6.9 Examples for polymeric patterns: (a) Pattern of poly(3-dodecylthiophene) created
by temperature assisted deposition. Performing multiple passes across the same sample spot
led to a linear increase in structure height, the increment being equal to the thickness of
a monolayer. (Reproduced in part with permission from [72]. Copyright 2006 American
Chemical Society). (b) Field-emission scanning electron microscope image of a phase separated
poly(styrene)/poly(methyl methacrylic acid) polymer blend. The phase separation was directed
by spin-coating the polymer blend onto the corresponding MHA/ODT template and performing a
solvent anneal step. (Reproduced with permission from [157])
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charged molecules [153]. To this end, MHA was patterned by DPN and the remain-
ing surface was passivated. For the passivation ODT, 16-mercapto-1-hexadecanol,
and a thiolated ethylene glycol were investigated with protection against unspe-
cific absorption increasing from ODT to the thiolated ethylene glycol. Sequential
deposition of poly(allyl amine) and poly(styrene sulfonate) led to a linear increase
in the pattern height with the number of polyelectrolyte layers. Another polymer
pattern that has been prepared consisted of poly(ethylene imine). This polymer
was bound in a covalent fashion or through electrostatic binding to DPN-patterns
with carboxylic acid functionality [48]. Apart from individual polymer chains, also
prestructured polymers such as modified polystyrene beads have been arranged
on negatively charged [154] and positively charged [155] DPN patterns utilizing
electrostatic attraction.

An intriguing application for DPN is the templating of substrates towards phase
separation in mixed polymers or block copolymers. Although phase separation in
mixed polymers is oftentimes unwanted, controlled morphology can lead to a variety
of applications. To this end patterns of MHA were drawn on gold and the remain-
ing surface was passivated with a benzenethiol. A mixture of poly-3-hexylthiophene
and polystyrene was spin-casted onto the surface [156]. It was found that on pure
MHA surfaces lateral phase separation occurred, whilst on pure benzenethiol verti-
cal phase separation was observed. The latter was found not to be stable as annealing
at 140◦C for 24 h also led to a laterally phase separated film. It was also found
that for prepatterned surfaces a minimum feature size of the MHA patterns and a
minimum content of poly-3-hexylthiophene were needed for the polymer film to
form phase separated domains related to the DPN pattern. Recent studies using
poly(methyl methacrylate)/polystyrene on MHA/ODT showed the possibility to
obtain phase separated domains of varying shape and dimension on one substrate
by using a solvent annealing step [157]. The smallest feature size obtained for a
polymer domain was 50 nm (Fig. 6.9b).

6.4.3.3 In-Situ or Ex-Situ Synthesis

Conducting polymers can be created by in-situ electrical polymerization. Patterns
consisting of modified polythiophene were created by using ethylenedioxythio-
phene as ink and application of negative voltages between the tip and the substrate
[78]. The conducting polymer was obtained on silicon with a native oxide layer
at potentials between –9 and –15 V. For thicker insulators, much higher voltages
were needed, with 500 nm of oxide requiring a bias of –130 V. Nevertheless,
electropolymerization was successful even on insulating substrates.

An ex-situ approach for the fabrication of polymeric brushes was also reported
[111]. Gold nanostructures were created by in-situ reduction of gold salt on hydro-
genated silicon surfaces. After oxidation of the remaining silicon surface at 60◦C,
a so-called iniferter (INItiator-transFER-TERminator agent) was linked to the
gold structures. This compound acted as initiator for the photopolymerization of
poly(methyl methacrylic acid). To this end, the modified substrate was immersed
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into a methyl methacrylic acid solution which was free of oxygen through bub-
bling with nitrogen. Irradiation with UV light caused the localized polymerization
reaction on the gold nanostructures.

Using DPN for the deposition of the monomer units can also be utilized to gen-
erate novel polymeric structures. Caffeic acid was deposited onto aminothiophenol
surfaces [112]. The electrostatic interaction between the carboxylic acid groups of
the caffeic acid and the amino group of the surface led to a preferential orientation of
the monomers. Subsequent polymerization using horseradish peroxidase and hydro-
gen peroxide led to the covalent linking of the monomers by direct C-C coupling
of neighboring rings. This is in stark contrast to conventional polymerization where
the dominating bond formation is based on a C-O-C linking via the hydroxyl groups
of the caffeic acid.

6.4.3.4 Applications

Polymers can be used as sensing units. An example for a gas-sensitive system is
based on doped polypyrrole which was deposited between gold electrodes on a sili-
con substrate with thick oxide [158]. The polymer is sensitive to the concentration of
CO2 so that exposure to this compound causes changes in the resistance of the con-
ducting polymer. The relative resistance (R/R0) was found to be linearly dependent
on the concentration of carbon dioxide in the concentration range of 18–1,800 ppm.

A photosensitive conducting polymer can be used as photodetector. For this pur-
pose a monomeric ink consisting of pyrrole, tetrahydrofuran, and perchloric acid
was used [50]. The tetrahydrofuran acts as a modifier to reduce the speed of the acid
catalyzed polymerization of pyrrole. Thus, an ink is obtained which yields good
patterning results for over a week. After deposition of the ink on the surface, the
polymerization continues with the acid catalyst acting as a dopant for the polymer.
The polymer is light sensitive and a linear decrease of resistance with the increasing
intensity squared was observed.

Of special interest is also the fabrication of stimuli-responsive structures. A
polypeptide was chemically linked to patterns of MHA [159]. The polypeptide can
undergo a structural change at a critical temperature, changing from hydrophilic to
hydrophobic character. This transition was utilized by binding a thioredoxin fusion
protein which can bind a thioredoxin-specific antibody. Above the critical tempera-
ture, this complex is stable, whereas reduction of the temperature below the critical
point leads to desorption of the thioredoxin-antibody complex, restoring the native
polypeptide. Such a bistable configuration is an interesting tool for biosensing,
where restoring the sensing surface is an important issue.

6.5 Biological Patterns

The custom-made fabrication of highly integrated patterns made from biomolecules
is an area which attracts a lot of research efforts [160, 161]. Smaller pattern sizes
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allow higher density sensor arrays for multiplexed detection and lower concentra-
tions of the analyte are required. At the same time, the patterning of such structures
on surfaces of biological importance (e.g. cell membranes [162]) helps bridging the
gap towards in-vivo sensing schemes.

6.5.1 Proteins

The creation of protein patterns is of great importance for biochemistry, medical
analytics, and biosensing. For this reason, many different techniques have been
investigated for the directed deposition of proteins on various surfaces [163]. DPN
patterning is an ideal candidate for this task as it allows creating such structures by
direct deposition or by fabrication of binding sites. Although the large size of some
protein structures makes their direct deposition sometimes quite difficult, this has
nevertheless been achieved in a number of cases.

Polyethyleneglycol-modified cantilevers were coated with immunoglobuline G
and patterning was achieved both by electrostatic attraction to negatively charged
silicon oxide surface (through treatment with a base), as well as by covalent
binding to an aldehyde-functionalized silicon oxide surface [100]. For both sur-
faces, the protein structure remained intact after the patterning as was evidenced
by biorecognition reactions with the respective, fluorescently-labeled antibodies.
Enhanced transfer was obtained by performing DPN with agarose added to the
ink solution [63]. The addition of this biopolymer led to an increase in the depo-
sition rate of up to three orders of magnitude. In order to utilize this, the proteins
needed to be bound strongly to the surface in order to be able to rinse off the
excess agarose, yielding pure protein nanopatterns. As before, the structure of the
proteins is not degraded, maintaining their biological function and biorecognition
capabilities.

Protein structures can also be prepared on nickel surfaces. Histidine possesses a
high affinity towards nickel ions, providing a strong bond for surface immobiliza-
tion. This selective binding was utilized for the DPN based patterning of proteins by
in-situ oxidation of metallic nickel substrates [77] or by deposition on nickel oxide
obtained from a pre-patterning oxidation through exposure to air [164]. Whilst in
the first case the protein activity was not investigated, in the second case the pro-
teins retained their full biofunctionality. Other surfaces amenable to direct protein
deposition include native silicon oxide or tissue membranes [162]. In the latter case,
the addition of surfactants to the ink or the pretreatment of the tissue membranes
with surfactant proved beneficial for enhanced deposition rates.

Instead of depositing proteins on normal substrates, the positioning can also be
made on selected parts of a DNA strand [165]. For this purpose, DNA is spread
out on a suitable substrate. After identifying the region of interest by a survey
scan with the AFM, the protein is then transferred to the chosen portion of the
nucleotide strand (Fig. 6.10a). This provides the means for the selective modifi-
cation or dissection of DNA strands by enzymes [87], which is of interest for DNA
analysis.
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Fig. 6.10 Protein and DNA patterns obtained by DPN: (a) Antibody Cy3 deposited onto a DNA
strand. (Reprinted from [165] with permission from Elsevier). (b) Detection of HIV by a multistep
modification consisting of DPN of MHA, binding of anti-p24 antibody, passivation with bovine
serum albumin, incubation with HIV-1, and sandwiching with anti-p24-modified nanoparticles.
(Reproduced in part with permission from [106]. Copyright 2004 American Chemical Society). (c)
DPN-patterns of two different DNA strands after hybridization with nanoparticle-modified com-
plementary DNA. The nanoparticles had two different sizes with one size being used for DNA-1
recognition and the second size for recognition of the second DNA. (Reproduced with permission
form [154])

Although direct deposition of proteins is possible and, in some cases advanta-
geous, the more versatile technique is found in binding to a prepatterned substrate.
This was originally shown for MHA patterns on gold [166] where the proteins were
directly associated to the carboxylic acid functionality. Another approach was based
on the deposition of nickel ions onto a nitrilotriacetic acid monolayer [104]. In this
case the high affinity of histidine to nickel ions was utilized for the linking process
to the surface.

An interesting application of DPN is the immobilization of proteins from a cell
lysate without prior purification. The method is based on the formation of pat-
terns made from maleimide-modified nitriloacetic acid [167]. This compound is
transferred to a surface with thiol functionalization via DPN in the presence of a
surfactant. The surfactant is necessary to overcome the difference in hydrophilicity
between the ink molecule and the substrate. After passivation of the remaining sur-
face by polyethylene glycol-maleimide, incubation with nickel ions was performed.
This nitriloacetic acid-nickel complex is a specific binding agent for histidine-
tagged proteins. Cell lysates containing a specifically expressed histidine-tagged
protein with fluorescence marker (green fluorescent protein) were deposited on the
sample. The tagged protein was bound to the DPN patterns and the remaining lysate
constituents could be removed by washing.

Proteins are important biomarkers and, as such, interesting for biosensing appli-
cations. DPN patterns have led to interesting progress in this field due to the small
pattern size and high pattern density. Leptin, a protein associated with obesity, was
detected [107] based on a biotinylated maleimide which was deposited onto a mer-
captopropyltrimethoxysilane monolayer. This was followed by several modification
steps with the analyte, antigens, antibodies, and fluorescent labels. The leptin could
be detected down to concentrations of 100 zM (i.e. 100×10–21 M), which is orders
of magnitude better than for a conventional ELISA test. In a similar way, the detec-
tion of the HI-virus was investigated [106]. By forming, again, a sandwiched sensors
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of anti-p24 IgG, virus, and anti-p24 IgG decorated with nanoparticles (Fig. 6.10b),
the detection of less than 50 copies of the virus RNA in plasma (corresponding to
a concentration of 0.025 pg/ml) was possible, which again surpassed the sensitivity
of conventional ELISA tests by orders of magnitude.

DPN patterns can also be used to investigate individual protein-protein binding
events [168]. Proteins were deposited into the holes of a nanohole array. Utilizing
the change in extra-ordinary transmission of this array over time it was possible to
detect individual protein-protein binding events with a lateral separation of 16 μm
and high temporal resolution. By using the array technique, currently over 20,000
individual, independent binding events could be monitored.

Apart from such sensing applications, specific proteins can also be used to
create patterns by their enzymatic activity. Protein [84] and DNA [86] sur-
faces have been etched by deposition of the corresponding proteinase or DNase,
respectively. For DNA, the digestion of individual strands was even observed
in-situ [169], where the DNase transfer was done in intermittent contact mode
whilst simultaneously measuring the sample topography. These enzymatic tech-
niques yield a removal of material very much like a top-down approach (albeit
with very high resolution and chemical specificity). Apart from etching, enzymes
have also been used for the biocatalytic generation of metallic nanostructures
[58]. In this case, nanoparticle-modified enzymes were transferred directly to sil-
icon surfaces. The enzymatic conversion of a substrate yielded a product which
acted as reducing agent for metal salts, leading to a localized enlargement of
the nanoparticles on the enzyme. Thus, gold- and silver nanostructures could be
generated.

6.5.2 DNA

DNA patterns are of high interest because of the high specificity in binding com-
plementary strands, allowing for example to detect single base mismatches. In
order to obtain such patterns different techniques for the deposition were devel-
oped. Originally, linking of modified DNA-strands to DPN patterns was used.
Alkylamine-modified DNA was linked covalently to MHA patterns by formation
of an amide bond [170]. Another approach used ODT or MHA as etch resist for
gold [171]. After gold etching, the etch resist was removed by oxidation and thio-
lated DNA was linked to the gold structures. However, also the direct deposition of
thiolated DNA to gold or acrylamide-modified DNA to silicon surfaces with mer-
captosilane modification is possible [57], paving the way for multiplexed arrays
of DNA. Matrix-assisted deposition of DNA by adding agarose to the ink solution
provided enhanced transfer and less substrate sensitivity of the deposition [63].

Whilst all of the above mentioned techniques deposit DNA by DPN, DNA pat-
terns can also be generated by localized digestion using DNase. This approach
has been shown both for films of DNA [86] as well as for the selective cutting
of individual DNA strands spread out on a surface [87].
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DNA patterns in and of themselves are not very interesting to either science or
technology. However, as soon as specific hybridization with complementary DNA
comes into play, a multitude of different applications become available. DNA pat-
terns can be used for the detection of analyte DNA in a label-free fashion directly
by AFM [172] or by linking of nanoparticles for electrical characterization [173].

An area of great interest is the in-situ study of hybridization events. This requires
optical solutions with sufficiently high lateral resolution and sensitivity. One way
to reach this goal is the combination of DPN with surface enhanced resonance
Raman scattering on nanostructured gold surfaces [174]. Limits of detection of bet-
ter than 10–11 M were achieved whilst maintaining the full spectral information
which allows distinguishing between different dye-labeled DNA strands.

A completely different application is the guided deposition of nanoparticles.
Using oligonucleotide inks to pattern nanogaps between two electrodes, single par-
ticles could be selectively bound in the gap [108]. The advantage of this approach
comes into play when different gaps are modified with different oligonucleotides,
providing selective guiding of different DNA-capped nanoparticles. This allows
performing transport measurements through single particle electrical circuits.

Another application for this guided deposition is the creation of patterns of dif-
ferent nanoparticles. This has been shown by the deposition of two different DNA
patterns on a surface [154]. Subsequent modification with differently sized gold
nanoparticles (one size being modified with one kind of complementary DNA, the
other size with the second one) led to the formation of an ordered array of these
particles (Fig. 6.10c).

6.5.3 Cells

Although cells are far too big to be directly deposited from a cantilever to the
surface, DPN is still a highly useful technique for cell studies. An interesting appli-
cation of DPN is the fabrication of suitable substrates for studies on the adhesion
and proliferation of cells. Hydroquinone patterns were created on a gold-coated
slide and the remaining surface was passivated with an ethyleneglycol oligomer
[175]. After activation of the hydroquinone pattern by oxidation to benzoquinone, a
short protein was linked to the pattern which served as anchoring point for the cell
adhesion. It was found that the shape of this protein primer (linear or cyclic) sig-
nificantly influenced the cell adhesion with the cyclic protein yielding significantly
higher affinity. This was further elucidated investigating the immobilization on dot
arrays with different pixel spacing within the array [176]. For the linear protein
linker a net polarization of the cell directed towards the higher density pattern was
induced, whereas no such effect was observed for the high-affinity, cyclic protein
(Fig. 6.11a).

The deposition of cells on a protein layer can also be influenced by the underlying
substrate [177]. Patterns of MHA, backfilled with ODT, were created and coated
with zein, which is a protein obtained from corn endosperm. Subsequently attached
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Fig. 6.11 Use of DPN patterns for single-cell investigations: (a) Cell polarization due to binding of
the cell to an asymmetric hydroquinone pattern. (Reproduced in part with permission from [176].
Copyright 2008, American Chemical Society). (b) Activation of T-cells, indicated by a fluores-
cence signal (marked by arrows), through binding to modified lipid nanostructures. (Reproduced
with permission from [178]). (c) Investigation of single cell infectivity. Top part shows an optical
micrograph of three cells bound to virus-modified DPN patterns. The bottom image shows the flu-
orescence for the left and right cell induced by the virus infection. (Reproduced with permission
from [179])

mouse fibroblasts were able to proliferate on the MHA-templated areas only. This
was attributed to a different orientation of the zein molecules on MHA and ODT,
respectively.

Apart from simply fixing cells to the surface, the DPN patterns have also been
used to activate cells as in the example of T-cells [178]. In this case, biomimetic lipid
membrane structures were prepared by DPN. Lipid monolayers were deposited onto
glass slides in a non-covalent fashion. These monolayers were stable in a cell culture
medium and were amenable to adsorption of cells. By chemical linking of antibodies
specific for the CD3 ε chain of the T-cell receptors to these lipid membranes, an
additional activation of these cells could be achieved (Fig. 6.11b).

Similarly, by creating nanopatterns of viruses, single cell infectivity can be inves-
tigated [179]. MHA was patterned on gold-coated glass and the remaining surface
was passivated with a thiolated oligoethyleneglycol. Incubation with Zink ions, a
polyclonal antibody, and a virus solution led to a nanoarray of virus particles which
served as substrate for the binding of kidney cells. Incubation for 3 days led to an
infection rate of over 90% for the immobilized cells, causing a change in the cell
morphology and an increased fluorescence signal due to the virus-expressed green
fluorescent protein (Fig. 6.11c).

These findings mark an important step in mimicking the immunoresponse of the
human body and allow following the infection pathways of pathogens directly.

6.6 Inorganic Patterns

Inorganic structures are of high importance for electronic or optical applications.
They have been investigated as storage media or for their catalytic properties.
The wide variety of different material systems, from metallic, over semiconduct-
ing and magnetic, to insulating structures makes them interesting for many different
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research fields. DPN is a viable way for the controlled formation of such struc-
tures in the nanoscale and the different techniques have recently been reviewed in
detail [180].

6.6.1 Metallic Patterns

Gold nanoparticles are the typical representative for metallic nanoparticles.
Therefore, a variety of different techniques for their deposition have been developed.
Hydrophobic particles on hydrophilic surfaces [56] have been patterned just as much
as hydrophilic particles on hydrophobic surfaces [181]. Some recipes used covalent
thiol-gold bonds [53], whilst others resorted to electrostatic attraction between acid
and amine functions [54], and yet others used van-der-Waals interactions [181]. In
all of these cases, the deposition was not influenced by the dwell time as the par-
ticles did not diffuse on the surface. A time-dependent patterning technique was
developed by adding polyethylene glycol to the nanoparticle ink [64]. The growth
of the pattern is determined by the diffusion of the polymer in which the nanopar-
ticles are embedded. Also palladium nanoparticles have been used successfully for
the generation of DPN patterns [55]. The polyvinylpyrrolidone-coated nanoparti-
cles were solubilized and transferred to mica and copper surfaces. Whilst on mica,
no lateral diffusion was observed (probably due to strong electrostatic interactions),
the nanoparticles did diffuse on the copper substrate.

A different way for the deposition of nanoparticles is the fabrication of tem-
plates which are capable of forming nanoparticle conjugates. Towards this end,
patterns made from SAMs with thiol- [68] or amino-functionality [182], DNA [57],
or proteins [183] were deposited by DPN and the particles were associated by a sub-
sequent immersion of the patterns into a nanoparticle solution with corresponding
capping. The advantages of this approach are that only small molecules are trans-
ferred during the DPN process and that every kind of particle-surface interaction can
be utilized such as covalent binding, electrostatic attraction, biorecognition, host-
guest interaction, and van-der-Waals forces. Although the formation of nanoparticle
patterns by a template method might not be very practical from a patterning point
of view, it is a very interesting approach for enhancing the signal from a biosensing
event. In this way, the sensitivity of HIV-detection [106] was enhanced, and less
than 50 copies of the virus within a plasma sample could be detected.

Nanoparticle patterns are easy to fabricate. However, they generally exhibit poor
conduction properties, limiting their use for nanoelectronic applications. This can
be eliminated by subsequent growth of the patterns. This was utilized in the case
of DNA-templated nanowires [173]. DNA patterns were generated between two
electrodes and the pattern was hybridized with nanoparticles coated with the com-
plementary DNA. The resultant structure was exposed to silver stain solution which
led to the deposition of silver on the nanoparticles. Deposition of the silver could be
followed by recording the resistance of the templated wire. Similarly, copper struc-
tures were obtained through electroless deposition of copper onto dendrimer-coated
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Au nanoparticles which had been attached to a cyclodextrin-coated surface through
host-guest interaction [184]. A self-limiting growth technique was developed by
in-situ generation of the reducing agent through nanoparticle-modified enzymes
[58]. Gold and silver wires were formed by the reduction of the respective salts
through the enzymatic reaction product. Once the enzyme was coated with metal,
the reaction stopped, controlling the size of the metallic structure.

The creation of metallic structures by deposition of nanoparticles is interesting
because of the direct patterning possibility, which avoids sample contamination.
Nevertheless, the first works related to metal patterns were based on etch proce-
dures. The first structures were made from gold on silicon with ODT acting as
the etch resist [94]. After the deposition of ODT, etching was performed with
ferri/ferrocyanide, leading to ODT capped gold pillars. This technique was also suc-
cessful using MHA as etch resist [95] and it could be extended to other metals (Ag,
Pd) [96]. Silver nanostructures created in this fashion could be further transformed
into gold structures by electroless deposition [185]. The deposition of the gold was
accompanied by dissolution of the silver, leading to hollow gold cylinder structures
from solid silver pillars (Fig. 6.12a).

In contrast to the use of an etch resist, direct etching of gold also has been
described. The approach is based on the use of allyl bromide as ink which acts as an
etchant for gold surfaces [83]. Selective etching was observed in the scanned areas.
Simultaneously, the product of the etch process was accumulated on the tip and
could be transferred to the surface in a conventional DPN fashion, yielding positive
structures.

Fig. 6.12 Examples of metallic nanostructures: (a) Hollow gold cylinders obtained by deposit-
ing SAMs on a silver-coated silicon substrate, etching of the unprotected silver, and electroless
deposition of gold with concurrent dissolution of the silver. (Reproduced in part with permission
from [185]. Copyright 2004 American Chemical Society). (b) Silver nanopillars obtained by elec-
trodeposition of silver on an ODT coated substrate where the initial MHA pattern was removed
electrochemically. (Reproduced in part with permission from [97]. Copyright 2006 American
Chemical Society)
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Resist layers are not limited to etch procedures but can also be employed in cases
of selective growth. MHA patterns were created and the remaining surface was pas-
sivated with ODT. Slight differences in the electrochemical potential for desorption
allowed removing the MHA selectively whilst retaining the ODT passivation. Such
patterns were used for etching but also for the electrochemical deposition of silver
[97]. In the latter case, the height of the created silver pillars was related to the
diameter of the MHA pattern, with larger patterns also yielding higher structures
(Fig. 6.12b).

Electrochemistry can also be used without resist layers. Reduction of metal salt
inks leads to the direct formation of metallic nanostructures. Gold, palladium, and
platinum were reduced without external potentials through oxidation of the sili-
con [75] or germanium [75] substrates. In a different experiment, the reduction
was obtained through local electrochemistry based on an external voltage that was
applied between tip and substrate [77].

Conducting metal lines can also be patterned in a direct fashion. Indium-
coated cantilevers were heated utilizing the low melting point of the metal [74].
Nevertheless, temperatures around 500◦C and high contact forces were needed
to produce metal structures on the surface. These showed metallic conductivity.
Recently, a suspension of silver nanoparticles was also successfully employed
towards the fabrication of metallic patterns [186]. A commercial silver nanoparticle
ink with 40 nm particles was used for the preparation of nanoparticle patterns which
underwent a subsequent annealing step at 150◦C for 10 min. The resulting pattern
showed ohmic conductance with a bulk resistivity close to that of metallic silver.
A special advantage of the ink used in this case was an extremely high patterning
speed (up to 1.6 mm/s) on various substrates.

6.6.2 Semiconducting Patterns

Semiconducting nanostructures are interesting due to their application in optics
(waveguides, photonic crystals) and electronics. Elemental semiconductors made
from group IV elements are widely available and relatively cheap. They form the
basis for most of modern electronics and for passive waveguide structures due to
their low price and their good processability. DPN nanostructures of such mate-
rials have first been reported by using an etch transfer step. ODT [94] or MHA
[95] were deposited on a gold coated silicon surface. Subsequent etching with
ferri/ferrocyanide (removal of the unprotected gold), hydrofluoric acid (etching of
the silicon substrate), and aqua regia (removal of the remaining gold which served
as etch mask) led to silicon structures with defined lateral and vertical dimensions.
This process was extended to parallel fabrication with 55,000 cantilevers [123] and
also different other etch recipes for the gold coating were investigated [187]. The
use of wet chemical etching for the silicon leads to silicon structures with non-
perpendicular sidewalls due to isotropic etching or preferential etching along certain
crystal plains. In order to obtain perpendicular sidewalls, reactive ion etching has



248 B. Basnar

been successfully employed [188]. Apart from gold, also silver and palladium have
been applied as etch masks for the fabrication of silicon nanostructures, with ODT
and MHA again serving as the initial patterning material [96].

In contrast to the etch-approach for silicon, germanium nanostructures were cre-
ated by in-situ electrochemical reduction of GeO2 [77]. The ink, consisting of a
saturated solution of GeO2 in 0.05 M sodium hydroxide, was deposited with an
applied potential of 5 V for reduction of the semiconductor, and line structures made
from germanium were obtained.

In comparison to the above mentioned elemental semiconductors, compound
semiconductors are advantageous in respect to the tunability of their optical or
electrical properties. Their applications range from quantum dots as fluorescence
markers all the way to semiconductor lasers. One example for such a compound
material system is cadmium sulfide. Cadmium sulfide structures are accessible
through in-situ synthesis from a chemically reactive ink solution [82] containing
the precursors for cadmium and sulfide ions. Both the cadmium acetate and thioac-
etamide are prone to hydrolysis, providing the necessary ions for the nanoparticle
formation. It was assumed that the formation already occurs on the cantilever,
and that small particles, together with excess ink, are transferred to the surface.
The patterning process was found to be very sensitive to humidity, scan speed,
and hydrophilicity of the surface. Deposition was only observed on negatively
charged surfaces at low velocities (around 100 nm/s) and medium humidity of
around 50%.

Cadmium selenide nanoparticle patterns were created by using the template
method with subsequent growth of the nanoparticles [48]. To this end, carboxylic
acid-terminated patterns were created by DPN and the remaining surface was
hydrophobically passivated. The carboxylate ion is capable of binding cadmium
ions from solution through electrostatic attraction. After rinsing and drying of
the substrate, exposure to hydrogen selenide led to the formation of CdSe on the
carboxylate-modified surface with the carboxylic acid groups still acting as anchor-
ing groups for the nanoparticles (Fig. 6.13a). In the same way, also PbS nanoparticle
patterns were created.

Semiconducting structures are interesting also for sensing applications. The
properties of tin oxide, for example, are highly dependent on the environment and
have thus been harnessed for various sensing schemes. As the response time and
recovery time are diffusion limited, miniaturization is a feasible way for improving
the sensor performance. Native and doped tin oxide structures have been produced
via a sol-gel based DPN approach [189]. Positioning of the structures between gold
electrodes allowed the electrical contacting of the nanostructures in order to evalu-
ate the gas-dependent changes in resistance (Fig. 6.13b). The response times of the
gas sensors prepared by DPN were found to be about 10–20 times faster than for
thin film sensors prepared from the same sol. This was attributed to the small size
(both lateral and thickness) and nanoporous structure of the DPN pattern, allowing
rapid diffusion of gases. By making an array of differently doped SnO2 sensors,
discrimination between different gases was possible due to the differing responses
of the individual sensing spots.
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Fig. 6.13 Examples of semiconducting nanostructures generated by DPN: (a) CdSe pattern
obtained by linking cadmium ions to a carboxylic acid-terminated DPN pattern and subsequent
exposure to hydrogen selenide (Reproduced with permission from [48]). (b) Sensing of different
gases using doped SnO2 deposits placed between electrodes by DPN. The left part shows an optical
microscope image, the right part shows the response of different sensors to three different volatile
organic compounds (Reproduced in part with permission from [189]. Copyright 2003 American
Chemical Society)

6.6.3 Magnetic Patterns

Magnetic micro-structures have been used already for a substantial amount of time
in audio- and video-tapes as well as computer hard-discs. However, the storage max-
imum attainable by conventional processing has nearly been reached. DPN offers
the possibility to create patterns of magnetic structures with densities in the Tbit/in2

range, which could serve as the next generation of magnetic storage devices.
Magnetic patterns have been created in a variety of different ways. Direct depo-

sition of Fe2O3 nanoparticles has been performed on silicon and mica [190]. The
pattern size of these particles was independent on the dwell time, indicating that the
particles do not exhibit diffusion on the sample surface.

Instead of directly transferring magnetic nanoparticles to the surface, DPN can
be used for the fabrication of template structures which provide binding sites for
the subsequent immobilization of the particles. Iron oxide and manganese fer-
rite nanoparticles have been deposited on MHA modified gold via electrostatic
attraction [191]. Such electrostatic binding has also been utilized for negatively
charged magnetic particles on poly(allylamine) hydrochloride patterns [155]. DNA-
modified particles have been linked both via electrostatic interaction with a
polyelectrolyte pattern as well as through hybridization with complementary DNA
molecules [192].

The use of DPN templates also provides a feasible way for the fabrication of
patterns of individual nanoparticles. Carbon coated single crystal iron nanoparticles
of smaller than 5 nm diameter were deposited on DPN generated MHA patterns
[193]. These particles, though superparamagnetic at room temperature, exhibit a
nearly 30-times higher coercivity at 10 K than do similar sized magnetite nanoparti-
cles. Fabrication of patterns of individual particles was achieved by varying the size
of the MHA templates. It was found that MHA patterns of 60–70 nm in diameter
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Fig. 6.14 Examples of other inorganic nanostructures: (a) Magnetic force microscopy image
of BaFe deposits created by deposition of a mixed ink and conversion by thermal treatment
(Reproduced in part with permission from [113]. Copyright 2003 American Chemical Society). (b)
Scanning electron microscope image of a single carbon nanotube seeded by deposition of nickel
chloride (Reproduced with permission from [110])

exhibited a near 100% yield of single particle immobilization, whilst smaller pat-
terns (lower yield) and larger patterns (more than one nanoparticle per pattern) were
not as favorable.

The advantage of patterns created from pre-fabricated nanoparticles is the possi-
bility to control the size and magnetic properties before performing the patterning.
However, also other approaches towards the nanopattern formation have been inves-
tigated. An interesting method was pursued in the synthesis of hard-magnetic
structures by temperature induced reaction between iron nitrate and barium car-
bonate [113]. An ink was used containing these two salts. The co-deposition led
to structures of the salts without magnetic properties. However, a two-stage thermal
treatment led to the decomposition of the salts and the formation of a magnetic BaFe
alloy (Fig. 6.14a).

A different approach consisted in the deposition of ferritin. Ferritin is a pro-
tein acting as iron storage container within living organism. The small spherical
molecule is filled with iron oxide. Consequently, ferritin was deposited by DPN and
the organic shell was removed by oxidation [194]. In this way, iron oxide nanostruc-
tures were obtained. However, the magnetic properties of these structures were not
investigated.

6.6.4 Nanowires and Nanotubes

Nanowires and nanotubes are highly interesting as 1D-transistors or as sources for
field-emitter devices. An important requirement for their use, however, is the fab-
rication of ordered arrays of these structures with high precision in both the lateral
position and the dimensions. DPN has been investigated towards the fabrication of
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such nanowire systems. The conventional route consists of the deposition of catalyt-
ically active seeds and subsequent growth of the nanostructures on these seeds. This
has been shown for GaN where nickel nitrate patterns were created with DPN and
chemical vapor deposition of gallium nitride led to the growth of multiple nanowires
from a single nickel nitrate pattern [109].

Apart from such semiconducting nanowires, especially CNTs have attracted a
lot of interest and several studies have dealt with their DPN templated synthesis.
In one approach, patterns consisting of 5 nm Cobalt particles were prepared [195].
The particles possessed an organic shell (trioctylphosphine and oleic acid) to pro-
vide sufficient mobility for the DPN process even in the dried state. Coating of
the cantilever was achieved by scanning the tip across an evaporated droplet of
the nanoparticle solution. The thus coated cantilever was used for the fabrication
of dot patterns. It was observed that small dot sizes (sub-70 nm) only led to non-
uniform, low-yield nanotube growth. For larger pattern sizes (diameters of 900 nm
and above), high yield and high uniformity of the single-wall CNTs was obtained.
On Si/SiO2 substrates, the growth direction was random. Using quartz cut at a spe-
cific angle, the growth of the nanotubes could be oriented along the 100 crystal
plane, leading to highly oriented CNT structures. Detailed investigations confirmed
that a base-growth mechanism was responsible for the nanotube formation. Nickel
ions also act as catalysts for the growth of CNTs. Nickel chloride patterns led to the
formation of individual nanotubes with lengths up to 1 μm [110] (Fig. 6.14b). Also
in this case, a base-growth mechanism was responsible for the nanotube formation.
Compared to the Cobalt-based system, however, the yield was significantly lower.

Whilst direct growth of nanowires would be advantageous for practical appli-
cations, the above cited literature provides confirmation that control of the density
and length of these wires and nanotubes is difficult to achieve. For this reason, the
selective binding and alignment of harvested nanowires is an interesting alternative
for several applications, such as nanotransistors. For vanadium oxide nanowires,
positively charged patterns consisting of cysteamine (on gold) or aminopropyltri-
ethoxysilane (on silicon) were created and the remaining surface was passivated
with a hydrophobic monolayer [102]. Immersion into the nanowire solution led to
a directed assembly of these wires on the positively charged domains. Subsequent
fabrication of metal pads allowed contacting the wires for electrical characteriza-
tion. The nanowires are only bound through electrostatic attraction and, thus, could
be removed again by rinsing with a buffer solution.

Also CNTs can be deposited onto mixed hydrophilic/hydrophobic surfaces [103].
Dot patterns of MHA were produced and the surface was backfilled with ODT.
Depositing a drop of a solution of nanotubes in dichlorobenzene onto the patterned
substrate led to the accumulation of the nanotubes at the boundary of ODT and
MHA. Drying of the solvent caused the nanowires to bend along this boundary,
forming ring structures. This behavior was strongly dependent on the material com-
bination used for templating, with polyethylene glycol and mercaptoundecanol as
substitute for either the MHA or the ODT, respectively, showing significantly less
tendency towards the nanotube ring formation. Fabrication of line-patterns led to
the formation of CNT structures which exactly traced the template structure.



252 B. Basnar

Although CNTs are bulky and poorly soluble, it is well known that aromatic
molecules can be adsorbed on the sidewalls due to π–π stacking which allows
incorporation of functional groups [196]. This has been utilized to solubilize CNTs
through adsorption of alcian blue-tetrakis(methyl pyridium) chloride [197]. By
doing this, an ink was obtained which allowed direct deposition of CNTs with DPN.
Lines down to 110 nm in width were obtained which consisted, to the most part, of
multilayers of nanotubes.

6.7 Conclusions and Outlook

Twelve years have passed since the invention of DPN, and this methodology has,
indeed, proven to be one of the most versatile techniques for nanopatterning avail-
able. Hundreds of publications describe the various approaches to create patterns
made of simple long-chain thiols all the way to the selective activation of individual
cells for single cell studies. It has developed to be a mature technique in science with
reproducible pattern generation and fast prototyping properties. Now DPN stands at
the brink of transition to becoming a technologically relevant methodology. First
important steps have been made by parallelization and the use of polymeric tips
[138], providing the means for the simultaneous generation of millions of structures.
It has, in this respect, overtaken techniques such as focused ion beam structuring,
where only now multibeam approaches are being developed [198]. Because of this,
the patterning times have greatly been reduced, closing in on the times needed in
photolithographic or soft lithographic (microcontact printing, nanoimprint lithog-
raphy) techniques (Fig. 6.15), whilst providing complete flexibility in regards to
pattern shape, substrate material, and the chemical nature of the desired pattern.

Nevertheless, several challenges still need to be tackled to successfully bridge
the gap from scientific tool to industrial technology. For sensor array applications,
ways have to be developed to ink the thousands or millions of cantilevers each with
a different ink in an addressable, error-free and cross talk-free fashion. So far, this
has been demonstrated with just a handful of different inks using ink-jet printing
[132], microfluidic ink wells [130], or a combination of both [137]. Also, high res-
olution read-out methodologies are required to make full use of the high integration
capability of DPN.

Another challenge is the online monitoring of the pattern fabrication and the
possibility for error correction. Online monitoring has been shown for fluorescently-
labeled structures using optical microscopy [61], but no general paradigm has been
developed. Simultaneously, first approaches demonstrating write/read/erase capa-
bilities have been developed [66, 199], but again, no general approach has been
found.

One of the biggest challenges still remaining for this bottom-up approach in the
area of nanostructuring, however, is control of the third dimension, i.e. the height
of structures. Several routes have already been investigated, including layer-by-
layer growth [153], multiple-pass techniques [72], or self-limiting enlargement of
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Fig. 6.15 Decrease of the patterning time as a result of advancements in DPN. (Reprinted with
permission from McMillan Publishers Ltd: Nature Chem. [138], copyright 2009)

structures [58]. However, patterning time or cross-contamination both constrain the
general applicability of these techniques.

Even with a number of important challenges still present, the first decade of
DPN has shown how many obstacles have been overcome by novel and creative
approaches. Therefore it can be expected that DPN will continue to greatly influence
not only scientific research but that it will also make its way towards technological
applications such as biochemical sensing or novel photonic devices.
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Chapter 7
Nanofabrication of Functional Nanostructures
by Thermochemical Nanolithography

Debin Wang, Vamsi K. Kodali, Jennifer E. Curtis, and Elisa Riedo

Abstract Nanofabrication is the process of building functional structures with
nanoscale dimensions, which can be used as components, devices, or systems with
high density, in large quantities, and at low cost. Since the invention of scanning
tunneling microscopy (STM) and atomic force microscopy (AFM) in 1980s, the
application of scanning probe based lithography (SPL) techniques for modification
of substrates and creation of functional nanoscale structures and nanostructured
materials has been widespread, resulting in the emergence of a large variety of
methodologies. In this chapter, we review the recent development of a thermal probe
based nanofabrication technique called thermochemical nanolithography (TCNL).
We start with a brief review of the evolution of the thermal AFM probes integrated
with resistive heaters. We then provide an overview of some established nanofab-
rication techniques in which thermal probes are used, namely thermomechanical
nanolithography, the Millipede project, and thermal dip-pen nanolithography. We
discuss the heat transfer mechanisms of the thermal probes in the thermal writing
process of TCNL. The remainder of the chapter focuses on the use of TCNL on a
variety of systems and thermochemical reactions. TCNL has been successfully used
for fabrication of functional nanostructures that are appealing for various appli-
cations in nanofluidics, nanoelectronics, nanophotonics, and biosensing devices.
Finally, we close this chapter by discussing some future research directions where
the capabilities and robustness of TCNL can be further extended.
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DPN Dip-pen nanolithography
GO Graphene oxide
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MEMS Microelectromechanical system
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2-methacrylate)
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SAM Self-assembled monolayers
SOI Silicon-on-insulator
SPL Scanning probe lithography
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STM Scanning tunneling microscopy
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tDPN Thermal dip-pen nanolithography
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7.1 Introduction

Nanofabrication is the process of making functional structures with arbi-
trary topographic and/or chemical patterns having nanoscale dimensions [1–4].
Nanofabrication has been widely implemented for improving microelectronic
devices and information technology, for example, to increase the density of com-
ponents, to lower their cost, and to increase their performance per device and per
integrated circuit [5]. Other areas of application beyond information processing and
data storage include photonics, sensor technologies, and novel materials [6–7].

The methods used to produce nanoscale structures and nanostructured materials
are commonly categorized as the “top-down” or the “bottom-up” approach [3]. The
“bottom-up” approach uses interactions between molecules or colloidal particles
to self-assemble discrete nanoscale structures in two- and three-dimensions. The
“top-down” approach uses various lithography methods to pattern materials with
nanometer resolution. This approach includes serial and parallel techniques for pat-
terning features. The dominant “top-down” techniques are photolithography [8] and
particle beam lithography [9]. The limitations of these conventional approaches,
such as high capital and operational costs, restricted planar-only fabrication, and
incompatibility with biological materials, have motivated the development of uncon-
ventional fabrication techniques: soft lithography [10], self-assembly [11], edge
lithography [12], and scanning probe lithography (SPL) [4, 13].
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SPL is a set of lithographic methods that utilizes scanning probes, in which
a nanoscopic tip is attached to a microscopic cantilever, to create a variety
of functional nanostructures and nanomaterials. SPL stands out amongst other
nanofabrication methods due to its revolutionary capability to achieve controllable
nanomanufacturing. SPL is able to manufacture nanostructures, namely nanowires,
nanotubes, and quantum dots, with nanoscopic control over the shape, size, and
position of each individual nanostructure. The development of SPL began soon
after the inception of scanning probe microscopy (SPM), namely scanning tunnel-
ing microscopy (STM) [14] in 1982 and atomic force microscopy (AFM) [15] in
1986. SPM is capable of providing functionalized cantilevers and tips to manipulate
environments at sub-micrometer scale on the substrate surface, generating optical
fields, high temperature fields, and high electric, and/or magnetic fields. Therefore,
a variety of SPL techniques for controlled nanomanufacturing have evolved, ranging
from the subtle movement of atoms using STM [16], the formation of local deforma-
tions in soft substrates using high-contact force AFM [17], to the local application
of inks and the local oxidation of suitable substrates [18–19]. With the application
of SPL techniques, control over position and direction in the range of 5–50 nm
is evident. Moreover, due to the very recently developed multi-probe systems [20]
and automated scanning probe equipment [21], the patterning of large areas has
become accessible. Not only can physical patterns on substrates be created, but also
nanoscale chemical reactions on substrates have been demonstrated, which allow the
combination of techniques from both the top-down and the bottom-up approaches.
With the high cost of conventional photolithography and particle beam lithography
techniques, SPL is a particularly useful alternative for low volume manufacturing
and prototyping in conventional processes.

Among all the existing SPL techniques, dip-pen nanolithography (DPN) stands
out as a versatile technique that offers high resolution and registration with direct-
write patterning capabilities [22]. DPN functions by facilitating the direct transport
of molecules to surfaces, much like the transfer of ink from a macroscopic dip-pen
to paper. By depositing several different kinds of molecules on the same substrate,
DPN can pattern a range of desired chemistries with spatial control without expos-
ing the substrate to harsh solvents, chemical etching, and/or extreme electrical field
gradients. DPN is compatible with a variety of inks, including organic molecules
[23], organic [24] and biological [25] polymers, colloidal particles [26], and metal
ions [27]. DPN can be used to pattern substrates ranging from metals to insula-
tors [28]. The intrinsic linear writing speed of DPN depends on molecular transport
between the probe tip and the surface, and is thus limited by mass diffusion. Like all
SPL techniques, DPN is inherently a serial lithography process. In order to increase
the throughput, development of microfluidic arrays of addressable ink wells is now
underway [29]. However, automation of ink delivery remains the ultimate challenge
of Microelectromechanical System (MEMS) integration of DPN technology.

In this book chapter, we review the recent results on a thermal AFM probe
based nanofabrication technique called thermochemical nanolithography (TCNL).
We begin with a brief review of the development of the thermal probes inte-
grated with resistive heaters, followed by an overview of some established
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nanofabrication techniques involving thermal probes, including Thermomechanical
Nanolithography, the Millipede project, and thermal Dip-Pen nanolithography. The
remainder focuses on the development of TCNL. We discuss the heat transfer mech-
anisms of the thermal probes in the writing process. We review the use of TCNL on
a variety of systems and thermochemical reactions. We show that TCNL can be used
for the fabrication of functional nanostructures that are appealing for various appli-
cations in nanofluidics, nanoelectronics, nanophotonics, and biosensing devices.
Finally, we close this chapter by discussing some future research directions where
the capabilities and robustness of TCNL can be further extended.

7.2 Nanofabrication with Thermal AFM Probes

7.2.1 Thermal Probes

Thermal AFM probes were originally developed for scanning thermal microscopy
with the aim of providing surface topography as well as local heat-related infor-
mation, including temperature and thermal conductivity [30–32]. The first kind of
these probes, designed for simultaneous topographical and thermal imaging, were
made from a Wollaston wire consisting of a Ag sheath and a Pt core [33]. A second
type of thermal cantilever was developed with a thin film Ni/W resistor sandwiched
between layers of polyimide [34]. The polyimide cantilever material provided low
thermal conductivity for thermal isolation from the ambient medium, low stiffness
for imaging soft biological samples, and low electrical conductivity for electrical
isolation of the heater from the ambient medium. Resistive heaters have eventually
been incorporated into probe cantilevers with lateral resolution equivalent to state-
of-the-art silicon probes [35]. When current flows through the probe legs, resistive
heating near the probe tip can raise the tip temperature to over 1,000◦C.

The principle of thermal sensing is based on the fact that the thermal impedance
between the resistive heater and the polymer substrate changes as a function of
distance between them [36–37]. The air between the resistive heater and the sam-
ple substrate transport heat from the cantilever to the substrate. The heat transport
through the air varies according to the change of the distance between the cantilever
and the substrate, resulting in a change of the cantilever temperature. Since the elec-
trical resistance of the probe depends on its temperature, the change of the electrical
resistance (ΔR/R) can be used as a readback sensing signal to track the topogra-
phy of the substrate surface. The speed of this thermal sensing process is limited
by the thermal time constant of the heater that is of the order of a few microsec-
onds. King et al. modeled and predicted that the thermal impedance sensing can
provide more than one order of magnitude improved performance in sensitivity and
resolution over piezoresistive-strain sensing due to the stronger thermal effects in
semiconductors [31, 38–39]. Kim et al. [40] and Park et al. [41] recently demon-
strated the topographical imaging by the thermal probes could be operated in AFM
contact mode as well as in AFM tapping mode, respectively.
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7.2.2 Thermomechanical Nanolithography

The data density of magnetic disks will likely plateau in the range of
100–200 Gb·in−2 due to the superparamagnetic effect [42]. Because of its abil-
ity to form and detect nanometer-scale structures, thermomechanical based SPL
has been considered a promising candidate technology for advanced data storage
development. Mamin et al. from IBM Research pioneered the development of ther-
momechanical nanolithography [43]. In this pilot work, they used a pulsed infrared
laser as the heat source to heat the AFM tip to create arrays of 150 nm wide pits on a
poly(methyl methacrylate) (PMMA) substrate. However, the necessity of an exter-
nal laser required difficult optical alignment and inhibited further development of
data storage applications. Four years later, they proposed the use of a piezoresistive
cantilever in which electrical power provided an alternative heat source [44]. With
this modified design, they were able to produce an array of sub-100 nm wide pits
with 150 nm spacing on a polycarbonate substrate, corresponding to a data density
of roughly 30 Gb·in−2.

During a standard thermomechanical nanolithography process, writing is per-
formed by a thermal AFM probe that comprises a resistive heater for heating the
tip as well as a capacitive platform for applying loading force through electrostatic
interaction. In a stand-by position, the tip sits a few hundred nanometers above
the substrate while heated by a voltage applied across the cantilever legs. For the
writing, an electrostatic force pulse is provided by applying a voltage between the
substrate and the cantilever for a duration of a few microseconds. The pulse brings
the hot tip into contact with the polymer surface and softens the surrounding mate-
rials, resulting in a thermomechanical indentation. The presence or absence of the
indentations corresponds to logical 1s or 0s, respectively.

In addition to its writing capability, the same thermal cantilevers can be used for
imaging and reading because a second heater is placed beside the tip. When the sec-
ond heater operates at a relatively low temperature and the distance between heater
and sample is reduced as the tip moves into a bit indentation, the temperature and
electrical resistance of the heater will decrease because the heat transport through
air will be more efficient. Thus, changes in electrical resistance of the continuously
heated probe are monitored while the probe is scanned over data bits, providing a
means of detecting the bits.

The latest thermomechanical nanolithography work by Gotsmann et al. has
shown the capability of fabricating three-dimensional nanostructures by using self-
amplified depolymerization polymers [45–46]. For such polymers, the breaking of a
single bond induces the spontaneous depolymerization of the entire polymer chain.
The decomposition reaction is fast in comparison with the mechanical motion of the
tip. Therefore, nanostructures can be written less than a couple of microseconds and
the writing capability can be extended to the third dimension in one patterning step.
They have demonstrated arbitrary three-dimensional nanostructures with ∼40 nm
lateral and ∼1 nm vertical resolution.
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7.2.3 Thermal Dip-Pen Nanolithography

Sheehan et al. initiated the research on chemical patterning with thermal AFM
probes by developing a technique known as thermal DPN (tDPN) [47]. The rise
of the temperature of the tip causes solid ink to melt and wet the tip. The advantage
of this approach is twofold. It can turn on and off the ink flow at will, whereas prior
DPN techniques apply ink to the surface as long as the tip stays in contact with it. In
addition, the rate of the ink diffusion is tunable by controlling the tip temperature.
In their pilot work, Sheehan et al. has demonstrated that octadecylphosphonic acid,
a kind of solid ink immobile at room temperature, can self-assemble on mica after
heated to 100◦C melting temperature by the tip [47]. Single lines were written less
than 100 nm wide. Their recent work has demonstrated that the nanostructures of
poly(N-isopropylacrylamide), a stimulus-responsive polymer whose surface wetta-
bility can be modified upon heating or cooling, can be directly and reproducibly
written from melting on an epoxysilane SAM-functionalized silicon oxide sub-
strate [48]. These nanostructures reversibly bind and release proteins when actuated
through a hydrophilic-hydrophobic phase transition. In a separate paper, they have
shown that tDPN uses a thermal AFM probe as a “nano-soldering iron” and can
deposit nanoscale electrical metal connections using an analogy to conventional sol-
dering iron (Fig. 7.1) [49]. Indium metal nanowires less than 80 nm wide have been
demonstrated. The capability of direct writing of continuous electrical nanowires
can be used for fabrication of nanocircuits, developing nanoelectronic prototypes,
and even in situ inspection and repair of nanocircuits.

Fig. 7.1 Topographical AFM
image of a continuous
structure deposited with in
across a 500 nm wide gap
between pre-fabricated gold
electrodes [49]. Copyright
2006, American Institute of
Physics
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7.2.4 Parallel Patterning with Probe Arrays

The throughput of SPL technologies is limited by the intrinsic serial writing fash-
ion. A practical approach to SPL for large-volume, parallel production may emerge
by simultaneously writing patterns with multiple probes. In fact, various designs of
AFM probe arrays have been developed for applications in nanofabrication, as well
as in parallel imaging, force spectroscopy, and bio/chemical sensing. Aeschimann
et al. designed a 4×4 array of piezoresistive cantilever probes that allows for imag-
ing cells in their native conditions and performing force spectroscopy measurements
on them [50]. Arrays of probes with selective coating can used as sensing devices
because absorption of bio/chemical molecules can be transduced into nanomechan-
ical motion of the cantilevers. This mechanism has been used for investigation of
DNA hybridization and receptor-ligand binding by Fritz et al. [51], the interaction
of DNA-binding proteins by Huber et al. [52], and the detection of prostate-specific
antigens over a range of concentrations by Wu et al. [53].

The thermal AFM probes were the first type of scanning probes that have
been fabricated in two-dimensional arrays [20]. Their unique read/write dual func-
tionality makes them particularly desirable for data storage application. The use
of thermomechanical sensing mechanism circumvents the complexities of other
tip-height feedback control systems, such as optical beam reflection, optical inter-
ferometry, or the electronics for piezoresistive sensing. The first 2D probe array was
made possible by Lutwyche et al. [54]. They showed that a 5 × 5 probe array with
successful application to parallel imaging of a test sample consisting of 200 nm
pitches etched into silicon. A couple of years later, Vettiger et al. presented the
first operational “Millipede” prototype design. A large 32 × 32 probe array effec-
tively functioned in a parallel fashion. Write/read storage operation in a thin PMMA
medium was demonstrated at data densities from 100 to 400 Gb·in−2 [20]. In a fol-
lowing paper, Pantazi et al. presented a small scale Millipede prototype system of
a storage device. Experimental results of multiple sectors, recorded with a probe
array of up to 64 × 64 free-standing cantilevers demonstrated the functionality of
the prototype system [55]. The operation of the array of 4,096 cantilever achieved
ultra-high data storage density of above 840 Gb·in−2 and a raw bit error rate of
merely 10−4 [37].

Several parallel-probe strategies have been developed for large-scale DPN
nanofabrication. Zhang et al. designed a linear array of 32 passive (non-actuated)
probes that can be used to write SAM features with 60 nm resolution [56].
Prototypes of active parallel-probe arrays based on thermoelectric actuation by
Wang et al. [57] or electrical conduction by Zou et al. [58] have been demonstrated
to control each individual probe. Salaita et al. reported a 2D array of 55,000 probes
fabricated to achieve extremely large area replication with DPN. Wang et al. recently
demonstrated a multifunctional probe array for patterning and imaging [57]. The
probe array comprises of three kinds of probes that are devoted to perform DPN,
scanning probe contact printing, and generic AFM microscopy, respectively. With
this design, functional DPN nanostructures can be generated with high throughput
and can be imaged without cross contamination and changing probes.
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For all the probe array operations, cantilever deflection sensing mechanism is
always a major concern. Optical sensing mechanism using diode lasers can only be
used for arrays of a small number of probes [57]. Arrays of a large number of probes
involve integration of different deflection sensing methods, such as piezoelectric
sensing, capacitive sensing, piezoresistive sensing, and thermal impedance sensing
[59]. Piezoresistive sensing has been widely used because of its high sensitivity and
ease of fabrication and implementation.

7.3 Heat Transfer Mechanisms in the Thermal Probes

The thermal AFM probes used for TCNL nanofabrication (Fig. 7.2) are made using
a standard silicon-on-insulator (SOI) process following a documented fabrication
process developed by King et al. [60]. The process starts with an SOI wafer of
orientation <100>, n-type doping at 2 × 1014/cm3 with a resistivity of approxi-
mately 4 �·cm. A cantilever tip is formed using an oxidation sharpening process
and typically has a radius of curvature of 20 nm and a height of 1.5 μm. The
probes were made electrically active by selectively doping different parts of the
cantilever through a two-step process. First, a low-dosage blanket ion implantation
was performed on the entire cantilever and furnace-annealed in order to establish an
essentially uniform background doping level (1017/cm3, phosphorous n-type). The
cantilever was then subjected to a heavy implantation step during which a region
around the tip (width 8 μm) is masked off (1020/cm3, phosphorous n type). The
masked region became a relatively lightly doped region at the free end of the can-
tilever, i.e., the resistive heater. The cantilever was electrically connected to the base
via highly conducting legs (110 μm long and 15 μm wide). With the cantilever
dimensions and temperature-dependent resistivity, the heater accounts for more than
90% of the electrical resistance of entire cantilever.

Fig. 7.2 SEM micrograph of a thermal AFM probe. The tip sits above the integrated resistive
heater (shown as inset). Adapted from [66]
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7.3.1 Heat Generation in the Resistive Heater

The feasibility of sub-20 nm local chemical reaction achieved by TCNL is sup-
ported by previous research on local temperature gradients near the contact between
a nanoscale AFM tip and a substrate surface [61–62]. The temperature at the
tip-substrate contact is significantly higher than the temperature elsewhere in the
substrate. In the region close to the location of the contact, the temperature drops
sharply within a few nanometers range, in both lateral and vertical directions.

Figure 7.3 depicts a schematic of the temperature control system used for a ther-
mal AFM probe in a TCNL process. A power supply is used to provide electrical
power to the thermal probe with a heating voltage (V0). The electric circuit has a
sense resistor (RS) connected to the cantilever in series to protect the probe by lim-
iting the current at high power as well as to sense the current (IS). A multimeter is
used to measure the voltage drop across the sense resistor (VS). By recording VS and
V0, dissipation power PH can be obtained as:

PH = (V0 − VS)
VS

RS
. (1)

Since the electrical resistivity of the doped silicon is a strong function of tempera-
ture, the cantilever resistance (RH) varies non-linearly with temperature (Fig. 7.4).
However, it can be experimentally obtained using the following relationship:

RH = RS
V0 − VS

VS
. (2)

Fig. 7.3 Schematic of TCNL
temperature control and
deflection sensing systems
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Fig. 7.4 Variation of the
electrical resistance of a
TCNL integrated heater as a
function of dissipated power.
Competition between
increased electron scattering
and intrinsic carrier
generation at elevated
temperatures results in a peak
resistance of 4.5 k� at 550◦C
where Pi = 7.9 mW. Adapted
from [66]

The cantilever resistance increases with temperature near room temperature,
because the carrier mobility in the doped silicon cantilever decreases with
temperature. However, the intrinsic carriers in the silicon increase with increasing
temperature. At the intrinsic temperature (Ti) of approximately 550◦C, the thermally
generated intrinsic carriers become the dominant parameter affecting cantilever
resistance, thus the electrical resistance reaches a maximum (Rmax) and begins to
drop quickly with increasing temperature. This thermal runaway effect has been
well studied for cantilever heating at steady state [63–64].

Given that a linear relationship can be found between heater temperature (TH)
and dissipated power of the thermal probe (PH) [65–66], TH can be estimated using
the following equation:

TH = RT + Rth � PH , (3)

where RT stands for the room temperature, and Rth stands for the thermal resistance
constant. One can take advantage of the thermal runaway effect to obtain the Rth by
using the following relationship:

Rth = Ti − RT

Pi
, (4)

where Pi is the dissipation power of the cantilever at the intrinsic temperature.
It is worthy to note that due to the thermal runaway at higher power levels, the

heated cantilever can have the same electrical resistance at two different heater
temperatures, which precludes the use of resistance monitoring for temperature
measurements. Therefore, using cantilever power as a measure of temperature has
advantages over the resistance due to its one-to-one correspondence [64].
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7.3.2 Heat Transfer at the Tip-Sample Interface

The temperature rise at the tip-sample interface (Tint) is of greater interest than
the heater temperature (TH), because Tint is generally much lower than TH. The
difference between them depends on the thermal resistances of a number of com-
ponents within the tip-sample thermal circuit, as shown in Fig. 7.5. The tip-sample
thermal circuit includes thermal resistances of the tip (Rtip), tip-surface interface
(Rint), and sample spreading resistance (Rspread). Heat also flows directly from the
cantilever heater to the substrate through the ambient air, with thermal resistance
of Rgap. The dominant mode of heat transfer is through the ambient air, as Rgap

is approximately an order of magnitude smaller than the total thermal resistance
through the tip. However, the temperature rise on the sample surface due to the heat
transfer through air (Tsurface) is much less significant than the tip-sample interface
temperature (Tint) due to the thermal conductivities of ambient air and the sample
material. Such attribute of the thermal AFM probes make them particularly useful
for performing highly localized thermal processing of materials.

The thermal resistance of the tip (Rtip) originates from the conductance of the
phonons within the silicon tip and from the layer of native oxide covering it. The
thermal conductivity is given by [65]:

k = 1

3
C · v ·

(
�−1

0 + d−1
)−1

, (5)

where k is the thermal conductivity, C is the volumetric heat capacity, v is the aver-
age phonon speed, Λ0 is the temperature-dependent phonon mean free path in the
bulk material, and d is the diameter of the structure. It is obvious that the resistivity

Fig. 7.5 Thermal circuit for
heat flow of a heated TCNL
thermal cantilever, the tip,
and the contact with sample.
Adapted from [66]
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inside the tip increases with respect to bulk silicon because of enhanced phonon
scattering with boundary surfaces, and reduction of the cross section area towards
the tip apex (d changes from 1 μm at tip base to 10 nm at the tip-surface contact).
The integral expression of Rtip for varying d is given by [67]:

Rtip =
L∫

2rL/D

dz

k(z)A(z)
= 3

2Cva

[
1 −

(
2a

D

)2
]

+ 4

2ktipa

(
1 − 2a

D

)
, (6)

where L is the tip length, z is the height from the tip apex to tip base, D is the tip base
diameter, a is the contact radius, ktip is the bulk thermal conductivity of the tip, kz is
the height-dependent thermal conductivity as shown in Eq. (5). The above integral
yields a thermal resistance of the order of 106 K/W due to phonon scattering. It is
important to note that over 90% of Rtip occurs at the first 10% of the tip length. The
end of the tip thus governs heat transport through the entire structure.

At the tip-sample interface, thermal resistance occurs due to phonon scattering at
the interface. The interfacial resistance can be estimated as [68]:

Rint = rint

πa2
,

where rint is the thermal boundary resistance. Experimental measurements of rint for
solid-solid contacts near room temperature typically give a range of 10−9 m2 K/W,
which is smaller than typical bulk thermal contact resistances. It is expected that
Rint is in the range of 107 K/W for contact radius a of ∼5 nm.

The contact of the probe tip with a flat sample surface can be approximated as
a circular heat source in contact with a flat, homogeneous semi-infinite surface that
has a spreading resistance given by [69]:

Rspread = 1

πksama

∞∫
0

[
1 + K exp(−2ζ tsam/a)

1 − K exp(−2ζ tsam/a)

]
J1(ζ ) sin(ζ )

dζ

ζ 2
, (7)

where the thermal conductivity parameter K is defined as

K = 1 − ksub
ksam

1 + ksub
ksam

, (8)

ksam and tsam are the thermal conductivity and thickness of the sample film, ksub is
the thermal conductivity of substrate, and J1 is the Bessel function. For most thermal
probe applications where polymer thin films deposited on glass slides are used, it
can be estimated that Rspread is around 108 W/K.

In summary, Tint can be estimated by evaluating the proportion of each thermal
resistance component in the thermal circuit. We define heating efficiency (c) as the
ratio between Tint and TH, which can be expressed as:
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c = Tint

TH
= Rspread

Rtip + Rint + Rspread
. (9)

In the cases where polymer films deposited glass substrates are used, c can be
estimated in the range of 60–70%.

7.3.3 Reaction Kinetics in the Nanofabrication Processes

Reaction kinetics plays an important role in choosing a working heater tempera-
ture during TCNL operations. Even though Tint is as much as 60–70% of TH in the
presence of the phonon scattering in the tip apex and the tip-surface interface, exper-
imental results indicate an even smaller value of heating efficiency. For instance,
the thermogravimetric analysis (TGA) of a carbamate copolymer shows that the
thermal deprotection of amine groups occurs at 160◦C. But the deprotection dur-
ing TCNL operations starts when TH rises to around 410◦C, which corresponds to
a heating efficiency of merely 35% [70]. This is due to the fact that the thermal
reaction involved in a TCNL writing process is much faster than that occurred in
TGA measurements. For a moderate TCNL writing speed of 10 μm/s and a normal
loading force of 100 nN, we estimate that the local heating time is 1.7 ms, which
corresponds to a local temperature ramping rate of 107◦C/min. This is six orders
of magnitude faster than a typical TGA temperature ramping rate (∼10◦C/min).
Therefore, it requires a significantly high temperature (around 350◦C) to initiate
the amine deprotection. Decreasing the writing speed (down to a few nm·sec−1)
is a judicious choice to increase the heating efficiency and reduce the heater tem-
perature. Increasing normal loading force can also increase the heating efficiency
because it can increase the tip-surface contact area and increase the dwell time of
the thermal contact. However, a large loading force can induce undesirable physical
damage to the sample surface.

7.4 Thermochemical Nanolithography of Functional
Nanostructures

TCNL employs the thermal probes to induce well-defined chemical reactions in
order to change the surface functionality of a material. A wealth of thermally acti-
vated chemistries can feasibly be employed to change the subsequent reactivity,
surface energy, solubility, conductivity, etc., of the material. TCNL can be used
for fabrication of functional nanostructures that are appealing for various applica-
tions in nanofluidics, nanoelectronics, nanophotonics, and biosensing devices. This
technique offers advantages over the aforementioned nanofabrication techniques
in terms of the combination of high speed, high resolution, material flexibility,
potential towards parallelization, and the versatility of working under ambient
conditions.
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The distance of the tip from the surface and the temperature of the tip can be
modulated independently, and the tip does not have to indent the surface as in
thermomechanical nanolithography. In addition, chemical changes can be written
very quickly through rapid scanning of the substrate or the tip, as no mass is trans-
ferred from the tip to the surface as in DPN (writing speed is limited only by the
heat transfer rate) [22]. Judicious choice of the physical properties of a material
(e.g., glass transition temperature, Tg, for polymer materials) may afford a system
wherein chemical changes can be performed either separately from, or accompanied
by, topographical modification. Furthermore, the use of a material that can undergo
multiple chemical reactions at significantly different temperatures renders the pos-
sibility of a multi-state system, wherein different functionalities can be addressed at
different temperatures.

7.4.1 High-Speed, Sub-15 nm Feature Size Nanolithography

TCNL allows for simultaneous direct control of the local chemistry and topogra-
phy of thin polymer films. Pioneering work demonstrating that the thermal probe
can write sub-15 nm hydrophilic features on a hydrophobic polymer surface at
the rate of 1.4 mm/s was conducted by Szoszkiewicz et al. [71]. The polymer
used in this study was poly(tetrahydro-2H-pyran-2-ylmeth-acrylate)80poly(3-(4-
[(E)-3-methoxy-3-oxoprop-1-enyl]phenoxy)propyl 2-methacrylate)20 (or p(THP-
MA)80p(PMC-MA)20 for short). Upon heating at 160◦C ± 30◦C, the tetrahydropy-
ran (THP) protection group was released and carboxylic acid was formed, which
rendered the pristine hydrophobic surface to a hydrophilic surface.

Szoszkiewicz et al. have shown a high-resolution patterning of controlled chem-
ical patterns on a surface. As shown in Fig. 7.6, panels A and A’ shows topography
and friction images of a series of hydrophilic lines with high density of 2 × 107

lines/m (corresponding to 260 Gb·in−2). Panels B, B’, and B” show topography and
friction images of chemically written “GIT”. The cross-section of letter “G” in the
friction image demonstrates the highest spatial resolution of the chemical pattern is
as small as 12 nm.

The very small feature size achievable is attributed to the large temperature gra-
dients in the polymer in the vicinity of the tip. The fundamental limit to writing
speed in TCNL is the thermal diffusivity of the substrate material as opposed to
mass diffusivity, which limits deposition-based approaches. For example, the mass
diffusivity of small molecules typically used in DPN is ∼10−10 m2/s [72], while
the thermal diffusivity of the organic substrates used in the present work is ∼10−7

m2/s [73]. Thus, the speed of the TCNL technique is currently limited by accessible
AFM scanning speeds. Calculation and modeling suggest that the maximum pat-
terning speed can be estimated as about 30 mm/s and is, therefore, much faster than
any comparable chemical nanopatterning technology.
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Fig. 7.6 High-resolution patterning of nanostructures by TCNL. (a) 3 μm × 3 μm AFM topogra-
phy image and (a’) corresponding friction image of a cross-linked p(THP-MA)80 p(PMC-MA)20
film showing a high-density line pattern written chemically on the left side. (b) AFM topography
and corresponding friction image (b’) of a modified copolymer film, with the indentation depth
kept within 3 nm. The resulting friction cross-section (b”) shows about 12 nm half-width within
the modified zone (in the letter G); topographical changes are minimal. Reprinted in part with
permission from [71]. Copyright 2007 American Chemical Society

7.4.2 Local Wettability Modification of Polymer Surfaces

Combined write-read-erase-rewrite or write-read-overwrite capabilities are not only
important for data storage applications, they also give the flexibility required
by complex multiple-step manufacturing processes. Previous attempts to develop
these rewriting/overwriting capabilities relied on reversible light-induced chemical
reactions [74], oxidation/reduction reactions [75], and electrochemical deposi-
tion/removal of metallic particles [76]. Each of these methods has its disadvantages,
such as the low resolution, the slow writing speed, the need for a conductive
substrate and the lack of control over the water meniscus in electrochemical
processes.

Wang et al. recently have demonstrated the ability to in situ write-read-overwrite
chemical patterns on the surface of a p(THP-MA)80p(PMC-MA)20 copolymer film
with no need of a probe change [77]. As shown in Fig. 7.7, the copolymer surface
was first heated to 70 ± 20◦C, below the THP deprotection temperature, by means of
the thermal probe. No change in topography or friction was detected on the heated
area. After heating a 1.5 μm × 1.5 μm square to 110 ± 20◦C a corresponding
pattern in the friction image is observed. The topography shows no depletion inside
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Fig. 7.7 Topography and friction images of a p(THP-MA)80 p(PMC-MA)20 copolymer surface
before and after TCNL two-step modification of surface wettability. (a) and (b): topography and
friction images of a pristine polymer surface. (c) and (d): topography and friction images of the
surface after a first-step modification by TCNL at 110 ± 20◦C over an area of 1.5 μm × 1.5 μm.
(e) and (f): topography and friction images of the surface after a second-step modification was
made on top of the first-step modification region by TCNL at 190 ± 20◦C over an area of 0.65 μm
× 0.4 μm. The friction profiles are averages over the areas delimited by the dashed lines. The scale
bars are 500 nm long

the square. The friction increase in the written pattern suggests that the THP groups
were deprotected, leaving the area covered with hydrophilic carboxylic acid groups.
A second smaller 0.65 μm × 0.4 μm square pattern was overwritten inside the
hydrophilic pattern by further heating to 190 ± 20◦C. The friction image shows
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that the surface becomes again hydrophobic (lower friction). The corresponding
topography depletion is 6 nm deep. This change is consistent with the formation of
anhydrides [78].

7.4.3 Multifunctional Nano-Templates for Assembling
Nano-Objects

Recently, Wang et al. demonstrated that nanoscale patterning of different chemical
species in independent nanopatterns can be achieved by the iterative application
of TCNL to inscribe amine patterns followed by their chemical conversion to
other functional groups [70]. Due to the unique chemical stability of the patterns,
the resultant substrates can be used for covalent and molecular-recognition based
attachment of nano-objects using chemical protocols. In particular, it allows for the
attachment of proteins and DNA to the chemical nanopatterns and for the creation
of co-patterns of multiple distinctively bioactive proteins.

Upon heating between 150 and 220◦C, a methacrylate copolymer containing
tetrahydropyran carbamate groups can be thermally deprotected to unmask primary
amines. The amine groups can then be further converted to aldehydes, thiols, biotins,
and maleimides, and can be used, in a second stage, to attach different classes
of nano-objects, such as proteins, nucleic acids, and potentially many others, by
standard functionalization methods (Fig. 7.8). This new TCNL/covalent functionali-
zation (CF)/molecular recognition (MR) approach is conceptually straightforward
and patterns can be written at high resolution.

An example of nanoarrays of fibronectin proteins made by TCNL/CF/MR
method is shown in Fig. 7.9. Three such features are shown as topographical and
phase images taken after fibronectin or GA staining. The topographical data revealed
that the TCNL holes are filled with proteins. The phase images are also consistent
with the deposition of proteins in the holes. Fibronectin phase features as small as
40 nm have been measured which correspond to roughly one or two fibronectin
molecules exposed at the surface.

In complex molecular systems, proteins work cooperatively to initiate biolog-
ical events, for example in the adhesion plaques formed during cell adhesion or
the patterning of signaling and adhesion proteins in the formation of the T-cell
immunological synapse [79–81]. Wang et al. have shown that patterned proteins
remain bioactive and can initiate cell activity. Figure 7.10a demonstrates the bioac-
tivity of the biotin-bound anti-cluster-of-differentiation-3 (anti-CD3). The ability
of anti-CD3 is verified by binding to a secondary antibody, anti-Immunoglobulin
G (anti-IgG). Anti-CD3 is known to stimulate specific cell signaling pathways
when interacting with Jurkat cells, an immortalized line of T lymphocyte cells (T-
cells) that are used to investigate T-cell signaling and immune synapse formation.
In a cellular assay to demonstrate the bioactivity of bound anti-CD3 (Fig. 7.10b),
immunofluorescence cell staining of protein kinase C-θ (PKC-θ) in a cell interacting
with a triangle shaped anti-CD3 micropattern shows the halo of the PKC-θ echoing
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Fig. 7.8 Schematic of patterning multifunctional nanotemplates by TCNL followed by cova-
lent functionalization. (a) A single nano-object pattern is created through three steps: TCNL,
crosslinker incubation, and nano-object incubation. (b) A double functionality pattern of thiols
(triangles) and amines (circles) is created through two rounds of TCNL and incubation processes.
(c) A triple functionality pattern of thiols (triangles), biotins (diamonds), and amines (circles)
is created through three rounds of TCNL and incubation processes [70]. Copyright Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission

the triangular shape of the anti-CD3 micropattern. Figure 7.10c shows a concentric
set of independently immobilized proteins (inner square = anti-CD3, outer square
= Inter-Cellular Adhesion Molecule (ICAM-1)) and a separate surface patterned
with a two by two array comprised of two anti-CD3 triangles and of two ICAM-
1 diamonds. Minimal crosstalk and non-specific binding to the untreated polymer
surface is present.

Since the polymer can planarize a substrate, the technique could be applicable
to glass substrates and any oxide film to which the polymer can be crosslinked.
Furthermore, it is important to note that the surfaces can be pre-patterned and
stored for later bio/nano functionalization (at least weeks later). Thus, the multi-
protein/nano-object patterning can take place under native conditions in a second
laboratory without the TCNL equipment or expertise in nanolithography. These



7 Nanofabrication of Functional Nanostructures by Thermochemical Nanolithography 283

Fig. 7.9 Fibronectin nanoarrays. AFM topography and phase images of a TCNL nanoarray before
and after fibronectin attachment. The topography z-range in (a) is 20 nm Scale bars: 100 nm [70].
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission

Fig. 7.10 Epi-fluorescence of anti-CD3 bioactivity and two-protein co-patterning. (a) Alexa350
labeled biotinylated anti-human CD3 bound to the TCNL amine pattern by means of NHS-biotin
and streptavidin shows bioactive molecular recognition of FITC-labeled IgG. (b) Jurkat cells,
immunostained for PKC-θ, lying on a triangular anti-CD3 pattern. The PKC-θ accumulation above
the cell–pattern contact site can be observed. (c) Anti-CD3 (inner squares on the left panel and
triangles on the right panel) and ICAM-1 (outer hallow squares on the left panel and the diamonds
on the right panel) are closely co-patterned on a single surface [70]. Scale bars: 5 μm. Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission
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features were deliberately built into the protocol to increase the accessibility of the
technique to a variety of researchers not only interested in nanolithography, but in
areas of biochemistry, nanoscience, and nanobiotechnology more broadly.

7.4.4 Nanopatterning Block Copolymer Films for Bioconjugation

Duvigneau et al. reported on an alternative thermochemical nanopatterning mate-
rial that can obtain defined formation of pending carboxylic acid groups that
allow for subsequent site-specific bioconjugation on polymer thin film sur-
faces [82]. The material is a recently introduced polystyrene-block-poly(tert-butyl
acrylate) (PS-b-PtBA) block copolymer [83], whose tert-butyl ester moieties
can be activated in the presence of acid or heat, resulting in the formation
of deprotected carboxylic acid groups on surfaces. The bioconjugation can be
achieved by 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride (EDC)
and N-hydroxysuccinimide (NHS) activation, and covalent grafting of various
primary amine containing molecules.

Figure 7.11 shows fluorescence images of squares on PS-b-PtBA films prepared
by raster scanning in contact mode a 30 μm × 30 μm square and by indenting an
array of 25 × 25 points with a thermal probe heated at 265◦C. The emergence of
the fluorescence emission indicates an efficient covalent immobilization of fluores-
ceinamine in the pattern area after the EDC/NHS activation. The best resolution in
this work is defined by the indentations of the point array (Fig. 7.11b) that were
∼370 nm × 580 nm wide and 30 nm deep. With optimized control of temperature,
tip-sample contact duration time, and feedback setting, the resolution limits on this
block copolymer film are expected to reach attainable minimum feature size.

7.4.5 Nanopatterning of Organic Semiconductors

Nano-patterning and nano-fabrication of conjugated polymers on various length
scales have attracted considerable interest for nanoelectronics, nanophotonics, and
biosensing. Among the methods that have been reported to date for the pattern-
ing of conjugated polymers are electrodeposition [84], electrospinning [85], inkjet
printing [86], nanoimprint lithography [87], dip-pen nanolithography through elec-
trostatic interaction or electrochemical reaction [88–89], scanning near-field optical
lithography [90–91], thermochemical nanopatterning [92], and edge lithography
[93]. More recently, Wang et al. reported the direct writing of nanostructures of
poly(p-phenylene vinylene) (PPV), a widely studied electroluminescent conjugated
polymer, by nanoscale heating a sulfonium salt precursor, poly(p-xylene tetrahy-
drothiophenium chloride) is realized by locally heating in ambient conditions with a
resistively heated AFM cantilever at 240◦C [94]. The precursor thin film is obtained
by drop-casting precursor solution on a glass or silicon (111) substrate.

Fluorescence and AFM topography images of the PPV nanowires are shown in
Fig. 7.12. These nanostructures were made at a writing speed of 20 μm/s, with a
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Fig. 7.11 EDC/NHS activation of thermochemical nanopatterns on PS-b-PtBA films. Schematic
of scanning thermal microscopy approaches (top), fluorescence microscopy images (middle), and
cross sections (bottom) of squares on PS-b-PtBA films prepared (a) by raster scanning in contact
mode a 30 μm × 30 μm square and (b) by indenting an array of 25 points × 25 points (x-y
separation 250 nm) with a thermal probe heated at 265◦C. Reprinted in part with permission from
[82]. Copyright 2008 American Chemical Society

normal load of 30 nN, and cantilever temperature ranging between 240 and 360◦C.
The nanostructures started to show a visible fluorescent contrast at 240◦C. The
contrast became clearer as the heating temperature was raised to 360◦C. The cor-
responding AFM topography image reveals TCNL capability of fabricating PPV
nanostructures with a high spatial resolution of 70 nm.

To study the quality of conjugated polymer nanostructures made by TCNL, Wang
et al. studied a series of micropatterns (20 μm × 20 μm in size) made at 240◦C,
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Fig. 7.12 TCNL nanolithography of PPV nanostructures. (a) Scheme of TCNL nanolithography
of PPV nanostructures. (b) Fluorescence and (c) AFM topography images of PPV nanostructures
made by TCNL at a range of temperatures, 240–360◦C. A zoom-in view of PPV lines made at
240◦C as outlined in (c) is shown in (d). (e) The average profile of the PPV trench outlined in (d)
shows that the width (FWHM) of the line is as narrow as 70 nm. The thickness of this precursor
film is 100 nm [94]. Scale bars: (b) and (c): 5 μm, (d): 2 μm. Copyright 2009, American Institute
of Physics

280◦C, and 320◦C, respectively, with Raman spectroscopy. Data revealed that the
quality of these PPV patterns in ambient conditions is comparable to that of a PPV
sample prepared by a standard thermal annealing of a precursor polymer in vac-
uum conditions (here referred to as PPVreference) as shown in Fig. 7.13. The most
distinctive characteristics of the Raman spectra after the complete conversion of
the precursor film into PPV is the large intensity enhancement and the shift in fre-
quency of the Raman peaks associated with the C-C vibrations to lower frequencies.
The Raman peak positions of the TCNL patterns written at three different tip tem-
peratures are in between those of the precursor polymer and those of the PPVreference
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Fig. 7.13 Raman spectra of TCNL converted PPV structures. (a) Raman spectra as a function of
the temperature used during TCNL, T1 = 240◦C, T2 = 280◦C, T3 = 320◦C, respectively. (b)
Comparison between the experimental Raman spectra obtained from the PPVTCNL pattern and the
modeled Raman spectra [94]. Copyright 2009, American Institute of Physics

polymer. As the tip temperature used to perform TCNL increases, the Raman inten-
sity of the written patterns increases and the peak positions shift to those of the
PPVreference film. In addition, they modeled these nanostructures as a blend of pre-
cursor and converted PPV. The fitting yielded a blending ratio of 73% precursor and
27% PPV for the TCNL PPV nanostructures produced at 300◦C on a precursor film
with 1.4 μm thickness. This indicated that a precursor thickness of around 320 nm
has been converted to the reference grade of PPV in a single application of TCNL
at 300◦C. The conversion ratio can be controlled by varying the probe temperature
and linear writing speed, which is an advantage of the TCNL process.
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Fig. 7.14 Nanopatterning of organic semiconductors. (a), AFM image (top) and confocal fluores-
cence image (bottom) of a square grid of PPV structures with line spacing of 2 μm produced by
scanning the probe in two perpendicular directions at 230◦C and 10 μm/s. Each line represents a
double scan (trace and retrace) of the probe. (b), AFM and confocal fluorescence images taken of
a similar set of structures drawn at 5 μm/s and 250◦C. (c), AFM image (top) of an isolated line
drawn in PPV (single scan). The lines were drawn at a temperature of 250◦C and a scan speed of
5 μm/s on a 15-nm-thick film. The cross-section (bottom) reveals a line width (full-width at half-
maximum, FWHM) of 28 nm. Reprinted by permission from Macmillan Publishers Ltd: Nature
Nanotechnology [92], copyright (2009)

Fenwick et al. have reported a parallel work of fabrication of PPV nanostructures
via a modified thermochemical nanolithography method [92]. In lieu of utilizing
the aforementioned thermal AFM probes, they demonstrated 28 nm high-resolution
patterning of PPV nanowires (Fig. 7.14) by carefully controlling the heat profile of
a Wollaston wire probe. Their work improved the applicability and robustness of
thermochemical nanolithography as a whole.

7.4.6 Nanoscale Tunable Reduction of Graphene Oxide

Reduction of graphene oxide (GO), an insulating material with a transport gap larger
than 0.5–0.7 eV at room temperature, has been identified as a promising route for
translating the interesting fundamental properties of graphene into technologically
viable devices [95–97], such as transparent electrodes [97], chemical sensors [98],
and MEMS resonators [99]. In particular, transport measurements have shown that
GO undergoes an insulator-semiconductor-semimetal transition as it is reduced back
to graphene [95, 100]. Wei et al. has recently reported that graphene oxide, an oxi-
dized form of carbon material graphene, can be controllably reduced by TCNL
[101]. It allows for local tuning of the electrical properties of the material with
nanoscopic resolution. This method provides a solution to pattern insulating mate-
rial with conducting nanostructures, which is a major progress that may speed up



7 Nanofabrication of Functional Nanostructures by Thermochemical Nanolithography 289

its implementation in nanometer scale circuitry. The locally reduced graphene oxide
(rGO) regions by thermal probes are up to four orders of magnitude more conduc-
tive than untreated GO. Conductive nanoribbons with resolution down to 12 nm
could be produced in oxidized epitaxial graphene films. This procedure may enable
conducting graphene circuits to be directly written on insulating graphene oxide
sheets.

A zigzag rGO nanowire written with a single line scan at TH ∼ 1, 060◦C on GO
is shown in Fig. 7.15. Panel A is an image of the electrical current measured between
a conductive platinum AFM tip and each point of the surface, showing no current on
the GO surface and a current enhancement of about 100 pA in the rGO nanoribbons.
These current values are consistent with the presence of 12 nm wide and several
nanometers thick rGO nanoribbons presenting a vanishingly small Schottky barrier;
and a resistive SiC substrate (resistivity of about 105 �·cm). The topographical
image (Panel B and black graph in Panel C) indicates that the reduction produces a
shallow indentation of 1 nm. This can be a result of loss of oxygen-rich functional
groups and flattening of the material caused by the conversion of sp3 carbon bonds
into sp2 carbon bonds.

Wei et al. showed that variable reduction of GO could be achieved by control-
ling the temperature of the AFM tip. Graphene has a low friction coefficient [102]

Fig. 7.15 Local thermal
reduction of a GO film:
current and topographical
images. (a) 3D CAFM
current image (taken with a
bias voltage of 2.5 V between
tip and substrate) of a zigzag
shaped nanowire formed after
TCNL was performed on GO
at TH ∼ 1, 060◦C with a
linear speed of 0.2 μm/s and
a load of 120 nN. (b)
Corresponding topography
image taken simultaneously
with (a). (c) Averaged
profiles of current and height
of the cross sections that are
indicated as dashed lines in
(a) and (b) [101]. Reprinted
with permission from AAAS
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Fig. 7.16 The rate of thermal reduction depends on the tip temperature. The plot shows the
decrease in lateral force on an AFM tip at room temperature as it scans over several squares
previously reduced by TCNL at different temperatures. The inset is a room temperature friction
image of the GO sheet on which a heated tip was previously rastered twice over six square areas,
at a speed of 4 μm/s. In square 1, the tip was heated during TCNL to TH ∼ 100◦C yielding no
apparent reduction while at temperatures TH > 150◦C the rastered areas (2–6) were thermally
reduced. Reduced GO, which like bulk graphite behaves as a lubricant, shows lower friction than
the original GO. Higher temperatures accelerate the thermal reduction of GO and thereby more
rapidly lower friction [101]. Reprinted with permission from AAAS

while oxides typically have higher friction coefficients. Thermal reduction should
also reduce friction as the high friction GO is replaced with lower friction graphene.
Figure 7.16 shows the strong correlation between the cantilever temperature during
TCNL processing and the lateral force on a room temperature tip scanned over pre-
viously reduced squares. Reduction begins at or above 130◦C which is comparable
to the results of Wu et al. and Mattevi et al., who showed that reduction starts at
100◦C presumably after the desorption of adventitious water [3, 103]. Higher tem-
peratures increased the rate of reduction, as shown by the roughly linear decrease in
relative friction with temperature.

Wei et al. further analyzed an isolated TCNL-rGOepi nanoribbon (Fig. 7.17) with
a length of 25 μm and a width of 100 nm, as measured by AFM. I-V data was
acquired by placing conductive tips on top of two micron-size squares of rGOepi
fabricated in situ by an electron beam at each end of the nanoribbon. Two point
transport measurements indicated a resistance larger than 2 gigaohm when the tips
were positioned on an arbitrary position on the graphene surface (very large barrier
at the contact) and a drop in resistance from 120 M� (between the 2 squares with no
nanoribbon) to 20 M� (between the 2 squares connected by the nanoribbon). The
transport changed from insulating to metallic (linear I-V curves) in presence of the
TCNL-rGO nanoribbon between the squares.
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Fig. 7.17 Micro 2-point
electrical transport
measurement. (Left) SEM
images of the configuration
used for 2-point transport
measurements when the tips
are positioned between 2
rGOepi squares without (top),
and with (bottom)
TCNL-rGOepi nanoribbon in
between. The AFM cross
section of the nanoribbon is
shown as inset of the bottom
SEM image. (Right) I/V
curves obtained measuring
current between 2 rGOepi
squares with no nanoribbon
in between (top curve), and
between 2 rGOepi squares
with a nanoribbon in between
(bottom curve) [101].
Reprinted with permission
from AAAS

7.5 Conclusions

In this review chapter, we have presented the development of a thermal AFM probe
based nanofabrication technique – TCNL. Although we reviewed a limited num-
ber of applications of TCNL on creating functional nanostructures for nanofluidic,
nanobiosensing, nanophotonic, and nanoelectronic devices, the capabilities devel-
oped for this subset of nanostructures should be extendable to numerous other
nanostructures and nanomaterials. It is important to note that the thermal probes
can be used for in situ chemical characterization of nanostructures in friction force
microscopy mode when the probe is not heated. One can detect and characterize the
nanostructures made by TCNL without changing the probes, which would otherwise
involve tremendous effort of probe alignment and delicate design of visual marks.
This ability to perform in situ detection is a strong motivation to consider TCNL as
a valuable tool for tip-based nanofabrication.

Efforts are underway to expand the applicability and improving the robustness of
TCNL technology. Given that the thermal probes can be operated in water [104], we
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Fig. 7.18 SEM images of a
1 × 5 array of TCNL thermal
probes. Courtesy of Dr.
William P. King of University
of Illinois at
Urbana-Champaign

are confident that TCNL will be utilized to investigate in vitro chemical reactions
in liquid environments. The thermal probes have shown exceptional resistance to
wear, deformation, and fouling with the integration of ultrananocrystalline diamond
tips with the thermal cantilevers [105]. In addition, the scalability and throughput
of the TCNL technology can be significantly improved by the use of arrays of ther-
mal probes (Fig. 7.18). The writing and reading of each probe in the array can be
independently addressed. This probe-array design will lead to fabrication and inte-
gration of large 1D or 2D arrays of multifunctional microcantilevers suitable for
parallel TCNL operations. Furthermore, the throughput and addressable area can
also be significantly improved by application of the supramolecular nanostamping
technique to replicate large areas of nanoscopic patterns [106].
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Chapter 8
Proton-fountain Electric-field-assisted
Nanolithography (PEN)

Andres La Rosa and Mingdi Yan

Abstract This chapter describes the implementation of Proton-fountain Electric-
field-assisted Nanolithography (PEN) as a potential tool for fabricating nanostruc-
tures by exploiting the properties of stimuli-responsive materials. The merits of
PEN are demonstrated using poly(4-vinylpyridine) (P4VP) films, whose structural
(swelling) response is triggered by the delivery of protons from an acidic foun-
tain tip into the polymer substrate. Despite the probably many intervening factors
affecting the fabrication process, PEN underscores the improved reliability in the
pattern formation when using an external electric field (with voltage values of up
to 5 V applied between the probe and the sample) as well as when controlling the
environmental humidity conditions. PEN thus expands the applications of P4VP as
a stimuli-responsive material into the nanoscale domain, which could have tech-
nological impact on the fabrication of memory and sensing devices as well as in
the fabrication of nanostructures that closely mimic natural bio-environments. The
reproducibility and reversible character of the PEN fabrication process offers oppor-
tunities to also use these films as test bed for studying fundamental (thermodynamic
and kinetic) physical properties of responsive materials at the nanoscale level.

Keywords Responsive materials · P4VP · Nanolithography · Swelling · Polymer
film · pH responsive · Erasable patterns · PEN · Biomimetic materials · DPN ·
Hydrogels · Osmotic pressure · Entropy of mixing · Protonation

8.1 Introduction

8.1.1 PEN as a Method for Creating Erasable Nanostructures

The applications of tip-based nanolithography techniques that create patterns
by anchoring molecules onto a surface of proper chemical affinity – as is the
case in dip-pen nanolithography (DPN) [1, 2] – can be expanded by, alterna-
tively, triggering the formation of nanostructures out of stimuli-responsive material
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substrates. Since stimuli-responsive properties may have a reversible character,
the alternative nanofabrication approach could have concomitant implications in
bio-technology (for creating switching gates that allow manipulating the trans-
port, separation, and detection of bio-molecules, or for fabricating soft-material
nanostructures that closely mimic natural bio-environments) as well as in emerging
nano-electronics technologies (for fabricating low-cost and low-voltage operation
integrated logic circuits in flexible substrates). The potential technological impli-
cations that can be brought by harnessing the fabrication of nanostructures out of
stimuli responsive materials underlines the interest for developing Proton-fountain
Electric-field-assisted Nanolithography (PEN). In PEN the formation of nanostruc-
tures is triggered by the localized injection of protons into the substrate, with the
charge-transfer from a sharp tip into the substrate being better controlled by the
application of an external electric field. The development of PEN is thus conceived
within the context of emerging developments in materials science and molecular
engineering [3] that pursue the design of devices that rely on the transduction of
environmental signals.

8.1.2 PEN in the Context of Emerging Biomimetic Engineering

Inspired by the multi-functional inner working properties of living cell mem-
branes [4], including the surprising sensitivity of their dynamic response to the
mechanical properties of surrounding material [5], a current focus in biomimetic
materials constitutes the development of versatile synthetic thin films that can selec-
tively respond to a variety of signal interactions (mechanical, chemical, optical,
changes in environmental conditions, etc) [6]. In one approach, the complex syn-
thetic hierarchy needed to eventually mimic nature is conceived as a combination
of functional-domains separated by stimuli-responsive polymer thin films regulat-
ing the interactions between the domain compartments [7]. In another approach, the
cell is conceived not just as a chemical but also as a mechanical device [8], for it
is found that the cell membrane is very sensitive to the mechanical properties of
its surrounding matrix (affecting their growth, differentiation, migration, and, even-
tually, apoptosis) [9, 10], which has triggered an interest in the development of,
for example, synthetic polymer scaffold for regenerative medicine [11, 12]. Both
approaches, mentioned above, emphasize the need for harnessing the fabrication of
synthetic thin film responsive materials.

The different approaches to biomimetic materials have resulted in the design
of a variety of responsive building blocks (gels [13], brushes [14], hybrid systems
with inorganic particles [15]) that respond selectively to different (pH [16], temper-
ature [17, 18], optical [15, 19], and magnetic [20]) external stimuli. Following the
“bottom-up” route, functional materials have been prepared based on self-assembly
of polymeric supramolecules [21]. Progress following the alternative “top-down”
approach includes the fabrication of stimulus responsive polymer brushes [22],
growth of polymers from previously DPN-patterned templates [23], and chain
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polymerization of monomolecular layer by local stimulation using a STM tip
[24, 25] (followed up by investigation of their working principle [26]). PEN falls in
the top-down category approach. In the next section, we concentrate our description
on hydrogels [27], since the latter describes closer the experimental results obtained
in current applications of PEN.

8.2 Underlying Working Mechanisms of Swelling in Hydrogels

This section provides a succinct summary of the main theoretical results underlying
the working mechanisms involved in the swelling of hydrogels, where the concept of
entropy plays a key role. In particular, it is worth to highlight the peculiar theoretical
framework brilliantly introduced, time ago, by Paul J. Flory [28, 29] for analyzing
polymer solutions; although his models have been refined, the essence of his clever
approach is still used. Given the expected complexity of these polymer structures,
it results interesting to realize the conceptual similarities between (a) the analysis
of a much simpler liquid-vapor system in equilibrium [30, 31], and (b) the analysis
of the more complex (hydrogel) polymer solution [32] (see Fig. 8.1 below). For
comparison and illustrative purposes both analyses will be presented here.

A hydrogel refers to a flexible (typically) hydrophilic cross-linked polymer net-
work and a fluid filling the interstitial spaces of the network. The entire network
holds the liquid in place thus giving the system a solid aspect. But contrary to other
solid materials, these wet and soft systems are capable of undergoing very large

AB
Semi-permeable
membrane Polymer solution

Solvent
+ solute

Pure
solvent

Solute

(a) (b)

Solvent
Polymer segment

Solvent

h

Lattice model Lattice model
Vapor of
pure solvent

P2 P1

Fig. 8.1 Two different thermodynamic systems studied using similar lattice model analysis.
(a) Left: Because of their different vapor pressures, a solution (water solvent + sugar solute
molecules) and a pure water solvent (separated by a membrane permeable only to solvent
molecules) generate an osmotic pressure ρgh (ρ is the density of the solution). Right: Solvent and
solute molecules considered to reside in a hypothetical lattice, for entropy calculation purposes.
The diagram on the left has been reproduced from Huang [30, p. 47] and reprinted with permis-
sion of John Wiley & Sons, Inc. (b) Left: Polymer gel system. Right: Polymer chain considered as
solute immersed in solvent, where all molecules are considered to reside in a hypothetical liquid
lattice. Figures adapted from Flory [32], Copyright @ 1953 Cornell University and Copyright @
1981 Paul J. Flory; used by permission of the publisher, Cornell University Press
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deformation (greater than 100%). Understanding the dynamic behavior of hydro-
gels is worthwhile to pursue due to their widespread implications. In particular,
the role of gels in living organism can not be exaggerated. As it is well put by
Osada and Gong [33], living organisms are largely made of gels (mammalian tissues
are aqueous materials largely composed of protein and polysaccharide networks),
which enables them to transport ions and molecules very effectively while keeping
its solidity.

What drives the swelling in a hydrogel? One of the potential mechanisms can be
described in terms of the osmotic pressure (an entropic driven phenomenon), which
help us understand how the additional entropy of mixing (afforded by an increase in
the system’s volume due to the absorption of water by the polymer network) is coun-
teracted by a restoring force (also of entropic origin, since a lager dimension afford
less polymer configurations) from the network itself. This osmotic pressure refers to
the same type of phenomenon underlying the lower vapor-pressure displayed by an
ideal solution (solvent + non-volatile solute) when compared to the vapor-pressure
of a pure solvent. Since the latter constitutes a much simpler and familiar process,
we conveniently include its (brief) description in the next paragraph. More specif-
ically, we address the dynamics involved when a solution (water solvent + sugar
solute) and pure water solvent are separated by a semi-permeable membrane, which
can help us gain knowledge about the osmotic pressure concept. The entropy of mix-
ing involved in this phenomenon is described in the framework of a lattice model
(one in which solute and solvent molecules are considered to reside on the sites of
a hypothetical lattice, the latter used as a resource that facilitates the calculation of
the solution’s entropy). This approach will allow us to get familiar with lattice mod-
els, which are frequently used to describe polymer solutions (hydrogels). In short,
we try to view the dynamics of hydrogels through the same prism used to view the
equilibrium conditions of (water solvent + sugar solute) solutions.

8.2.1 The Osmotic Pressure in Ideal Liquid Solutions

The generation of a pressure difference (the osmotic pressure πosmotic) across two
phases as a consequence of their different vapor pressure is illustrated in Fig. 8.1a
(see diagram on the left side). Phase-A (pure solvent water) and phase-B (solvent
water + solute of sugar molecules) are separated by a membrane that allows the
passage of water molecules but not the larger solute molecules [30]. It is an exper-
imental fact that a dynamic equilibrium (i.e. equal rate, in both directions, of water
molecules passing across the membrane) is reached when a hydrostatic pressure
difference (the osmotic pressure πosmotic) is established between the two phases.
(Conceptually, the underlying mechanism at play here is that a water molecule in
phase-B contributes greater to the total entropy than when inside the pure water
phase-A; hence a net flow towards the former increases the total entropy.) The
question to address is how to quantify this pressure difference.
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8.2.1.1 Chemical Potentials of an Ideal Solution and a Pure Solvent

A formal description of the osmotic pressure [30, 31] takes into account the fact
that under initial conditions of equal pressure P, the chemical potential μA

water,P of
water in phase-A (pure solvent water) is greater than the chemical potential μB

water,P
of water in phase-B (as it will be justified in the next paragraph and the next sec-
tion below). Hence, when the phases are separated by a membrane permeable only
to water, this constituent will not be in equilibrium and a net passage of water
molecules from phase-A to phase-B is expected. As more water passes to phase-B
the pressure increases and so does the chemical potential. Equilibrium with respect
to the water constituent will then be established when μB

water,P2
(the chemical poten-

tial of water in phase-B, at the increasing pressure P2) becomes equal to μA
water,P1

(the chemical potential of water in phase-A, at pressure P1) [31]. The thus developed
pressure difference (P2 – P1) is referred to as the osmotic pressure, πosmotic.

To find a relationship between the change in chemical potential and the osmotic
pressure, let’s resort first to the extensive properties of the thermodynamic poten-
tials [34] (namely, when the amount of matter is changed by a given factor, they
change by the same factor). A particular important relationship is obtained when
this property is applied to the Gibbs free energy G = G (T, P, N). In effect, being the
temperature T and pressure P intensive quantities, G has to have the form

G = Nf(T , P),

where N is the number of particles of the analyzed system.
Since dG = –S dT + V dP + μ dN and μ = (dG/dN)T,P, the extensive property

G = Nf(T , P) implies that μ is only a function of T and P; that is,

μ = G/N = f(T , P).

Accordingly, μ is the Gibbs free energy per molecule, and it is a quantity
independent of N.

Thus,
d(G/N) = dμ = −(S/N)dT + (V/N)dP,

which implies,
dμ

dP
= V/N.

This expression is pertinent to the quantification of the osmotic pressure. In effect, it
reflects the change in chemical potential due to an increase in pressure, �μ =(V/N)
�P (where it has been assumed that the volume does not change with pressure).
Using v ≡ (V/N), one obtains μB

water,P2
− μA

water,P1
= ν(P2 − P1), or,

μA
water,P1

− μB
water,P2

= νπosmotic (1)
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8.2.1.2 Lattice Model for Calculating the Entropy of Mixing
in Ideal Liquid Solutions

An explicit calculation of the chemical potential difference, in terms of the number
of constitutive molecules, can be derived by starting (at the most fundamental level)
from a relatively simple combinatorial analysis of dissimilar solvent (water) and
solute (sugar) molecules allowed to reside on the sites of a hypothetical lattice (see
the diagram at the right in Fig. 8.1a) [32], the latter introduced basically to facilitate
the calculation the system’s entropy of mixing �Smix. In this lattice framework,
the increase in the system entropy resulting from mixing N solvent and n solute
molecules is given by �Smix (N,n) = k ln[(N + n)!/N! n!]. For large values of N
and n one can use the well known Stirling’s approximation that gives ln n! = n
ln n – n ≈ n ln n, or n! ≈ nn. Using this approximation, �SM adopts the form
k ln[(N + n)(N+n)/NNnn], or

�Smix(N, n) = − k (N ln fN + n ln fn) (2)

where fN ≡ N/(N + n) and fn ≡ n/(N + n) are the mole fractions of solvent (water)
and solute (sugar) in the solution, respectively; k is the Boltzmann constant.

The Gibbs free energy has the general form G = E + PV – TS = μN. When
applied to the system in phase-B (of N solvent and n solute molecules) at pressure
P2 and temperature T, one obtains,

Gphase−B(T , P2, N, n) = Gpure
water(T , P2, N) + Gpure

water(T , P2, n) − T�Smix(N, n) (3)

where the first two terms on the right hand side are the Gibbs energy of the corre-
sponding components in their pure state (we are assuming an ideal solution, so the
components do not interact).

The chemical potential of the water component in phase-B will then be given by,

μ
phase−B
water (T , P2,N, n) = dGphase−B

dN
(T , P2, N, n)

= dG
pure
water

dN
(T , P2, N) − T

d

dN
�Smix

= dG
pure
water

dN
(T , P2, N) + kT

d

dN
(N ln fN + n ln fn)

μ
phase−B
water (T , P2, N, n) = μ

pure
water(T , P2, N) + kT ln fN (4)

For phase-A, which is constituted by pure water at pressure P1,

μ
phase−A
water (T , P1, N, n = 0) = μ

pure
water(T , P1, N) (5)
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At equilibrium, μ
phase−B
water (T , P2, N, n) = μ

phase−A
water (T , P1, N, n = 0). Therefore,

expressions (4) and (5) lead to,

μ
pure
water(T , P2, N) − μ

pure
water(T , P1, N) = −kT ln fN (6)

Replacing (6) in (1) gives,

πosmotic = −kT

ν
ln fN = − kT

V/N
ln fN (7)

Incidentally, since we are working with solution where fn << 1 and thus ln fN =
ln(1 − fn) = −fn, useful equivalent formulas can be obtained,

πosmotic = kT

V/N
fn (for a dilute solution) (8)

or, by expanding further fn, one gets πosmotic = kT
V/N

n
n+N ≈ kT n

V .

πosmotic ≈ kT
n

V
= RT

moles of solute

V
= RT

MW

mass of solute

V
(9)

where n is the number of solute molecules in a volume V, and MW is the solute’s
molecular weight.

8.2.2 Lattice Model for Describing Ideal Polymer Solutions

The basic results displayed by expressions (2) and (7) constitute a proper start-
ing step for describing more complicated (and apparently unrelated) cases like, for
example, a cross-linked polymer network interacting with a pool of water, i.e. a
hydrogel. The elegant twist in the coming description lies in considering the polymer
network as the solute1 [32, 35]. That is, the trend of analysis using a hypothetical
lattice conveniently remains the same; hence the observed similarity between the lat-
tice displayed in Fig. 8.1a (used to analyze a liquid solution system) and the lattice
in Fig. 8.1b (used to analyze a polymer solution) [36, 37]. In the latter, one poly-
mer molecule is considered to be a chain of x segments, each segment (arbitrarily)
considered equal in size to a solvent molecule. The objective becomes calculating
the entropy of the polymer solution resulting from the different configurations that
can be arranged with n1 molecules of solvent and n2 polymer molecules in a lattice
containing (n1 + x n2) cells.

1Lattice models of polymer solutions are widely used for their simplicity and computational con-
venience. Their use for predicting solution properties of polymers solutions dates back to the
1940s.
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8.2.2.1 Lattice Model for Calculating the Entropy of Mixing

For the case of a polymer solution the calculation of the entropy can be conceived by
counting first the different permutations associated with a given configuration of the
polymer molecules (assuming no solvent molecules were present), and then adding
the configurations resulting from their mixing with the solvent molecules (polymer
segments and solvent molecules replacing one another in the liquid lattice). While
the former is expected to contribute more effectively in a process of polymer fusion,
here the interest focuses mainly on the entropy of mixing. The latter takes, quite
surprisingly again, a very simple form [29, 32],

�Smixing= −k(n1 ln v1 + n2 ln v2) (10)

where v1 and v2 are the volume fractions of solvent and solute respectively,

v1 = n1/(n1 + xn2)

v2 = xn2/(n1 +xn2)

Notice the similarity between expressions (2) and (10), except that volume fractions
appear in the latter formula (mixing of molecules of different size) instead of mole
fraction in the former (mixing of molecules of the same size).

8.2.2.2 The Heat Energy of Mixing �EM, the Excluded Volume Effect,
and the Helmholtz Free Energy �FM

Given the fact that the dynamics of a polymer solution depends not only on the
entropy but also on the energy of the system (the Helmholtz free energy F = E –
TS has to be minimum) this latter aspect is addressed in this section. In fact, the
interactions between the water and the polymer molecules in a hydrogel make the
polymer network a highly non-ideal thermodynamic system, where the cross-linked
network structure plays an important role in determining the equilibrium aspects
of the gel. In principle, any realistic model then has to take into account the inter-
molecular interactions due to the close proximity of the molecules, although some
approximation can be applied depending on the temperature range being considered.
On one hand, at relatively low temperatures a net attractive interaction between
the monomers prevails, resulting in a net negative energy of the polymer system.
On the other hand, at higher temperatures the repulsive interaction between the
monomers when they are at very short distance (implicitly reflecting the fact that
a monomer can not supplant the space already occupied by another monomer, a
phenomenon better known in the jargon of polymer science as “excluded volume
effect” or “excluded volume interaction”) [38] will lead to a net positive energy of
the polymer system. Below we provide some expressions that quantify this energy
contribution.
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In the lattice model, where each cell is able to accommodate either a solvent
molecule or a polymer segment, the heat of mixing results from the replacement
of some of the contacts between like-species (1-1 or 2-2) with unlike-constituents
(1-2). If �w12 represents the change in energy when one of these replacements
occurs, then the heat associated with the formation of a particular configuration
having p12 unlike-neighbors will be equal to �EM = p12 �w12.

For the calculation of p12, it is plausible to assume that the probability a particular
site adjacent to a polymer segment is occupied by a solvent molecule to be propor-
tional to the volume fraction v1 of the solvent. On the other hand, if the number of
cells which are first neighbor to a given cell is z (here z is expected to be on the order
of 6–12), then zx is the number of contacts per polymer molecule, and zxn2 would
be proportional to the total number of contacts. p12 turns out to be then proportional
to (zxn2)v1. On the other hand, using the definition v2 = xn2/(n1 + xn2), one obtains
n1v2 = xn2 n1/(n1 + xn2) = xn2 v1. Hence, �EM = p12 �w12 ∼ (zxn2)v1�w12 = (z
v2 n1)�w12 = (z �w12) n1 v2. This result is typically expressed as,

�EM = kT χ1 n1 v2 (11)

where the quantity kTχ1≡ z �w12 characterizes (for a given solute) the interaction
energy per solvent molecule.

As mentioned above, at relatively low temperatures the net contribution from
this term has a negative value. However, at relatively high temperatures, it was
pointed out early on by Flory that the interpretation of χ1 should be expanded as
to include also other potential interactions between neighboring components that
could have concomitant (positive value) contribution to the Helmholtz free energy.
The new interpretation relates χ1 to the number of pair-molecules collisions [38],
which should be proportional also to the number of pair contacts developed in the
solution, just as for the heat exchange.

Using (10) and (11), the Helmholtz free energy of mixing is given by [32],

�Fmix = �Emix −T �Smix

= kT( χ1 n1 v2 + n1 ln v1 + n2 ln v2 )
(12)

8.2.3 Swelling of Neutral Polymer Networks

Notice that the above formulation basically describes the mixing of two liquids;
the view of a polymer network held up by its cross-links has not appeared yet.
The calculation given in (12), however, is a good initial step towards calculating
the structural entropy of network formation. The latter was originally done in a
very clever way by Paul Flory and John Rehner in their seminal papers [28, 29]
(latter improved by Flory) [36], who modeled the cross-linked network as a system
composed of v polymer chains of the same contour length (a chain counted as a
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polymer thread between two cross-link intersections), with the location of the cross-
link points positions defined, on average, on the vertex of a regular tetrahedron [28].
Any external distortion of the network (swelling, for example, due to the mixing of
the polymers with a solvent) would be monitored by the distortion of this average
tetrahedron cell.

In the Flory’s description, the first step consists of calculating the different con-
figuration that results from the dilution of v (short) polymer chains (prior to the
cross-linking) with n solvent molecules. This is given by expression (10), with v
playing the role of n2,

�SD= −k

(
n1ln

n1

n1 + xv
+ v ln

v1

n1 + xv

)
(13)

This is followed by a more elaborated calculation of the additional entropy corre-
sponding to the different configurations that lead to the formation of a network of
tetrahedron cells in a sea of solvent molecules.

�Sv′=�SD + �Snetwork of tetrahedron cells (14)

Here the sub index V′ stands for the final total volume of the swollen polymer net-
work due to the mixing of the polymer with the solvent molecules. The objective
here, however, is to calculate the net change in entropy �Sswelling due just to the
swelling; that is,

�Sswelling = �Sv′ − �Sv (15)

where �SV stands for the entropy of the network when no solvent molecules are
present. The result, in terms of the volume fraction v2 = x v/(n1 + xv), is given by
[36],

�Sswelling= −kn1 ln (1−v2) − 3

2
kv[(1/v2)2/3 − 1] − 1

2
kv ln v2 (16)

Entropy of mixing elastic entropy arising from the
polymers and solvent deformation of the network

This expression reflects the contribution to the entropy from two different sources.
Before dilution with the solvent molecules, the configuration of the network corre-
sponds to one of maximum entropy, hence any deformation (due to swelling) would
lead to a configuration of comparatively lower entropy. The latter then competes
against the tendency for an entropy increase caused by the addition of solvent (and
volume) that favors the creation of new configurations. Expression (15) embod-
ies then the physical mechanism underlying the swelling process in an uncharged
hydrogel. Using (11) and (15), the change in free energy is given by, �F = �EM –
T �Sswelling. Equilibrium is governed by the condition �F = 0.
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8.2.4 Swelling of Ionic Polymer Networks

Another potential channel for causing a polymer network to swell is the exis-
tence of charge centers, or molecular groups, which can strongly interact among
themselves and with other ions contained in the solvent. That is the case in a
poly(4-vinylpyridine) (P4VP), whose pyridyl groups can react with hydronium
ions H3O+ thus forming positively charged nitrogen centers (N+). The situation is
depicted in Fig. 8.2. If the fixed pyridinium cations were the only ions present there
would be an exceedingly large electrostatic repulsion, but such interaction is par-
tially screened by the presence of counterions resulting from the dissociation of the
phosphate salts in water,

NaH2PO4 → Na+ + H2PO−
4

H2PO−
4 + H2O � H3O+ + HPO2−

4 K = 6.31 × 10−8

HPO2−
4 + H2O � H3O+ + PO3−

4 K = 3.98 × 10−13

(17)

where K stands for the corresponding dissociation constants.
Notice in Fig. 8.2 that the equilibrium between the swollen ionic polymer net-

work and its surroundings resembles the situation depicted in Fig. 8.1a where
a membrane prevents the solute sugar molecules from entering the pure solvent
region. In this case, the polymer acts as a membrane, preventing the charged ions
from freely diffusing into the outer solution, establishing a higher concentration of
mobile ions inside the network than in the outside (mainly because of the attrac-
tion of the fixed ions). There thus exists an associated osmotic pressure arising
from the difference in mobile ion concentration. Consequently, in addition to the
swelling caused by the entropic mixing of polymer and water solvent, the fixed
charges and counterions produce an additional driving force for the network to
swell.

+

+ +

+

+

Fixed pyridinium
cations

+
Mobile cations
(H3O+, Na+)

− Mobile counter-ions
(H2PO4 ,  HPO4    )

+

+

Water solvent

−

−

−

−
−

− −−

+

+

− 2−

Fig. 8.2 Schematic
description of an exchange of
ions and solvent between a
P4VP polymer network and
its surrounding electrolyte.
Adapted from Flory [32],
Copyright @ 1953 Cornell
University and Copyright @
1981 Paul J. Flory; used by
permission of the publisher,
Cornell University Press
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8.3 Fabrication Procedure

8.3.1 Preparation of the P4VP Responsive Material

In a typical procedure, a solution of P4VP (molecular weight ca. 160,000) in
n-butanol (10 mg/ml) is prepared with the reagents used as received. Silicon wafers
with a native oxide layer are cut into square pieces ∼ 1 cm × 1 cm, and subsequently
cleaned either by sonication in isopropyl alcohol for 15 min, or, alternatively, by
immersion into piranha solution for 60 min at 80◦C followed by thorough cleaning
in hot water. (Caution: the piranha solution reacts violently with many organic sol-
vents.) Subsequently, the P4VP solution is spin-coated onto the wafers at 2,000 rpm
for 60 s. For crosslinking purposes, the sample is irradiated with a 450-W medium-
pressure Mercury lamp (measured intensity of 5 mW/cm2) for about 5 min. The
irradiated films are then soaked in n-butanol for 24 h to remove the unbound poly-
mer. One way to estimate the thickness of the resulting film is to use an ellipsometer.
In that case, a value of 1.54 for the refractive index of the P4VP is used in the
calculation [39]. This overall procedure gives film thickness in the 60–100 nm
range.

8.3.2 Preparation of the Acidic Fountain Tip

A source of hydronium ions H3O+ (or, if desired, hydroxide ions OH– as well)
is prepared out of phosphate buffered solutions, which have the remarkable prop-
erty that can be diluted and still keep the same concentration of H3O+. Different
pH values can be obtained by dissolving corresponding quantity ratios of sodium
dihydrogen phosphate (NaH2PO4) and sodium hydrogen phosphate (Na2HPO4) in
distilled water. For example, mixing 13.8 g/l and 0.036 g/l of the two salts, respec-
tively, gives 0.1 M buffer solution of pH equal to 4.02. This acidic solution serves
as the source of hydronium ions which, upon penetrating a P4VP film, protonate
the P4VP’s pyridyl groups, as suggested in Fig. 8.3 [40]. To achieve the protonation
in very localized and targeted regions, however, PEN currently uses a sharp atomic
force microscope (AFM) tip as an ion delivery vehicle in a similar fashion to dip-
pen nanolithography [2]. For that purpose, as outlined in Fig. 8.4 , an AFM tip of
relatively high spring constant (k = 40 N/m) is coated by simply soaking the probe
into the buffer solution for about 1 min (Fig. 8.4a) and then allowing it to dry in air
for 10 min or, alternatively, by blowing it with nitrogen (Fig. 8.4b). Such fountain

2Since all phosphate salts are used in hydrated condition, the molecular weight (MW) should
include the corresponding portion of water. For NaH2PO4 we should include one molecules of
water, hence the MW is 137.99. On the other hand, for the Na2HPO4 we should consider 7
molecules of water (heptahydrate), which gives a MW of 268.07. Hence, if 13.8 and 0.036 g of
NaH2PO4 and Na2HPO4 are used respectively, then we can quote the concentration of NaH2PO4
(the buffer strength) to be practically equal to 0.1 M.
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Fig. 8.3 Schematic illustration of the reversible swelling mechanism in P4VP, suggested here to
be a consequence of the corresponding electrostatic interaction upon the protonation of the pyridyl
groups. Illustration adapted from Maedler et al. [40] and reproduced with permission of the SPIE

H3O+

[H3O+]
P4VP

Si

P4VP
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Water
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+V
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Fig. 8.4 Schematic procedure for attaining spatially-localized protonation of a P4VP film resting
on a silicon substrate. After dipping an AFM tip into an acidic buffer solution, the probe is pressed
against a P4VP film. The transfer of hydronium ions from the tip to the film is aided by the presence
of a naturally-formed water meniscus (experiment performed at relative humilities above 40%).
The protonation of the P4VP’s pyridyl groups triggers the swelling response of the film. The bias
voltage helps the process to be more reliable and allows controlling the height of the features

tip constitutes the probe for delivering hydronium ions very locally over targeted
sites on a responsive material substrate.

8.3.3 Procedure for the Local Protonation

The fountain-tip is mounted on the head-stage of an AFM system,3 whose elec-
tronic station comprises lithography software for controlling the lateral scanning
of the tip along pre-determined paths, and the capability to apply a bias voltage to
the probe. The accumulated experimental results suggest that, upon bringing the
probe into contact with the polymer film (contact force of ∼1 μN), both (i) the
surrounding water meniscus that naturally forms between the tip and polymer film,

3AFM XE-120 from Park Systems Inc.
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Fig. 8.5 (a) Top-view images (10 μm × 10 μm) of two patterns formed sequentially by local
protonation of a P4VP film (no electric field was applied). The line profile displays one cross
section of the second image. (b) 3D-view of a “U” shape pattern fabricated on a 4 μm × 4 μm
region of another P4VP film (contact force = 1 μN and 5 V tip-sample bias voltage)

and (ii) the buffer concentration gradient, facilitate the transport of hydroium ions
from the tip into the polymer (Fig. 8.4c). The subsequent protonation of the P4VP’s
pyridyl groups (as suggested in Fig. 8.3) gives rise to a net electrostatic repulsion
that causes the corresponding polymer region to swell (Fig. 8.4d). However initially
successful (see Fig. 8.5a), this simple contact method unfortunately did not guar-
antee the pattern formation reproducibly. Subsequently we discovered that pattern
formation occurred more consistently when applying an electric field between the
probe and the substrate.

8.3.4 Pattern Formation

First, with the “ink” loaded tip, an atomic force microscope (AFM) is set in “tapping
imaging-mode,” where the probe cantilever undergoes oscillations perpendicular to
the sample’s surface. To obtain an initial knowledge of the “blank paper” (a UV
cross-linked P4VP polymer film), an image is taken at a relatively fast lateral scan-
ning rate (5 μm/s). The use of high rates prevents transferring the buffer molecules
into the substrate. Subsequently, the microscope is switched to “contact imaging-
mode” for pattern formation under physical parameters controlled by the operator,
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namely contact forces of the order of 1 μN, “writing” speeds up to 400 nm/s, and
fixed bias voltages up to 5 V. Features of different planar morphologies can be gen-
erated with pre-programmed software designs, which guide the voltage-controlled
XY lateral scanning of the tip while an electronic feedback-control keeps the probe-
sample contact force constant. In our case, the sample rests on a XY piezo scanner
stage that is equipped with strain-gauge sensors for overcoming piezoelectric hys-
teresis via another internal feedback control.4 The tip is held by an independent
piezoelectric z-stage, thus conveniently decoupling the sample’s horizontal XY
scanning motion from the probe’s vertical z-displacements. Finally, the microscope
is switched back to the tapping mode for topography imaging in order to verify
whether the patterns have been formed.

Figure 8.5a shows two sequentially acquired images of the first polymer struc-
tures created in our labs by exploiting the responsive characteristics of P4VP. The
cross-linked P4VP film swelled only in the areas where the phosphate “ink” was
delivered, forming two narrow-line terraces. These two images demonstrate the
ability for sequentially creating an initial pattern, then imaging the resulting sam-
ple topography with the same ink-loaded tip, and subsequently creating additional
patterns. The line profile in Fig. 8.5a reveals that both features are approximately
100 nm in height and 500 nm in width. The relatively large dimensions of these
features (compared to the finer patterns we have recently created in our laborato-
ries) may be attributed to the relatively large amount of ink initially attached to the
tip (prior to the writing process). That is, after dipping the tip into the buffer, no
nitrogen was blown out in front of the “pen” to let it dry; the latter became after-
wards a standard practice in our laboratory as a way to evaluate the reproducibility
of the fabrication method under similar conditions as possible. The line profile also
reveals the hydrogel characteristics of the patterns since the 100 nm constitutes a
substantial swelling compared to the initial 80 nm thickness of the polymer film.
Unfortunately, the reproducibility of these initial experiments was very poor from
day to day, or month to month. At the time when the structures in Fig. 8.5a were
created, no electric field was used in the experimental setting.

The reproducibility of the fabrication process greatly improves when an elec-
tric field is applied between the silicon tip and the silicon substrate (see setting
in Fig. 8.4c). Typical bias voltages are up to 5 V, which when applied through a
50 nm film sets a strong electric field ∼106 V/cm (still leaving the film apparently
undamaged). Provided that the humidity is above 40%, the patterns are consistently
fabricated with this PEN method. Figure 8.5b shows an 8 nm height “U ” shape
structure fabricated under the new procedure, by applying a 5 V bias voltage and
under 1 μN contact force. The smaller height of the structures (compared to the
ones in Fig. 8.5a) could be attributed to the minimal coating ink on the probe (nitro-
gen gas is blown on the tip right after dipping it into the buffer solution) thus a
lower number of hydronium ions diffused through the polymer network. The lateral
dimension of the line-features in both cases presented in Fig. 8.5a, b is limited by

4ibid.
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Cursor: Δx = 0.062 μm 
Δy = 2.6 nm 

Fig. 8.6 Three line features fabricated at 45% humidity using (form left to right) contact forces of
0.6, 0.9, 1.0 μN and bias voltages of 5 V, 5 V, and 4 V respectively. The line profile across the line
structure at the left displays a line feature ∼6 nm tall and ∼60 nm wide [41]

the diffusion of hydronium ions into the polymer network. Still, under smaller con-
tact forces and control of the dwelling time, line features as thin as 60 nm can be
created, as shown in Fig. 8.6 [41, 42].

The effect of applying an electric field appears straightforward in PEN (Fig. 8.7),
helping drive the positive hydronium ions into the polymer network. To provide
some context, here we mention other more sophisticated situations where the use of
an electric field turns out to be also valuable. For example, an electric field is used to
trigger specific conformational transitions switching between straight (hydrophobic)
and bent (hydrophobic) states of low-density self-assembled monolayer (SAM) of
16-mercaptohexadecanoic acid on gold, which changes the wettability of the surface
while maintaining unaltered the system’s environment [43]. Also, nanometer-scale
hydrogels, produced by surface grafting of a polymerizable monomer onto Au,
undergo reproducible changes in thickness when a potential is applied across the
film [44]. More strikingly, an infinitesimal change in electric potential across a poly-
electrolyte gel produces volume collapse in polyelectrolyte gels [45]. A broader
account on the effects of electric fields on gels has been given by Osada and
Gong [33].

The ability of PEN to create patterns having a variety of vertical dimensions
in the nanometer range can be capitalized to study molecular interactions in these
hydrogel systems with very much detail, including, for example, phase transitions.
Polymer gels are known to exist in two phases (swollen and collapsed) where the
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Fig. 8.7 (a) Pattern height
(nm) vs. applied bias voltage
(V) at various fixed contact
forces. (b) The pattern height
(nm) vs. applied contact
forces (μN) under different
constant bias voltages.
Reprinted, with permission,
from Wang et al. [42],
Copyright @ 2010, American
Chemical Society

volume transitions between the phases may occur either continuously or discon-
tinuously [46, 47]. These transitions have been studied by monitoring the swelling
as a function of different parameters (solvent quality, temperature [48], pH [49],
visible light radiation) [50, 51], which occur as a result of a competition between
intermolecular forces (repulsive forces are usually electrostatic whereas attraction is
mediated by hydrogen bonding [52], van der Waals interactions, or radiation pres-
sure [53]) that act to expand or shrink the polymer. However, these investigations
do not disclose the microscopic view of the structure of gels. While neutron scatter-
ing has been used to elucidate these interactions at mesoscopic scales [54], here we
have an opportunity to complement these studies with nanoscale-sized individual
gels fabricated via PEN.
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8.4 Comparison Between PEN and Other DPN Techniques

A characteristic of the PEN technique is the dependence of the pattern dimensions
on the positive contact force used to press the tip against the polymer film. The
greater the applied external force, the larger the pattern size. This differs greatly
from the DPN technique in which the line-width of the pattern is independent of the
contact force [55]. DPN works even under gentle negative external forces (where
the probe pulls away from the film, but the adhesion forces keep the probe attached
to the sample) simply because its underlying mechanism implies just the deposi-
tion of molecules on the surface. In PEN, however, the buffer molecules (initially
coating the AFM-tip) have to, in addition, penetrate into the polymer substrate.
Experimental results indicate that the latter occurs less efficiently with weaker con-
tact forces [56]; see also Fig. 8.7. In fact, no apparent features are formed for contact
forces smaller than 0.5 μN (at a writing speed of 80 nm/s), even when applying bias
voltages of up to 5 V [42]. Certainly, the longer the dwelling time per pixel (i.e.
slower writing speeds), the more hydronium ions diffuse into the polymer thus giv-
ing rise to larger patterns [56] which would also allow reducing the contact force.
However, extremely long dwell times would make the technique less attractive, thus,
a trade off exists between the writing speed and contact force for applying PEN
efficiently. (Implementation of PEN in a parallel modality, in order to increase the
throughput efficiency, is suggested in Section 8.5 below.)

Confirmation of a contrast difference between DPN and PEN is revealed from
test experiments aimed at providing further evidence that the pattern formation in
PEN results from the mechanical response of the polymer film and not just the
deposition of buffer molecules:

First, when scanning a non-coated tip on a P4VP film under 3 μN contact force,
no elevated features were obtained, as shown in Fig. 8.8a [56]. Only scratches
of 2 nm deep resulted from this operation, as evidenced by the line pro-
file; the cross section indicates that the observed small protuberances are the
result removed material from the scratches. This result suggests that a buffer
solution is needed for the creation of PEN patterns.

Second, an argument could be made about whether or not, when using a
coated tip, the patterns could result from the physical deposition of buffer
molecules. To refute this argument, this time the test experiment was car-
ried out using a buffer-coated tip scanned at low speed over a non-responsive
polymer, polystyrene. The result presented in Fig. 8.8b shows no pattern for-
mation, thus providing favorable evidence that features created were not just
the deposition of buffer molecules on a polymer surface, but the swelling
response of the substrate itself when using responsive materials.

Third, the results given above also favor the hypothesis of protonation. But
would the hydronium ions be the only ones diffusing into the polymer net-
work? To test this hypothesis C. Maedler et al. investigated the swollen
structures [57]. Armed with Kelvin Probe Force Microscopy as a tool [58],
and following up studies of deposition of charges in silicon [57], they
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Section analysis

(a) (b)

Section analysis

P4VP Polystyrene

Fig. 8.8 (a) Scanning along a diagonal path with a contact force of 3 μN on a P4VP film, using
an uncoated tip, produces only scratches, as revealed by the cross section line profile. (b) Image
of the resulting topography produced by a line scan on a polystyrene film (a non responsive mate-
rial) using a contact force of 2 μN and a coated tip. A cross section line profile reveals only a
scratch indent in the substrate. Reprinted, with permission, from Maedler et al. [56], copyright
2008, American Institute of Physics

corroborated to have the sensitivity for monitoring the presence of a net
charge in the polymer structures, if any. They found none. This implies that
not only the hydronium ions penetrate the polymer, but they bring with them
their corresponding counterions (see expression (17) above), thus keeping
the charge neutrality of the sample.

DPN and PEN agree on the role played by the humidity. PEN pattern forma-
tion in P4VP films under different humidity levels has been well documented by C.
Maedler [40, 56] and X. Wang [42]. No features formation occurs below 40% of rel-
ative humidity, suggesting that a water meniscus [59] naturally created between the
probe and the polymer film plays a key role. In this regard, there is a coincidence
of arguments with the DPN community that supports the hypothesis that a water
meniscus is a fundamental component for the technique to work [60]. There is evi-
dence that a liquid bridge exists even at zero humidity conditions [61]. (However,
some authors have concluded that a meniscus is not involved in DPN experiments
with certain molecules like 1-octadecanethiol [62]).

Finally, the reversibility of PEN contrasts with the, in general, non-reversible
character of DPN. An exception to this notion is observed, however, in one DPN
application where a voltage biased tip is used to create positive and negative charged
nanopatterns on 1-hexadecanethiol (HDT) self-assembled monolayers (SAMs) on
Au. The positive nanopatterns are gold oxide, which can be reduced back to gold by
ethanol ink via DPN [63]. This development followed the “molecular eraser” [64]
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where a tip with a negative bias voltage (relative to the electrically grounded sub-
strate that contain a monolayer of MHA 16-mercaptohexadecanoic acid) causes the
molecules to desorb. Thus, regions of the alkanethiol can be selectively removed,
which constitutes the pattern. The recessed areas can be refilled via DPN thus
erasing the pattern. On the other hand, PEN instead is an intrinsically reversible pro-
cess, using a base ink to erase the pillars previously formed by the acidic ink. The
reversibility of the process was elegantly implemented by X. Wang et al. [42] using
the same tip but inked with a basic phosphate buffer solution of pH 8.3, this time
without applying a bias voltage. The removal of a pre-fabricated pillar structure was
performed by keeping the tip in contact and stationary on top of the pillar. Results
showed the progressive attenuation of the height of the structure. The basic buffer
neutralizes the pyridinium converting it to the neutral pyridyl group and causing the
film to “de-swell”.

On the other hand, PEN differs from Electrochemical AFM Dip-Pen
Nanolithography [65, 66], where the tiny condensed water between the tip and
the substrate is used as a nanometer-sized electrochemical cell in which metal
salts (coating the probe) are dissolved, reduced into metals electrochemically, and
deposited onto the surface. This method was used first to deposit Pt on a silicon
substrate. The process involves coating an AFM cantilever tip with H2PtCl6 and
applying a positive voltage to the tip relative to the electrically grounded substrate
(the latter constituted by silicon with its native oxide). Despite the oxide, the con-
ductivity is sufficient for the reduction (electrons gain) of the precursor ions PtCl62–.
During the process, H2PtCl6 dissolved in the water meniscus is electrochemically
reduced from Pt(IV) to Pt(0) metal at the (cathode) silicon surface and deposits
as Pt according to the reduction reaction PtCl62– + 4e → Pt + 6Cl–. (The DC
voltages are kept in the 1–4 V; higher voltages would tend to oxidize the silicon sub-
strate and form SiO2 instead of Pt nanostructures.) Electrochemical AFM Dip-Pen
Nanolithography is therefore a technique were the deposited materials constitute the
nanostructure, similar to DPN but different than PEN.

PEN is also different from Constructive Nanolithography (CNL) [67, 68] and its
similar Electro Pen Nanolithography (EPN) [69]. Contrasting Electrochemical AFM
Dip-Pen Nanolithography (described above), whose working principle is based on
reducing (gaining of electron) a precursor ion, CNL and EPN exploit an oxidation
(loss of electron) process instead. In one application of CNL, a silicon substrate
is first coated with a 2.5 nm thick monolayer of octadecyltrichlorosilane (OTS, an
organic molecule with a methyl-terminated,18-carbon alkyl chain), which serves
as the initial blanket surface to be oxidized on specific regions by the apex of a
conductive AFM tip. The oxidation process is implemented by applying a pos-
itive bias voltage to the substrate relative to the tip (the latter kept at electrical
ground). As a result, the oxidized areas (initially hydrophobic, neutral, and inert)
become hydrophilic, negative-charged, and chemically active, forming the multi-
functional templates for post, or in-situ, surface generation of organic (insulator),
metal, or semiconductor nanocomponent features, including the implementation of a
wetting-driven patterning [70, 71]. The post pattern generation process of CNL is
elegantly alleviated in EPN where the electrically biased conductive AFM tip is
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also coated with ink (trialkoxysilane and quaternary ammonium salts), which are
in situ transferred during the scanning process as the local oxidation occurs. The
virtue of CNL and EPN is that the transfer of molecules occurs only on the regions
that have been oxidized, which can be as small as 25 nm, thus bypassing the dif-
fusion effect that limit the lateral resolution of DPN. CNL and EPN therefore have
characteristics similar to DPN, hence different than PEN, for their patterns are con-
stituted by anchoring molecules on the substrate, although a chemically modified
substrate.

PEN is more alike to Chemical Lithography (ChemLith) [72]. This tech-
nique exploits the fact that photoresist materials change their solubility upon an
acid-catalyzed chemical reaction. As an alternative to the diffraction limited pho-
tolithography method (where the photoacid generator is mixed in the resist formula
and the acid is generated by photon-initiated reactions), ChemLith delivers the cat-
alyzing acid proton source to the desired position on a negative resist film via either
a nanoimprinting method or by using an sharp stylus. In a post bake step, the resist
molecules are catalyzed to cross-link with each other, and thus become insoluble in
the final development step. Thus ChemLith nanopatterns result from a local proto-
nation process (similar to PEN) and a post baking step (the latter renders the process
irreversible, unlike PEN).

As mentioned at the beginning of this chapter, PEN joins other efforts for devel-
oping responsive materials (including polymer nano-composites [73], soft hydrogels
[3, 7] and chemically functionalized metal nanoparticles [15, 74], which may also
be driven by proton sources as well as the use of bias voltages), but putting empha-
sis into the nanoscale size regime. This PEN development occurs in parallel to
other electrochemistry SPM-based efforts for fabricating energy storage devices
[75], and, more generally, for attaining reliable surface modification using SPM
[76, 77].

8.5 Perspectives

We have introduced Proton-fountain Electric-field-assisted Nanolithography (PEN)
as a technique for fabricating erasable nanostructures that closely mimic natural bio-
environments. Its distinct feature, contrasting other DPN-based techniques, resides
in the fact that the pillar patterns are made of the substrate material itself (a polymer
film). The pattern formation results from the delivery of hydronium ions through
an acidic-fountain tip in contact with the substrate, causing the polymer film to
swell at targeted locations. In addition, the patterns can be erased with a basic-ink
loaded tip. Such a reversible character of the fabrication process could be rele-
vant to a wide range of potential applications, ranging from microelectronics (the
swollen and no-swollen states could represent the ones and zeros in a memory
device) to biotechnologies (variable size gates that open and close compartment
in micro- and nano-fluidic devices used for separation of molecules or chemical
reagents). Further, its capability for controlling the dimension of the patterns with
nanometer precision, via an electric field, offers an opportunity to use these films as
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testbed for studying fundamental (thermodynamic and kinetic) physical properties
of responsive materials at the nanoscale level. This is concomitant to the far reach-
ing goal towards developing thin film-based responsive materials that can selectively
respond to a variety of external stimuli (mechanical, chemical, optical, and changes
in environmental conditions).

Despite its current progress, PEN would benefit from further development in
order to place the technique in more solid grounds. For example, it would be con-
venient to study with more detail the effects of humidity (at different levels) in
conjunction with the application of a range of bias voltages; until now their effects
have been reported only separately. The objective would be to understand, optimize,
and to know better, the dynamics involved in the transportation of hydronium-ions
from the tip to inside the polymer network. This study would also help to elucidate
why relatively strong forces (∼μN) are needed for a rapid pattern formation to occur
in PEN. Apparently, the first monolayers of water [78, 79], found naturally adsorbed
on the polymer film, is the first barrier that the ions from the tip face before rapidly
diffusing into the polymer film. Functionalizing the responsive polymer film with,
in turn, hydrophobic or hydrophilic layers would help to contrast this hypothesis.
In passing, the latter proposed experiment could also lead to the formation of the
thinnest line feature under DPN, for by writing on an hydrophobic-functionalized
responsive-material film, only the region in contact with the tip would create a richer
water content bridge for the hydronium ions to penetrate into the polymer network.
Certainly the thinnest line width would be determined by the diffusion of the ions
while inside the polymer; still, the degree of cross-link of the starting material poly-
mer film could be used to influence this diffusion, which offers another variable to
control the ultimate resolution in PEN.

To gain versatility on the PEN implementation, and with a perspective on appli-
cation for building memory devices (the reversibility of the PEN allowing the
implementation of memory level changes), it would be worth to explore the use
of solid state sources of protons [72, 80, 81]. Such an application could benefit
from current efforts for developing solid acid materials as electrolytes in fuel cells
[82, 83]. In that direction of technological applications, it would be worth to also
explore the implementation of PEN in a parallel format; that is, to develop capability
for fabricating many patterns at once. For this application, PEN can capitalize on the
fact that relatively strong forces are needed to fabricate the patterns, which provides
some leverage to implement a stamping type fabrication modality. For example,
metallic (master) features can be fabricated on a flat (glass) substrate, all of them
interconnected as to be able to apply a bias voltage. After spin-coating a layer of
buffer solution on the metallic master features, the resulting wet stamp would be
pressed against a P4VP film. By applying a bias voltage, the protonation would
be more effective on the regions defined by the metallic features, hence the pat-
terns from the master stamp will be replicated onto the polymer substrate by its
swelling reaction. Further, this methodology could become very versatile, since dif-
ferent metallic regions on the master stamp could be electrically addressed at will;
thus a given mask would be used for fabricating different patterns according to a
programmable voltage pattern.
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Finally, it is worth to point out that the intrinsic hydrogel nature of the P4VP
patterns fabricated with PEN constitutes an advantage in applications that involve
the replication of structures that closely mimic natural bio-environments. This capa-
bility is particularly relevant to a recent trend in research that conceives the cell not
only as a chemical factory but also as a sensitive mechanical device. Incidentally, it
has recently been reported that stem cells do not regenerate efficiently in vitro envi-
ronment unless the surrounding medium is made out of flexible gels [84]. Hence,
further developments on PEN should benefit the implementation of these attractive
bio-engineering applications.
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Chapter 9
Development of High-Throughput Control
Techniques for Tip-Based Nanofabrication

Haiming Wang and Qingze Zou

Abstract In this chapter, we will discuss recent developments of advanced control
techniques for nanoscale precision motion in general and probe-based nanofabrica-
tion (PBN) in specific. First, from the control perspective viewpoint, the advantages
and challenges in parallel-probe based approach will be discussed to clarify the
needs of high-speed PBN, particularly for areas such as nanoscale rapid prototyping
and self-assembly based nanomanufacturing using chemical evaporation deposition
(CVD). Then secondly, control challenges encountered in high-speed PBN will
be discussed to introduce three main approaches to address these challenges: the
robust-control based approach, the system-inversion based approach, and the itera-
tive control approach. The basic idea and the main results obtained in these three
approaches will be comparatively discussed. We finish our discussion with a few
remarks.
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PID Proportional-Integral-Derivative
SISO Single-input-single-output
SPM Scanning probe microscope
STM Scanning tunneling microscope

9.1 Introduction: High-Throughput PBN – A Control
Perspective

Compared to other nanofabrication techniques, PBN has its own unique advantages.
Unlike conventional micro-/nano-patterning techniques based on photolithography
that are expensive, restricted to lateral patterning and semiconductor materials only,
and not compatible with fragile materials including organic materials (and biologi-
cal materials in specific) [1, 2], PBN provides a relatively low cost, inherently simple
and reliable approach to fabricate nanoscale patterns and structures with a wide
variety of materials (e.g., [1–5]). Numerous PBN methods have been developed
[1, 4, 5] that utilize various mechanisms to fabricate/modify surface patterns and
structures, physically and/or chemically. Particularly, PBN is unique in fabricating
functional structures at local sites with unprecedented spatial resolution. Moreover,
PBN on platforms like scanning probe microscope (SPM) also combines fabrica-
tion and characterization function together to allow convenient in situ and online
pattern/structure fabrication and characterization [6]. These advantages combined
demonstrate that PBN has great potentials as a unique nanofabrication tool.

9.1.1 The Need for Nanopositioning in Probe-Based
Nanofabrication

Precision positioning is central to probe-based nanofabrication, particularly to
migrate this technology from the early proof-of-concept stage to the product stage
in industrial applications. As almost all existing PBN processes are based on x-y-z
3-degree-of-freedom (3DOF) motions, the precision positioning is needed in both
the lateral x-y axes and the vertical z-axis motions.

9.1.1.1 Importance of Lateral x-y Axes Nanopositioning in PBN

One of the most important objectives in PBN processes is to drive, with sub-
micrometer to nanometer accuracy, the probe to follow a given desired path on
lateral plan. Fail to track the desired path, thereby, directly results in distortions
in the nanopattern fabricated. As an illustrative example, Fig. 9.1 shows a star pat-
tern fabricated through mechanical scratch on a gold-coated silicon sample using
an AFM probe. Clearly, due to the lateral positioning errors, the fabricated star
pattern is largely distorted from the desired shape. As a result, these positioning-
error-caused pattern distortions will affect the performance and function, and even
lead to malfunction and failure of the final nano-devices (if large).
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Fig. 9.1 A star pattern
fabricated through
mechanical scratch on a gold
coated silicon sample using
an AFM probe at high-speed
(average lateral speed:
4.5 mm/s.) when the adverse
effects on high-speed PBN
process were not
compensated for, where the
desired star pattern is denoted
by dashed-line [7]

We also note, compared to other non-probe-based nanofabrication techniques,
one of the main advantages of PBN technique is its ability to fabricate nanoscale
patterns of almost any arbitrary shape at relatively low cost. The low-cost is par-
ticularly attractive when only a small amount of copies are needed (for example,
for test and evaluation during the design stage). On the contrary, the cost of other
nonprobe-based nanofabrication processes directly depends on the complexity of
the pattern/devices to be fabricated. For example, in the lithography technique, the
cost of mask dramatically increases with the complexity of the mask itself. Thus,
maintaining the lateral x-y axes precision positioning of the probe with respect to
the sample is critical in PBN processes.

9.1.1.2 Importance of Vertical z-Axis Nanopositioning in PBN

The importance of vertical z-axis precision positioning to PBN processes lies in
the fact that the use of probe opens the door to numerous physical and chemical
effects for local surface modification (e.g., [1, 4]), almost all of these effects largely
depend on the probe-sample distance (spacing). For example, when using the laser-
assisted probe-based nanofabrication (e.g., [8, 9]), both the thermal expansion and
the radiation effects of the probe involved are very sensitive to the probe-sample dis-
tance. When using tunneling-current-induced local oxidization of materials (such as
silicon) for nanofabrications (e.g., [10, 11]), the tunneling current induced is expo-
nentially dependent on the probe-sample spacing. Therefore, the variation of the
tip-sample spacing directly results in the irregularity of the width and the depth
in the pattern fabricated. As these nanopatterns are either used as parts for build-
ing nano-devices or as masks for following fabrications, these undesired pattern
variations directly affect the intended functions and performance. Moreover, pre-
cision positioning in the vertical z-axis is also needed to prevent the modification
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or damage of the probe, the sample, or both during the PBN processes. When the
oscillations of the probe in the vertical direction become large, the probe can crash
onto or poke in the sample, particularly when the probe is moving at relatively high-
speed with respect to the sample during the fabrication process. Such damages (of
the probe and/or the sample) directly lead to the failure of the fabrication process.
Therefore, maintaining the desired probe-sample spacing (i.e., the desired z-axis
positioning) is key to the fabrication quality in PBN processes.

9.1.2 The Need for High-Speed Probe-Based Nanofabrication

One of the main challenges in PBN technology is its low throughput. Compared
to other unconventional nanofabrication methods such as nanoimprinting and
nanomolding [2], the throughput of PBN is limited by its serial nature of opera-
tion – the probe needs to visit in serial each sample location where the required
local modification is needed. High throughput, with no loss of fabrication quality
and reliability, is the key to transforming PBN from technique stunts in individual
laboratory to efficient tools in industries [1, 2].

High-speed operation is needed in PBN technique for practical applications. The
efforts to increase the throughput of PBN can be categorized into two groups – the
parallel-probe approach and the increase of operation speed [2, 6, 12]. Central to
the parallel-probe approach is the use of an array of probes (one or two dimen-
sions) to simultaneously fabricate numerous copies of one pattern or structure.
Such a parallel-probe concept has been realized in exemplary work such as the
millipede system of IBM [13, 14] and the parallel-probe “dip-pen” system [15].
In the millipede project, it has been demonstrated that millions of “dots” can be
reliably written or read simultaneously [13, 14]. Massive fabrication of more com-
plicated patterns/structures using millipede, however, has yet been demonstrated.
Although parallel fabrication of more complicated patterns has been achieved with
the “dip-pen” technique [15], the complexity of the entire system has to be substan-
tially increased – to realize the parallel-tip mechanism, particularly when each tip
needs to be individually addressed/manipulated. The increase of system complexity
inevitably results in cost increase and reliability and robustness issues. Moreover,
despite the great efforts that have been made, maintaining fabrication quality and
uniformity among all the patterns/structures fabricated by the parallel probes still
remains as a daunting challenge. The challenge arises from the need to maintain the
uniformity among all the probes, including the uniformity of not only the physical
characteristics, but also the actuation and sensing of all the probes. Moreover, chal-
lenge to maintain the required uniformity among the fabricated patterns also comes
from the lack of highly implementable control techniques that can efficiently com-
pensate for the probe variations. Additionally, the operation of the parallel “dip-pen”
system is still slow. Therefore, limits exist in parallel probe approach to achieve the
desired high-throughput fabrication in PBN.
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High-speed operation is not only complement to parallel-probe approach for
high-throughput PBN, but also particularly desirable in applications where parallel-
probe approach is not suitable. Note that techniques to achieve high-speed operation
in single-probe PBNs are applicable to parallel-probe PBNs, as challenges to
achieve high-speed operations in single-probe PBNs also exist in parallel-probe
ones. Moreover, the power of parallel-probe fades in areas such as nanoscale rapid
prototyping [16, 17] as only a small number of copies are needed for characteriza-
tion and evaluation [16]. Thus, high-speed PBNs, particularly high-speed single-
probe PBNs, are essential to accelerate the entire synthesis and design process.
Another area where single-probe rather than parallel-probe PBN is needed is the
pattern guided self-assembly nanofabrication [2, 4, 18, 19], where PBN technique is
utilized to plant the “paths” or “seeds” on the substrate a priori to guide the growth of
nano-patterns/structures. As currently such a planting process is slow and becomes
the bottleneck of the entire assembly process, high-speed PBNs (not parallel-probe)
are crucial to the efficiency of the entire fabrication process. Therefore, high-speed
operation is indispensable to arriving at high-throughput PBN.

9.1.3 Challenges to High-Speed PBN

The fabrication speed of PBN is limited by the oscillation of the probe relative to
the sample surface that can be excited at high-speed. Challenges, thereby, lie in the
need to avoid such probe oscillations with no loss of fabrication range and/or quality
(i.e., positioning precision).

9.1.3.1 Challenges in Nanopositioning Control for PBN

Currently, piezoelectronic actuators are widely used for nanopositioning control in
areas including PBN. Therefore, nanopositioning in high-speed PBN not only shares
similar challenges in controlling piezoeletrical actuators for precision positioning
as in other applications, but also possesses issues especially for the probe-based
operation itself.

Nanopositioning Challenges in General

Piezoeletric actuators allow precision motion to be achieved at nano- to atomic-level
resolution. The precision motion, however, is limited by the adverse effects of piezo-
actuators when the motion is at high-speed and over a relatively large operation
range. These adverse effects include creep [20], vibration dynamics [21, 22], and
hysteresis behavior [22, 23] of piezo-actuators. The creep effect occurs at relatively
low speed operation (substantially lower than the bandwidth of the piezo-actuator),
whereas when the operation is at high-speed, vibration dynamics of piezo-actuators
can be easily excited and result in large probe-to-sample oscillations. The vibration
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dynamics of piezoactuators tends to be characterized by a low gain margin, as man-
ifested by the sudden phase-drop accompanied with the sharp resonant peak(s) in
the magnitude part in the Bode plot (see one example shown in Fig. 9.2). Probe-to-
sample positioning errors can also be generated by the nonlinear hysteresis behavior
of piezo-actuators, particularly when the operation range approaches to the full dis-
placement size of the piezo-actuator, as demonstrated in Fig. 9.3. Additionally, the
vibration and the hysteresis effects are augmented together and result in even larger
positioning errors when the operation is at both high-speed and large range [20, 22,
24–26]. Readers are referred to [27] for a recent review on nanopositioning control
issues.

Fig. 9.2 The bode plot (frequency response) of a piezotube scanner measured in experiments

Fig. 9.3 The output tracking
of a piezotube scanner with
no hysteresis compensation
(dashed-line), where the solid
line denotes the desired
triangle trajectory
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PBN-Related Nanopositioning Control Issues

Key to achieving high-speed PBN is to account for the system dynamics changes
and uncertainties. Although usually care has been taken to ensure that the PBN
system is operated in a well-maintained environment (e.g., acoustic and external
vibration are very small and can be ignored), the dynamics of PBN system can be
altered from day-to-day operations due to actions as simple as replacing the probe
(or changing the operation condition or sample material). The variation of PBN
system dynamics also arises from factors such as the evolution of the materials
(chemically or physically) during the fabrication process and the variations of the
environment and the operation condition (e.g., thermal drift) [28]. Such operation-
related dynamics changes tend to become more significant in the high frequency
range, as illustrated by Fig. 9.4 where the Bode plots of a piezoelectric scanner
under different conditions are shown. As a result, the positioning precisions during
high-speed operations are limited. Another key issue is to account for the cross-
axis coupling effects [29–31] such as the vertical motion of the probe caused by the
lateral scanning. Such coupling effects are caused by the inevitable imperfectness of
piezo-actuators [29], small misalignment of the sensor [7], and/or inherent coupling
between motions in different axes (e.g., the “bowing” effect when using piezotube
scanners to generate lateral scanning [32]). Moreover, the cross-axis coupling effect
is dynamic dependent and becomes more serious during high-speed operations. This
can be clearly seen from Fig. 9.5, where the x-to-z coupling dynamics becomes
much larger around the resonant peak. Such large coupling dynamics can also result
in extraneous oscillations of the probe relative to the sample.

Fig. 9.4 The frequency responses of a piezotube scanner that were measured under different
conditions (different input amplitude and offsets) [22]

Fig. 9.5 The experimental measured frequency axis of a piezotube scanner for lateral x-axis posi-
tioning, along with the frequency responses of the coupling dynamics from the x-axis input to the
y-axis and the z-axis output, respectively [87]
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9.1.3.2 High-Bandwidth Approach to High-Speed Nanopositioning
and Its Limits

The operation speed of PBN processes can be improved by substantially increasing
the bandwidth of the nanopositioning system. The basic idea is that by using a piezo-
actuator with much higher bandwidth (e.g., over two orders higher), i.e., the first
resonant frequency of the piezo actuator becomes much higher, the PBN system can
be moved at much higher speed without exciting the dynamics of the system. Such
an approach has been explored for nanopositioning needs, particularly for high-
speed SPM imaging [33–39]. As demonstrated in these works, the lateral scanning
speed can be increased 10–100 folds when the bandwidth of the piezo-actuator was
increased by similar amount (see a recent review article [40] for a relation between
the scan rate and the first resonant frequency, based on an numerical fitting of recent
published results).

The fundamental limit of the above approach to speed improvement via
bandwidth-increase is that the displacement (operation) range is dramatically
reduced. Such a limit is because in general, the physical size of the piezo-actuator
has to be reduced to increase its bandwidth. For example, the first resonant fre-
quency of a piezotube scanner is inversely proportional to the square of the length of
the piezotube scanner. The reduction of piezo-actuator size inevitably results in the
reduction of the displacement range. For piezotube scanners, the lateral scan range
is inversely proportional to the first resonant frequency of the scanner (e.g., read-
ers are referred to [40] for a detailed discussion). Currently the lateral scan range
of the ultrahigh-speed SPMs above [33–38] is below 10 microns – such a small
displacement range is not competent for most PBN operation needs. Although the
displacement range can be increased (i.e., amplified) through the design of flexural-
stage for the piezo-actuator [38, 41–43], positioning precision might be reduced
through the amplification, and the vibration and hysteresis effects still exist in these
extended nanopositioning systems. Therefore, hardware improvement alone cannot,
in general, meet the needs for high-speed operations in PBN applications, whereas
compensation for the nanopositioning challenges in PBN will improve the operation
speed of all PBN applications.

9.2 Current Development of Control Techniques
for Nanopositioning

In this section, the development of control techniques for nanopositioning is briefly
reviewed. The presentation is not intended to be complete but instead, provide a brief
overview of major representative results. More comprehensive review of relevant
work can be found in recent reviews [24–26, 44].
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9.2.1 Proportional-Integral-Derivative Control

9.2.1.1 PID Control for Nanopositioning

Proportional-Integral-Derivative (PID) control is probably still the most widely used
control tool in industry, including the commercial nanopositioning systems. The PID
feedback controller Gc(s) can be generally written as (see Fig. 9.6)

Gc(s) = Kp

(
1 + s

Ts
+ Tds

)
(1)

where Kp, Ts, and Td are the proportional, integral, and derivative gains, respectively.
To account for other adverse effects such as noise and saturation problem, the above
standard PID controller can be extended to include low-pass filters, as discussed in
many undergraduate control textbooks (e.g., [45, 46]). The PID controller can be
designed and implemented without modeling the system dynamics, while identifi-
cation of system dynamics requires in-depth knowledge in dynamics and control
from the user, and is still far from being automatic. Instead, protocols based on
practical experiences have been developed to guide the tuning of the PID parame-
ters (Kp, Ts, and Td) through experiments (e.g., see textbook [45, 46]). Moreover,
PID control is relatively robust against system dynamics uncertainty and adverse
effects of noise and disturbances, and rich experience has been accumulated in the
implementation of PID controllers. Therefore, PID control are still widely used in
commercial nanopositioning systems for various submicro- to nano-sciences and
engineering needs, including the PBNs (e.g., [47, 48]).

9.2.1.2 Limits of PID Control for High-Speed PBN

It has been well recognized [49–52] that PID control approach is limited by its
inability to adequately compensate for the dynamics effects of piezoactuators during
high-speed nanopositioning. Such a limit exists as the bandwidth of the PID nanopo-
sitioning control system is dictated by the small gain margin of piezo-actuators
[49–52] and thereby becomes small, i.e., the allowable feedback gain – before the
control system becomes unstable – is small. The gain margin of piezo-actuators
is, in turn, limited by the rapid phase drop occurring around the resonant peaks
of the piezo-actuator dynamics that are related to the lightly structure damping.
Although the gain margin of piezo-actuators might be increased by using a notch-
filter as a pre-filter [21, 23], the performance of PID control for high-speed tracking

Fig. 9.6 The block diagram
of feedback control
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is still limited. Moreover, as a feedback control technique, PID approach is inher-
ently causal, whereas even though the entire desired trajectory (specified by the
pattern/device to be fabricated) usually is known a priori, such a knowledge of the
desired trajectory cannot be fully exploited by a causal controller (i.e., a causal
controller cannot utilize the future information of the desired trajectory and/or the
tracking to adjust the control input at current time instant). These inefficacies of
PID control for PBNs motivate the development of more advanced control tools, as
reviewed below.

9.2.2 Robust-Control-Based Approach

Feedback controller design methodologies based on robust-control theory have been
developed to address the limits of PID control for precision positioning in nanofab-
rication. H∞-based robust control theory [53–55] provides a systematic frame work
to incorporate the control performance, stability, and robustness against dynam-
ics uncertainty and disturbances in the controller design. Particularly, the obtained
controller has guaranteed robustness as the optimal feedback controller is sought
to minimize the tracking error for given bound of system uncertainty (thereby
“robust”). Next we briefly describe the design of robust feedback controller in the
context of nanopositoning – to convey the main idea.

The H∞-based controller can be designed by using the mixed sensitivity method
(see textbook [53]). As schematically represented in Fig. 9.7, the feedback con-
troller Gc(s) is designed by imposing the performance, stability, and robustness
requirements through the following norm criteria:

∥∥∥∥∥∥
WP( jω)S( jω)
WT ( jω)T( jω)

Wu( jω)Gc( jω)S( jω)

∥∥∥∥∥∥∞
≤ 1 (2)

where “‖G( jω)‖∞” denotes the H∞ norm of the transfer function G( jω) [53], (e.g.,
for single input single output systems, the H∞ norm is the supermum of the trans-
fer function gain over all frequencies), S( jω) and T( jω) are the sensitivity and
complementary sensitivity of the closed-loop system, respectively,

Fig. 9.7 The block diagram
of robust control
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S( jω) = 1

1 + Gc( jω)G0( jω)

T( jω) = 1 − S( jω)

(3)

and WP( jω), WT ( jω), and Wu( jω) are frequency-dependent weighting functions,
respectively. Specifically, the weighting function on the sensitivity, WP( jω), is
designed to impose tracking performance requirement on the bandwidth, the weight-
ing on the complementary sensitivity, WT ( jω), is designed to impose robustness
requirement against dynamics uncertainty and disturbances on the roll off of the
loop transfer function at high frequency, and the weighting on the controller out,
Wu( jω), is designed to impose input amplitude requirement on saturation limit. The
H∞-based feedback controller can be designed by using commercially available
tools such as Matlab (the robust control and μ-synthesis toolboxes). The design
of these weighting functions demands the knowledge of the system dynamics and
operation condition. Particularly, the nonlinear hysteresis effect of piezoactuators on
nanopositioning control is treated in the H∞-control as model uncertainty to the lin-
ear model of the system, G0( jω), thereby can be accounted for through the design of
weighting functions. References [50, 51] present the design of H∞-based feedback
controller for single-axis nanopositioning, which has been extended to multi-axis
nanpositioning recently in [56], and further, to the integration with feedforward con-
trol in the 2DOF-control design in [57]. Readers are also referred to Ref. [58] for a
comparison study of H∞-based robust control with other robustification controller
design, and Ref. [44] for a recent review of this line of work.

9.2.2.1 Advantages of Robust Control for Nanopositioning

Recent works [50, 51, 58, 57] have demonstrated that the H∞-based feedback
control can significantly improve the control performance in nanopositioning appli-
cations over the PID control, particularly during high-speed motions. The H∞-based
robust control technique has been utilized to improve the SPM imaging speed in
both the lateral scanning speed [50, 51, 58], and the tracking of sample topog-
raphy in the vertical z-axis [57, 59, 60]. For PBN applications, similar approach
has also been applied to the well-known IBM millipede systems [13, 14, 61]. In
Refs. [62, 63], the robust control technique has been applied to the control of the
thermal-sensing-actuation based 2D cantilever array for probe-based data storage
applications. It is demonstrated that the H∞-based robust control approach can
effectively account for the sensor noise effect on the lateral x-y nanopositoning,
the determining factor to the positioning accuracy of the system.

9.2.2.2 Limits of Robust-Control for High-Speed PBN

The performance of H∞-based feedback control is governed by the so called Bode’s
integral [53, 64], which implies that a reduction of the feedback sensitivity in one
frequency range must be paid off by an increase of the sensitivity in another range,
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regardless the type of feedback controllers. Thus, small sensitivity (i.e., good robust-
ness) and large bandwidth (i.e., good tracking performance) cannot be achieved
simultaneously, i.e., in feedback control the tracking precision must be traded-off
with the robustness against dynamics uncertainty. Such a precision-robustness trade-
off of feedback control can be alleviated by using feedforward control approach or
augmenting an feedforward controller to the feedback loop in the so called two-
degree-of-freedom (2DOF) control framework (see Section 9.2.5 later). However,
the H∞-based feedforward control [57] cannot fully exploit the a priori knowl-
edge of the desired trajectory available in PBN applications – as the H∞-based
control technique is also inherently causal. Moreover, the tracking precision might
be improved by re-designing the feedback controller whenever the dynamics of the
PBN system changes significantly (i.e., the feedback controller does not need to be
designed to have good robustness), however, such a re-design of feedback controller
is not practical in PBN applications, as the H∞ robust controller design requires in-
depth knowledge of the user in robust control theory, and is still far from being
automatic. On the contrary, the iterative learning control approach reviewed later
(see Section 9.2.4) provides a much easier and more convenient method to account
for the dynamics changes that utilizes the nature of repetitive operations involved in
many PBN processes.

9.2.3 Inversion-Based Feedforward Control Approach

In the past decade, the inversion-based feedforward control techniques have been
developed for nanopositioning applications (see recent review paper [40] and the
references therein). The basic idea of the inversion-based techniques is rather
straightforward: For a given desired trajectory to track (e.g., given by the desired
geometry path in PBN), yd(·), the needed control input (for tracking yd(·) exactly)
can be obtained by (see Fig. 9.8)

uff (·) = G−1[yd(·)], (4)

where “G−1[·]” denotes the inverse of the input-to-output mapping G[·] : u(·) →
y(·). As the desired trajectory yd(·) tends to be known a priori in PBN, and the
mapping G[·] to model the system dynamics can be modeled experimentally, the
inversion based feedforward approach is ideal to achieve high-speed PBN, pro-
vided that (1) the mapping G[·] is invertible, i.e., the inverse feedforward input
uff (·) remains bounded; and (2) the mapping G[·] can be accurately modeled. These
two constraints, as related to the nonminimum-phase characteristics of the system

Fig. 9.8 The block diagram of inversion-based feedforward control
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dynamics and the uncertainty effect on the system inverse, respectively (Note that
the piezoactuator-based positioning system in PBN tends to have nonminimum-
phase zeros [21, 51]), are addressed in the development of the stable-inversion
theory.

9.2.3.1 The Stable-Inversion for Nonminimum-Phase Systems

Consider that the input-to-output mapping G[·] that models the PBN dynamics in
state-space form as

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t),
(5)

then the inverse input uff (·) (4) is obtained in two steps: (1) Apply the following
state transformation T : �n → �n to (5),

⎡
⎣ ξ (t)

ηs(t)
ηu(t)

⎤
⎦ = Tx(t), (6)

such that part of the system state in the transformed coordinate, ξ (t), are the output
and its derivatives

ξ (t) =
[

y1, ẏ1, . . . ,
dr1−1y1

dtr1−1
, y2, ẏ2, . . . ,

dr2−1y2

dtr2−1
, . . . , yp, ẏp, . . . ,

drp−1yp

dtrp−1

]T

,

(7)

where yis are in y = [y1, y2, . . . , yp], and ris in r = [r1, r2, . . . , rp] is the vector
relative degree of system (5) (e.g., [65]); And (2) differentiate the output in (5)
until the output appears and substitute the state transformation (6) into the system
dynamics. With these two steps, the inverse feedforward input uff (·) can be obtained
as

uff (t) = MYYd(t) + Msηs(t) + Muηu(t), (8)

where

Yd(t) =
[

ξd(t)
y(r)

d (t)

]
(9)

is the desired output and its derivatives with ξd(t) as similarly defined in (7), and[
ηs(t) ηu(t)

]T are the stable and the unstable internal state, respectively. The dynam-
ics of the internal state (called the internal dynamics) is obtained by representing
system (5) in the transformed coordinate (6) and substituting the system state (8).
Then the inverse input uff (t) is obtained by solving the internal dynamics as follows,
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ηs(t) =
∫ t

−∞
eAs(t−τ )Bsyd(τ )dτ (10)

ηu(t) = −
∫ ∞

t
eAu(τ−t)Buyd(τ )dτ (11)

Note that in the above (11), the bounded solution to the unstable internal dynam-
ics is noncausal! Thus, for nonminimum-phase systems, the implementation of the
stable-inversion technique in applications including high-speed PBN requires the
entire trajectory to be completely specified – the scenario in majority PBN applica-
tions. For PBN applications where online pattern/structure modification is needed, a
preview-based approach [66–68] has been developed that utilizes a previewed finite
future desired trajectory to obtain the inverse input uff (t). The basic concept is to
truncate the noncausal integral in (11) to some finite preview time Tp. With such a
truncation, the output will track the online-generated desired trajectory (specified by
the online-generated desired pattern/structure) with a delay equaling to the preview
time Tp. The amount of preview time Tp that guarantees the required tracking pre-
cision can be quantified [66, 67], and furthermore, can be minimized by using the
previewed desired output within the preview-time window to optimally estimate the
unknown unstable internal state at the future boundary time instant [68], ηu(t + Tp).
The readers are referred to [66–68] for details, and [69–71] for the extension to
nonlinear systems.

9.2.3.2 Compensation for System Uncertainty Effect

The optimal-inversion technique accounts for the system dynamics uncertain-
ties/variations by providing a frequency-wise trade-off between the tracking pre-
cision and the input energy in a linear quadratic optimization (LQR) framework.
Specifically, the optimal inverse input uopt(·) that minimizes the following cost
function in frequency domain,

J(u(·)) =
∫ ∞

−∞
{u∗( jω)R( jω)u( jω) + [yd( jω) − y( jω)]∗Q( jω)[yd( jω) − y( jω)]}

(12)
is obtained as

uopt( jω) = G∗( jω)Q( jω)[R( jω) + G∗( jω)Q( jω)G( jω)]−1yd( jω) (13)

Where “∗” denotes the complex conjugate transpose. It can be shown that the H∞
robust feedforward controller is a special case of the optimal inverse controller
restricted to the causal case (Readers are referred to [40] for details). Alternatively,
the dynamics uncertainty effect on the inverse input can also be accounted for by
seeking the inverse input that minimizes the uncertainty effect for given bound of
dynamics uncertainty. This idea has been explored in the recently-developed robust
inversion approach. The readers are referred to [70] for details. More generally, the
dynamics uncertainty effect can be accounted for by combining the inversion-based
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feedforward control with a feedback control loop [21, 72]. Different configura-
tions of the inversion-based feedforward-feedback control have been comparatively
discussed in a recent review (see [40] and the references therein).

9.2.3.3 Implementation to Nanopositioning Applications

The inversion-based feedforward control approach has been successfully imple-
mented by Prof. Devasia and his students in nanopositioning applications (see [40]
and the references therein). Particularly, the optimal-inversion technique has been
implemented to achieve high-speed lateral scanning in SPM-based imaging [20,
67, 73], the preview-based inversion approach to achieve precision online tracking
has been demonstrated in [67] for nanopositioning. Figure 9.9 compares the scan-
ning tunneling microscope (STM) image of a standard highly oriented pyrolytic
graphite (HOPG) sample by using the preview-based optimal-inversion technique
and that with no dynamics compensation. The distortion of the HOPG image in
Fig. 9.9a visually demonstrated the vibration effect on the nanopositioning of the
probe relative to the sample during high-speed scanning, whereas evidently the
probe-vibration-caused distortion was substantially reduced with the application of
the optimal-inversion technique. The integration of the inversion-based feedforward
with feedback control method has also been illustrated in [21, 72]. As shown in
Fig. 9.10, high-speed tracking of a periodic triangle trajectory (relative to the band-
width of the piezo-actuation system) can be achieved by using the inversion-based
feedforward-feedback control. Note that precision tracking of such a periodic tra-
jectory is needed for lateral scanning in SPM imaging, as well as in many PBN
applications. Finally, the inversion-based feedforward approach to compensate for
the hysteresis effect has been presented in [20, 23].

9.2.4 Iterative Learning Control

In PBN applications, the desired trajectory – specified by the pattern/structure to
be fabricated – tends to be known a priori, and furthermore, needs to be tracked

Fig. 9.9 The STM image of
a HOPG calibration sample
obtained by using (a) the
dc-Gain method and (b) the
inversion-based approach
[67]
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Fig. 9.10 The experimental tracking results by using (top row) the dc-Gain method and
(bottom row) the inversion-based feedforward-feedback control technique at (left column) low
speed and (right column) high-speed, where the frequency is the rate to scan one period of the
triangle trajectory

repetitively (as numerous patterns/structures usually need to be fabricated). Such a
pre-known desired trajectory and repetitive operation render the iterative learning
control (ILC) an ideal choice for high-speed PBN: the pre-specified desired tra-
jectory can be fully utilized in the ILC approach for precision tracking – the ILC
technique can be noncausal, and the repetition allows the system dynamics and its
variation to be compensated for through iteration, which otherwise are difficult to
model and account for. These advantages of ILC approach have been demonstrated
recently in high-speed PBN applications [7, 74].

The ILC approach corrects the control input by using the tracking error from the
priori trials through iterations (see Fig. 9.11). A linear ILC law can be generally
described as

uk+1( jω) = Q( jω)[uk,FF( jω) + L( jω)(yd( jω) − yk( jω))] (14)

Fig. 9.11 The block diagram
of iterative learning control
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where uk( jω) and yk( jω) are the control input applied to the system and the output
measured in the kth iteration, and Q( jω) and L( jω) are the ILC filters to be designed
to compensate for adverse effects (Q( jω)) and the tracking error (L( jω)), respec-
tively. As the adverse effects such as noise and system dynamics uncertainty tend to
be in the high frequency range, the ILC filter Q( jω) usually is designed to possess
a low pass filter characteristic. Whereas the other ILC filter L( jω) is designed to
approximate the inverse of the system mapping Q( jω) (Note that under the ideal
scenario, i.e., the adverse effects such as noise and dynamics uncertainty can be
ignored, exact tracking of the desired trajectory yd( jω) can be achieved with one
step iteration by choosing Q( jω) = 1 and L( jω) = G). Particularly, the uncertainty
in the system input-output mapping G can be accounted for in the design of the fil-
ter L( jω) by using the notion of robust inversion, i.e., design L( jω) to minimize the
tracking error against the bound of the dynamics uncertainty [75, 76]. Similar ILC
law can also be formulated in time-domain [77, 78].

It is advantageous to utilize ILC approaches in applications including PBN where
repetitive operations are involved (e.g., numerous copies of a pattern/device need to
be fabricated). We note that although the ILC approach per se, has been extensively
studied [74, 79, 80]. In PBN applications, the desired trajectory yd(·) is specified a
priori by the given geometry path (contour) of the pattern/device to be fabricated
along with the desired fabrication time, which renders the ILC approach an ideal
choice – to achieve precision tracking in PBN applications. Specifically, the itera-
tive mechanisms of ILC laws enable effectively compensation for the adverse effects
described above (see Section 9.1.3) that are otherwise difficult to model accurately.
Whereas such modeling errors inevitably limit the tracking precision of model-
based control approaches (feedback or feedforward). Moreover, as the dynamics of
PBN systems can vary in day-to-day operations due to effects such as thermal drift,
probe ware and replacement, and variations of piezoelectric actuators, such constant
dynamics variations are challenging to be accounted for by using other model-based
control approaches without compromising the tracking performance – it is not real-
istic in PBN applications to redesign the controller every time when the dynamics
variation becomes significantly large. On the contrary, such dynamics variations can
be easily accounted for in the ILC framework – by updating the input through a few
iterations.

9.2.4.1 Inversion-Based Iterative Control

The notion of system-inversion has also been introduced into the ILC framework
[81–83], particularly for nanopositioning control [22, 31, 84–86]. The motivation is
to fully utilize the available knowledge of system dynamics with the aim for rapid
convergence and better tracking precision, particularly during high-speed. Note as
discussed in Section 9.2.3, the use of system inverse is particularly important for
nonminimum-phase systems.
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Inversion-Based Iterative Control (IIC)

The IIC algorithm can be obtained by choosing the iterative filter ρ( jω) in the
general ILC law (14) as the inverse of the system dynamics model, i.e.,

uk+1( jω) = uk( jω) + ρ( jω)Ĝ−1
m ( jω)[yd( jω) − yk( jω)] (15)

where Gm( jω) denotes the model of the system dynamics, and ρ( jω) > 0 is the
frequency dependent iterative gain that is chosen to guarantee the convergence of
the IIC law. Specifically, it can be shown [31] that the IIC law (15) converges at
frequency ω if the phase error (defined as the difference between the phase of the
“true” system dynamics G( jω) and that of the model Gm( jω)) is less than π/2, and
the iterative gain ρ( jω) is chosen within the following range

0 < ρ( jω) <
2 cos(|�G( jω)|)

∠�G( jω)
, when |�G( jω)| <

π

2
, (16)

where |�G( jω)| and ∠�G( jω) are the magnitude error (defined as the ratio
of the “true” dynamics gain with respect to the model gain, i.e., |�G( jω)| =
|G( jω)|/|Gm( jω)|) and the phase error at frequency ω, respectively. The advan-
tage of the frequency-domain IIC law (15) is that the iterative coefficient ρ( jω) is
designed by utilizing the quantification of the modeling error (both the magnitude
and the phase error), i.e., the iterative coefficient ρ( jω) can be chosen towards rapid
convergence (The optimal iterative coefficient to minimize the number of iterations
is discussed in Ref. [72]). The range of iterative coefficient in Eq. (16) also implies
that the tracking precision of the IIC law can be characterized by the tractable set of
frequencies, i.e., the set of frequencies where the phase error is less than π/2, and the
iterative control input should be set to zero at frequencies outside the tractable set.
The quantification of the tractable set and the implementation of the IIC technique
to nanopositioning control has been demonstrated in [22, 31, 85]. Note that during
large-range, high-speed nanopositioning – as needed in high-speed PBN operations,
both the vibration dynamics and the hysteresis effects can be excited, and result
in even larger positioning error. As shown in Fig. 9.12, these two adverse effects of
piezo-actuators on nanopositioning can be simultaneously removed by using the IIC
technique.

Fig. 9.12 The experimentally tracking results of a piezotube scanner to a large-range desired
triangle trajectory at both (left) low-speed and (right) high-speed [22]
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9.2.4.2 Extension to the Inversion-Based Iterative Control (IIC)

Next we briefly review two recent extensions along the line of inversion-based ILC
approach: (1) the model-less IIC (MIIC) [86] and (2) the multi-axis IIC (MAIIC)
[87] technique. The MIIC technique is proposed to eliminating the modeling pro-
cess involved in the IIC procedure (to obtain the model Gm( jω)), while the MAIIC
technique is developed to extend the IIC approach from single-input-single-output
(SISO) systems to multi-input-multi-output (MIMO) systems.

Note that the convergence rate of the IIC law (15) depends on the quality of
dynamics model Gm( jω) (i.e., the size of the magnitude and the phase errors),
whereas the modeling process itself can be time consuming and prone to errors
(For example, the sweep-sine method has been widely used to model the system
dynamics). Therefore, it is very much desirable, from practical viewpoint, to avoid
the modeling procedure with no compromise to the convergence rate and tracking
precision (Note that although ILC methods such as the classical PD-type of ILC
laws [80, 88] also do not require system dynamics model, the performance of these
simple ILC methods is not comparable to the IIC technique). Motivated by this need,
the MIIC technique [86] has been developed. The key idea is to, instead of using a
fixed dynamics model Gm( jω), update the model of the system dynamics by using
the measured input and output data along the iterations, i.e., by using the following
replacement in the IIC law (15)

uk( jω)

yk( jω)
→ G−1

m ( jω) (17)

at frequencies where yk( jω) is not too small. Thus, by setting the iterative coefficient
ρ( jω) = 1 (as the phase error is eliminated up to the noise level of the system), the
IIC law (15) is reduced to

uk+1( jω) = uk( jω)

yk( jω)
yd( jω) (18)

when yk( jω) �= 0. Such a replacement not only eliminates the modeling procedure,
but also improves both the convergence rate and the tracking precision at high-speed
as the inverse of the system dynamics now is much more accurate and up to date. The
MIIC technique has been applied to achieve high-speed nanopositioning in broad-
band nanomechanical property measurement of soft polymers [89] and PBN [7] as
well. Figure 9.13 compares the star pattern fabricated by using the MIIC technique
to that by using the dc-Gain method (i.e., no compensation). The efficacy of the
MIIC technique for PBN applications is clearly demonstrated. Particularly note that
the fabrication of the dashed-line star pattern required precision tracking in all x-y-z
axes.

The IIC technique is also extended to the MAIIC method [87] for multi-axis
motion control in the presence of cross-axis dynamics coupling. We note such multi-
axis positioning systems widely exist in many areas including the multi-axis piezo-
actuation systems used in many PBN processes. The goal of the extension is to
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Fig. 9.13 The star patterns via mechanical scratching on a gold-coated silicon sample by using
(a) the dc-Gain method and (b) the MIIC technique [7]

maintain both the simplicity and the performance of the IIC technique for such
MIMO systems, which is obtained by decoupling the control of each axis in the
MAIIC algorithm as follows,

Ûk( jω) = Ûk−1( jω) + ρ( jω)G−1
I,m( jω)(Ŷd( jω) − Ŷk−1( jω)) (19)

where GI,m is a diagonal matrix with the diagonal elements the model of the
diagonal subsystems

GI,m( jω) = diag[G11,m( jω), G22,m( jω), . . . , Gnn,m( jω)], (20)

ρ( jω) is the frequency-dependent iteration coefficient matrix, i.e.,

ρ( jω) = diag
[
ρ1( jω), ρ2( jω), . . . , ρn( jω)

]
, (21)

and Ûk( jω), Ŷk( jω) are the vector of input and output of each axis in the kth iteration,
respectively (see Fig. 9.14).

It can be shown [87] that the convergence of the MAIIC law (19) (i.e., simultane-
ous precision tracking in multiple axes) can be achieved provided that the combined
cross-axis coupling effect is less influential than the direct actuation on each axis,
and the iterative coefficient ρp( jω) for each axis p, is chosen by

0 < ρp( jω) <
2∣∣�Gpp( jω)

∣∣
[

cos ∠�Gpp( jω) − Cp( jω)

1 − Cp( jω)2

]
(22)
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Fig. 9.14 The block diagram
of the MAIIC law for the
ith-axis output

where
∣∣�Gpp( jω)

∣∣ and ∠�Gpp( jω) are the magnitude error and the phase error of
the direct actuation subdynamics in the p-axis (defined similarly to the SISO case),
and Cp( jω) is the combined cross-axis coupling effect on the p-axis.

The efficacy of the MAIIC technique in multi-axis nanopositioning control has
been illustrated through experiments. Figure 9.15 compares the tracking of a pyra-
mid shape of trajectory in 3-D by using the MAIIC technique with that by using the
IIC technique and that by using the DC-gain method. The DC-gain result clearly
showed that both the dynamics and hysteresis and the cross-axis coupling effects
are pronounced, and the cross-axis dynamics-coupling effect became dominant in
the tracking results with the IIC technique where the control input for each axis
was obtained by applying the IIC algorithm to the tracking of each single axis
alone, and the obtained three inputs for x-, y- and z-axis respectively, were applied
simultaneously. On the contrary, the MAIIC technique effectively removed both the
dynamics-hysteresis and the cross-axis coupling effects (see Fig. 9.15). The perfor-
mance of the MAIIC technique for multi-axis nanopositioning in PBN applications
can be more directly evaluated from Fig. 9.16, where for demonstration purpose, two
Chinese characters (“Na Mi”, meaning nanometer) were fabricated by mechanical
scratching a gold-coated silicon sample with the use of the above two techniques
(the DC-gain and the MAIIC methods). The distortions in the DC-gain result are
clearly seen. Particularly note that not only the shape of the two characters was
distorted, but also did two extra lines cross each other appear between the two char-
acters. These extra cross-lines were caused by the lateral-to-vertical coupling caused
probe oscillations in the vertical direction. On the contrary, such extra cross-lines
did not occur in the two characters fabricated by using the MAIIC technique – a
clear demonstration of the efficacy of the MAIIC technique in compensating for the
cross-axis coupling effect in multi-axis nanopositioning.
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Fig. 9.15 The experimental tracking results of a 3-D pyramid shape by using (1st column) the dc-
Gain method, (2nd column) the IIC method, and (3rd column) the MAIIC method at three different
fabrication rate, where the fabrication rate (in Hz) is defined by the frequency to traverse all the
four side triangles once in order [87]

9.2.5 Feedforward-Feedback Two-Degree-of-Freedom Control

In the feedforward-feedback two-degree-of-freedom (2DOF) framework (see
Fig. 9.17), the advantages of feedback control (e.g., robustness against uncertain-
ties and disturbances) and those of feedforward control (e.g., ease of use system
dynamics model for tracking precision) are combined and arrive at an overall better
control performance.

It has been well recognized in the control community (e.g., [90–92]) that the
2DOF approach is superior to the feedback control alone in achieving both track-
ing precision and robustness against disturbances and system uncertainties. The
general approach is to first design a feedback controller to satisfy the regula-
tion requirements (e.g., internal stability, attenuation of disturbances/noise effects)
then, second, design a causal stable feedforward controller to improve the tracking
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Fig. 9.16 The two Chinese characters “Na Mi” (meaning: nanometer) that were fabricated by
using (1st column) the MAIIC technique with (2nd column) the dc-Gain method at three different
fabrication speed

Fig. 9.17 The block diagram
of the 2DOF algorithm

performance [90, 91] by using, for example, optimal control techniques (e.g., [57,
91]). Alternatively, the feedforward controller can be designed first with the goal
of minimizing the feedforward tracking error upon given bound of system dynam-
ics uncertainty, then the feedback controller can be designed to complement the
feedforward controller so that it can improve the tracking precision as well as the
closed-loop regulation properties. The idea is to fully utilize the a priori knowledge
of the system dynamics in the feedforward path by designing a noncausal feedfor-
ward controller with guaranteed tracking precision, which, in turn, can be utilized
to shape the feedback controller design. This idea has been explored recently in the
so called robust-inversion 2DOF approach [72]. The efficacy of the 2DOF approach
to nanopositioning applications has been demonstrated through experiments. The
2DOF controller design based on the H∞ approach has been illustrated in [93, 94]
for the lateral scanning in AFM imaging applications. The robust-inversion-based
2DOF control for achieving high-speed trajectory tracking has been illustrated in
[72].
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Fig. 9.18 The AFM images (contact-mode) of a calibration sample obtained by using (top row)
the IIC-based feedforward-feedback control technique and (bottom row) the PI feedback control at
different line scan rates, where the scan rate is defined as the frequency to scan one line forth and
back [74]

Finally, the 2DOF framework can be combined with the ILC approach where
the ILC law is implemented online to generate the feedforward control input – the
current-cycle-feedback ILC (CCF-ILC) approach [95–97]. Such a combination –
by using ILC to (1) improve the input to the feedback loop [98] or (2) update
the feedforward input online [76, 99] – integrates the strengths of both controller
together: the ILC law can effectively compensate for the repetitive tracking errors
while leaving other nonrepetitive effects to be accounted for by the feedback con-
troller. The CCF-ILC approach has been applied to precision tracking in micro-
and nano-scale applications in [49]. Moreover, the CCF-ILC approach can also be
extended for slow-varying repetitive operations where the desired trajectory is vary-
ing from one iteration to the other. In [75], the allowable variation of the desired
trajectory (so that the convergence of the ILC law is guaranteed) is quantified for
given tracking precision. As shown in Fig. 9.18, by implementing this approach to
the tracking of the sample topography (i.e., the z-axis positioning) during the SPM
imaging (contact-mode), the imaging speed can be substantially increased.

9.3 Summary of Discussions

The recent development of control techniques for nanopositioning needs in PBN
processes has been reviewed. The needs for nanopositioning in PBN process and
particularly, in high-speed operations towards high-throughput PBNs are discussed.
The challenges involved in nanopositioning in general and PBN operations in
specific are clarified. Three major control technique developments, the robust con-
trol approach, the stable-inversion feedforward control approach, and the iterative
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learning control, have been reviewed. In particular, the advantages and limits of
each approach have been comparatively discussed. Experimental results of applying
these control techniques to trajectory tracking in nanopositioning, scanning probe
microscope imaging, and PBN operations have been presented.

Nanopositioning is central to transforming PBN technology from the proof-of-
concept stage to large scale implementations. Even though the use of piezoelectric
actuators provides us nanopositioning capability, challenges due to existing adverse
effects need to be addressed to meet the needs in PBN operations, particularly
when the fabrication is at high-speed. These adverse effects include the vibra-
tion dynamics, the nonlinear hysteresis behavior of piezoelectric actuators, the
changes of the system dynamics characteristics, and disturbances due to the vari-
ations of the environment and/or the material properties. Control techniques are
thereby, needed to compensate for these adverse effects towards precision motion
in PBN applications, where the key is to achieving high-speed PBNs with no
loss of operation range. Whereas the loss of operation range occurs when utiliz-
ing only the increase of piezoactuator bandwidth for high-speed PBNs. High-speed
PBNs are particularly crucial in applications such as rapid prototyping at nanoscale
and pattern-guided self-assembly nanofabrication approach. Moreover, although the
parallel-probe approach is promising in arriving at high-throughput nanofabrication,
issues related to the nonuniformity among the probes render the practical imple-
mentation of the parallel-probe approach to the distant future. Therefore, current
developments of control techniques are geared towards high-speed nanopositioning.

The development of control techniques for PBN applications should (1) not
only effectively tackle the adverse effects on nanopositioning, (2) but also judi-
ciously exploit the available knowledge of the PBN system and operation. Viewed
from these two criteria, the PID control technique widely used in the commercial
nanopositioning systems is inefficient in both accounting for the adverse effects
during high-speed, large-range motion and utilizing the known system-operation
knowledge. Robust H∞ control improves over PID control in adverse effects com-
pensation and is effective for nanopositioning in general. The knowledge of the
desired trajectory known in many PBN operations, however, is not fully utilized
in the notion of robust H∞ control. The development of the stable-inversion tech-
nique provides a systematic and efficient framework to utilize the knowledge of
both the dynamics and the desired trajectory. As a feedforward approach, however,
the performance of the stable-inversion technique can be sensitive to the variations
of the PBN system and operation conditions. The system-operation variation effect
is effectively compensated for in the iterative learning control approach that also
fully uses the a priori knowledge of the desired trajectory when compensating for
the adverse effects during PBN operations. The performance of iterative learning
control can be further improved by combining the ILC input with feedback control
loop in the feedforward-feedback 2DOF control framework. Experimental results
are presented to facilitate the discussion of the above control techniques for PBN
applications.

Further development of control techniques should tackle emerging challenges in
enhancing the fabrication quality, throughput, and functionality of PBN technology.
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One of such challenges is to develop an efficient control strategy to accurately cap-
ture and then compensate for the nonuniformity among the probes in parallel-probe
approach, particularly as the probes need to be individually addressed to maintain
the fabrication quality. More advanced control techniques also need to be devel-
oped to explore the nonlinearity of the probe-sample interaction and thereby, better
manipulate the probe-sample interaction. More precise control of the probe-sample
interaction is the key to the high quality of the PBN fabricated patterns/devices.
Furthermore, with the development of active probes or coordinated multiple probes,
it is now possible to achieve more than 3-DOF motion of the probe relative to
the sample, which in turn, provides a more efficient approach to fabricate arbitrary
3-D devices at nanoscale – A significant advantage of PBN technology over other
nanofabrication approaches. Control techniques, thereby, need to be developed for
ensuring the precision motion over multiple DOFs (and the coordination of multi-
ple probes). Finally, the development of SPM technology for imaging and material
characterization can also be introduced to PBN and arrive at rapid evaluation of the
quality of the fabricated patterns/devices online.
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Chapter 10
Scanning Probe Based Nanolithography
and Nanomanipulation on Graphene

Pasqualantonio Pingue

Abstract Alternative lithographic techniques, in particular those based on scanning
probe microscopy, have shown a great potential for fabricating nanostructures using
various material and allowing high spatial resolution, alignment capabilities and
high-resolution imaging during the different lithographic steps. More specifically,
atomic force microscope (AFM) and scanning tunneling microscope (STM) have
been in the recent past employed to image and modify at nanometer scale a new car-
bon material discovered in 2004 and called graphene, a single layer of carbon atoms
arranged in a honeycomb crystal lattice. In this chapter a review of recent results
obtained by scanning probe based nanofabrication on graphene nanostructures is
presented. It is focused in particular on nanomanipulation, local anodic oxidation
(LAO), electrochemical or thermal-stimulated desorption, static or dynamic plough-
ing as well as other AFM and STM based techniques on imaging, lithography and
spectroscopy.

Keywords Scanning probe microscopy · Scanning tunneling microscopy · Atomic
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KPM Kelvin probe microscopy
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LDOS Local density of states
NEMS Nano electro mechanical systems
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SEM Scanning electron microscope
SGM Scanning gate microscopy
SLG Single layer graphene
SPL Scanning probe lithography
SPM Scanning probe microscopy
SPN Scanning probe nanomanipulation
SPS Scanning probe spectroscopy
STM Scanning tunneling microscope
TCNL Thermo chemical nano lithography
TERS Tip enhanced Raman scattering
UHV Ultra high vacuum

10.1 Introduction

The “rise of graphene” [1] in Physics started in 2004 when A. Geim and
K. Novoselov at Manchester University [2, 3] demonstrated that it was possible to
isolate a single carbon layer of atoms having a honeycomb lattice structure, starting
from bulk graphite samples and performing mechanical exfoliation by “scotch tape”
method. With patience and practice, this simple method results in high-quality sin-
gle layer graphene (SLG) flakes, both in terms of high electron mobility, low crystal
defect density and easily more than 100 μm2 in area size. Andrei Geim and Kostya
Novoselov received the 2010 Nobel Prize in Physics for their extraordinary scientific
work.

Atomic force microscopy (AFM) technique resulted to be very important for both
performing imaging on those 2D crystallites and demonstrating that only a single
layer was deposited on the substrate (typically a 300 nm thick SiO2 layer thermally
grown on Si chip, where the optical visibility of graphene is improved by interfer-
ence effects [4]). In fact, in their case the presence of a folded region in a graphene
flake allowed researchers to measure, trough the AFM topographic images, the dif-
ferential layer step height, thus avoiding any artifacts due to different tip-substrate
interactions on graphene and SiO2 and allowing demonstration of a single atom
thick carbon structure presence. In fact, this differential step height, matching the
interlayer distance in the corresponding 3D crystals (0.34 nm) helped to distinguish
between double or few-layer crystals and true single sheets. In Fig. 10.1, left panel,
the historical first AFM image of a graphene flake reported in literature is shown,
and the folded edge of the graphene layer together with its differential step height
illustrated.

One of the first attempts to deposit SLG flakes on a substrate were also made
by T. W. Ebbesen and H. Hiura [5] and by R. S. Ruoff’s group [6] using another
kind of mechanical exfoliation technique based on SPM nanomanipulation. In both
cases, a silicon probe of a SPM was employed as tool to rubber graphite surface or
etched pillars in order to obtain very thin layers (called “graphite origami”, by anal-
ogy with Japanese traditional paper folding). Imaging was performed by scanning
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(b) (c)

(d) (e)

(a)

Fig. 10.1 Left panel: (a) Single layer graphene visualized by AFM (scale bar: 1 μm) on top of
an oxidized Si wafer (300 nm of thermal grown SiO2) (from Novoselov et al. [2]). Right panel:
(b) Scanning electron microscope image of an HOPG crystallite mounted on a microcantilever.
Inset: bulk HOPG surface patterned by masked anisotropic oxygen plasma etching; (c) schematic
drawing of the microcleaving process; (d) thin graphite samples cleaved onto the SiO2/Si substrate;
(e) a typical mesoscopic device fabricated from a cleaved graphite sample (from Zhang et al. [7])

electron microscope (SEM) and AFM, but no evidence of single graphene sheets
was found. The thinnest slab observed at that time in reference [6] was 98 nm
thick. An improvement was performed by P. Kim and co-workers at Columbia
University [7] by using graphite pillars mounted on a tipless AFM cantilever. In
this way they successfully transferred thin graphite samples (as thin as 10 nm, or
∼30 graphene layers) directly onto a SiO2/Si substrate for subsequent device fabri-
cation and electronic transport measurements characterization. In the right panel of
Fig. 10.1, a cartoon of the SPM-based deposition technique together with the SEM
images of the cantilevered graphitic pillar and of the obtained thin graphite layers are
reported.

In the case of STM, the imaging and modification of the graphite surface by
STM has a more than 20-year-old history [8, 9]. Therefore, we could say that scan-
ning probe microscopy (SPM) techniques are strictly linked to graphene from the
beginning of their rising and vice versa.

In this review we would like to focus on the SPM imaging techniques that have
been applied to graphene in the last few years and on the scanning probe lithographic
and nanomanipulation techniques that have been employed to modify graphene
layers on nanometer scale, which have allowed studying their peculiar physi-
cal, chemical and mechanical properties. Scanning probe lithography (SPL) and
nanomanipulation (SPN) were developed just after the discovery of the two major
microscopy techniques within the SPM family: scanning tunneling microscopy
(STM) [10] and atomic force microscopy (AFM) [11]. Their experimental appli-
cations in many fields have been recently reviewed [12, 13] and their contribution to
the advancement of nanofabrication techniques in terms of resolution, low costs and
flexibility highlighted [14]. We will show how SPL and SPN have been applied to
graphene during the last few years, evaluating separately both STM and AFM-based
techniques, and finally discussing perspective developments and new application
fields.
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10.2 AFM-Based Scanning Probe Nanomanipulation (SPN)
and Lithography (SPL)

As discussed in the introduction, AFM has been employed first of all as a tool to
perform imaging and topographic measurements on SLG flakes. AFM allows deter-
mining with high resolution the thickness of the exfoliated graphene layers, as well
as the roughness of the graphene surface when SLGs are deposited on various sub-
strates (like SiO2, mica, quartz or Si3N4) and its characteristic rippled, buckled or
folded surface. As already mentioned above, the interaction of silicon cantilevered
probes with graphene layer and various substrates can give artifacts in the measure-
ments of the relative step-height. Accordingly, intermittent contact-mode imaging
parameters must be carefully chosen in order to minimize these effects and to obtain
a reliable step-height value [15]. In Fig. 10.2 (top panel) SLG images and step

Fig. 10.2 Top panel: (a, b) intermittent contact mode AFM images of the regions of a single layer
flake (each image is 2.5 μm × 2.5 μm). The images were acquired using a constant amplitude
setpoint and two different free amplitudes, one higher (a) and another one lower (b) than the ampli-
tude at which unstable imaging occurs on the SLG. In the first case the setpoint is in the repulsive
regime for both silicon dioxide and SLG, while in the latter case imaging is in the attractive regime
for SLG. Averaged profiles (obtained inside the black marked area) taken on each image show the
increase in thickness when measurements are not performed in the repulsive regime. Bottom panel:
intermittent contact mode AFM measurements of a few layer graphene flake step height at various
free amplitudes (left graph). Contact mode AFM measurement of the same flake, using various
deflections of the cantilever, i.e. changing the contact force (right graph). Changing the contact
force does not have any effect on the step height, but the left to right and right to left scans differ
by about 0.2 nm (from Nemes-Incze et al. [15])
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heights obtained by AFM in different intermittent-contact conditions and param-
eters are reported, together with a comparison between step height values obtained
in intermittent-contact mode and in standard contact mode (bottom panel) on few
layer graphene flake. Notice how the step-height value can be strongly-dependent
on the attractive or repulsive AFM measurement regime.

Rippling of SLGs surface has been invoked to explain thermodynamic stability of
free-standing graphene sheets [16] and AFM-based imaging techniques have been
employed to study this phenomenon in detail. Recently, Heinz and co-workers [17]
have demonstrated by AFM imaging the fabrication of SLG that are flat down to the
atomic level, performing scotch tape deposition on mica instead of on standard SiO2
substrate (see Fig. 10.3). In general, AFM-based techniques are low-throughput
imaging tools but remain essential piece of instrument for research of graphene,
avoiding any modifications of the electronic properties of the imaged SLG flakes, as
for example can happen when using other high-spatial resolution microscopy like
scanning electron microscope (SEM) [18].

SPM imaging obtained by our research group on graphene deposited on SiO2
by PDMS transfer technique [19–21], demonstrated “blistering” of the SLG sur-
face. In Fig. 10.4 topography (a), phase (b) and 3D imaging (c) show suspended
membranes in correspondence of small residual particles on the SiO2 surface
and, more in general, the presence of a blistered topography. Notice how phase

Fig. 10.3 Three-dimensional representations of the AFM topographic data for graphene on SiO2
(a) and on mica (b) substrates. (c) AFM image of the surface of a cleaved kish graphite sample.
Images a, b and c correspond to 200 nm × 200 nm areas and are presented with the same height
scale. (d) Height histograms of the data in (b) and in (c) as squares. The histograms are described
by Gaussian distributions (solid lines) with standard deviations of 24.1 and 22.6 pm, respectively
(from Lui et al. [17])
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(a)

(c)

(b)

(d)
5 µm

Fig. 10.4 (a) AFM topography, (b) phase imaging and (c) three-dimensional representation of a
blistered SGL surface deposited by PDM transfer imprint on SiO2 substrate (from Gohler et al.,
submitted); (d) AFM topographic image of the graphene buckling after annealing procedure. The
height of the single-layer is 1 nm. The height of the connecting few-layer is about 2.5 nm. Scale
bar is 5 μm (from Li et al. [22])

contrast enhances the presence of suspended membranes, (represented by light gray
areas in the color scale) and how these regions have in some cases a black spot in
the center. Employing spatially resolved electron-beam induced etching we demon-
strated that is possible to locally prick a membrane and to relax the SLG layer on the
SiO2 surface (data not shown). This a typical SLG surface is consequent from the
extraordinary mechanical properties of graphene and in our opinion was induced by
stress-strain on graphene flakes during the PDMS-based deposition process. These
peculiar mechanical properties allowed Z. Li and collaborators [22] to observe spon-
taneous formation of nanostructures in exfoliated graphene flakes: periodic buckles
as those reported in Fig. 10.4d were obtained after annealing and quick cool down
thermal treatments of graphene flakes.

10.2.1 AFM-SPN on Graphene

Both AFM-based SPN and SPL techniques applied on graphene have been devel-
oped in the past on bulk graphite (as already seen) and on other carbon-based
materials such as nanotubes [23], amorphous carbon layer [24] or diamond films
[25]. Those methods have been extended only recently also to SLGs. As mentioned
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in the introduction, we could consider “graphite origami” [5, 6] and the “micro-
scopic cleaving process” based on an AFM cantilever [7] (see Fig. 10.1b) as first
examples of SPN on few layer graphene flakes. After those pioneering works, SPN
has been principally employed to study the mechanical properties of graphene: accu-
rate mechanical characterization at very high spatial resolution can be only achieved
by SPN and nanoindentation techniques. More in detail, McEuen [26] and Van der
Zant [27] studied and measured by AFM force vs distance curves the mechanical
spring constants of stacks of graphene sheets suspended over trenches in silicon
dioxide, extracting the Young’s modulus and the tension in those single-atom thick
membranes. In Fig. 10.5 we report the schematics of the two experiments together
with some results both related to force vs distance curves (Fig. 10.5, left panel) first
on membrane elastic constant measured in function of the spatial position (Fig. 10.5,
right panel) and then on the photolithographed trench. Measurements of the elas-
tic properties and intrinsic breaking strength of monolayer graphene membranes
have been recently obtained by J. Hone and coworkers [28] by nanoindentation

Fig. 10.5 Left panel: (a) An AFM height image of a suspended flake (∼69 layers). (b) Schematic
overview of the method used to determine the local compliance of the flake. (c) Two linear force-
distance curves (offset for clarity) taken on the flake shown in (a). The approaching (gray) and
retracting (black) parts of the curves lie on top of each other. The bottom curve is taken on an
unsuspended part of the flake, while the top curve is taken on a suspended part (from Poot et al.
[27]). Right panel: (a) Surface plot of the spring constant of a suspended graphene sheet vs the
location of the AFM tip. (b) An amplitude AFM micrograph of the suspended sheet. Each data
point was taken at the intersection of the grid located on the suspended portion of the graphene.
The trench etched into the silicon dioxide is seen as a vertical stripe (from Frank et al. [26])
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Fig. 10.6 Left panel: Images of suspended graphene membranes. (a) Scanning electron micro-
graph of a large graphene flake spanning an array of circular holes 1 and 1.5 μm in diameter. Area
I shows a hole partially covered by graphene, area II is fully covered, and area III is fractured
from indentation. Scale bar, 3 μm. (b) Noncontact mode AFM image of one membrane, 1.5 μm in
diameter. The solid line is a height profile along the dashed line. The step height at the edge of the
membrane is about 2.5 nm. (c) Schematic of nanoindentation on suspended graphene membrane.
(d) AFM image of a fractured membrane. Right panel: Histogram of elastic stiffness. Dashed line
represents Gaussian fit to data. The effective Young’s modulus was obtained by dividing by the
graphite interlayer spacing (from Lee et al. [28])

experiments with an atomic force microscope. Their results demonstrated for SLG
a value for the Young’s modulus the order of E = 1.0 TPa and breaking strength of
42 N/m, establishing graphene as the strongest material ever measured. In Fig. 10.6
AFM and SEM images of suspended graphene membranes are shown together
with some experimental data related to the effective Young’s modulus obtained on
various flakes.

The field of nanomechanics on graphene, developed by SPN technique and
exploiting the high AFM resolution in terms of applied forces and positioning, will
certainly have a great development in the next years because graphene membranes
represent an ideal system for many application like Nano ElectroMechanical System
(NEMS) [29–31], gas filtration, or single-molecule trapping and chemical detection
[32]. SLG’s mechanical properties and stability in various experimental conditions
can be studied in details, at high force resolution and at nanometer scale only by SPN
and nanoindentation techniques based on SPM. As an example, Fig. 10.7 shows
how AFM imaging can be employed to demonstrate that a monolayer graphene
membrane is impermeable to standard gases, including helium. By applying a pres-
sure difference across the membrane, P. L. McEuen and collaborators [33] measured
both the elastic constant and the mass of a single layer of graphene. Their pressur-
ized graphene membrane was defined by the Authors “the world’s thinnest balloon”
and provided a unique separation barrier between two distinct regions that was only
one atom thick.

Moreover, SPN is starting to obtain interesting results in other classes of two-
dimensional crystallites, in order to study their peculiar properties as topological
insulators, including graphene oxide (GO) single layer flakes, the latter easily
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Fig. 10.7 (a) Schematic of a graphene sealed microchamber. (Inset) optical image of a single
atomic layer graphene drumhead on 440 nm of SiO2. The dimensions of the microchamber are
4.75 μm × 4.75 μm × 380 nm. (b) Side view schematic of the graphene sealed microchamber.
(c) Tapping mode atomic force microscope (AFM) image of a ∼ 9 nm thick many layer graphene
drumhead with �p > 0. The dimensions of the square microchamber are 4.75 μm × 4.75 μm. The
upward deflection at the center of the membrane is z ∼ 90 nm. (d) AFM image of the graphene
sealed microchamber of (c) with �p ∼ –93 kPa across it. The minimum dip in the z direction is
175 nm. (e) AFM line traces taken through the center of the graphene membrane of (a). The images
were taken continuously over a span of 71.3 h and in ambient conditions. (Inset) deflection at the
center of the graphene membrane vs time. The first deflection measurement (z ∼ 175 nm) is taken
40 min after removing the microchamber from vacuum (from Bunch et al. [33])

obtained by chemically-induced exfoliation methods starting from bulk graphite
samples [34, 35]. As example, in Fig. 10.8, we report a recent experiment by Yi
Cui and co-workers of SPN on Bi2Se3, where and AFM tip has been employed
to separate different layers in nanoribbons and a single quintuple layer was
obtained [36].

When the SPN produces a controlled and permanent modification of the nanos-
tructure, we can use the term scanning probe lithography (SPL). In the final part
of this section we would like to summarize the recent results of AFM-SPL on
graphene.
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Fig. 10.8 Left panel: (a) Schematic of AFM exfoliation of layered structure nanomaterial−Bi2Se3
nanoribbon. Horizontal tip force (y-direction) is applied on the side of a nanoribbon to break the
in-plane covalent bonding. (b) Crystal structure of Bi2Se3. One quintuple layer (QL) consists of
five atomic layers of Bi and Se (Se–Bi–Se–Bi–Se). (c) The horizontal tip force is from torsional
displacement (ϕ) of the tip. Right panel: (a, b) While the tip force breaks covalent bonding of
upper layers, weak interlayer bonding, van der Waals bonding, is also broken in the middle of
the nanoribbon. As a result, several bottom layers remained intact while the AFM tip breaks most
of the Bi2Se3 layers. (c–e) AFM topographic image of a Bi2Se3 nanoribbon (d ∼50 nm) before
breaking (c) and after the breaking (d), and the zoom-in image (e). The bottom layers are not
broken apart and maintain the same thickness (∼2 nm). All scale bars indicate 500 nm (from Hong
et al. [36])

10.2.2 AFM-SPL on Graphene

When the applied force between the AFM tip and the graphene flakes is increased
along a certain line in order to permanently modify its surface, the typical results it
is not a precise cut but a movement or a crumbling in a rather uncontrolled fashion
due to the mechanical robustness of the graphene and to the relatively low inter-
acting force of the flake with the SiO2 surface. Some authors performed deposition
by mechanical exfoliation on GaAs substrate (having a low-roughness surface com-
pared to SiO2 substrate) to increase this interaction and to mechanically structuring
the flakes at nanometer scale [37]. In Fig. 10.9 are shown their main results, as a cut
on a multilayer graphene flake (top panel) and a nanoscale peeling of another one
(bottom panel), both obtained by AFM-SPL. Other authors manipulated and mod-
ified graphene directly on SiO2 substrate, studying in this way its interaction with
it [38], or performed nanomanipulation on ridges of few-layer epitaxial graphene
grown on 4H-SiC (see Fig. 10.10a, b) [39]. Finally, recent results by Hua Zhang
and co-workers [40], obtained on single layers of graphene oxide (GO) on SiO2
substrates, seem to demonstrate that mechanical scratching by AFM results easier
respect to SLG (as reported in Fig. 10.10c), as could be theoretically argued by the
fact that GO has weakened chemical bonds compared to graphene.
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Fig. 10.9 Top panel: “Brute-force” mechanical manipulation of few-layer graphene flakes on
GaAs (a, b). The number of layers is depicted in the figure. The flake in (a) is approached from
the left with the AFM tip. The flake rips apart and rolls up to the top. Bottom panel: AFM micro-
graphs after three subsequent nano-peeling steps (left to right) of a few layer graphene flake (from
Giesbers et al. [37])

When a bias is applied between the AFM tip and the sample, a new kind of
SPL can be done and a different modification of the surface can be obtained. More
in detail, in the case of SLG flake where metallic ohmic contacts have been fabri-
cated by standard e-beam lithography and in presence of a water bridge between
the scanning probe tip and the sample, a process like the local anodic oxidation
(LAO) [41–44] can be observed, as schematized in the cartoon of Fig. 10.11a.
The strong electric field present between the AFM tip and the sample and the
presence of a water meniscus, induces an electrochemical oxidation of carbon
at room temperature, creating volatile carbon oxide molecules (COx) and there-
fore a spatially-controlled modification of the graphene surface, as observed from
A. J. M. Giesbers and collaborators [37]. They found that this technique works only
if the scan line is started at the edge of a graphene sheet (see Fig. 10.11b). This
behavior was related to the fact that edge termination of graphene by, as example,
hydrogen atoms can substantially facilitate the initial oxidation process. Another
possible explanation was found in the hydrophobic character of graphene sample
that allows at the water meniscus to be stable only moving the tip from the SiO2
substrate towards the edge of the flakes. With this direct lithographic technique,
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c)

Fig. 10.10 In (a), an intermittent contact AFM image of epitaxial graphene grown on SiC sub-
strate, obtained under ambient conditions is shown. Observe the presence of an interconnected
ridge network, connected by ridge nodes. A black line in the upper half of the image serves to
locate the ridge node. The black arrow shows the direction of a contact mode scan performed
during a nanomanipulation experiment. In (b), the resulting AFM image after nanomanipulation
is shown. The ridge node is displaced by ∼200 nm. The subtended ridge angle also increases
by ∼8◦ Prakash et al. [39]). In (c) AFM images of nanogaps having various sizes and fabricated
by mechanical scratching in graphene oxide flakes deposited on Si/SiO2 substrate (from Gang
et al. [40])

several fabrication steps can be eliminated, such the resist process necessary for the
photo or e-beam lithography, and the capability to control the oxidation process at
the nanometer scale together with the sample monitoring and imaging during and
after the lithographic procedure can be finally achieved. Many complex patterns
on SLG have been obtained in this way and transport measurements on graphene
nanostructure accomplished. L. P. Rokhinson and coworkers [45] demonstrated
LAO lithographic resolution on graphene nanoribbons down to 25 nm of width
and the capability to pattern complex structures as Ahronov-Bohm nanorings (see
Fig. 10.12). Interestingly, on the same work was also demonstrated the LAO process
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Fig. 10.11 Local anodic oxidation (LAO) with an AFM. (a) Artistic impression of the oxidation
procedure: The AFM-tip oxidizes the graphene, in the presence of a water layer, into carbon-based
oxides that escape from the surface. (b) AFM micrograph of an oxidized groove into a graphene
ribbon. (c) Cross-section of the micrograph along the gray line, showing the oxidized trench. (d)
The resistance of the ribbon, monitored during oxidation, increases dramatically as it is oxidized
in two pieces (from Giesbers et al. [37])

Fig. 10.12 Left panel: (a) AFM image of an uncut graphene flake (thickness ∼5 nm). The four
white bars in the picture are the metal contacts. The two-terminal resistance was 6.3 k�. (b) A
trench was cut from the edge to the middle of the flake, along the direction indicated with the
dashed arrow. The resistance increased to 7.5 k�. (c) The trench was cut through, electrically
insulating the left and right parts of the flake. (d) Optical microscope image of the same flake
with trenches. Right panel: (a) AFM image of a nanoribbon fabricated on a graphene flake with
thickness ∼1 nm. The width and length of the ribbon are 25 and 800 nm, respectively. (b) Height
profile along the dashed line in (a). (c) A nanoring (inner radius ∼160 nm, outer radius ∼380 nm)
patterned on a graphene flake. Two long trenches, not shown in the picture, were subsequently
drawn from the circumference of the ring outward to the edges of the flake to electrically isolate
the ring device. (d) Height profile along the dashed line in (c) (from Weng et al. [45])

on flakes electrically floating and it was described that, depending on the litho-
graphic parameters and conditions, either trenches or bumps can be generated on the
graphene surface. Researchers attributed bumps to partial oxidation of the graphene,
with oxygen incorporated into the graphene lattice. They also verified that writ-
ten oxidation lines originating either from the edge or from the middle of the
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flake (in contrast with reference [37]), and in both forms of trenches or bumps.
At the moment these peculiar aspects of LAO on graphene are not completely clear.
Further experiments and theoretical analysis have to be performed in order to clar-
ify the field-induced oxidation kinetics on graphene and the water meniscus role
in this electrochemical process. We think that in the next future high spatial res-
olution Raman scattering could shed light on the local chemical composition of
LAO-patterned graphene nanostructures.

T. Machida and coworkers [46] patterned by LAO techniques both SLG Hall
bars as nanoribbons, measuring peculiar electronic properties of Dirac fermions in
these nanostructures (as the anomalous half-integer Quantum Hall Effect [47, 48])
and demonstrating the capability to perform by SPL energy band gap engineering
in graphene nanoribbons (see Fig. 10.13).

SPL based on field-induced modification of SLG has been also studied by
F. Pérez-Murano’s Group at Barcelona [49] on a graphene layer fabricated by epi-
taxial growth on SiC substrate. In this case Authors, contrarily to the previous
reported examples, were able to perform patterning both at positive as negative tip-
to-sample polarization and using significantly lower absolute voltage values. They
attribute this behavior to the existence of different chemical phenomena: a “cathodic
oxidation” (including the generation of H2O2) [50, 51] or an SPM – induced hydro-
genation process of the graphene surface, due to the presence of H ions created
inside the water layer (phenomenon enhanced by the presence of free-charges at the
graphene/SiC interface). In Fig. 10.14 the presence of patterning at opposite biases
and their effects on the conducting properties of the SLG are shown.

The capability to control the density of hydrogen molecules on graphene surface
results one of the most active and interesting research on graphene field. The great
interest is related to the possibility of employing this extraordinary new material as

Fig. 10.13 Left panel: (a) AFM image of the bar-shaped device fabricated in single-layer
graphene. (b) Two-terminal conductance G as a function of the gate-bias voltage Vg measured
at T = 4.2 K in a zero magnetic field. (c) G as a function of Vg measured at T = 4.2 K and B = 9
T. Right panel: (a) Two-terminal conductance G as a function of the gate-bias voltage Vg mea-
sured at T = 300, 77, and 4.2 K in a zero magnetic field. (b) AFM image of a 55-nm-wide (W)
and 800-nm-long (L) nanoribbon formed in single layer graphene. (c) Color plot of the differential
conductance dI/dV of the 77-nm-wide and 600-nm-long nanoribbon as a function of the gate-bias
voltage Vg and the source-drain bias voltage Vsd (from Masubuchi et al. [46])
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Fig. 10.14 (a, c, d, and f) Topographic and (b, e) electrical force dynamic AFM images of a
graphene ribbon on a SiC substrate contacted with a gold electrode located at the top of the scan-
ning area. The images are taken after scanning same areas in contact mode in order to remove
surface contamination. Images (a–c) are taken after creating a line while polarizing the graphene
layer at 6.5 V. Images (d–f) are taken after creating a line while polarizing the graphene layer
at –6.5 V. Electrical force microscopy images (b, e) show that both lines effectively disconnect the
graphene ribbon (from Rius et al. [49])

an efficient and safe hydrogen storage system or to use SPM as a tool to fabricate
sculpted graphene nanoribbons [52] by hydrogen desorption of graphane, the fully
hydrogenated graphene layer [53–55].

To conclude this section on AFM-based SPL we would like to underline the
results obtained by E. Riedo and collaborators employing Thermo Chemical Nano
Lithography (TCNL) technique [56]. A heated AFM tip produces a reduction chem-
ical process in selected regions of both single layers of isolated graphene oxide (GO)
and large-area GO films formed by on-chip oxidation of epitaxial graphene (GOepi)
grown on SiC wafer, as shown in Fig. 10.15a, b. Researchers demonstrated in this
way the possibility to use SPL as a tool to directly create nanometric conductive
paths on top of GO surface, employing conductive AFM to perform the spatially
resolved current imaging of the nanoribbons. Similar results employing an elec-
trochemical reduction tip-induced technique on GO flakes have also been recently
obtained by P. Samorì, V. Palermo and colleagues [57]. In this paper Authors demon-
strated that the electrochemical reduction process involve the presence of water at
the tip-GO interface. In presence of a negative bias applied to the sample, water
meniscus is oxidized, thereby generating hydrogen ions that take part in reducing
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a) b)

c)

Fig. 10.15 (a) Local thermal reduction of a single-layered graphene oxide flake. (A) Topography
of a cross shape of reduced GO formed after an AFM tip heats the contact to 330◦C scanned across
the GO sheet at 2 μm/s. (B) The averaged profile of the trench outlined in (A) shows that the width
(FWHM) of the line can be as narrow as 25 nm. (b) Current and topographical images. (A) Room-
temperature AFM current image (taken with a bias voltage of 2.5 V between tip and substrate) of a
zigzag-shaped nanoribbon fabricated by TCNL on GOepi at Theater ∼ 1, 060◦C with a linear speed
of 0.2 μm/s and a load of 120 nN. (B) Corresponding topography image taken simultaneously with
(A). (C) Averaged profiles of current and height of the cross sections that are indicated as dashed
lines in (A) and (B) (from Wei et al. [56]). (c): (a) C-AFM current map of a tip-modified rectan-
gular region of a few-layer GO film and a top-contact gold electrode (left side; current range ∼50
nA). (b) Optical image of the same region showing contrast between the modified and unmodified
GO. (c) Raman spectra obtained on modified and unmodified GO (normalized to the G-band peak).
(d) Raman map representing the spatial dependence of the D-band/G-band intensity ratio, demon-
strating the spatially-resolved reduction process in the GO surface (from Mativetsky et al. [57])

the GO surface [58]. In Fig. 10.15c we report conductive AFM, optical microscopy
and micro Raman spectroscopy measurements that have been employed to charac-
terize the spatially-resolved reduced GO region. While this type of research is still in
its early days, it is possible that this new GO reduction technique will be extended
so that arrays of AFM tips rapidly write circuits at high rates across graphene or
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GO wafers, as thermo mechanical lithography did on polymers trough the millipede
project [59].

AFM employed in conductive mode either to oxidize the graphene or to perform
current imaging on reduced graphene oxide, as has been illustrated by few exam-
ples in this section, allows to smoothly switching toward the second part of this
review where a tunnel current passing through a metallic tip is employed as feed-
back for imaging. Therefore, Scanning Tunneling Microscope (STM) and the results
obtained on graphene both for imaging as for nanolithography and spectroscopy
employing this atomic resolution microscopy technique, will be the argument of the
following section.

10.3 STM-Based Scanning Probe Lithography (SPL)
and Spectroscopy (SPS)

Scanning Tunneling Microscopy (STM) has long been used to observe the elec-
tronic topography of graphite and the “scotch tape” method was employed many
times by researchers in the past to clean the surface of graphite before STM imag-
ing (unfortunately throwing out the tape with the graphene flakes attached on it).
In standard experiments, only three carbon atoms of the six present in the graphene
lattice were visible in STM imaging due to the AB stacking of carbon layers on
graphite. On the contrary, the STM imaging on single layer graphene on top of SiO2
substrate should reveals the six atoms lattice cell structure, as confirmed by Flynn
and co-workers in UHV-STM performed on mechanical exfoliated sample contacted
by metallic electrodes (see Fig. 10.16, top panel) [60]. In this work the high crystal
quality of these samples on relatively large scale (tens of nanometers size) was also
demonstrated, together with the corrugation of the surface due to the underlying
SiO2 substrate (see Fig. 10.16, bottom panel). Other authors [61], performing STM
measurements in ambient conditions, demonstrated indirectly for the first time that
graphene surface primarily follows the underlying morphology of SiO2 and thus it
does not have intrinsic, independent corrugations. See Fig. 10.17 for typical large
area or high resolution STM images of graphene on SiO2 and for the height-height
correlation function of the graphene sheet and SiO2 surface. In particular, the reader
should observe the low density of defects in the crystal structure and the presence
of both triangular and hexagonal patterns in the high-resolution images (Fig. 10.17,
left panel b and d) obtained by the same STM tip. Authors observed lattice spac-
ing consistent with the graphene lattice, and the appearance of both triangular and
hexagonal lattice in the image was attributed to the presence of strong spatially
dependent perturbations which interact with graphene electronic states, probably
related to the observed film curvature and/or the charge traps on the SiO2 surface.

Another peculiar characteristic of STM imaging is the possibility to perform local
spectroscopy by varying the value of the applied bias necessary to obtain the feed-
back tunneling current or by modulating it in order to extract current-voltage (I-V)
or differential conductance vs voltage (dI/dU or dI/dV) data at different locations of
the sample surface. This STM-based spectroscopy (STM-SPS) results very useful
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Fig. 10.16 Top panel: STM topographic images of different regions of the graphene flakes. The
images were obtained with Vbias ∼ 1 V (sample potential), I ∼1 nA, and a scan area of 1 nm2. A
model of the underlying atomic structure is shown as a guide to the eye. (a) Image from a single
layer of graphene: a honeycomb structure is observed. (b) Image of the multilayer portion of the
sample: the characteristic three-for-six STM image of the surface of bulk graphite is observed.
Bottom panel: Stereographic plot of a large-scale (100 × 62 nm) STM image of a single-layer
graphene film on the silicon dioxide surface. The STM scanning conditions were Vbias ∼ 1 V
(sample potential) and I ∼ 0.6 nA. The 0.8-nm scale of the vertical (Z) coordinate is greatly
enlarged to accentuate the surface features (from Stolyarova et al. [60])

in the case of graphene in order to obtain information about the local electronic den-
sity or density of states (LDOS) and to study in particular the effects of oxygen or
hydrogen absorption on its surface.

A recent work performed by G. Li et al. [62] demonstrated the possibility to
perform low temperature and high magnetic field scanning tunneling microscopy
and spectroscopy of graphene flakes on bulk graphite that exhibit the structural and
electronic properties of graphene decoupled from the underlying substrate. They
were thus able to find “true graphene” on top of bulk graphite samples and they
also demonstrated the high quality of these decoupled single layers from electronic
transport point of view. In Fig. 10.18 some topographic STM images of the SLG are
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Fig. 10.17 Left panel: (a) A typical large-area STM image of graphene on top of SiO2: peak-
to-peak height variation of the image is approximately 2.5 nm. Vsample = 1.1 V and Itunnel =
0.3 nA. The scale bar is 2 nm. (b) Atomically resolved image of a graphene sheet. Vsample =
1.0 V and Itunnel = 24 pA. The scale bar is 2.5 Å. (c) STM image of another area. The scale
bar is 2.5 Å. Vsample = 1.2 V and Itunnel = 0.33 nA. (d) A high-pass filtered image of the large
area scan shown in (c). Both triangular and hexagonal patterns are observed. The orientations
of the triangle and hexagons are same. The scale bar is 2.5 Å. Right panel: The height-height
correlation function of the graphene sheet and SiO2 surface. The lines are fits to the large and small
length behaviors (power-law and constant, respectively), and the point of intersection indicates the
correlation length. This analysis is performed by selecting data from an acquired image showing
both graphene and SiO2 surfaces. Therefore, the tip morphology is the same for both curves and
the tip-related artifact effect does not contribute to the analysis (from Ishigami et al. [61])

shown, while Fig. 10.19 reports the related STM-SPS data. Pronounced peaks in the
tunneling spectra develop with increasing field, revealing a Landau level sequence
that provides a direct way to identify graphene and to determine the degree of
its coupling to the underlying substrate. The Fermi velocity and the quasiparticle
lifetime, obtained from the positions and width of the Landau peaks, provide access
to the electron-phonon and electron-electron interactions.

The presence of decoupled graphene layers on top of bulk graphene is interesting
from many points of view. Among those, the fact that a honeycomb structure was
already observed many times in the past by STM imaging on bulk graphite and many
years before the graphene discovery. At that time this “anomalous” structure was
attributed to multiple-tip artifacts [63], as other atypical STM images of graphite.
Probably, we will never know if this interpretation of experimental data was right or
if graphene was imaged for the first time by STM more than 23 years ago.

From STM imaging point of view, many interesting results have been obtained on
graphene directly grown on SiC [64, 65] or on metals like Ni, Cu, Ru, Rh, Pt, Ir [66–
68]. More in details, Moiré patterns effects on imaging have been shown and very
interesting spatially-resolved spectroscopy (SPS) data obtained in different config-
urations and growth conditions. In Fig. 10.20 (left panel) an epitaxially- grown
graphene monolayer on top of Ru(0001) surface is reported. It shows a periodic rip-
pled structure and correlated charge inhomogeneities in the charge distribution. Real
space measurements by scanning tunneling spectroscopy revealed the existence of
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Fig. 10.18 Topography of the graphene layer isolated by extended defects on a graphite surface.
(a) Large area topography. Two underlying defects are seen: a long ridge that runs diagonally under
the top two layers and a fainter one under the first layer (dashed line). The long ridge separates
a region with honeycomb structure (region A) above it, (e), from one with triangular structure
(region B) below, (f). Two arrows mark positions where atomic-resolution images were taken. (b)
High resolution image where the fainter ridge is visible. (c) Crosssectional cut along line in (a)
showing that the separation between the top and second layer is larger than the equilibrium value
(0.34 nm) near the fainter ridge. (d) Cross-sectional cut along line showing that the height of
an atomic step far from the ridges is comparable to that in Bernal-stacked graphite. (e, f) Atomic-
resolution image showing honeycomb structure in region A (atoms visible at all 6 hexagon vertices)
and triangular structure in B (atoms seen only at 3 vertices corresponding to only one visible
sublattice). A coherent honeycomb structure is seen over the entire region A. Set sample bias
voltage and tunneling current were 300 mV and 9 pA for (a), 300 mV and 49 pA for (b), 200 mV
and 22 pA for (f), 300 mV and 55 pA for (e) (from Li et al. [62])

electron pockets at the higher parts of the ripples, as also predicted by a simple theo-
retical model (see Fig. 10.20, right panel) [69]. In another interesting work, strained
graphene nanobubbles were created by in situ growth of sub-monolayer graphene
films in ultrahigh vacuum on a clean Pt(111) surface and imaged by STM as shown
in Fig. 10.21 [70]. In this interesting work Authors were able to demonstrate by
STM spectroscopy how these strained nanostructures, self-assembled on graphene,
exhibit Landau levels that form in the presence of strain-induced pseudo–magnetic
fields greater than 300 Tesla.

The presence of strain on graphene layers and how it can induce spatial modula-
tions in the local conductance of single-layer graphene on SiO2 substrates, has been
also demonstrate by STM imaging and spectroscopy by M.L. Teague and colleagues
[71]. They found that strained graphene exhibits parabolic, U-shaped conductance
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Fig. 10.19 Spectroscopic evidence for decoupled graphene layer. (a) Zero-field spectroscopy
taken in regions A and B marked by squares in (b). Top panel shows that the tunneling conductance
for decoupled graphene (region A) is V shaped and vanishes at the Dirac point (DP) (marked by the
arrow). A typical spectrum for graphite is included for comparison. Bottom panel shows that in the
more strongly coupled layer (region B) the differential conductance does not vanish at the DP. (b)
Differential conductance (dI/dV) map at the DP energy as marked by arrows in (a). The scanned
area is the same as in Fig. 10.1b. dI/dV vanishes in the dark region but is finite in the bright region.
(c) Field dependence of tunneling spectra in region A showing a single sequence of Landau levels
(LL). The peaks are labeled with LL index n. Each spectrum is shifted by 80 pA/V for clarity. (d)
LL energy showing square-root dependence on level index and field. The symbols correspond to
the peaks in (c), and the solid line is a fit. From the slope we obtain vF = 0.79 × 106 m/s (vF is
the Fermi velocity) and from the intercept ED = 16.6 mV (ED is the energy at the Dirac point)
indicating hole doping. The tunneling junctions parameters were set at a bias voltage of 300 mV
and tunneling current of 20 pA for (a) and (c) and 53 pA for (b). The amplitude of the ac bias
voltage modulation was 5 mV for all spectra in the figure (from Li et al. [62])

versus bias voltage spectra rather than the V-shaped spectra expected for Dirac
fermions, whereas V-shaped spectra are recovered in regions of relaxed graphene.
Strain maps derived from the STM studies further revealed direct correlation with
the local tunneling conductance.

But STM can also be employed to directly perform high resolution lithogra-
phy (STM-SPL). This application is particularly important in the case of graphene
nanostructures, where the STM capability to modify them at the atomic scale (and
not just at the nanometer one as in the AFM case) provide a new tool to explore the
peculiar transport and optical characteristics of this carbon-based material. L.P. Biró
and collaborators demonstrated the extraordinary lithographic resolution achievable
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Fig. 10.20 (a) 76 nm × 76 nm STM image of graphene/Ru(0001) showing the decoration of
a screw dislocation and a monoatomic step from the substrate. There are also some defects on
the rippled structure. (b) 6.5 nm × 6.5 nm atomically resolved image of graphene/Ru(0001). The
image was taken with a sample bias voltage of Vs = −4.5 mV and a tunnel current of It = 3 nA.
The image is differentiated along the X direction in order to see the weak atomic corrugation
superimposed to the ripples. The inset reproduces the Fourier transform of the image showing the
(11 × 11) periodicity of the rippled graphene layer. The larger hexagonal pattern corresponds
to the C–C distances and the smaller spots to the periodic ripples. (c) Corresponding structural
model. (d) Line profile marked with an arrow in panel (b). The atomic corrugation in these con-
ditions is around 5 pm. The upper left and right images in the right panel are maps of dI/dV at
–100 meV and +200 meV and reflects the spatial distribution of the LDOS below and above the
Fermi level, respectively, for an extended graphene layer on Ru(0001). The central image shows
the topographic image recorded simultaneously. The lower panel of the right panel shows the cor-
responding calculations for the spatially resolved LDOS for a (11 × 11) periodically corrugated
graphene layer (from Vázquez de Parga et al. [69])

A B

Fig. 10.21 STM images and STS spectra taken at 7.5 K. (a) Graphene monolayer patch on Pt(111)
with four nanobubbles at the graphene-Pt border and one in the patch interior. Unreacted ethylene
molecules and a small hexagonal graphene patch can be seen in the lower right (Itunneling = 50 pA,
Vsample = 350 mV, 3D z-scale enhanced 4.6×). (b) SPS spectra of bare Pt(111), flat graphene on
Pt(111) (shifted upward by 3 × 10−11/Ohm), and the center of a graphene bubble (shifted upward
by 9 × 10−11/Ohm). Vmod = 20 mV (from Levy et al. [70])
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Fig. 10.22 Graphene nanostructures patterned by STM lithography. (a) 3D STM image of a
10-nm-wide and 120-nm-long graphene nanoribbon (GNR). (b) An 8-nm-wide 30-degree GNR
bent junction connecting an armchair and a zigzag ribbon (from Tapasztó et al. [72])

by STM-SPL fabricating graphene nanoribbons [72] on top of bulk graphite sample.
The mechanism employed to directly cut just the first graphene layer is not at the
moment well clear. Authors suppose that most likely the breaking of carbon–carbon
bonds by field-emitted electrons combined with the electron-transfer-enhanced oxi-
dation of the graphene is responsible for the etching, as observed in the past in the
case of carbon nanotubes [73]. Nevertheless, they achieved impressive lithographic
results (see Fig. 10.22) combining the STM feature of surface modification with
atomic-resolution imaging in order to engineer nanostructures with almost atomi-
cally precise structures and predetermined electronic properties. In fact, in this case
the atomic resolution allowed fabrication of ribbons having 10–15 nm of width
together with imaging of their crystallographic orientation. A topographic super-
structure due to the interference of the electrons scattered at the irregularities of
the edges, was also evidenced (see Fig. 10.23, left panel). Moreover, STM-SPS
demonstrated the presence of a gap (0.5 eV) in the energy band structure of a
2.5 nm wide graphene nanoribbon (see Fig. 10.23, right panel): Authors attributed
this huge energy gap to the confinement effect induced by nanofabrication. This
high-resolution STM-SPL based approach to patterning graphene opens the route
for allowing the room-temperature operation of GNR-based electronic devices.

Another interesting application of STM based SPL is the one studied by N. P.
Guisinger and coworkers [74]. In their case, it was demonstrated the reversible
and local modification of the electronic properties of graphene by hydrogen pas-
sivation and subsequent electron-stimulated hydrogen desorption with a scanning
tunneling microscope tip. As shown in Fig. 10.24 (left panel a, b), STM is able to
distinguish between clean graphene surface grown on SiC substrate from the hydro-
genated one both from their different topographies as from their local electronic
structures, as evidenced by the corresponding dI/dU data (left panel c, d). Hydrogen
desorption can be also locally induced from the graphene surface in a control-
lable way (Fig. 10.24, left panel e), leaving behind pristine graphene clean surface
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Fig. 10.23 Left panel: (a) Atomic-resolution STM image (20×20 nm2, 1 nA, 200 mV) of a 15-nm-
wide GNR displaying an atomically flat and defect-free structure. The color scale bars encode the
height of the imaged features. (b, c) Magnified images of the defect-free lattice taken at the centre
of the ribbon (b) and position-dependent superstructures near the edges (c). (d) Identification of
crystallographic orientation from the triangular lattice observed in atomic-resolution STM images
of HOPG-supported GNR. (e) Theoretical STM image of the superstructures at the edges of the
ribbon. Right panel: (a) STM image (15 × 15 nm2, 1 nA, 100 mV) of a 2.5-nm-wide armchair
GNR. The color scale bars encodes the height of the imaged features. (b) Average line-cut of the
STM image revealing the real width of the ribbon. (c) Representative STS spectra taken on the
narrow ribbon showing an energy gap of about 0.5 eV (zero DOS marked by horizontal lines)
(from Tapasztó et al. [72])

layer. This interesting technique has been finally exploited at room temperature
to demonstrate high resolution lithographic capabilities, as reported in Fig. 10.24
(right panel a, b): lines and complex structure have been fabricated down to 5 nm
of width. Notice how this STM-based patterning results stable at room tempera-
ture. STM-SPS was finally employed to find the characteristic lateral dimensions
of the hydrogen-desorbed regions where the electronic structure changes its proper-
ties, demonstrating in this very elegant way the quantum-mechanic effects of lateral
confinement at nanometer scale induced by hydrogen desorption on graphane.

10.4 Conclusions and Perspectives

In this review we have tried to show how graphene discovery and rising have been
up to now strictly related to scanning probe based imaging techniques but also to
the capability of SPM to modify its surface at nanometer scale. Many examples of
SPN, SPL and SPS techniques applied to graphene have been reported together
with some interesting properties of this novel carbon material that have been
underlined by SPM characterization. Mechanical properties, electronic transport
characteristics, and topographical information have been obtained and lithographic
capabilities demonstrated at nanometer scale. From the research works reviewed
in this new and fascinating field it results that research on graphene has to thank
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Fig. 10.24 Left panel: (a) This STM image (100 nm × 100 nm, sample bias 0.3 V, 0.1 nA) shows
a cleanly prepared graphene surface that has been epitaxially grown on 4H:SiC(0001). (b) The
surface is fully saturated with hydrogen at room temperature, as illustrated in this STM image
(100 nm × 100 nm). (c) SPS is utilized to measure this characteristic dI/dU curve over cleanly
prepared bilayer graphene. The Dirac point of the bilayer graphene is shifted from the Fermi level
to a value of –260 meV. This shift is inherent to epitaxial graphene on SiC and is illustrated by the
inset, where graphene’s E(kx, ky) dispersion relation is plotted with an added plane representing
the shifted Fermi level. (d) Similar dI/dU measurements were made on the hydrogen-saturated
surface and do not show the same characteristic features indicating that the graphene’s electronic
structure has been modified. (e) This image shows a patterned box of graphene. When the bias is
increased to +4.5 V, the hydrogen easily desorbs from the surface in a controllable way leaving
behind pristine graphene, as illustrated in the atomic resolution image of the inset. Right panel:
This STM image shows an increasing graphene pattern width as a function of increasing positive
sample bias. The tip velocity and set point current were held constant. (b) To illustrate the level of
control over the graphene writing, Authors patterned their institutional University logo and initials
with a line width down to 5 nm (from Sessi et al. [74])

SPM techniques as unique tools for high resolution characterization. Moreover, an
important issue related to SPM imaging techniques is also their gentleness in avoid-
ing any modification of graphene properties during the topographic or spectroscopic
analysis.

We have to mention that other methods as optical imaging and spectroscopy
(e.g. Raileigh [75] and Raman [76, 77] scattering) have been employed on
graphene characterization and strongly contributed to the present understanding
of their extraordinary physical-chemical properties. Furthermore, electron beam
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lithography (EBL), nano imprint lithography (NIL) and subsequent reactive ion
etching processes are at the moment the primarily employed lithographic techniques
for the patterning of SLG samples. Nevertheless, we think that in the next future
SPM, SPL and SPN will remain unique and flexible tools to perform high resolu-
tion imaging, patterning and nanomanipulation techniques of SLG-based devices in
basic research. We believe that graphene and SPM techniques will remain linked
together and that they will take mutual advantage of their peculiar characteris-
tics. More in details, tip enhanced Raman scattering (TERS) techniques based
on AFM imaging [78, 79] will allow obtaining high spatial resolution chemical
maps of graphene nanostructures, giving information for example about the elec-
trochemical process involved in LAO-based lithography and, more in general, on
functionalized or strained SLG-based nanostructures at nanometer scale. Kelvin
Probe Microscopy (KPM) [80, 81], Scanning single-electron transistor [82] and
Scanning Gate Microscopy (SGM) [83] imaging techniques, already employed
on SLG nanostructures, will allow to imaging and modify at nanometer scale
theirs electrical properties. Finally, we think that SPM technique will have in
graphene a new kind of substrate to perform an innovative class of interesting
experiments and that SPM will remain a high spatial resolution and non-invasive
tool to perform imaging on new synthesized graphene nanostructures. As recent
intriguing example, AFM imaging on SLG deposited on mica has opened the pos-
sibility to study water adlayer in ambient conditions. Hydrophobic properties of
graphene substrate allowed demonstrating trough direct imaging that submonolay-
ers of water at room temperature form atomically flat, faceted islands of height 0.37
± 0.02 nm, in agreement with the height of a monolayer of crystalline ice [84], as
shown in Fig. 10.25. These kinds of studies could also have important repercussion

Fig. 10.25 Graphene visualizes the first water adlayer on mica surface at ambient conditions. (a)
A schematic of how graphene locks the first water adlayer on mica into fixed patterns and serves
as an ultrathin coating for AFM. (b) The structure of ordinary ice. Open balls represent O atoms,
and smaller, solid balls represent H atoms. A single puckered bilayer is highlighted with gray
in the central region. Interlayer distance is c/2 = 0.369 nm when close to 0◦C. (c) AFM image
of a monolayer graphene sheet deposited on mica at ambient conditions. (d) A close-up of the
blue square in (c). (e) Height profiles along the gray line in (d) and from a different sample.
The dashed line indicates z = 0.37 nm. (f) AFM image of another sample, where the edge of a
monolayer graphene sheet is folded underneath itself. The arrow points to an island with multiple
120◦ corners. (g) The height profile along the red line in (f), crossing the folded region. Scale bars
indicate 1 mm for (c) and 200 nm for (d) and (f). The same height scale (4 nm) is used for all
images (from Xu et al. [84])
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on water meniscus role and stability on LAO experiments described in the previous
“AFM-SPL on graphene” section.

Finally, atomically precise graphene nanoribbons of different topologies and
widths grown on top of Au(111) and Ag(111) substrates have been successfully
imaged after their chemical synthesis thanks to STM. The topology, width and edge
periphery of the graphene nanoribbon products are defined by the structure of the
precursor monomers employed in this bottom-up lithographic technique [85]. These
monomers can be designed to give access to a wide range of different graphene
nanoribbons but STM imaging results a unique tool able to verify their presence, dis-
tribution, topography and electronic characteristics at the atomic scale. In Fig. 10.26
different shapes of these graphene nanoribbons are reported, with beautiful high
resolution images of their atomic structure.

In perspective, we believe therefore that SLG will be also employed as a reli-
able, mechanically stable, conductive substrate for SPM research, becoming a

Fig. 10.26 Left panel: Straight GNRs from bianthryl monomers. (a) Reaction scheme from precur-
sor 1 to straight N = 57 GNRs. (b) STM image taken after surface assisted C–C coupling at 200◦C
but before the final cyclodehydrogenation step, showing a polyanthrylene chain (left, temperature
T = 5 K, voltage U = 1.9 V, current I = 0.08 nA), and DFT-based simulation of the STM image
(right) with partially overlaid model of the polymer (gray carbon; white hydrogen). (c) Overview
STM image after cyclodehydrogenation at 400◦C, showing straight N = 57 GNRs (T = 300 K,
U = 23 V, I = 0.03 nA). The inset shows a higher-resolution STM image taken at 35 K (U = 21.5 V,
I = 0.5 nA). (d) Raman spectrum (532 nm) of straight N = 57 GNRs. The peak at 396 cm–1 is char-
acteristic for the 0.74 nm width of the N = 57 ribbons. The inset shows the atomic displacements
characteristic for the radial-breathinglike mode at 396 cm–1. (e) High-resolution STM image with
partly overlaid molecular model of the ribbon (T = 5 K, U = 20.1 V, I = 0.2 nA). At the bottom left
is a DFT-based STM simulation of the N = 57 ribbon shown as a greyscale image. Right panel: (a)
STM image of coexisting straight N = 57 and chevron-type GNRs sequentially grown on Ag(111)
(T = 5 K, U = 22 V, I = 0.1 nA). (b) Threefold GNR junction obtained from a 1,3,5-tris(4′′-iodo-2′-
biphenyl)benzene monomer 3 at the nodal point and monomer 2 for the ribbon arms: STM image
on Au(111) (T = 115 K, U = 22 V, I = 0.02 nA). Monomers 2 and 3 were deposited simultane-
ously at 250◦C followed by annealing to 440◦C to induce cyclodehydrogentation. (c) Schematic
model of the junction fabrication process with components 3 and 2. (d) Model (gray carbon; white
hydrogen) of the colligated and dehydrogenated molecules forming the threefold junction overlaid
on the STM image from (b) (from Cai et al. [85])
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“standard sample” for AFM and STM high resolution imaging on various molecular
compounds deposited on it, while SPM will increase its importance as characteri-
zation and modification tool for graphene-based Nano Electro-Mechanical system
(NEMS) and electro-optical devices, the new frontier in the “rise of graphene”.
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Chapter 11
Diamondoid Mechanosynthesis for Tip-Based
Nanofabrication

Robert A. Freitas Jr.

Abstract Diamond mechanosynthesis (DMS), or molecular positional fabrication,
is the formation of covalent chemical bonds using precisely applied mechanical
forces to build nanoscale diamondoid structures via manipulation of positionally
controlled tooltips, most likely in a UHV working environment. DMS may be
automated via computer control, enabling programmable molecular positional fab-
rication. The Nanofactory Collaboration is coordinating a combined experimental
and theoretical effort involving direct collaborations among dozens of researchers at
institutions in multiple countries to explore the feasibility of positionally controlled
mechanosynthesis of diamondoid structures using simple molecular feedstocks, the
first step along a direct pathway to developing working nanofactories.

Keywords Carbon placement · Diamond · Diamondoid · DMS · Hydrogen
abstraction · Hydrogen donation · Mechanosynthesis · Minimal toolset · Molecular
manufacturing · Nanofactory · Nanofactory Collaboration · Nanopart · Positional
assembly · Positional fabrication · tooltips
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SPM Scanning probe microscope
UHV Ultra-high vacuum

11.1 Positional Diamondoid Molecular Manufacturing

Complex molecular machine systems [1–6], including microscale robotic mecha-
nisms comprised of thousands or millions of nanoscale mechanical components
such as gears, motors, and computer elements, probably cannot be manufactured
using the conventional techniques of self-assembly. As noted in the final report [7]
of the 2006 Congressionally-mandated review of the U.S. National Nanotechnology
Initiative by the National Research Council (NRC) of the National Academies and
the National Materials Advisory Board (NMAB): “For the manufacture of more
sophisticated materials and devices, including complex objects produced in large
quantities, it is unlikely that simple self-assembly processes will yield the desired
results. The reason is that the probability of an error occurring at some point in the
process will increase with the complexity of the system and the number of parts that
must interoperate.” Error detection and correction requires a minimum level of com-
plexity that cannot easily be achieved via thermodynamically-driven self-assembly
processes.

The opposite of self-assembly processes is positionally controlled processes, in
which the positions and trajectories of all components of intermediate and final
product objects are controlled at every moment during fabrication and assembly.
Positional processes should allow more complex products to be built with high
quality and should enable rapid prototyping during product development. Pure posi-
tional assembly is the norm in conventional macroscale manufacturing (e.g., cars,
appliances, houses) but is only relatively recently [8, 9] starting to be seriously
investigated experimentally for nanoscale manufacturing. Of course, we already
know that positional fabrication can work in the nanoscale realm. This is demon-
strated in the biological world by ribosomes, which positionally assemble proteins in
living cells by following a sequence of digitally encoded instructions (even though
ribosomes themselves are self-assembled). Lacking this positional fabrication of
proteins controlled by DNA-based software, large, complex, digitally-specified
organisms would probably not be possible and biology as we know it would not
exist. Guided self-assembly – another hybrid approach combining self-assembly
and positional assembly – is also being investigated experimentally [10, 11].

The most important materials for positional assembly may be the rigid cova-
lent or “diamondoid” solids, since these could potentially be used to build the
most reliable and complex nanoscale machinery. Preliminary theoretical studies
have suggested great promise for these materials in molecular manufacturing. The
NMAB/NRC Review Committee recommended [7] that experimental work aimed at
establishing the technical feasibility of positional molecular manufacturing should
be pursued and supported: “Experimentation leading to demonstrations supplying
ground truth for abstract models is appropriate to better characterize the potential for
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use of bottom-up or molecular manufacturing systems that utilize processes more
complex than self-assembly.” Making complex nanorobotic systems requires man-
ufacturing techniques that can build a molecular structure by positional assembly
[9, 12]. This will involve picking and placing molecular parts one by one, mov-
ing them along controlled trajectories much like the robot arms that manufacture
cars on automobile assembly lines. The procedure is then repeated over and over
with all the different parts until the final product is fully assembled inside a desktop
nanofactory.

Technologies required for the atomically precise fabrication of diamondoid
nanorobots in macroscale quantities at low cost requires the development of a new
nanoscale manufacturing technology called positional diamondoid molecular manu-
facturing, enabling diamondoid nanofactories. Achieving this new technology over
the next 1–3 decades will require the significant further development of multiple
closely related technical capabilities: diamondoid mechanosynthesis, programmable
positional assembly, massively parallel positional fabrication and assembly, and
nanomechanical design.

11.2 Diamondoid Mechanosynthesis (DMS)

Mechanosynthesis, or molecular positional fabrication, is the formation of cova-
lent chemical bonds using precisely applied mechanical forces to build atomi-
cally precise structures. Mechanosynthesis will be most efficient when automated
via computer control, enabling programmable molecular positional fabrication of
nanostructures of significant size. Atomically precise fabrication involves holding
feedstock atoms or molecules, and separately a growing nanoscale workpiece, in
the proper relative positions and orientations so that when they touch they will
chemically bond in the desired manner. In this process, a mechanosynthetic tool
is brought up to the surface of a workpiece. One or more transfer atoms are added
to (Fig. 11.1), or removed from, the workpiece by the tool. Then the tool is with-
drawn and recharged. This process is repeated until the workpiece (e.g., a growing
nanopart) is completely fabricated to atomic precision with each atom in exactly
the right place. The transfer atoms are under positional control at all times to pre-
vent unwanted side reactions from occurring. Side reactions are also avoided using
proper reaction design so that the reaction energetics avoid undesired pathological
intermediate structures and atomic rearrangements.

The positional assembly of diamondoid structures, some almost atom by atom,
using molecular feedstock has been examined theoretically [13–25] via compu-
tational models of diamondoid mechanosynthesis (DMS). DMS is the controlled
addition of individual carbon atoms, carbon dimers (C2), or single methyl (CH3) and
like groups to the growth surface of a diamond crystal lattice workpiece in an inert
manufacturing environment such as UHV. Covalent chemical bonds are formed one
by one as the result of positionally constrained mechanical forces applied at the tip
of a scanning probe microscope (SPM) apparatus, usually resulting in the addition
of one or more atoms having one or more bonds into the workpiece structure.
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Fig. 11.1 Diamondoid mechanosynthesis: DCB6Ge dimer placement tool shown depositing two
carbon atoms on a diamond surface (C = black, H = white, Ge = yellow/gray) [9]. © 2010 Robert
A. Freitas Jr. All Rights Reserved

Programmed sequences of carbon dimer placement on growing diamond surfaces
in vacuo appear feasible in theory [20, 24].

11.2.1 Diamondoid Materials

Diamondoid materials include pure diamond, the crystalline allotrope of carbon.
Among other exceptional properties, diamond has extreme hardness, high ther-
mal conductivity, low frictional coefficient, chemical inertness, a wide electronic
bandgap, and is the strongest and stiffest material presently known at ordinary
pressures. Diamondoid materials also may include any stiff covalent solid that is
similar to diamond in strength, chemical inertness, or other important material prop-
erties, and possesses a dense three-dimensional network of bonds. Examples of such
materials are carbon nanotubes and fullerenes, atomically-precise doped diamond,
several strong covalent ceramics such as silicon carbide, silicon nitride, and boron
nitride, and a few very stiff ionic ceramics such as sapphire (monocrystalline alu-
minum oxide) that can be covalently bonded to pure covalent structures such as
diamond. Of course, pure crystals of diamond are brittle and easily fractured. The
intricate molecular structure of an atomically precise diamondoid product will more
closely resemble a complex composite material, not a brittle solid crystal. Such
products, and the nanofactory systems that build them, should be extremely durable
in normal use.

11.2.2 Minimal Toolset for DMS

It is already possible to synthesize bulk diamond today. In a process somewhat rem-
iniscent of spray painting, layer after layer of diamond is built up by holding a cloud
of reactive hydrogen atoms and hydrocarbon molecules over a deposition surface.
When these molecules bump into the surface they change it by adding, removing, or
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rearranging atoms. By carefully controlling the pressure, temperature, and the exact
composition of the gas in this process – called chemical vapor deposition or CVD –
conditions can be created that favor the growth of diamond on the surface. But ran-
domly bombarding a surface with reactive molecules does not offer fine control over
the growth process. To achieve atomically precise fabrication, the first challenge is
to make sure that all chemical reactions will occur at precisely specified places on
the surface. A second problem is how to make the diamond surface reactive at the
particular spots where we want to add another atom or molecule. A diamond sur-
face is normally covered with a layer of hydrogen atoms. Without this layer, the raw
diamond surface would be highly reactive because it would be studded with unused
(or “dangling”) bonds from the topmost plane of carbon atoms. While hydrogena-
tion prevents unwanted reactions, it also renders the entire surface inert, making it
difficult to add carbon (or anything else) to this surface.

To overcome these problems, a set of molecular-scale tools must be developed
that would, in a series of well-defined steps, prepare the surface and create hydro-
carbon structures on a layer of diamond, atom by atom and molecule by molecule.
A mechanosynthetic tool typically will have two principal components – a chemi-
cally active tooltip and a chemically inert handle to which the tooltip is covalently
bonded. The tooltip is the part of the tool where site-specific single-molecule chem-
ical reactions are forced to occur by the application of mechanical energy. The much
larger handle structure is big enough to be grasped or positionally manipulated
using an SPM or similar macroscale instrumentality. At least three types of basic
mechanosynthetic tools (Fig. 11.2) have already received considerable theoretical
(and some related experimental) study and are likely among those required to build
molecularly precise diamond via positional control:

(1) Hydrogen Abstraction Tools. The first step in the process of mechanosynthetic
fabrication of diamond might be to remove a hydrogen atom from each of
two specific adjacent spots on the diamond surface, leaving behind two reac-
tive dangling bonds. This could be done using a hydrogen abstraction tool [21]
(Fig. 11.2a) that has a high chemical affinity for hydrogen at one end but is else-
where inert. The tool’s unreactive region serves as a handle or handle attachment

(B) Hydrogen
Donation

Tool

(C) Carbon
Placement

Tool (DCB6Ge)

(A) Hydrogen
Abstraction

Tool

Fig. 11.2 Examples of three basic mechanosynthetic tooltypes that are required to build
atomically precise diamond via positional control (C = black, H = white, Ge = yellow/gray)
[24]. © 2007 Robert A. Freitas Jr. All Rights Reserved
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point. The tool would be held by a high-precision nanoscale positioning device,
initially perhaps a scanning probe microscope tip but ultimately a molecular
robotic arm, and moved directly over particular hydrogen atoms on the sur-
face. One suitable molecule for a hydrogen abstraction tooltip is the acetylene
or “ethynyl” radical, comprised of two carbon atoms triple bonded together.
One carbon of the two serves as the handle connection, and would bond to a
nanoscale positioning device through a larger handle structure. The other car-
bon of the two has a dangling bond where a hydrogen atom would normally
be present in a molecule of ordinary acetylene (C2H2), which can bond and
thereby abstract a hydrogen atom from a workpiece structure. The environment
around the tool would be inert (e.g., vacuum or a noble gas such as neon).
The first extensive DMS tooltip trajectory analysis, examining a wide range
of viable multiple degrees-of-freedom tooltip motions in 3D space that could
be employed in a separate reaction sequence to recharge the ethynyl-based
hydrogen abstraction tool (Fig. 11.3), was published in 2010 [25].

(2) Carbon Placement Tools. After the abstraction tool has created adjacent reac-
tive spots by selectively removing hydrogen atoms from the diamond surface
but before the surface is re-passivated with hydrogen, carbon placement tools
may be used to deposit carbon atoms at the desired reactive surface sites. In this
way a diamond structure can be built up on the surface, molecule by molecule,
according to plan. The first complete tool ever proposed for this carbon depo-
sition function is the “DCB6Ge” dimer placement tool [15] – in this example,
a carbon (C2) dimer having two carbon atoms connected by a triple bond with
each carbon in the dimer connected to a larger unreactive handle structure via
two germanium atoms (Fig. 11.2c). This dimer placement tool, also held by a
nanoscale positioning device, is brought close to the reactive spots along a par-
ticular trajectory, causing the two dangling surface bonds to react with the ends
of the carbon dimer. The dimer placement tool would then withdraw, breaking
the relatively weaker bonds between it and the C2 dimer and transferring the
carbon dimer from the tool to the surface. A positionally controlled dimer
could be bonded at many different sites on a growing diamondoid workpiece,
in principle allowing the construction of a wide variety of useful nanopart

ReactionI Reaction II Reaction III

Fig. 11.3 Schematic of recharge reaction for 1-ethynyladamantane hydrogen abstraction tool (end
product of Reaction III, structure at top) using sequence of three positionally controlled reactions
involving two 1-germanoadamantane radical tooltips (C = black, H = white, Ge = yellow/gray)
[25]. © 2008 Robert A. Freitas Jr. All Rights Reserved
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shapes. As of 2010, the DCB6Ge dimer placement tool remains the most studied
[15, 17, 19, 20, 22, 24] of any mechanosynthetic tooltip to date, having had more
than 150,000 CPU-hours of computation invested thus far in its analysis, and it
remains the only tooltip motif that has been successfully simulated and theoret-
ically validated for its intended function on a full 200-atom diamond workpiece
surface [20]. Other proposed dimer (and related carbon transfer) tooltip motifs
[13–15, 18, 22, 24] have received less intensive study but are also expected to
perform well.

(3) Hydrogen Donation Tools. After an atomically precise structure has been fab-
ricated by a succession of hydrogen abstractions and carbon depositions, the
fabricated structure must be passivated to prevent additional unplanned reac-
tions. While the hydrogen abstraction tool is intended to make an inert structure
reactive by creating a dangling bond, the hydrogen donation tool [23] does the
opposite (Fig. 11.2b). It makes a reactive structure inert by terminating a dan-
gling bond by adding an H atom. Such a tool would be used to stabilize reactive
surfaces and help prevent the surface atoms from rearranging in unexpected
and undesired ways. The key requirement for a hydrogen donation tool is that it
include a weakly attached hydrogen atom. Many molecules fit that description,
but the bond between hydrogen and germanium is sufficiently weak so that a
Ge-based hydrogen donation tool should be effective.

A 3-year study [24] representing 102,188 CPU hours of computing effort for the
first time computationally analyzed a comprehensive set of DMS reactions and an
associated minimal set of nine specific DMS tooltips that could be used to build
basic diamond, graphene (e.g., carbon nanotubes), and all of the tools themselves
including all necessary tool recharging reactions. The research defined 65 DMS
reaction sequences incorporating 328 reaction steps, with 354 pathological side
reactions analyzed and with 1,321 unique individual DFT-based (Density Functional
Theory) quantum chemistry reaction energies reported. These mechanosynthetic
reaction sequences range in length from 1 to 13 reaction steps (typically 4) with
0–10 possible pathological side reactions or rearrangements (typically 3) reported
per reaction.

The first practical proposal for building a DMS tool experimentally was pub-
lished in 2005 [19] and is the subject of the first diamond mechanosynthesis patent
ever issued (in 2010) [19]. According to the original proposal, the manufacture of
a complete “DCB6Ge” positional dimer placement tool would require four distinct
steps: synthesizing a capped tooltip molecule, attaching it to a deposition surface,
attaching a handle to it via CVD, then separating the tool from the deposition
surface. An even simpler practical proposal for building DMS tools experimen-
tally, also using only experimental methods available today, was published in
2008 as part of the aforementioned minimal toolset work [24]. Processes were
identified for the experimental fabrication of a hydrogen abstraction tool, a hydro-
gen donation tool, and two alternative carbon placement tools (other than DCB6Ge).
These processes and tools are part of the second mechanosynthesis patent ever
filed and provide clear developmental targets for a comprehensive near-term DMS
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implementation program to begin working toward a more mature set of efficient,
positionally controlled mechanosynthetic tools that can reliably build atomically
precise diamondoid structures – including more DMS tools.

11.2.3 Experimental Activities to Date

The first experimental proof that individual atoms could be manipulated was
obtained by IBM scientists in 1989 when they used a scanning tunneling microscope
to precisely position 35 xenon atoms on a nickel surface to spell out the corporate
logo “IBM”. However, this feat did not involve the formation of covalent chemical
bonds. One important step toward the practical realization of DMS was achieved in
1999 [26] with the first site-repeatable site-specific covalent bonding operation of
a two diatomic carbon-containing molecules (CO), one after the other, to the same
atom of iron on a crystal surface, using an SPM.

The first experimental demonstration of true mechanosynthesis, establishing
covalent bonds using purely mechanical forces in UHV – albeit on silicon atoms,
not carbon atoms – was reported in 2003 [27]. In this landmark experiment, the
researchers vertically manipulated single silicon atoms from the Si(111)-(7×7) sur-
face, using a low-temperature near-contact atomic force microscope to demonstrate:
(1) removal of a selected silicon atom from its equilibrium position without perturb-
ing the (7×7) unit cell, and (2) the deposition of a single Si atom on a created
vacancy, both via purely mechanical processes. The same group later repeated this
feat with Ge atoms [28]. By 2008, the Custance group in Japan [29] had progressed
to more complex 2D structures fabricated entirely via mechanosynthesis using more
than a dozen Si/Sn or Pb/In atoms [29], with a 12-atom 2D pattern created in
1.5 h (∼450 s/atom). In late 2008 Moriarty’s group at the University of Nottingham
(U.K.) began a $3 million 5-year effort [30] employing a similar apparatus to pro-
duce 2D patterns using carbon atoms, to validate the theoretical DMS proposals
of Freitas and Merkle [24]. If successful, Moriarty’s work may lead to subsequent
studies extending DMS from 2D to small 3D carbon nanostructures.

Positional control and reaction design are key for the success of DMS. Error cor-
rection will be difficult or even impossible in many cases, so each reaction must
be executed precisely on the first attempt. To accomplish this, sequences of posi-
tionally controlled reaction steps must be chosen such that desired reactions are
energetically favored, side reactions or other undesired reactions are energetically
disfavored, and defect formation or unwanted lattice rearrangements are either ener-
getically disfavored or blocked by sufficient barriers to prevent their occurrence.
Reaction sequences for building diamond and fullerene nanostructures that appear
to meet these requirements have been proposed theoretically [24] and are now being
investigated experimentally [30].

An extensive bibliography of theoretical and experimental work on DMS is
available at http://www.MolecularAssembler.com/Nanofactory/AnnBibDMS.htm.

http://www.MolecularAssembler.com/Nanofactory/AnnBibDMS.htm
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11.3 Programmable Positional Fabrication and Assembly

After demonstration of basic DMS, the next major experimental milestone may
be the mechanosynthetic fabrication of atomically precise 3D structures, creat-
ing readily accessible diamondoid-based nanomechanical components engineered
to form desired architectures possessing superlative mechanical strength, stiffness,
and strength-to-weight ratio. These nanoscale components may range from rela-
tively simple diamond rings, rods and cubes [31] to more sophisticated “nanoparts”
such as fullerene bearings [32–34], gears [35–37] and motors [38], compos-
ite fullerene/diamond structures [39], and more complex devices [13] such as
diamondoid gears [40], pumps [40], and conveyors [41].

Atomically precise nanoparts, once fabricated, must be transferred from the
fabrication site and assembled into atomically precise complex components con-
taining many nanoparts. Such components may include gear trains in housings [42],
sensors, motors, manipulator arms, power generators, and computers. These com-
plex components may then be assembled, for example, into an even more complex
molecular machine system that consists of many complex components. A micron-
size medical nanorobot such as a respirocyte [1] constructed of such molecularly
precise components may possess many tens of thousands of individual components,
millions of primitive nanoparts, and many billions of atoms in its structure. The
conceptual dividing line between fabrication and assembly may sometimes become
blurred because in many cases it might be possible, even preferable, to fabricate
nominally multipart components as a single part – allowing, for example, two
meshed gears and their housing to be manufactured as a single sealed unit.

The process of positional assembly, as with DMS, can be automated via computer
control as has been demonstrated experimentally in the case of individual atoms in
the Autonomous Atom Assembly project sponsored by NIST and ONR [43], in the
case of nanoscale objects in SEM [44, 45] and AFM-based [45–47] manipulation
systems, and in the case of microscale parts in automated MEMS assembly [48, 49].
This capability will allow the design of positional assembly stations [46, 47] which
receive inputs of primitive parts and assemble them in programmed sequences of
steps into finished complex components. These components can then be transported
to secondary assembly lines which use them as inputs to manufacture still larger and
more complex components, or completed systems, again analogous to automobile
assembly lines.

For nanofactories to be economically viable, we must also be able to assemble
complex nanostructures in vast numbers – in billions or even trillions of finished
units (product objects). Approaches under consideration include using replicative
manufacturing systems or massively parallel fabrication, employing large arrays of
scanning probe tips all building similar diamondoid product structures in unison,
as in nanofactories [9, 13, 50]. This will require massively parallel manufacturing
systems with millions of assembly lines operating simultaneously and in parallel,
not just one or a few of them at a time as with the assembly lines in modern-day
car factories. Fortunately, each nanoassembly production line in a nanofactory can,
in principle, be quite small. Many millions of them should easily fit into a very
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small volume. Massively parallel manufacture of DMS tools, handles, and related
nanoscale fabrication and assembly equipment will also be required, perhaps involv-
ing the use of massively parallel manipulator arrays or some other type of replicative
system [50].

Reliability is an important design issue. The assembly lines of massively paral-
lel manufacturing systems might have numerous redundant smaller assembly lines
feeding components into larger assembly lines, so that the failure of any one smaller
line cannot cripple the larger one. Arranging parallel production lines for maxi-
mum efficiency and reliability to manufacture a wide variety of products (possibly
including error detection, error correction and removal of defective parts) is a major
requirement in nanofactory design.

Computational tools for molecular machine modeling, simulation and manu-
facturing process control must be created to enable the development of designs
for diamondoid nanoscale parts, components, and nanorobotic systems. These
designs can then be rigorously tested and refined in simulation before undertak-
ing more expensive experimental efforts to build them. Molecular machine design
and simulation software is available [42] and libraries of predesigned nanoparts are
slowly being assembled. More effort must be devoted to large-scale simulations
of complex nanoscale machine components, design and simulation of assembly
sequences and manufacturing process control, and general nanofactory design and
simulation.

11.4 Nanofactory Collaboration

The NMAB/NRC Review Committee, in their Congressionally-mandated review [7]
of the NNI, called for proponents of “site-specific chemistry for large-scale manu-
facturing” to: (1) delineate desirable research directions not already being pursued
by the biochemistry community; (2) define and focus on some basic experimental
steps that are critical to advancing long-term goals; and (3) outline some “proof-
of-principle” studies that, if successful, would provide knowledge or engineering
demonstrations of key principles or components with immediate value.

In direct response to these requirements, the Nanofactory Collaboration [9] is
coordinating a combined experimental and theoretical effort to explore the feasi-
bility of positionally controlled mechanosynthesis of diamondoid structures using
simple molecular feedstock. The precursor to the Nanofactory Collaboration was
informally initiated by Robert Freitas and Ralph Merkle in the Fall of 2000
during their time at Zyvex. Their continuing efforts, and those of others, have
produced direct collaborations among 25 researchers or other participants (includ-
ing 18 PhD’s or PhD candidates) at 13 institutions in 4 countries (U.S., U.K.,
Russia, and Belgium), as of 2010. The Collaboration website is at http://www.
MolecularAssembler.com/Nanofactory.

At present, the Collaboration is a loose-knit community of scientists and others
who are working together as time and resources permit in various team efforts with
these teams producing numerous co-authored publications, though with disparate

http://www.MolecularAssembler.com/Nanofactory
http://www.MolecularAssembler.com/Nanofactory
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funding sources not necessarily tied to the Collaboration. While not all partici-
pants may currently envision a nanofactory as the end goal of their present research
(or other) efforts in connection with the Collaboration, many do envision this, and
even those who do not currently envision this end goal have nonetheless agreed to
do research in collaboration with other participants that we believe will contribute
important advances along the pathway to diamondoid nanofactory development,
starting with the direct development of DMS. While some work has been done on
each of the multiple capabilities believed necessary to design and build a function-
ing nanofactory, for now the greatest research attention is being concentrated on the
first key area: proving the feasibility, both theoretical and experimental, of achiev-
ing diamondoid mechanosynthesis. We welcome new participants who would like
to help us address the many remaining technical challenges [51] to the realization
of a working diamondoid nanofactory.
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Chapter 12
Constraints and Challenges in Tip-Based
Nanofabrication

Ampere A. Tseng

Abstract In the past decade, tip-based nanofabrication (TBN) has become a
powerful technology for nanofabrication due to its low cost and unique atomic-level
manipulation capabilities. While a wide range of nanoscale components, devices,
and systems have been fabricated by TBN, this technology still faces a number
of constraints and challenges, which can be categorized into three areas: repeata-
bility (reliability), ability (feasibility), and productivity (throughput). This chapter
reviews these constraints and discusses the challenges for potential approaches to
circumventing them. First, the major TBN techniques and their recent advances
are reviewed in brief. Then, specific approaches for enhancing its repeatability by
using automated equipment, for increasing its ability by seeking strategies to cre-
ate truly three-dimensional nanostructures, and for improving its productivity by
parallel processing, speed increasing, and larger tips, are evaluated. Finally, a pre-
liminary roadmap for the next several years and a recommendation of areas for
future research and development are provided.
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DNA Deoxyribonucleic acid
DPN Dip-pen nanolithography
ECD Electrochemical deposition
EFMT Electric field-induced mass transfer
FM Frequency-modulation
ITRS International technology roadmap for semiconductors
KBS Knowledge based software
LAO Local anodic oxidation
MEMS Micro electromechanical system
NFP Nanofountain Probes
PCS Probe control software
PDMS Polydimethylsiloxane
PID Proportional-integral-derivative
PMG Phenolic molecular glass
RIE Reactive ion etch
SAM Self-assembled monolayer
SEM Scanning electron microscope
SIMS Secondary ion mass spectrometry
SNOM Scanning near-field optical microscopy
SOI Silicon-on-insulator
SPM Scanning probe microscopy
SPP Surface plasmon polariton
STM Scanning tunneling microscopy
TBN Tip-based nanofabrication
vdW van der Waals

12.1 Introduction

The ever-shrinking trend of semiconductor devices and systems has driven the rapid
development of nanofabrication so that these nanoscale devices and systems can
fulfil their designed potential. The advances in nanofabrication have also facili-
tated and catalyzed the development of many newly emerging fields, including
nanoplasmonics, nanophotonics, nanobiology, nanomedicine, and others. All of
these newly emerging areas have novel functionalities and unique characteristics.
For example, the development of nanoplasmonics heralded a list of possible break-
throughs, including realizing that a cloak of invisibility exists, with the potential to
enhance surveillance and detection abilities [1, 2]; accomplishing a planar hyper-
lens that could render optical microscopes an order of magnitude more powerful
and detect 45 nm particles in wafers or objects as small as DNA [3, 4]; and
increasing the potential for energy harvesting through more efficient solar collec-
tors [5, 6]. Similarly, nanophotonics holds great potential to revolutionize computer
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and consumer electronics that use light instead of electronic signals to process infor-
mation [7] and to provide low-power, low-cost and high-speed telecommunication
devices [8]. Furthermore, surmounting the nanoscale nature of DNA, viruses, and
protein molecules, which put stringent nanometer size and precision requirements
on many new generations of medical and biological devices [9, 10], would unlock
great potential to provide cost-effective health care systems, including early dis-
ease diagnosis and monitoring, personalized medicine, protein and peptide delivery,
nanorobots and nanoprobes, antibody therapeutics, and even cell repair [10, 11].

Despite all these important applications, the nanofabrication techniques adopted
by the semiconductor industry are not cost-effective and feasible for the devices and
systems in these emerging fields. For instance, the semiconductor-integrated cir-
cuits made by current methods of deep UV photolithography could be shrunk to a
32 nm feature size (half-pitch) with the help of resolution enhancement techniques
such as high numerical aperture, off-axis illumination, phase-shift mask, optical
proximity correction, and double processing as indicated in the recent edition of
ITRS [12]. To including such enhancements, fabrication facilities and processes cur-
rently become orders of magnitude more complex and expensive, especially in the
case of nanoscale optical masks, where costs can run upwards of a million dol-
lars per mask. Such a state-of-the-art optical lithography approach is designated
for high-volume production, in which highly sophisticated and carefully maintained
fabrication equipment is employed.

The above mentioned applications in newly emerging areas are still in their
infancy state where more development iterations or product revisions are neces-
sary in order to lower nanofabrication costs and to make the processes more flexible
and reconfigurable. This is particularly important for the prototyping of a small
quantity of product. One enabling technology for low-quantity nanofabrication is
Tip-Based Nanofabrication (TBN), which makes use of micro-cantilevers with func-
tionalized nanoscale tips. These cantilevered nanotips, which are basically evolved
from atomic force microscopy (AFM), are able to manipulate, modify, remove, and
deposit materials for creating a wide range of nanoscale patterns and structures [13].
Many techniques based on the TBN or AFM platform have been developed with
different degrees of similarity and success. The next great challenge for TBN is
to build on the common tip based platform to expand the capacity of this technol-
ogy to fabricate nanostructures with greater complexity, improved precision, better
reliability, and higher performance at low cost.

In this chapter, the major constraints and challenges facing TBN will be
presented. For the sake of clarity and relevance, most of the presentation and elabo-
ration still focuses on AFM, which has become the most popular methodology in the
TBN family adopted for nanofabrication. AFM can be performed in a wide range
of environments, including in non-vacuum, air, and liquid solutions with different
chemical and biological ingredients, and, indeed, is an excellent technique to illus-
trate the capabilities of TBN. Other popular techniques, such as scanning tunneling
microscopy (STM) [14], dip-pen nanolithography (DPN), and scanning near-field
optical microscopy (SNOM), will also be addressed. In DPN, the tip is loaded
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with chemical- or biological-molecular species that can react with the substrate to
activate nanoscale chemical or biological reactions for creating different types of
nanostructures [15]. In SNOM, the tip creates a localized photonic energy field and
the resulting interaction between the tip and sample can trigger many different pho-
tonic related reactions, including electrostatic, optical, optochemical, optoelectrical,
and optomagnetic [16].

In the subsequent sections, following a section on the basic principles of and
recent advances in those major TBN techniques just mentioned, the constraints and
challenges related to AFM automation and equipment precision are first presented
with a recommendation for the appropriate direction of future research. Advances
in patterning three-dimensional (3D) structures by TBN are then surveyed with an
emphasis on the selection of proper techniques that have high potential for mak-
ing small feature sizes with high precision in truly 3D fashions. Limitations on
the throughput of TBN are also addressed with a focus on fruitful approaches
for probe development, parallel processing, speed increasing, and larger tips. A
wide range of nanostructures fabricated through a variety of TBN techniques are
selected for illustrating advances in and limitations of these tip-based techniques.
The information surveyed and illustrated is extrapolated to form the basis for a
general assessment of the current constraints and future challenges facing TBN.
In addition to this assessment of constraints and challenges, a table summarizing
the TBN roadmap over the next several years and concluding remakes are finally
presented.

12.2 Major Techniques in TBN

This section briefly reviews the current status of four major techniques used in TBN
with the goal of introducing their general principles of, difference among, and recent
advances in these techniques.

12.2.1 Atomic Force Microscopy (AFM)

AFM, introduced by Binnig et al. [17] in 1986, evolved from the scanning tunnel-
ing microscopy (STM) invented in 1982. Currently, AFM and STM are the two
most important technologies in the scanning probe microscopy (SPM) family. AFM
operates by measuring the attractive or repulsive forces between a tip and a sample,
which vary according to the distance between the two. Since the tip is located at the
free end of a flexible microcantilever, the attractive or repulsive forces cause the can-
tilever to deflect. Depending on the situation, the forces measured in AFM include
van der Waals, capillary, chemical bonding, electrostatic, magnetic, among others.
Typically, the deflection is measured using a laser beam reflected off the cantilever
into an array of photodetectors as shown in Fig. 12.1.
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Fig. 12.1 Schematic of AFM
apparatus

In the past two decades, due to its low cost and unique atomic-level manipula-
tion capabilities, AFM has evolved from a versatile imaging instrument for atomic
and molecular analyses to a vital tool for nanoscale material, component, and device
fabrication [14, 18]. Many AFM fabrication techniques have been developed includ-
ing material modification, material removal, and material addition, which constitute
the three most important processes categorized by the taxonomy of manufacturing.
Material modification consists of two major techniques: atomic manipulation and
local anodic oxidation (LAO). The former is a technique to move individual atoms
or molecules as well as nanoscale particles to specific positions to create a range
of nanopatterns, with or without material property changes [19]. Oyabu et al. [20]
used an AFM to perform lateral manipulation of an adsorbate (intrinsic Ge adatom)
on Ge(111)-c(2×8) surfaces and demonstrated that the atom-by-atom creation of
patterns at room temperature, composed of a few inherent atoms on a heteroge-
neous surface is possible. In LAO, nanoscale anodized oxide patterns can be formed
by oxidizing the target sample surface through tip-induced anodic or chemical reac-
tions, which are triggered by the high electric fields created by a bias voltage applied
between a conducting tip and sample. Because of its inherent high reliability and
nanoscale precision, the LAO created pattern can be used as a critical nanoscale
element in many electronic devices and as a robust mask for subsequent etching or
deposition in nanolithography [14, 18, 21]. The AFM patterned oxide (SiO2), which
can be etched out by a HF solution, has also been used as a sacrificial layer to define
the stamp shape used for nanoimprinting [22].

In material removal, an AFM tip has been acted as a cutting tool to perform
nanoscale machining process, in which nanoscale materials are directly scratched
or machined by the tip loaded with mechanical forces. This material removing pro-
cess is also known as mechanical scratching or AFM scratching and a wide range
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of nanostructures and devices have been fabricated in this fashion [14, 18, 23]. In
addition to scratching by mechanical force, the AFM tip can also be loaded with
thermal energy. Recently, tips heated by the thermal energy were utilized not only
to melt or soften the scratched surfaces locally but also to provide thermal energy to
activate certain chemical reactions to break the intermolecular bonds or to modify
the material structures of organic substrates. Pires et al. [24] and Knoll et al. [25]
have demonstrated that 3D patterns can be created by heated tips on many polymeric
surfaces.

The material addition process consists of two major techniques: the electric field-
induced mass transfer (EFMT) and electrochemical deposition (ECD). In EFMT,
the atoms or nanoparticles can be transferred from the tip to the substrate surface
by applying a voltage bias between them. Calleja et al. [26] used an oscillating
Au-coated tip to fabricate gold nanowires on SiO2 surfaces. The tip was biased at
a negative voltage of 10–15 V with 0.5–5.0 ms pulses to facilitate the transport
of gold atoms from the tip to the surface. The voltage was applied when there
was a tip-surface separation of ∼3 nm to allow sequential pulses to form contin-
uous nanowires. Electron transport measurements of the wires created show a clear
metallic behavior. In ECD, the tip and the substrate act as two electrodes to form a
nanoscale electrochemical cell that performs a chemical reaction. Agarwal et al. [27]
demonstrated that biological molecules could be self-assembled on metallic surfaces
using the ECD technique with an AFM tip operated in tapping mode. They demon-
strated that histidine-tagged (his-tagged) peptides and proteins could be patterned
on a nickel surface.

12.2.2 Scanning Tunneling Microscopy (STM)

An STM (scanning tunneling microscope) has typical resolutions of 0.1 nm in lateral
movements and of 0.01 nm in the vertical or depth direction. With a resolution of
0.01 nm, individual atoms can routinely be imaged and manipulated on the surfaces
of crystalline materials. An STM uses a sharp conducting tip with a bias voltage
applied between the tip and a conducting target sample. When the tip is within the
atomic range (∼1 nm) of the sample, electrons from the sample begin to tunnel
through the gap to the tip or vice versa, depending on the sign of the bias voltage,
as shown in Fig. 12.2a. The exponential dependence of the distance between the tip
and the target surface gives STM a remarkable sensitivity with sub-angstrom reso-
lution in the vertical direction. Typically, tunneling current decreases by one order
of magnitude as the gap distance is increased by 0.1 nm, which accounts for the
extremely high vertical resolution of 0.01 nm. An STM is normally operated in an
ultra high vacuum for high precision experiments, since vacuum provides the ideal
barrier for tunneling. STM can be operated in either a constant current mode or a
constant height mode. For a typical range of operating voltages from 10 mV to 1.0 V,
the tip needs to be positioned close enough (∼0.3–1.0 nm) to the surface in order
for the tunneling current (∼0.2–10 nA) to be measured conveniently. While STM
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Fig. 12.2 Schematic of STM
and DPN probes: (a)
interaction of charged STM
tip with conducting substrate,
(b) molecular transport
between ink coated DPN tip
and substrate

can also be operated in a non-vacuum environment, including in air, water, and var-
ious other gases or liquids, these generally deteriorate its measurement sensibilities
and lower its resolution. Further details on STM design and instrumentation can be
found in a review book [28] while its applications to nanofabrication can be found
in an article by Tseng et al. [14].

One of the most unique capabilities of STM in TBN is atomic manipulation
(AM), which has been used to build model physical systems, such as quantum
confined structures, magnetic nanostructures, and artificial molecules [29]. Until
recently, because of its superior precision capabilities, STM was the sole technique
that could be used for performing AM by moving one atom at a time [19]. Ternes
et al. [30] have now developed an instrument that combines the strengths of AFM
and STM to allow for the determination of the forces required to move a single atom
on a surface. Their results indicate that for moving metal atoms on metal surfaces,
the lateral force component plays the dominant role. Furthermore, measuring spatial
maps of the forces during manipulation can yield the full potential energy landscape
of the tip-sample interaction.

In general, AFM has a much broader potential and range of applications over
STM, because AFM can be performed at room environment and concurrently loaded
with mechanical, electrical, optical, and thermal energies on either conducting or
non-conducting surfaces [14]. While STM can provide a higher resolution, it must
be conducted with a conducting tip and target material, and prefers a high-vacuum
environment.
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12.2.3 Dip-Pen Nanolithography (DPN)

DPN has evolved from AFM to a versatile nanofabrication tool in its own right. As
shown in Fig. 12.2b, the cantilevered tip in DPN is coated with a thin film of ink
molecules that can react with the substrate surface to create a pattern with chemical
or biological species, which can be controlled at the nanoscale level. A minute drop
of ink is naturally condensed between the DPN tip and the substrate. The liquid
meniscus acts as a bridge over which the ink molecules migrate from the tip to the
surface where the molecules can be self-assembled or anchored. The capillary trans-
port from the probe toward the tip apex provides a resupply of new molecules for
continuous writing. The ink and substrate are chosen to ensure a chemical affinity
and to favor adhesion of the deposited film. A number of different ink materials have
been successfully developed for DPN. These materials include inorganics, organ-
ics, biomolecules, and conducting polymers, which are compatible with a variety
of substrates such as metals, semiconductors, and functionalized surfaces [15]. As
such, the tip in DPN is not only used for energy transfer to substrate surfaces as it
is in AFM, but also for coating material transfer for further chemical or biological
reactions.

The writing or scanning speed of DPN does depend mainly on the mass transport
between the tip and surface, as well as the lead and down times for loading and
unloading the ink materials. Heated tips and automated ink supplying systems have
been developed to increase reaction rates and reduce loading and unloading times
[15, 31]. Like AFM, efforts to develop multiprobe arrays with addressable ink wells
are underway for DPN. Recent efforts combining DPN with AFM have made use
of transparent, two-dimensional (2D) arrays of pyramid-shaped elastomeric tips or
pens for large-area, high-throughput patterning of ink molecules [32]. Nevertheless,
an automated ink delivery system for multi-probes remains one of the biggest
challenges in DPN.

12.2.4 Scanning Near-Field Optical Microscopy (SNOM)

In recent years, the optical version of AFM, known as SNOM, has also shown
great potential for fabricating various structures at the nanoscale. The major dif-
ference between SNOM and AFM is that the sharp cantilevered tip is replaced by a
nanoscale light source/collector, or a scatterer. In an aperture SNOM, as shown in
Fig. 12.3a, the probe tip is held very close to the sample and the evanescent light
through the aperture is incident on the sample and excites the atoms at the surface
to reradiate propagating waves. An apertureless probe, as shown in Fig. 12.3b, can
also be used, in which a sharp tip without any apertures, similar to an STM or AFM
tip, scans the sample within the scale of the near field. The sample is irradiated
from above by far field light to interact with the near field induced by the tip to pro-
duce the evanescent field on the surface, which is sensed by a tip detector. Because
the distance between the probe and the sample surface is much smaller than the
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Fig. 12.3 Schematic of SNOM probes: (a) aperture tip, (b) apertureless tip

wavelength of the light source, SNOM works in the “near-field” and the spatial res-
olution of the optical excitation of materials is well below the far-field diffraction
limit. In this way, the feature size of the resulting patterns fabricated by optical inter-
actions between the tip and sample can be appropriately controlled at the nanoscale.
A wide variety of energy forms, including electrostatic, optical, optochemical,
optoelectrical, and optomagnetic, have been induced by SNOM-based techniques
[16].

In general, the SNOM-based TBN techniques can overcome the diffraction limit
of the light source, but they suffer from inherently low throughput and restricted
scan area. Many recent efforts have focused on the development of multiple-SNOM
probes to increase the throughput by parallel processing with these multiple or
arrayed probes [33]. Zhang et al. [34] used e-beam lithography and subsequent pat-
tern transfer by RIE (reactive ion etch) to fabricate a cantilevered array containing
16 aperture probes. This aperture SNOM probe array can be used for parallel pro-
cessing to increase the throughput for fabrication or to reduce the scanning time for
imaging. Each tip has a uniform aperture to accommodate the wavelength of a light
source as short as 250 nm. Haq et al. [35] developed an array containing 16 SNOM-
probes and demonstrated that their arrayed probes were capable of executing parallel
chemical transformations at high resolution over macroscopic areas. Light beams
generated by a spatial modulator or a zone plate array were coupled to an array of
cantilever probes with Al-coated hollow tips. Each of the probes could be separately
controlled with aperture-to-aperture spacing of 125 μm. They demonstrated the
selective photodeprotection of nitrophenylpropyloxycarbonyl (NPPOC)-protected
aminosiloxane monolayers on silicon dioxide surface and the subsequent growth
of nanostructured polymer brushes by atom-transfer radical polymerization, as well
as the fabrication of 70 nm structures in photoresist by the probe array immersed
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underwater. A variation in throughput ratio (i.e., the ratio of the transmitted inten-
sity to the intensity incident upon the aperture) of approximately 20% was measured
with light at a wavelength of 514 nm, corresponding to a variation in aperture size
of 5 nm for the apertures with an averaged diameter of 100-nm.

By combining the concepts of SNOM with DPN, Huo et al. [36] developed a
massively parallel SNOM-based technique that could generate patterns by passing
400-nm light through nanoscopic apertures at each tip in the array. Their technique,
known as “beam pen lithography (BPL),” can toggle between near- and far-field
distances, allowing both sub-diffraction limit (100 nm) and larger features to be
generated. A transparent polydimethylsiloxane (PDMS) array of pyramid-shaped
tips was fabricated and each pyramidal pen had a square base with edges several
tens of μm in length, tapering to a tip with a diameter of approximately 100 nm. The
aperture size did not change significantly from tip to tip (less than 10% variation),
and could be varied between 500 and 5,000 nm in diameter, simply by controlling
the contact force (0.002–0.2 N for a 1-cm2 pen array) loaded from the back side of
the tip array, where PDMS is an elastic material array and can be linearly or elas-
tically deformed. Thus, in addition to many fabrication parameters, the pattern size
or resolution could also be modulated by controlling the tip aperture size or contact
force.

12.2.5 Tip-Based Nanofabrication (TBN) and Dual Sources

The nanoscale fabrication and imaging abilities of DPN and SNOM are essentially
dictated by the nature of the cantilevered tip, similar to the principle applied in
AFM. Most of the time, the technical advancements achieved using one of the four
major techniques outlined above (AFM, STM, DPN, and SNOM) can be modified
for implementation to the others without major difficulty. Based on the preced-
ing overview of these four techniques, it is expected that more hybrid techniques
combining or mixing the advantages of individual techniques and using multiple
nanotips or microtips (or micro pens or stamps) will soon be developed to extend the
patterning capabilities and/or increase the throughput. As a result, the technology
used by these four techniques, as well as extended hybrid techniques, has recently
been categorized as TBN and has become one of the major research thrust areas in
nanofabrication [13].

In addition to mixing or combining different techniques, TBN has also been
improved by loading additional energy sources on the tips. For example, as
mentioned earlier, both electrical and thermal energy can be added to AFM and
DPN tips to trigger or speed up certain chemical or physical reactions to modify
(break or form) materials. If an AFM tip is loaded with an electrical bias, LAO,
EFMT, or ECD can be performed, while a heated AFM tip can activate chemical
reactions to break intermolecular bonds. The addition of thermal or electrical energy
to DPN tip has also improved this technology. In DPN, the molecular inks need
to be mobile under ambient conditions, which reduces the number of viable inks
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and complicates the dynamic control of deposition. This makes it difficult to pre-
vent ink deposition when the tip and/or tip-sample meniscus are in contact with the
substrate. Nelson et al. [37] demonstrated that a heated DPN can circumvent these
limitations by utilizing a heated tip to deposit ink that is solid at room temperature
but flows upon melting. Also, voltage can be applied to a DPN tip to generate a cur-
rent between the tip and the substrate, which can trigger electrochemical reactions to
pattern the substrate. Jegadesan et al. [38] illustrated that these local electrochemi-
cal reactions can be used to electropolymerize neutral polymer precursor substrates,
forming protruding conductive polymeric features.

12.3 Equipment Precision and Automation

Two of the major challenges in the development of TBN are to increase its
reproducibility (repeatability) and productivity (throughput). Towards these goals,
extensive efforts have been made to implement both automation and precision strate-
gies in an AFM-based system to reduce fabrication lead and down times as well
as improve the product quality and reproducibility, especially patterning reliability
and hardware resolution. This section discusses the nature and potential of these
efforts. Subsequent sections will elaborate on other efforts, including creating truly
3D nanostructures by a more controllable fashion and using multiple probes for
parallel-processing, enhancing the patterning domain through use of microscale tips
or stamps, and increasing the writing speeds by better control strategy.

The quality and productivity of the nanostructures created by TBN depend
greatly on the capacities of equipment and instruments used and the extent to
which the tip can be precisely controlled. It is unavoidable that the TBN system
be automated and that precision of control be in the sub-nanometers for dimension
accuracy, and sub-nanonewtons for force accuracy. It is therefore a priority should
be established to refine and enhance system hardware and software as well as its
controllability and integration. The main components of a typical AFM system are
probes, scanners (or drivers), displacement detective sensors, and electronics for sig-
nal management, as shown in Fig. 12.1. These components and their related subjects
are discussed in this section.

12.3.1 Hardware Development and Control

Since their inception, AFM and STM have used piezoelectric tube drivers to move
the tip or to scan the sample. Typically, in STM, a sharp metal tip is directly attached
at the end of a piezotube driver (Pz) to control the height of the tip above the target
surface, while another two piezotube drivers (Px and Py) are mounted or coupled
with Pz to scan the tip in two lateral directions. In AFM, as shown in Fig. 12.1,
the cantilever is directly mounted on the piezotube driver, Pz for vertical control,
while the lateral piezotube drivers, Px and Py, can be coupled with Pz or with the
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sample mounting stage. Because of its simplicity in design and construction as well
as its compatibility in integration, the piezotube driver with quartered electrodes has
become the most popular scanner used in the commercially available SPMs for 3D
positioning. A flexure guidance system incorporated with piezoelectric stacks for
actuation has been developed to alleviate friction and stiction [39].

Positioning accuracy and speed of a piezodriver are limited due to certain prop-
erties inherent in piezoelectric materials, which mainly include hysteresis, creep,
thermal drift, and vibrational dynamics. These inherent properties have detrimen-
tal effects on the positioning accuracy of the piezo driver. The displacement and
motion of a piezo scanner can have a highly non-linear dependence on the applied
voltage. For example, because of the hysteretic property, if a piezoelectric scanner
is driven by a voltage amplifier, the resulting displacement can deviate from linear
by as much as 15% between the forward and backward movements. The deviation
due to creep normally occurs when the applied voltage to the piezo undergoes a
sudden change and can result in significant loss in precision when positioning is
required over extended periods of time, especially during slow operation of AFM
for nanofabrication [40, 41]. The errors due to thermal drift are from the thermal
expansion and contraction of the mechanical components of the system. Mokaberi
and Requicha [42] showed that a Kalman filter could be effectively used to esti-
mate the drift and found that a 1◦C change in temperature could cause a 50 nm drift
for a typical AFM operating in ambient temperatures. Consequently, the thermal
drift deviation can be significant when the AFM nanofabrication is performed in the
ambient temperature. If a heated tip is used, the thermal drift problem can amount
to a substantial hurdle that requires a solution.

To cope with these nonlinearity errors or effects, in open-loop control, the con-
troller can use a non-linear voltage or charge profile to drive the piezo scanner
such that is moves linearly. Fleming and Leang [43] demonstrated that charge
drives could reduce the error caused by hysteresis to less than 1% of the scan
range. However, the charge profile is difficult to find and can vary greatly from one
scanning condition to another. Often, the profile can be taught during calibration
procedures using surface gratings with known height steps in the vertical direc-
tion and known pitch in the lateral dimensions. The open-loop control strategy has
achieved only limited success and only works in scanning patterns similar to that
of the calibration gratings. For example, some commercially available AFM soft-
ware can partially compensate for the hysteresis effect by scanning only in the same
direction [41, 44].

Control techniques have been developed and utilized to alleviate and diminish
these detrimental effects as well as to improve the tip’s moving or scanning speed
[45]. The increase in tip speeds from certain control techniques to enable high-
bandwidth nanopositioning will be presented in Section 12.5.3; only the basics of
feedback control will be discussed in this section. In implementing closed-loop or
feedback control, a feedback sensor to measure the displacement and to guide the
scanner movement is critical. Integration of a displacement sensor into the piezo
scanners or drivers of AFMs can be a delicate task. In AFM, three types of sen-
sors, including laser-beam deflective, optical interferometric, and capacitive, have
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been adopted for measuring the z displacement or deflection of the cantilever [41].
Among them, the laser-beam deflective sensor is the most popular choice for dis-
placement sensing, because its sensitivity and response time are usually better than
the other two.

The laser-beam deflective sensor consists of a laser, photodiodes, and the
required optical lens. For measuring the vertical displacement or movement, as
shown in Fig. 12.1, a laser beam is directed by a prism onto the back of a can-
tilever near its free end and the reflected beam from the vertex of the cantilever is
directed through a mirror onto a quad-photodiode detector, in which each diode is
located in one of the four quadrants. The differential signal from the top and bottom
photodiodes provides the AFM signal of the cantilever vertical or bending deflec-
tion, while the difference between the left and right diodes detects the cantilever
twist due to torsion. The tip deflection or twist will change the direction of the
reflected laser beam, changing the intensity difference between two selected photo-
diodes (feedback signal). For example, in one of the AFM operating modes called
constant force mode, for topographic imaging or for any lithographic operation, in
which the applied normal force is to be kept constant, a feedback circuit is used to
modulate the voltage applied to the Pz driver to adjust the height of the driver, such
that the cantilever’s vertical deflection (given by the intensity difference between the
top and bottom diodes) remains constant during scanning. The driver height varia-
tion is thus a direct measure of the surface topography of the sample. The AFM is
carried out under a constant force in this mode.

Since it is difficult to use laser-beam deflective sensors to measure lateral dis-
placements, capacitive sensors have emerged as the most popular sensors for lateral
displacement measurements in AFMs [28, 41]. The main drawback to use this type
of sensor is the noise. If the capacitive sensor is used to generate a frequency
response, the root-mean-square noise can be measured to be about 20 pm/(Hz)1/2

[45]. Over a bandwidth of 10 kHz, this can yield a noise of 2 nm, which is clearly
inadequate for atomic level manipulations. Limiting the bandwidth to 30 Hz would
reduce the sensor noise to a level in sub-nm precision that is sufficient for AFM,
but this significantly limits the speed of the scanner. Consequently, in most AFMs,
the lateral displacement or movements are open-loop controlled. The patterning
errors caused by an AFM using open-loop control in the lateral directions can
easily be larger than 10 nm [46], which is unacceptable in most TBN operations.
Consequently, to increase fabrication speed, the noise levels generated by capacitive
sensors must be reduced.

Apart from the noise problem, the cross-coupling issue, which exists among the
three-axes of piezotube scanners, also needs to be addressed. Experimental results
confirm that this cross-coupling could be substantial. As indicated by Bhikkaji
et al. [47], a cross-coupling of 20 dB at low frequencies is normal, and this effect
could be even more severe at the resonance frequency of the scanner. This effect
becomes more significant if the driver is used in the high-speed scanning regime.
Additionally, the accuracy of the nanopositioning in AFMs and other TBN appli-
cations is limited by the uncertainties (variations) in the system dynamic behaviors
ubiquitously that exist in almost all mechanical systems. To combat these adverse
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effects on nanopositioning control for AFM applications, including TBN, advanced
model-based control techniques have been developed and significant improvement
of AFM performance in various applications has been achieved [48]. It is expected
that both the positioning accuracy and the bandwidth of piezoelectric tube scanners
can be substantially improved by employing model-based control and estimation
techniques together with a deeper understanding of the properties of piezoelec-
tric materials. More discussion on positioning control will be presented in the
throughput section.

To reduce the noise caused by increasing the bandwidth or scanning speed and
the effect from cross-coupling of multi-axis piezo drivers, Moheimani [45] has made
a list of recommendations for utilizing advanced feedback control and estimation
techniques as well as innovative ideas and methods that have emerged in other
fields, e.g., smart structures. By combining these techniques, significant improve-
ment in the operating conditions of a scanner based on a capacitive-based feedback
sensor can be achieved. This will, in turn, translate into faster and more accurate
AFMs. However, real-time implementation of these methods often requires access
to fast digital signal processing hardware and the requisite software. For small piezo
tubes, with the first resonance frequency in the tens or hundreds of kHz, such imple-
mentation remains quite challenging. Analog control implementation could be an
answer, although one would need to address a significant number of issues that arise
with such implementation.

Note that the imaging capability of AFM can monitor the geometry or morphol-
ogy of the nanostructure created in situ. The patterning errors caused by adverse
factors, such as noise, piezo creep, piezo drift and dynamics, can be compensated to
a certain degree by modifying the processing parameters, depending on the require-
ment. However, since this approach is not only unreliable but also time consuming,
it is not recommended for further investigations for TBN.

12.3.2 Software Development and Automation

In TBN operations, software is as important as the hardware. Software for TBN
can include many features or modules. Software provides not only the interface
and (software) drivers enabling the user to operate or to communicate with the
hardware and external instruments, but also the instructions for the hardware to
perform the specified nanofabrication tasks, such as atomic manipulation, LAO,
mechanical scratch or tip-induced chemical reaction and deposition. Initially, AFM
software was implemented to acquire images with sub-nanometer resolution with
certain abilities to perform data acquisition, image processing, and position and
movement controls. Development of these general abilities has largely been parallel
to evolution in computer technologies and has enabled AFM to measure differ-
ent types of tip-sample interaction and to become a powerful analytical tool for
nanotechnology.
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The importance of software for AFM has been recognized by both commercial
and non-commercial organizations, many of whom have developed their own soft-
ware and file formats for different purposes over the past 20 years [49]. A freeware
called WSXM, which can read most AFM file formats, is a good example of gen-
eral AFM software development [50]. WSXM contains a lithography module that
enables the user to program and implement additional algorithms or control abili-
ties. Two major purposes of this type of modules are to move and load the tip by
providing the link to drive the hardware and to set the appropriate range of values for
each of the major processing parameters so the equipment can perform the required
tasks concurrently.

One of the requirements for TBN software is to implement a computer-aided
design/computer-aided manufacturing (CAD/CAM) feature to enhance the design
and patterning capabilities of TBN, or specifically AFM, so that the tip motion
and fabrication steps can be controlled by a computer. An AFM integrated with a
CAD/CAM system is similar to a machine tool equipped with a CAD/CAM system,
also known as a CNC (computer numerical control) machine tool, which is oper-
ated by programmable commands encoded on a linked personal computer (PC).
Since the 1950s, the CNC machine tool has revolutionized the manufacturing pro-
cess. Cruchon-Dupeyrat et al. [51] integrated CAD and microcircuit design software
into an AFM control system for guiding the AFM to rapidly produce self-assembled
monolayers (SAM) to have the designed nanopatterns. They demonstrated that the
AFM system equipped with CAD/CAM software could be used to create a 327-nm
pie-shaped pattern with a “cowboy loop” around the pie-pattern by nanografting of
octadecanethiol in a hexanethiol matrix. A nanografted script with the same thiol
SAM was also created by this AFM system. Johannes et al. [52] coupled CAD soft-
ware with a custom-built three-axis AFM system to generate a 3D pattern. Several
micro-sized LAO characters on Si substrates were created to illustrate the capability
of the system developed.

Some knowledge-based software (KBS) systems have also been developed for
advising and guiding users on how to direct and manipulate the AFM tip and the
related processing parameters so as to perform certain required fabrication steps. In
atomic manipulation, a software system called probe control software (PCS) has
been developed to monitor the underlying phenomena during manipulation pro-
cesses [53]. It was successfully tested for the manipulation of Au nanoparticles on
poly-L-lysine coated mica substrate. An AFM operated in dynamic mode assisted
by PCS was used to study the manipulation process by analyzing the simultaneously
recorded cantilever amplitude and deflection. The results show that the contact force
between the tip and the nanoparticles is responsible for the onset motion. Moreover,
utilizing the PCS for colloidal Au nanoparticles on an (aminopropyl) trimethoxysi-
lane (APTS) coated silicon substrate, more complex manipulation was performed,
including building a simple 3D pyramidal structure and rotating and translating a
linked two-particle structure [53–55]. For investigating the atomic manipulation on
an insulator surface, Nishi et al. [56] introduced thermal drift compensation soft-
ware for better approaching the target atom to enhance tip manipulation capabilities.
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Zhao et al. [57] also developed a computer-aided AFM system for automated manip-
ulation of nanoparticles to form designed patterns with applications in nanodevice
prototyping.

In AFM scratching, Robinson et al. [58] developed photolithographic simula-
tion software to direct AFM to perform nanoscratching for mask repair and 2D
shape reconstruction. Repair results were shown for various processes to highlight
the relative strengths and weaknesses of the system developed. Advances in repair
dimensional precision and overall imaging performance were also demonstrated.

We expect to see that KBS continuously advances to provide instructions and
advices to users for conducting and manipulating AFM equipment to create the
required products, as well as to perform the required fabrication steps. With KBS,
TBN will become more powerful and versatile.

12.4 Three-Dimensional (3D) Fabrication

In the real world, all objects are 3D. In the engineering world, the construction
of truly 3D structures remains a persistent challenge. A large variety of 3D nano-
and micro-structures, such as optical lenses, photonic crystals, scanning probes, and
gears/racks has been studied and produced [59–61]. This section briefly reviews
TBN efforts in 3D patterning and elaborates on associated challenges.

To create real 3D nano- and micro-structures, automated equipment or a
CAD/CAM equipped system is a prerequisite. The appropriate relationships among
the major processing parameters and the geometrical dimensions must also be avail-
able. Since efforts in AFM automation were reviewed in the preceding section,
this section addresses different issues. Three approaches – material removal, mate-
rial modification, and material addition – are selected to illustrate 3D patterning
schemes. For the first approach, a process where the tip is imposed with force or
force with heat, such as AFM scratching is presented. For the second one, a tip
charged with electric bias to perform LAO is examined. For the third approach,
material addition, the bottom-up schemes by atomic manipulation and molecular
self assembly are reviewed.

12.4.1 Patterning by Material Removal

AFM scratching techniques with a heated or unheated tip can be used to make 3D
structures. The scratching approach using an unheated tip is presented first, followed
by a description and discussion of the techniques utilizing a hot tip.

With an automated or CAD/CAM equipped AFM, either the tip or workpiece can
be moved or rotated in 3D and a curvilinear pattern of grooves can be scratched with
a singlepass or overlapping multiple passes. Yan et al. [62] coupled an AFM with
a commercial piezo-driven stage to perform 3D scratching of a 1-μm thick copper
film, which was deposited on a Si substrate. A few 3D structures were scratched
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layer-by-layer (or slice by slice). Depending on the accuracy required, the 3D pro-
file of the object was sliced into a number of layers, and each layer was treated
as a 2D contour. In scratching a smooth or curved surface, the pitch size, which
dictates the smoothness and depth of the scratched pattern, is extremely critical.
Theoretically, it can be found that the ratio of the pitch to the curvature radius of
the tip should be smaller than or equal to 1.274. The pitch (or pixel pitch) of the
overlapped grooves is the distance between two adjacent parallel-grooves scratched.
Yan et al. [62] reported that the scratch depth increased by 30% when the feed or
pitch is reduced to 66% of the original pitch size. Also, it is well known that in lay-
ered manufacturing or rapid prototyping, the geometric inaccuracy or the size of the
“stair-step” errors is in the same order as the size of the pitch or feed [63].

Efforts have also been made to modify AFM equipment for scratching 3D or
curvilinear patterns. Bourne et al. [64] assembled an AFM based scratching system
that could hold an AFM probe at varying angles relative to the workpiece and permit
the deflections of the AFM cantilever to be measured through a displacement sensor.
This system or assembly combined an AFM probe with a five-axis microscale stage,
which had a resolution of 20 nm and can achieve high scratching speeds. Since the
workpiece could be rotated by 360◦, the assembly can scratch curvilinear patterns of
grooves. Grooves with lengths of 82 mm but depths of only a few hundred nm, using
a single tool pass at scratching speeds as high at 417 μm/s, were demonstrated. The
authors also observed that groove formation involved significant chip formation,
while plowing occurred in particular at low load levels [64].

Heated tips can also be used to induce local chemical reactions for tearing cova-
lently bonded polymers. However, breaking a primary chemical bond by a heated
tip at very fast time scales is not easy because of the large energy barriers of cova-
lent bonds. Instead, Pires et al. [24] chose a special resist material, called phenolic
molecular glass (PMG), in which organic molecules are bound by hydrogen-bonds.
These H-bonds can still provide sufficient stability to the material for lithographic
processing, but are weak enough to be efficiently activated thermally by the hot tip.
Instead of heating the tip continuously, Pires et al. demonstrated that a 3D pattern
could be written by simultaneously applying a force and a temperature pulse for
several μs. The force pulse pulled the tip into contact while the temperature pulse
heated the tip and triggered the breaking or patterning process of the PMG resist.
Uniform depth of nanogrooves was created in the resist upon single exposure events,
in which the groove depth was controlled as a function of the applied temperature
and force. A microscale replica of the Matterhorn Mountain with a resolution of
15 nm into a 100-nm thick PMG film was created. The replica was created by 120
steps of layer-by-layer scratches, resulting in a 25-nm tall structure [24].

Since the depth of scratching could be dictated by the applied force and tip
temperature (or processing temperature), a nanostructure with a specific depth pro-
file could be engraved or scratched by controlling the tip force or temperature.
Knoll et al. [25] scribed grooves with various or curved depths by changing the
tip normal force to generate 3D polymeric nanostructures in single layers. The
patterning depth can vary from pixel to pixel by controlling the applied tip force.
Figure 12.4 shows that a 3D world nano-map was scratched into a self-amplified
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Fig. 12.4 Scratching 3D nanomap on 250-nm thick polyphthalaldehyde polymer film: (a) AFM
image of digitized 3D world map. A Si tip heated to a temperature of 700◦C with a force pulse
of 14 μs was used in scratching. The relief is composed of 5×105 pixels with a pitch of 20 nm.
(b) Programmed bitmap of sub-area, (c) imaged relief the sub-area in b. The white arrows indicate
positions with features of 1 (in b) and 2 (in c) pixel width in the original bitmap. The 2 pixel wide
features were reproduced to a resolution of ∼ 40 nm for the patterning process. (d) Cross-section
profiles along the dotted line shown in (a), for the original data and the relief reproduction. The
cross-section cuts, from left to right, through the Alps, the Black Sea, the Caucasian mountains, and
the Himalayas (reprinted with permission from [25] by Wiley-VCH Verlag GmbH & Co. KGaA)

depolymerization polymer using a heated tip with approximately 40 nm lateral and
1 nm vertical resolution. A Si tip heated to a temperature of 700◦C with a force
pulse duration of 14 μs was used in the process. The nano map created is composed
of 5×105 pixels with a pitch of 20 nm. The full map pattern was written within one
layer at a pixel rate of 60 μ/s or a writing speed of 0.3 mm/s; the total patterning
time amounted to 143 s. The digital geological-elevation profile of the world image
of Fig. 12.4a was obtained from U.S. Geological Survey and was transformed into
a digital 3D force profile by providing the depth-force scratching relationship of
the phthalaldehyde polymer, while the writing temperature was kept constant. In
scratching or writing the 3D nanomap, a depth of 8 nm corresponds to 1 km of real-
world elevation. Figure 12.4b, c show a comparison of a sub-area in the programmed
bitmap and the imaged relief, respectively. Figure 12.4d shows the cross-section
profiles along the dotted line shown in Fig. 12.4a. The cross-section cuts, from
left to right, through the Alps, the Black Sea, the Caucasian mountains, and the
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Himalayas. Interestingly, the material also exhibits good RIE resistance, enabling
the direct pattern-transfer into silicon substrates with a vertical amplification of six.

12.4.2 Patterning by Local Anodic Oxidation (LAO)

In LAO, the shape, especially the height and width, of the oxide line induced can
be controlled by adjusting the processing parameters, such as the imposed bias, tip
scanning speed, and the relative humidity of environment. Roughly speaking, the
height and width of the oxide line grow at a rate that depends on the negative bias
linearly and on the scanning speed in an inverse logarithmic fashion [21]. Based on
a large number of theoretical and experimental studies, software has been developed
to provide the guidelines for AFM oxidation, which include the parameters for scan-
ning mode, scanning path, and scanning speed, overlapping pitch, pulse duration,
applied voltage, ambient humidity, tip geometry, and tip material [13]. By control-
ling these operating parameters, the oxide patterns can have not only the desired
shape (or contour) but also the desired variation. These patterns can be truly 3D and
be used as grayscale masks for making intricate 3D nanostructures, similar to those
used for photolithography or laser machining of micro-optical devices.

By varying the applied bias voltage, Fernandez-Cuesta [65] could control the
thickness of the oxide grown and demonstrated that gray oxide masks for pat-
tern transferring could be fabricated to make nanoimprinting stamps by subsequent
wet etching. With a similar approach, Chen et al. [66] developed a technique for
making gray-scale oxide mask by controlling the variation of LAO thickness or
height and reported that convex, concave, and arbitrarily shaped Si microlenses
with diameters as small as 2 μm could be fabricated. An AFM image of con-
vex lens with diameters of 2, 3, and 4 μm reported by Chen et al. is shown in
Fig. 12.5a, which demonstrates that one can fabricate different sizes of microlens in
single layers. Figure 12.5b shows a concave microlens with a diameter of 4.5 μm.
Figure 12.5c shows a single convex microlens with a diameter of 4.5 μm for com-
parison; the oxidation tip speed was identical 4 μm/s. Figure 12.5d displays the
AFM profiles of the microlenses shown in Fig. 12.5b, c. The upper curves of
each profile set (concave and convex) are oxide profiles that are already multi-
plied by a factor of 30, which is corresponding to the pattern transfer ratio, while
the lower curves of each profile set are the Si microlens final profiles from RIE.
Note that a concave microlens can be used as a mold to press a resist capping
on the substrate for pattern replication. It is more difficult to fabricate a concave
microlens with the conventional processes of photoresist reflow, microjet fabri-
cation, or photosensitive glass. In contrast, the combination of AFM oxidation
and RIE anisotropic etching is a good way to fabricate both convex and concave
microlenses. Since the pixel size and pitch could be controlled within the order of
tens of nanometers with desired gray-scale levels, the LAO has the unique capabil-
ity to create arbitrarily designed microlens structures with exquisite precision and
resolution.
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Fig. 12.5 AFM images of Si microlenses fabricated by AFM gray-scale oxidation with RIE dry
etching: (a) microlenses with diameters of 2, 3, and 4 μm, (b) concave microlens with a diam-
eter of 4.5 μm, (c) convex microlens with a diameter of 4.5 μm, (d) AFM measured profiles of
microlenses shown in (b) and (c) before and after RIE (reproduced with permission from [66] by
The Optical Society of America)

12.4.3 Patterning by Atomic Manipulation (AM)

One of the most unique capabilities of STM or AFM is its ability to manipulate
atoms and molecules. By direct manipulation of atoms and molecules, a 3D nanos-
tructure with atomic precision can be built. In fact, atomic manipulation is the most
basic fabrication approach, since, in principle, all 3D structures or substances can be
built one atom by one atom or one molecule by one molecule, if the building speed
can be made sufficiently fast.

Until recently, because of its superior precision capability, STM was the sole
technique used for performing AM by moving one atom at a time [19]. In
STM, atomic resolution is possible by detecting a current of electrons quantum-
mechanically tunneling through the vacuum gap between a voltage-biased metallic
tip and a conductive surface. This tunneling current, It, has a monotonic expo-
nential dependence on the tip–surface separation, zd, and can be represented by
a one-dimensional approximation [67]:

It = CIexp(−2κzd) (1)

where CI is a proportional constant and κ is the decay constant for the wave func-
tions in the gap barrier. Typically, It is of the order of pico- to nano-amperes, which
can be measured with ordinary instrument. For a typical work function of 4 eV,
κ = 0.1/nm, which implies that It decreases by an order of magnitude when the gap
zd is increased by only 0.1 nm. If It is keeping within 2%, then the gap zd remains
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constant within 0.001 nm. This fact is the basis for a STM to achieve a resolution
less than 0.01 nm [67].

The pioneering work demonstrating the ability of positioning single atoms on a
metallic surface was conducted by Eigler and Schweizer [68] in 1990. Experiments
were performed using an STM at cryogenic temperatures in UHV (ultrahigh vac-
uum), in which 35 xenon atoms were positioned on a Ni(110) surface to spell out the
IBM logo. Since then the majority of the manipulations of atoms or molecules were
conducted with STM at low temperatures. STM manipulation has been used to build
model physical systems, such as quantum confined structures, magnetic nanostruc-
tures, artificial molecules, and computation with individual molecules [29]. STM
manipulation of atoms and molecules has also been used to create various nanos-
tructures, which can be characterized and modified in situ by using the tunneling
current for rotations, diffusional jumps, vibrational excitations, desorption, and dis-
sociation. As demonstrated by Rieder et al. [69], by tuning the voltage into the
energy levels of specific vibrations or electronic levels, new opportunities for mak-
ing molecular engines and switches become possible. Iancu et al. [70] found that
two conformations of isolated single TBrPP-Co molecules on a Cu(111) surface can
be manipulated or switched without altering their chemical composition by applying
+2.2 V voltage pulses from a STM tip at 4.6 K. As a result, two different Kondo tem-
peratures, which can act as a molecular switch, are obtained by this single molecular
switching mechanism. Grill and Moresco [71] presented several examples of molec-
ular wire-electrode systems, where single molecules were placed in contact in a
controlled fashion. The associated electronic contact can be characterized using the
additional contribution to the tunneling current and also using the influence on the
electronic states of the electrode and the molecule. Changed chemical structures of
the molecule resulted in different shapes and dimensions of electrodes can lead to a
variety of contact configurations and molecular wire-electrode electronics.

In AFM, atomic manipulation has been based on the ability in detecting the inter-
action forces between the apex atoms of the tip and the atoms at the surface. These
interatomic forces, Fts, involve a variety of long- and short-range forces, most com-
monly being van der Waals (vdW) interactions, which are always present in handling
nano objects. As a result, the vdw force is also sometimes used loosely as a synonym
for the totality of atomic or intermolecular forces. The vdW force is a long-range
electromagnetic force between permanent or induced temporary dipoles. The force
is caused by fluctuation in the electrical dipole moment of atoms or molecules and
their mutual polarization. The attractive potential (pa) of this vdW, also known as
London force, can be approximated as

pa(z) = −A1/z6 (2)

where A1 is the interaction constant defined by London [72] and dependent on the
polarization and ionization potential associated and z is the distance between the
centers of the paired atoms. In general, the above equation is effective only up to
several tens nm. When the interactions are too far apart the dispersion potential, pa,
decays faster than 1/z6; this is called the retarded regime [73].
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The potential of the repulsion interaction (pr) between neutral atoms or molecules
can be approximated as

pr(z) = B1/zn (3)

B1 is a proportional constant and the exponent n is higher than 10 for most of
materials [74]. Repulsive forces between atoms and molecules arise mainly from
Pauli or ionic repulsion. As a result, this repulsion potential is also called Pauli
repulsion. If n = 12, the above potential can incorporate with the attractive potential
interaction shown in Eq. (2) to form the well-known Lennard–Jones potential, plj:

plj(z) = 4p0
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z0

z

)12

−
(

z0

z

)6
]

(4)

where plj is the Lennard–Jones potential including both the repulsive and the attrac-
tive terms, po is the depth of the potential well, zo is the potential equilibrium
distance at which plj(zo) = 0. Based on the potential plj presented above, the
corresponding Lennard–Jones force flj, can be found as

flj(z) = −dplj
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(5)

where ze is the force equilibrium distance equal to 21/6zo. At z = ze, flj(zo) = 0;
thus plj becomes minimum and equals –po. The minimum flj or maximum attractive
force can be found to be −2.3964 po/zo at z = (13/7)1/6ze or z = (26/7)1/6zo.

Figure 12.6 shows the effect of separation distance (z) variations on the atomic
interactive potentials of plj and force of flj for the atom pair of N–N and Au–Au.
In fact, the atomic interactions of a wide range of atoms are between these two
atomic pairs, since N is the most abundant gas in the atmosphere while Au is the
most common precious metal. As shown, the potential well of Au–Au atoms is

Fig. 12.6 Interatomic
potentials and forces of N–N
and Au–Au atom pairs
(courtesy of Professor
Ampere A. Tseng of Arizona
State University)
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approximately 65 times larger than that of N–N atoms, while the magnitude of the
interatomic force of Au–Au atoms is 646.6 pN and about 75 times bigger than that of
N–N atoms (8.542 pN). The maximum attractive forces occur at 0.328 and 0.388 nm
for Au–Au and N–N, respectively.

As illustrated in Fig. 12.6, these attractive interatomic forces are between pN
and nN with the separation distance between the tip and surface atoms being less
than 1 nm. These pN or nN interatomic forces are difficult to be recognized by
AFM contact mode. As the resolution and sensitivity of AFM is improved with
time, these interatomic forces recently become detectable by AFM. Especially, by
operating the AFM in dynamic mode under the frequency-modulation (FM), these
interaction forces can be very precisely identified and quantified [29, 30]. In this
dynamic mode FM, the cantilever is oscillated at near resonance while keeping the
oscillation amplitude constant, and the forces acting on the AFM tip are detected as
changes in the cantilever resonant frequency and phase. In fact, the signal change
of the resonant frequency of an oscillating cantilever can be greatly amplified as a
result of the interaction change. The resonant angular frequency is changed from ωo
to ωe due to the influence of the attractive interaction force change can be found as

ωe = √
ke/m =

√
k − (dFlj/dz)

m
= ωo

√
1 − dFlj

kdz
(6)

where ω0 is the original resonant angular frequency of the cantilever and dFlj/dz is
the interaction force change with respect to the gap change (z), in which the can-
tilever is oscillating in the z direction. Here, Flj is the interaction force and equal to
the sum of the Lennard-Jones forces (Eq. 5) of all atoms or molecules involved [75].
If only two atoms are considered, Flj becomes flj, which can be directly calculated
from Eq. (5). Also, ke and k are the original and effective spring constant of the
cantilever, respectively.

If z is larger than ze, ke becomes smaller than k due to the attractive force of
Flj and ωe too becomes smaller than ωo as shown in the above equation. If the
cantilever is vibrated at the frequency ωd (a little larger than ω0) where a steep
slope can be found for a curve representing free space frequency vs. amplitude,
the amplitude change (�A) at ωd becomes very large even with a small change of
intrinsic frequency caused by atomic attractions. Therefore, the amplitude change
measured in ωd reflects the distance change (�z) between the tip and the surface
atoms. If the change in the effective resonance frequency, ωe, resulting from the
interaction between the surface atoms and the tip, or the change in amplitude (�A)
at a given frequency (ωd) can be measured, the dynamic mode feedback loop can
then compensate for the distance change between the tip and the sample surface.
By maintaining a constant amplitude (A0) and distance (zd), dynamic mode can
measure the topography of the sample surface by using the feedback mechanism to
control the z-scanner movement following the measurement of the force gradient
represented in Eq. (6).

Note that, at closest tip–surface distances, i.e., in the region z < ze, the repul-
sive forces become significant and can seriously hamper atomic resolution by either
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blurring the short-range interaction or by causing the tip to come into hard contact
with the surface. In the past several years, the appropriate control of the distance
between the atom at the oscillating tip and the surface atoms to detect the tiny
interatomic forces has compelled the AFM community to advance its instrumen-
tation, including reducing the detrimental effect by thermal drift, as reported by
Morita et al. [76]. They also indicated that the development of a technique that
could arbitrarily construct designed molecules from individual atoms using observa-
tion, chemical identification and manipulation of atoms might enable us to construct
complex molecules and high polymers from multiatom species in the future and the
assembly of molecules using two-atom species, which was expected to be achieved
in 2020, was the first step in this direction.

12.4.4 Patterning by Self-Assembly

Self-assembly using biomolecules, such as ligands, peptides, proteins, DNA, and
viruses, has been employed to form ordered structures, from self-assembled mono-
layers (SAMs) to intricate 3D self-folding structures. Chung et al. [77] developed a
platform to organize discrete molecular elements and nanostructures into determin-
istic patterns on surfaces with the potential to form a real 3D nanostructure. Three
phases with the aid of AFM were involved. In their technique, two-step nanografting
was first used to create patterns of SAMs to drive the organization of virus particles
that had been either genetically or chemically modified to bind to the SAMs. Virus-
SAM chemistries were described that provided irreversible and reversible binding,
respectively. In the second phase, the SAM patterns were applied as affinity tem-
plates that were designed to covalently bind oligonucleotides to the SAMs and
that were selected for their ability to mediate the subsequent growth of metallic
nanocrystals. In the final phase, the liquid meniscus, which had been condensed at
the AFM tip-substrate contact, was used as a physical tool to modulate the surface
topography of a water soluble substrate and to guide the hierarchical assembly of
Au nanoparticles into nanowires. These three phases have the potential to provide
a general route toward development of a generic platform for 3D molecular and
materials organizations.

Additionally, the inherent self-assembly properties of deoxyribonucleic acid
(DNA) are highly programmable and versatile. In biotechnology, DNA is not only
the most fundamental building block for biological systems, but also a kind of
promising molecule as nano-lead to build or connect nano-devices due to its stable
linear structure and certain conductivity. Eventually, by proper manipulation of bio-
molecules or DNA using the bottom-up approach, 3D structures should be able to
be built or self assembled. Researchers have studied the AFM manipulation of sin-
gle molecules by capturing and placing them at specific reactive sites on a substrate.
The inability to discern a particular molecule in a solution or a particular position on
a molecule becomes most conspicuous when handling DNA. Since genetic informa-
tion of DNA is recorded as a linear sequence of bases, the position of the base has
an essential meaning. The AFM based technique, which has the capability to control
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the position and confirmation of individual molecule, can overcome these difficul-
ties. A recent study indicated that with a proper surface treatment of the substrate,
the AFM tip could pick a single DNA molecule with reasonable success rate at 75%
[78]. As an extension, a new single DNA was allowed to hybridize with the picked
DNA, and conjugated with the picker DNA by use of a ligase. Various applications
of the tip for manipulating single molecules and preparing new nanomaterials are
envisaged.

The AFM tip has also been realized as a nanomanipulation tool to perform
space-resolved modification of the DNA structure, also known as molecular surgery,
including varied manipulating modes such as “cutting”, “pushing”, “folding”,
“kneading”, “picking up”, “dipping”. Hu et al. [79] aligned DNA strands on a solid
substrate to form a matrix of 2D networks and used an AFM tip to cut the DNA net-
work in order to fabricate fairly complex artificial patterns. The AFM tip was also
utilized to push or manipulate the dissected DNA strands to form spherical nanopar-
ticles and nanorods by folding up the DNA molecules into ordered structures in air.
Beyond its biological importance, short DNA sequences are of increasing interest
as excellent and versatile building blocks for 3D nanostructures, in material science
and nanotechnology. These structures with molecular surgery could be in a more
deterministic form and can leverage the strengths of TBN to enable the construction
of precisely patterned 3D structures and building blocks for self assembly.

Although the natural structures are all self-assembled 3D forms, the general pro-
cess in creating true desirable 3D nanostructures, which can be self-assembled in
a controllable fashion, have not well-developed yet because the interaction pro-
cesses, the rules controlling yield, and the fault tolerance in self-assembly are still
not fully understood [61]. Nevertheless, with the high-resolution imaging capability,
a nanoscale tip can access and manipulate to arbitrary positions on any one of the
molecules, it is expected that this nanotip can not only stimulate, catalyze, or initiate
but also manipulate, regulate and direct the self-assembling process. As compared
to TBN, the possibility using other tools in regulating or controlling the final form of
the self-assembled structures is relatively remote. Thus, the tip should play a pivotal
role in the control of the final geometry of the nanostructures self-assembled and
have a wide impact on nano and DNA technology.

12.5 Challenges in TBN Throughput

One of the major challenges in the development of TBN is to increase throughput.
Efforts and perspectives on the implementation of automated or CNC-based AFM
systems for reducing fabrication lead and down times and for improving product
quality were reviewed in the precedent sections. In this section, three approaches
that have been used for improving throughput will be introduced and assessed.
These approaches are: using multiple probes, increasing writing speeds, and enhanc-
ing tip size. Each of these approaches with an introduction on probe development
will be separately presented.
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12.5.1 Probe Development

In general, a tip is characterized by its material properties and dimensions, includ-
ing apex radius, cross-sectional shape, height, aspect ratio, hardness, and stiffness.
In AFM, the tip is integrated with or attached to a microscale cantilever. Thus an
AFM probe consists of the tip and the cantilever and is distinguished by its stiffness
or spring constant and its resonant frequency. The tip and cantilever are typically
fabricated from the same material when mass production or integrated fabrication
processes are required. Both the tip and the cantilever can be realized in distinct
ways: direct fabrication by etching and indirect fabrication by molding. As indi-
cated by Santschi et al. [80], material deposition and milling by focused ion beams
have also been used to fabricate different types of tips.

Efforts have been made to design and fabricate special probes other than those
for AFM imaging. In AFM machining or scratching, the microscale cantilever is
normally under relatively larger applied loads (several hundreds nN or larger) than
those specified for imaging or other AFM-based fabrication processes. The scratch-
ing probes normally possess higher spring constants (higher stiffness) and higher
resonance. Ashida et al. [81] developed a diamond tipped cantilever with a stiffness
of 820 N/m, or about 1,000 times greater than that of a typical cantilever used for
imaging. Kawasegi et al. [82] also fabricated several Si cantilevers with a spring
constant on the order of 500 N/m. These cantilevers can allow for a normal load
on the order of 500 μN, and the scratched depth on a Si surface of up to 100 nm.
To increase their wear-resistance tips, those tips used for scratching are normally
coated with diamond or made of diamond-like materials.

As mentioned earlier, many heated tips have been developed to perform thermo-
chemical nanolithography [24, 25, 83], in which the tips are normally heated by a
resistive heating elements embedded in the cantilever. The heating elements are fre-
quently made of doped Si with different shapes and resistivities because they can be
easily integrated into a Si cantilever by using a SOI wafer for fabrication [84, 85].
Because of its chemical stability and uniform temperature coefficient of resistivity,
Pt has also been used as the heating element. Chiou et al. [86] demonstrated that a
Si tip can be heated by an integrated Pt heater up to 120◦C to scratch an 800-nm
wide groove on a PMMA substrate.

In DPN, the AFM-type tip is required to be re-coated with inks from time to time
in writing relatively large or complex patterns. Recoating is time-consuming and
tedious, since it needs ink replenishment and tip-position realignment. To have con-
tinuous and uniform ink feeding, Kim et al. [31] and Taha et al. [87] developed
aperture tips, which were integrated with a micro reservoir, to provide continu-
ous or reliable supply of feeding ink. In fact, two types of aperture based probes,
which were also known as Nanofountain Probes (NFP), were developed for DPN.
The first one was similar to a micropipette-based probe in which the aperture is
constructed at the apex of a hollow pyramidal tip utilizing the back of the tip as
a reservoir [87, 88]. The second type had a volcano tip, equipped with a inte-
grated microchannel and an on-chip reservoir, as shown in Fig. 12.7, in which an
ink solution is fed into the reservoir and driven by capillary action through the
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Fig. 12.7 Schematic of volcano tip for DPN: (a) writing mechanism of volcano tip, where molec-
ular ink fed from reservoir forms liquid-air interface at annular aperture of the tip, (b) ink from
reservoir is delivered to the tip via capillary forces, (c) SEM image of volcano tip, (d) SEM
image of volcano dispensing system (reproduced with permission from [31] by Wiley-VCH Verlag
GmbH & Co. KGaA)

microchannel to the volcano tip to form a liquid-air interface around the volcano
core as indicated by Kim et al. [31]. Since the NFP tip involves a few of microfluidic
components, it is expected that to maintain appropriate ink flowability in these com-
ponents can be a problem. The probe may not be able sustain an extended period
of operation, if the aperture diameter is not large enough. On the other hand, if
the tip diameters are too large, these NFP probes can cause resolution problems in
applications. Further improvement in the NFP probes to have a better nanoscale res-
olution capability should be one of the priorities for making it a true nanofabrication
tool.

In SNOM applications, aperture tips are also preferred because the photonic near-
field generated between the tip and sample becomes more controllable. However,
the amount of the supplied photon energy or laser through the aperture is lim-
ited by its internal diameter. The tip can be heated up to a few hundred or even
thousand degrees, eventually to melt and destroy the tip, if the diameter of the
aperture is too small (much less than 100 nm) or the aperture tip is not appropri-
ately designed. Many efforts have been dedicated to making more powerful SNOM
probes increasing neither its energy supply nor its diameter [16]. Recently, Wang
et al. [89] modified a hollow SNOM probe by adding nanogratings on the tip to
transport and concentrate localized surface plasmonic polariton (SPP) wave without
losing its imaging resolution. By adding the nanogratings, which consists of con-
centric plasmonic resonance grooves on the metallic sidewalls of SNOM aperture,
the power throughput is increased at over 530 times comparing with single aperture
probe with 405 nm source and 100 nm diameter aperture size.
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12.5.2 Multiple Probes and Parallel Processing

Extensive efforts have been made in developing multiple probes for parallel-
processing to improve the throughput. Approaches ranging from individual multi-
function probes to independently activated array probes have been applied [90, 91].
Minne et al. [92] developed an expandable system to operate an array of 50 can-
tilevered probes in parallel for LAO patterning at high speed. The oxide pattern
over 1 cm2 in size was then acting as a mask and transferred into Si substrate
using potassium hydroxide etching. IBM has extended this multiple-probe con-
cept to develop a data-storage system, called Millipede, which uses large arrays
(64×64) of AFM-type cantilevered tips to write, read, and erase data on very thin
polymer films. The parallel indentation tracks of Millipede can be achieved with
spacing of 18 nm between tracks and 9 nm within a track, and depth of 1 nm lead-
ing to a storage density of more than 1 Tbit/in2 [93, 94]. The Millipede-like system
capability had also been enhanced by integrating MEMSs (micro electromechanical
systems) with the probe recording mechanisms. Rosenwaks et al. [95] reported on
parallel AFM-based writing in ferroelectric domains of LiNbO3 and RbTiOPO4, in
which the writing speed of ferroelectric domain-based devices is limited by both the
physical processes in a single domain and the velocity of the tip. Hagleitner et al.
[96] and Yang et al. [97] have developed tiny MEMS-based actuators and sensors
to concurrently operate different probe arrays (up to 72×72) to achieve record-
ing density at terabit per square inch and fast data manipulability or accessibility.
These efforts on enhancing the parallel AFM-based recording technology should
provide building blocks for the development of massively parallel system for AFM
lithography.

In the fabrication of multiple probes, not only are the height and shape of each tip
important, the dimensions and alignments of the multi-cantilevers also play crucial
roles. These geometric factors have consequences in particular for variation in probe
properties such as deflection, compliance, and resonant frequency. For example,
during scratching, the approach angle for a cantilevered single probe to a planar
substrate is not a critical issue. However, in the case of a multiple parallel probe
arrangement, the approach angle becomes critical in the plane parallel to the surface.
The alignment of the cantilevers and the approach of the array determine which
tip comes in contact with the surface first. Often, the two outermost probes are
intentionally made longer to serve as the adjustment or pilot probes [80].

Similar to AFM, DPN multiple probes have also developed for parallel process-
ing to increase throughput. In DPN, the tip is mainly used for ink material transfer
to activate chemical or biological reactions on the substrate surfaces, unlike an AFM
tip that is utilized for energy transfer between the tip and substrate. Thus the charac-
teristics of DPN, including patterning procedure are different from that of AFM, so
that the parallel processing strategies developed for AFM cannot be directly applied
to DPN. For example, the process of the molecule-based inking in DPN is less sen-
sitive to tip-substrate contact force as compared to AFM [98]. By demonstrating the
parallel processing of DPN has Salaita et al. [99] developed a 2-D 55,000-pen array
of AFM cantilevers for parallel patterning molecules across 1-cm2 substrate areas
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Fig. 12.8 Multiple DPN probe: (a) SEM image of part of a 2D 55,000-pen array, (b) AFM image
of miniaturized replica of five-cent coin generated by depositing 1-octadecanethiol on gold-on-
SiOx substrate followed with wet etching, where background is optical image of representative
region of the substrate on which approximately 55,000 duplicates were generated (reproduced
with permission from [99] by Wiley-VCH Verlag GmbH & Co. KGaA)

at sub-100-nm resolution. The 55,000-pen array as shown in Fig. 12.8a involves a
passive-pen array, where each pen is a duplication tool and a single-tip feedback
system is needed. The passive-pen array is relatively easier to be implemented and
operated than the active pens, in which each pen in the array can be independently
actuated. Using this 55,000-pen array a miniaturized replica of the face of the five-
cent coin is generated by depositing 1-octadecanethiol on a gold-on-SiOx substrate
followed with chemical etching. Figure 12.8b shows the miniaturized replica where
the associated background is an optical micrograph of a representative region of the
substrate on which approximately 55,000 duplicates are created [99]. On the other
hand, Bullen and Liu [100] have developed an active-pen array in which each pen is
electrostatically actuated. Active-pen arrays offer the benefit of multiple shape and
multiple ink flexibilities. Also, utilizing such arrays, one can prepare many nanos-
tructures of differing feature size and shape in a single experiment. Although the
active-pen array has been developed, much work needs to be done to increase the
operation flexibility and probe density of the array.

Indeed, researchers have used multi-probe TBN to write arrays of simple geome-
tries, which should be a potentially useful tool for creating more complex nanoscale
devices. Certainly, as comparing to the single probe system, it is more complicated
in designing multiple probes. Multiple requirements including the software and
hardware compatibilities, array architecture, control strategy, and instrumentation
involved in a multiple tip array should be taken into consideration. Furthermore,
the pattern uniformity and reliability of a large number of probes represent the
additional challenges in using this kind of multiprobe in lithography. Nevertheless,
parallel processing is the right approach for increasing the throughput. Efforts to
satisfy these requirements or challenges should be encouraged.
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12.5.3 Probe Speed Increasing

As shown in Fig. 12.1, the tip is moved by piezo actuators. Thus, its speed is mainly
limited by the bandwidth of feedback operation for the piezo actuator to maintain
the set value for the tip–sample interaction force and by the maximum frequency at
which the actuator can be driven without producing unwanted vibrations or noises.
Because of the inherent properties in piezoelectric materials, the noise generated in
a piezo actuator includes hysteresis, creep, thermal drift, and vibrational dynamics,
which limit the bandwidth of the feedback operation and thus limit the speed of a
scanner. Efforts to reduce the noise caused by increasing the bandwidth or scan-
ning speed as well as to cope with the effects from cross-coupling of multi-axis
piezo drivers have been detailed in Section 12.3.1. This section will only focus on
the direct approaches to extend the allowable limits of the bandwidth of feedback
operation and of the maximum frequency to be operated.

Clayton et al. [101] reviewed the control approaches that enable higher band-
widths to increase the operating speed of AFMs. In particular, they recommended
that inversion-based control could find the feedforward input needed to account
for the positioning dynamics and, thus, achieve the required bandwidth as well as
precision. Similar efforts in Japan reported by Morita et al. [76] had underway to
enhance the resonant frequency of piezo actuators beyond their natural resonant
frequencies and to manipulate the driving signal to extend the bandwidth of the
mechanical transfer function. This is a kind of inverse transfer function compensa-
tion and can create an approximate inverse-transfer function for an arbitrary transfer
function [76]. In a different approach, Kodera et al. [102] developed a dynamic
PID (proportional-integral-derivative) controller that could change its gain parame-
ters automatically, depending on the tip–sample interaction, and could eliminate the
sharp dependence of the feedback bandwidth on the setpoint. With all those recent
developments, the feedback bandwidth had reached ∼70 kHz. Several studies had
reported that fast AFM can be operated at a rate of 30 ms/frame or 30 frame/s [103,
104]. This rate gives the AFM to have real-time panning and zooming capabilities
and to be comparable to a typical e-beam lithography system.

Moreover, the feedback bandwidth is also determined by the delays that occur
in various steps in the feedback loop. In dynamic mode, a cantilever is normally
oscillated close to its resonant frequency. Since it takes at least a half cycle of the
oscillation to read the amplitude signal even with the fastest detection technique,
the feedback bandwidth can never exceed 1/4 (in practice ∼1/8) of the cantilever’s
resonant frequency. In general, the resonant frequency must be very high, while its
spring constant should be kept as small as possible, which requires small cantilevers.
However, in many TBN processes, a small cantilever may have adverse effects on
its capability.

The writing motion tends to introduce dynamic or vibration-caused errors in
the AFM-probe positioning and scanning. By reducing the dynamic-caused errors,
Fantner et al. [105] used an additional piezo actuator to impose a simultaneous
displacement in the opposite direction to counterbalance the impulsive or vibra-
tion forces generated by the motion of the AFM piezo scanner. Kodera et al. [106]
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developed a piezo actuator with an actively damping structure and its resonant vibra-
tion can be greatly reduced and at the same time enhances the response speed of
the piezo actuator. They used a mock scanner or actuator whose transfer func-
tion is similar to that of the real system. However, since the capacity of available
piezo-actuators is limited, the bandwidth of the z-scanner is limited to ∼150 kHz.

Furthermore, by using a spiral scan instead of the normal raster scan, Mahmood
and Moheimani [107] reported that because the spiral scan can be produced by
using single frequency cosine and sine signals with slowly varying amplitudes to
the x-axis and y-axis of an AFM scanner, respectively, the single tone input signals
can be applied. As a result, the scanner can be moved at higher speeds without excit-
ing the mechanical resonance of the device and with relatively small control efforts.
They demonstrated that high-quality images can be generated at scan frequencies
well beyond the raster scans [107]. Based on a spiral AFM, Hung [108] found that
the time to complete an imaging cycle could be reduced from 800 to 314 s by using
spiral scans instead of the line-by-line scan, without sacrificing the image resolu-
tion. Since the spiral AFM can be directly applied for performing many AFM based
nanofabrication activities without any further modification, it is expected that the tip
writing speed or AFM throughput can be improved by using spiral AFM.

In a different approach, Carberry et al. [109] developed control software called
“multitouch interface” to increase the scanning speed by producing intuitive and
responsive control environment to shorten the user interface time. They demon-
strated this by scanning around two chromosomes in water.

In industrial applications, a high-speed AFM can be very useful. It can be practi-
cally used to scan over a large surface, such as 300-mm wafers. The cantilever and
deflection detector have to be miniaturized to gain high resonant frequency. Self-
sensing and self-actuation cantilevers appear to be ideal for such a miniaturized
cantilever scanner. Although this type of cantilever is already available, its reso-
nant frequency in air (∼ 60 kHz) is not sufficiently high for high speed scanner
[80, 110]. Thus, the realization of a small enough self-sensing and self-actuation
cantilever may take years.

12.5.4 Micro/Macro Tips and Stamps

In principle, it should be straightforward that a micro- or macro-scale tip can be used
to perform the activities by a nanoscale tip, including AFM scratching, LAO, and
deposition of various materials. Certainly, the processing or operation parameters
for a micro or macro tip may be different from those of a nanoscale tip. Ashida et al.
[81] applied a microscale diamond-coated tip to mechanically scratch Si substrates
and found that material removal rate could be higher but the resulted resolution or
surface roughness was deteriorated. Dinelli et al. [111] used a focused ion beam
(FIB) to mill an AFM tip to form a microscale square-shaped stamp for imprinting
(indenting) and a nanoscale tip (∼250 nm in diameter) for imaging. The cantilever
used had a spring constant of ∼38 N/m. They demonstrated that the square shape of
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the stamp could be faithfully imprinted on a polystyrene film sample, while various
imprinted features could be obtained by changing normal loads and dwell times.

Many reserch goups, including Hoeppener et al. [112], Shirakashi [113] and
Cavallini et al. [114], have applied microscale tip or stamp to perform LAO for
making oxide patterns, which have been used successfully as the masks for the sub-
sequent etching process. Farkas et al. [115] used both nanoscale tips and microscale
stamps for local oxidation of iron- and Group IV-metal thin films and no major
differences were found on the underlying kinetics of the induced metal oxidation
process. They also observed that if nitrogen was incorporated into the metal film
during LAO, the induced oxide growth process could be dramatically enhanced as
compared with that of single-crystal silicon.

The use of micro or macro scale tips can cover larger surface area and speed up
the fabrication process, but can also lose the nanoscale resolution normally associ-
ated with a nanoscale tip. To increase throughput without scarifying the nanoscale
resolution, a multi-resolution probe, which can be a cluster of probes equipped with
different scales of tips to respectively perform different functions, should be devel-
oped to satisfy different precision and tolerance requirements in patterning nanos-
tructures having multiscale precision requirements. This type of multi-resolution
tools has been available for many macroscale fabrication processes [63]. Also, to
be a vital nanofabrication tool, it is imperative to be able to produce a functional
device, which may contain both nanoscale and macroscale components. These com-
ponents may come about as a combination of nanoscale and traditional micro- or
macro-fabrication processes. Therefore, the ability of the integration of nanofab-
ricated components with subsequent manufacturing steps and the consolidation of
nanostructures into micro/macroscopic structures becomes extremely critical.

Figure 12.9 shows a multi-resolution probe designed by Tseng [116], in which
different tips can be conveniently changed during operation. As shown, the
multi-resolution probe consists of six major parts: self-actuation probes, multi-
ple probe holder, position-sensitive detector (PSD), piezo-driven sample stage,

Fig. 12.9 Schematic of
atomic force fabricator with
multiple probe holder,
equipped with 6 self-
actuation probes shown in the
insert (courtesy of Professor
Ampere A. Tseng of Arizona
State University)
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feedback electronics, and software. The probe, called Multi-head Atomic Force
Fabricator (MAFF), which is equipped with six self-actuation probes to alleviate the
bandwidth limitation caused by the massive piezo-actuators. Each probe is designed
to have different levels of stiffness to perform one type of nanofabrication processes,
although more than six probes can be mounted on the holder. The deflections of
these microcantilevers are measured by a laser deflection technique, which has the
large geometrical amplification of the deflection of cantilever leading to a high sen-
sitivity. Contact forces and force gradients are measured for the static and dynamic
modes, respectively, during writing.

Santschi et al. [80] had provided a good review on the subject of self-sensing
for AFM-type probes, while Morita et al. [76] recommended that a photo-thermal
device should be a good candidate for self-actuation. Note that many of self-sensing
devices, such as piezoresistive, capacitive, and piezoelectric, can be reversely used
as self-actuators. Since the noise can significantly degrade the resolution and sensi-
tivity of the device involved, the good discussion on the origins of noise related to
cantilever structures provided by Santschi et al. [80] could be very informative for
those who are interested in design the self-sensing or self-actuating elements. Note
that, most of these self-sensing or self-actuating elements require more sophisti-
cated microfabrication or MEMS processes for the integration of these elements
into the cantilevers. As mentioned earlier, Bullen and Liu [100] utilized microfabri-
cation techniques to develop electrostatically actuated probes to perform the dip-pen
nanolithography. Takami et al. [90] and Wang et al. [91] had also successfully apply-
ing the MEMS technique to fabricate independently driven multiple-tip probe to
perform multifunctional TBN.

12.6 Roadmap for Tip-Based Nanofabrication

The well-known International Technology Roadmap for Semiconductors (ITRS)
has implied that a roadmap is an assessment of an industry’s technological require-
ments and identifies options for overcoming roadblocks to achieving the industry’s
common goals [12]. It analyzes the technological challenges and needs facing its
industry in the near future. In this vein, the preliminary roadmap presented in this
section assesses the needs and challenges facing the TBN community. Recently,
since the nanofabrication industry has become extremely competitive, this roadmap
will help the industry better understand future technological advancements in TBN,
especially for enhancing existing facilities to improve product performance while
reducing fabrication cost. This roadmap will also help ensure that technological
advancements in TBN can satisfy the needs of the nanotechnology community and
it can serve as a guideline for future research in TBN [13, 76].

Several roadmaps related to TBN have been reported, including the DARPA
requirements and rationales for advancing TBN technology [117], the 2006
Japanese AFM roadmap [76], the Battelle Roadmap for Productive Nanosystems
[118], as well as a TBN review article by Tseng et al. [13]. They are adopted as
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the basis for the updated roadmap presented in this section. Through the use of
functionalized AFM cantilevers and tips, DARPA required establishing a controlled
environment for automated parallel fabrication of individual nanostructures with
control over position, size, shape, and orientation at the nanometer scale. This capa-
bility should also include the ability to fabricate devices with controlled differences
and the ability for in-situ detection of the nanostructure. The roadmap reported by
Morita et al. [76] outlined the future prospects for AFM in three areas: atom manipu-
lation in different environments, high resolution AFM, and high-speed AFM. These
prospects were given from the viewpoint of Japanese groups that had been involved
in these three areas. The Battelle roadmap pointed the way for strategic research in
fabricating a wider range of materials and products with atomic precision to meet
many of the greatest global challenges.

The resulting performance metrics are summarized in Table 12.1, which specifi-
cally gauges the TBN capabilities like the position accuracy, size variation, manip-
ulation ability, energy species imposed to the tip, heterogeneity ability, multiple-tip
fabrication rate, tip shape variation, and in-situ tip-height sensing. Regarding the
first metric, it is essential to control the position accuracy of the nanostructures with

Table 12.1 Suggested roadmap for tip-based nanofabrication

Metric Now 2013 2015 2017

Feature position
accuracy [nm]

80 40 20 10

Feature size
variation [% of
dimension]

15 10 2 1

Atomic
manipulation

Atom
manipulation
in all kinds of
fluids at RT

Assembly of
atomic devices
using 3 atom
species

Assembly of
atom clusters
using 3 atom
species

Assembly of
molecules
with single
atom species

Energy species
imposed in tip

Dual source in
single tip

Dual source in
single tip

Triple source in
single tip

Triple source in
multiple tip

Heterogeneity in
parameter:
size, shape, or
orientation

Two values of
one parameter

Five values of
two
parameters

Continuous
control over
two
parameters

Continuous
control over
three
parameters

Fabrication rate
or speed (no.
of structure/
min/tip with
array tips)

1/min/tip
Single tip

5/min/tip
Five-tip array

50/min/tip
Thirty-tip
array

100/min/tip
Fifty-tip array

Tip shape
variation [% of
dimension
with required
operations]

Height < 10%,
radius < 20%
102 operations

Height < 5%,
radius < 10%
103 operations

Height < 2%,
radius < 4%
105 operations

Height < 1%,
radius < 2%
106 operations

In-situ tip height
sensing [nm]

20 10 5 2



12 Constraints and Challenges in Tip-Based Nanofabrication 435

respect to each other and with respect to preexisting features on a substrate within a
certain number of nm. The metrics are set in the range in which the position accu-
racies achieved are 80, 40, 20, and 10 nm in 2011 (current ability), 2013, 2015 and
2017, respectively. This metric can be verified by using AFM to detect the posi-
tion of reference markers on the substrate prior to, during, and after the fabrication.
The size accuracy or dimension variation is critical since the ability to fabricate a
specific structure with a specific dimension dictates the use of the unique dimension-
dependent properties in nanodevices. The size control capability is absent in many
existing TBN methods. This second metric requires the nanostructures to be fab-
ricated with controlled accuracy or variations with respect to the characteristic
dimension of the nanostructures in parameters. For example, in fabricating an array
of 1,000-nm long nanowires, the length variation among the nanowires fabricated
should be controlled within 10% of the characteristic dimension (1,000 nm) in 2013,
i.e., 100 nm.

The current atomic manipulation ability can mechanically move a single atom
in room temperature, air, and liquid environment. In the near future, the assembly
of atom clusters and atom devices with novel functions from single to multi-atom
species at RT will become important. Furthermore, the development of a tech-
nique that can arbitrarily construct designed molecules from individual atoms using
observation, chemical identification and manipulation of atoms is the most diffi-
cult and challenging issue for atom manipulation. Such a technology may enable
us to build complex molecules and high polymers from multi-atom species in
the future. Currently, the tip can be loaded with single or dual energy sources,
which include mechanical electrical, optical, chemical, and biological. The tip with
multiple sources should enhance the capability of all TBN involved. Basically
imposing multiple sources concurrently on the tip can not only alleviate the lim-
itations of using a single source but also generate new abilities to handle special
materials and new fabrication process, such as one where a bottom-up scheme is
integrated with a top-down procedure.

The heterogeneity ability is the capability to fabricate nanostructures that are
intentionally different from one to the next. It is understood that many nanodevices
cannot be built from arrays of nanostructures with identical parameters (size, shape,
and orientation). Currently, one of the three parameters, size, shape, and orienta-
tion can be controlled within the metric set for the size accuracy at two specified
occasions, while, in 2015, the two structure parameters should be continuously con-
trolled within the specified accuracy, i.e., 1% of the characteristic dimension. To
achieve this metric, local tuning of the structure parameters can probably be through
the local control of the fabrication environment. The metric on the fabrication rate
is to demonstrate that a controlled nanofabrication technology can scale to useful
quantities of throughput. At present, one simple nanostructure can be best fabricated
at 1 min/tip by assuming that a single tip is used. In 2013 and 2015, the metrics are,
respectively, five and 60 nanostructures in 1 min/tip with the assumption that linear
arrays of 5 and 30 tips are required. The thresholds for this metric are set with the
understanding that automation and parallel operation will eventually be required,
and that these can be difficult to implement.
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The metric on the tip shape variation is a requirement for the stability of the
geometry and characteristics of the tools. For tip-based methods, the size and shape
of the tip is likely to be important for maintaining control of the shapes and posi-
tions of the manufactured nanostructures. These metrics are set by two geometric
parameters and one wear parameter: height, radius, and the number of operations in
assuming that the tip is a conical-shape with a spherical end. Different tip geome-
tries should still be parameterized by an overall “height” and the radius of curvature
of the end. The currently tip life for performing LAO or imaging can reach 100 min
for continuous operation at the best. The metric for the wear parameter implicitly
requires continuous operation for 4 h in 2013, 7 h in 2015 and 10 h of operation in
2017. The metrics are set in assuming a growing understanding of tip wear and reli-
ability, and a better method for limiting wear. For TBN, the ability to detect height
above the surface is considered to be essential in the control of the environment
near the tip. During operation, at least some of the time, the tip is out of contact
with the substrate and in-situ tip detection of this separation is necessary. Currently,
the ability for the in-situ tip height sensing should be within 20 nm. The metrics for
the in-situ tip sensing become 10, 5 and 2 nm in 2013, 2015, and 2017, respectively.
This in-situ sensing should be integrated with the arrays to enable use during the
automated fabrication.

The eight metrics discussed above provide the basis for the formation of the pre-
liminary TBN roadmap shown in Table 12.1. Undoubtedly, the metrics set forth
in the TBN roadmap are extremely challenging. However, it is believed that, by
focusing all TBN efforts on the metrics or topics listed, collective and innovative
approaches can be developed within several years with the ability to fabricate nanos-
tructures, such as nanowires, nanorods, nanotubes, nano-graphene structures and
quantum dots, with nanometer-scale control over the size, orientation, and position
of each nanostructure. With this ability, a wide range of nano-scale structures should
be possible for the first time [13, 76, 118]. It is understood that a roadmap should be
built by the consensus of leaders in industry, universities and government, and thus
have the benefit of collective input beyond what any single person, company, uni-
versity or government agency might provide. The roadmap presented is extremely
preliminary, but it is a first step in this consensus building process.

12.7 Concluding Remarks

The technology of tip-based nanofabrication (TBN) was reviewed with an empha-
sis on recent progress and future challenges. Four major techniques under the
family of TBN, atomic force microscopy (AFM), scanning tunneling microscopy
(STM), dip-pen nanolithography (DPN), and scanning near-field optical microscopy
(SNOM), were studied and their capabilities for material modification, deposition,
and removal, as well as for other lithographic activities, were discussed. In partic-
ular, major advances in these techniques were presented to illustrate the respective
feasibilities and potentials of the technique considered. The information gathered in
this study was adopted for the assessment of the constraints and challenges facing
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the TBN community, and has led to possible solutions for future development and
to a preliminary roadmap for TBN technology over the next several years.

Without a doubt, TBN looks powerful and promising, but major challenges
remain in realizing its full potential. Three areas of constraints and challenges,
including repeatability (reliability), ability (feasibility), and productivity (through-
put), were highlighted. The rationale and specific approaches for enhancing the
repeatability by automation were first introduced. The hardware and software
developments required for achieving automation with required precision in TBN
were specifically elaborated. The ability to create truly 3D nanostructures was
then assessed with a focus on seeking the best strategy to develop 3D-engineered
nanostructures in a controlled fashion.

Low throughput is the challenge common to all TBN techniques. Three
approaches to improving throughput – operating multiple-tip in parallel, increas-
ing the tip writing speed (rate), and using micro/macro scale tips – were assessed.
The first one refers to many multiple-tip systems, which are similar to the IBM
Millipede systems and have been developed for all four TBN techniques consid-
ered. However, in operating multiple tips in parallel, retaining the ability to control
each tip independently still poses a constraint on the number of tips in a system. A
more versatile control strategy to handle a great number of tips should be devel-
oped. Much effort has also been dedicated to increasing writing speed. Several
studies have reported that fast AFMs have been developed to make TBN comparable
to fast e-beam lithography systems. Approaches to developing even faster writing
speed were proposed and discussed in some detail. Furthermore, many micro/macro
scale tips have been developed to manage larger surface areas at reasonable writing
speeds. It is also believed that a multiresolution TBN system equipped with both
nanoscale and microscale tips, as well as loaded with single or multiple sources
should be developed to provide multilevel accuracy and functional requirements in
patterning different types of nanostructures.

Indeed, in TBN, the tip can initiate physical, chemical and biological changes
through mechanical, thermal, electrical, magnetic, and/or optical interactions
and can pattern nanostructures by material removal, modification, or deposition.
However, with the tip is loaded with multiple energy sources, the resulting process
becomes more complicated and more parameters must be correctly controlled. In
many cases, slight changes in certain parameters, which might normally be insignif-
icant when the tip is loaded with a single source, can substantially impact the quality
and properties of the nanostructures created by multiple-source methods. As a result,
it is expected that the challenges for multiple-source processes will be even greater
than those for single-source processes. Therefore, the relevant phenomena, espe-
cially those related to the newly developed processes using combined or hybrid
techniques need to be carefully investigated. Otherwise appropriate and useful TBN
techniques, including hardware and software, cannot be developed. Moreover, TBN
equipment may need to be redesigned and new processing strategies may need to be
developed to address new challenges posed by combining various TBN techniques.

In the coming decade, TBN is expected to become an essential fabrication tool in
many areas of science and technology and to have a revolutionary impact on every
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aspect of the manufacturing industry. On the thirtieth anniversary of the invention
of scanning probe microscopy, it is especially meaningful to have this article that
reviews the current accomplishments and constraints of TBN, that elaborates future
challenges and developments of its applications to nanofabrication, and that pro-
vides an associated roadmap to the next decade in TBN. Finally, it is worth noting
out that the purpose of this article was not to present an exhaustive dissertation of the
constraints and challenges in this broad field, but rather to help the reader appreciate
the essential potentials and major trends in TBN.
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Atomic force microscopy (AFM) (cont.)
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representation, 361–362
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BPL, see Beam pen lithography (BPL)

C
CAD/CAM, see Computer-aided

design/computer-aided
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Capacitive sensors, 413
Carbon nanotube (CNT)

based probes, 6
as scanning tip, 5

Challenges in TBN
micro/macro tips and stamps

for LAO and oxide patterns, 432
MAFF, 432–433
multi-resolution probe, use, 432
nanoscale tip, differences, 431
self-sensing devices, 433

multiple probes and parallel processing,
429

AFM-based writing, 428
in DPN, 428
MEMSs, integration, 428
Millipede, 428
multi-cantilevers, geometric factors,

428
multiple DPN probe, 429

probe development
AFM machining/scratching, 426
heated tips, thermochemical

nanolithography, 426
nanogratings, addition, 427
NFP for DPN, 426
scratching probes, 426
in SNOM applications, 427
tip characterstics, 426
volcano tip for DPN, 426–427

probe speed
dynamic/vibration-caused errors, 430
feedback bandwidth, loop, 430–431
high-speed AFM, application, 431
inversion-based control, 430
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multitouch interface, software, 431
PID controller, 430
piezo actuators, 430–431
spiral scan, use, 431

throughput, 425
Chemical evolution of DPN patterns

catalytically active surfaces, 230
chemical transformation, post deposition,

228–229
enzyme-nanoparticle hybrids, 229–230
gold nanoparticles, potential-enhanced

transfer, 229
magnetic structures, 230
nanowires, application of, 230
oxidative polymerization, 230
polymers, localized growth, 230
See also Deposition techniques

Chemical lithography (ChemLith), 319
Chemical vapor deposition (CVD), 390–391
Chip forming, 7
Computer-aided design/computer-aided

manufacturing (CAD/CAM), 415
Computer numerical control (CNC), 415
Constructive nanolithography (CNL), 318–319
Contact force and bias voltage effects, 315–316
Coulomb-blockade effects, 49
Coupled nanostructures, see Quantum dots

(QD)
CVD, see Chemical vapor deposition (CVD)

D
Deposition techniques

direct transfer, see Direct transfer
etching, pattern transfer

ODT and MHA patterns, use, 226–227
pattern transfer, 226–227
standard compounds, 226
uses, 226

extensions, see Fountain-pen
nanolithography; Polymer pen
lithography; Tip arrays

in-situ reactions, patterns from, see In-situ
reactions patterns of DPN

pattern generation, basic approaches,
214–215

seeding, pattern growth, see Chemical
evolution of DPN patterns; Selective
binding to DPN patterns

See also Dip-pen nanolithography (DPN)
Diamondoid mechanosynthesis (DMS)

atomically precise fabrication, 389
automated, 389

carbon dimer placement, programmed
sequences, 389–390

carbon placement tool
carbon atoms deposition, 392
DCB6Ge dimer placement tool,

392–393
experimental activities

Custance group in Japan, 394
error correction, 394
IBM scientists, 394
Moriarty’s group, 394
positional control and reaction design,

394
single silicon atoms, vertically

manipulation, 394
hydrogen abstraction tool

high-precision nanoscale positioning
device, 391–392

hydrogen atom removal, 391–392
unreactive region, 391–392

hydrogen donation tools
requirement for, 393
unplanned reactions, prevention, 393

materials
atomically precise diamondoid product,

390
properties, 390

minimal toolset
atomically precise fabrication,

challenges, 391
basic mechanosynthetic tooltypes, 391
carbon placement tool, 392–393
DCB6Ge positional dimer placement

tool, 393–394
diamond growth and CVD condition,

390–391
hydrogen abstraction and donation

tools, 391–393
practical proposal for, 393–394
principal components, 391

molecular feedstock, 389–390
Diamond-tip cantilevers, 5
Dip-pen nanolithography (DPN), 4

AFM and STM, invention, 208
basic deposition techniques, 215
biological patterns

cells, 243–244
DNA, 242–243
proteins, 240–242

bottom-up approach, challenge, 252–253
deposition techniques, see Deposition
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directwrite patterning, 267–268
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Dip-pen nanolithography (DPN) (cont.)
influence of, 253
ink materials, 408
inorganic patterns

magnetic, 249–250
metallic, 245–247
nanowires and nanotubes, 250–252
semiconducting, 247–249
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mask- and template-based system, 208
MEMS, 267
organic patterns

monomeric molecules, 235
polymers, 236–239
self-assembled monolayers, 234–235
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fabrication, online monitoring, 252
generation process, 208–209
time for, 252–253

physical principles
capping layers, 213–214
coherence length, 212–213
conventional ink-pen writing, 209
focus, 209
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hydrophilicity/hydrophobicity of

material, 212
material transport and temperature

dependence, 211
meniscus, shape of, 209–210
MHA (hydrophilic) and ODT

(hydrophobic), experiments,
209–210

molecule-substrate binding energy, 212
nanoparticle deposition, 213–214
ODT deposition, 211
organic vapors, 211
relative humidity, 210–211
surface diffusion regimes, 212–213
transfer rate, 212

probes
ink coated tip and substrate, molecular

transport, 407–408
sensor array applications, 252
sub-micron structures, 208
uses, 267–268
writing/scanning speed, 408
See also specific techniques

Direct transfer
additive enhanced deposition

DPN patterning ink, 217
hydrophobic surface, wettability, 217
ink molecule matrix, 217–218

inorganic nanoparticles, 217–218
vapors phase additives, 218

conventional deposition
DNA transfer, 216
ink molecule changing, 216
long-chain hydrocarbons, 215
nanoparticle patterns formation,

216–217
organic molecules as ink, 216
thiolated SAMs, 215
tip preparation, 216

one step lithographic patterning, 214–215
temperature assisted deposition

chemical binding reactions, 219
DPN, deposition rate, 219
indium coated cantilever, 220
octadecylphosphonic acid, solid ink,

219
polymeric material pattern, 220

voltage assisted deposition
biopatterns creation, 219
carbon nanostructures, 218
gold nanoparticles transfer, 219
high resolution patterns, 218
material transfer, 218
surface activation, 219
tip-based techniques, 218

See also Deposition techniques; Dip-pen
nanolithography (DPN)

DMS, see Diamondoid mechanosynthesis
(DMS)

DNA, nanografted patterns in
proteins, binding of

biomolecular recognition, interactions,
198

DNA-protein conjugates, 198
heights, changing effect, 198

restriction enzymes, reactions with
cutting action studies, 197–198
nanostructures, surface density,

197–198
single-stranded DNA molecules,

197–198
time-dependent AFM images, 197

SAM patterns
negatively charged DNA molecules,

198–199
selective adsorption, 198–199
sensitive DNA detection protocols, 199

scanning probe-based experiments, 193
single-molecule precision, 193
ssDNA nanografted patterns, hybridization

complementary strands, 196
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label-free hybridization, 196
molecules density, 196
single-stranded DNA pattern, 196–197
thiolated ssDNA, 196

studies, 193–195
surface platforms, uses, 193

Double quantum dots, 118
See also Quantum dots (QD)

DPN, see Dip-pen nanolithography (DPN)
Dual/combined sources, scratching with

chemical/environmental effects on,
45–46

with electric bias
in chemical solution environment,

47–48
thermal energy, 41–45

Dual sources, 410–411
Dynamic-force mode oxidation

contact mode, comparison with
CNT probe tips, 84
cyclic meniscus formation, role, 86–87
effects of, 84–85
Faradaic current density, 84–86
lithographic patterning, 83–84
ON and OFF DFM oxidation, 83
oxide formation progression, 84–86
quantitative properties, 84–85

high humidity and fast scan speed
limiting oxidation rate and mechanical

pressure, 78
nanocell, current flow, 78
oxidation rates, 75–76
probe-based oxidation, 77–78
pulsed voltage technique, 78
space charge model, 78
SPM topographic image, 75–77
water meniscus, 75–76

oxidation approaches, parameters, 73–74
SPM-based nanolithography, 73–74
synchronized pulse

part I, 74–75
part II, 79–81

E
e-Beam lithography system, 6
ECD, see Electrochemical deposition (ECD)
Electric field induced mass transfer (EFMT),

406
Electrochemical deposition (ECD), 406
Electron beam deposited (EBD) tip, 48
Electro pen nanolithography (EPN),

318–319

F
Feedforward-feedback two-degree-of-freedom

(2DOF)
advantages, 346–348
AFM images (contact-mode) of calibration

sample, 348
current-cycle-feedback ILC (CCF-ILC)

approach, 348
design, 346–348
H∞ approach, 347–348
ILC law, 348
robust-inversion 2DOF approach,

347–348
topography sample, 348

First layer–depletion in 2DEG
barrier height and tunability

capacitance, 108–109
change of charge, 109
in-plane gates, 109
oxide line, current-voltage

characteristic, 107–108
top-gate and back-gate voltages,

107–109
devices fabricated using LAO, see

Quantum dots (QD); Quantum point
contacts (QPC); Quantum rings

first-layer lithography, 107–108
limitations, 111–112
nanoscale devices, fabricating, 102
optimal oxidation parameters

cantilever tip, 107
DC and AC voltages, 107
humidity, 107
oxide lines, 106–107
quantum dots, 107
sample’s surface, 107

oxidation and depletion
electrochemical oxidation reaction, 104
GaAs, oxide line written, 105–106
HEMT, 103–105
oxide lines, profile, 104–105
resistance, 104
voltage threshold, 105

sample preparation and surface treatment
AFM lithography, 103
GaAs/AlGaAs sample, 103
ohmic contacts and mesa, 103

Force-clamp, 133
Fountain-pen nanolithography

capillary electrophoresis, 231
material depletion problem, 231
membrane pumps as driving force, 231
micromachined capillary, 231
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Fountain-pen nanolithography (cont.)
See also Deposition techniques

Freely jointed chain (FJC) models, 136–137

G
GaAs/AlGaAs heterostructures

AFM lithography, illustration, 104
AFM scan of oxide line on GaAs, 105–106
atomic resolution, 102
devices fabricated using LAO, 109–111
MBE, 102
schematic layer sequence, 102
semiconductor nanostructures, 102

Graphene
AFM technique, 358
hydrophobic properties, 382–383
nanoribbon products, 383
NEMS and electro-optical devices,

383–384
scotch tape method, 358
SEM images, 358–359
single layer graphene (SLG)

flakes, 358
patterning, lithographic techniques,

381–382
SPL, STM and SPN, 359
SPM

characterization, 380–381
deposition technique, 358–359
nanomanipulation, mechanical

exfoliation, 358–359
tip enhanced Raman scattering (TERS)

techniques, 382
Grooves, 23

H
Hard materials scratching, 16

ceramics and carbon-based nanomaterials,
19–21

metals, 17
semiconductors, 17–19

Hardware development and control in TBN
AFM and

imaging capability of, 414
STM, piezoelectric tube drivers, 405,

411–412
capacitive sensors

feedback control, 414
lateral displacement, 413

laser-beam deflective sensor
vertical displacement/movement, 413

non-linear dependence, 412
open-loop control, 412

piezo scanner
closed-loop/ feedback control, 412
cross-coupling, 413–414
piezoelectric materials, 412, 414

sensors, types, 412–413
H∞-based robust control theory, 334–335
Heat transfer mechanisms, thermal probes

heat transfer, tip-sample interface
heating efficiency, 276–277
integral expression, 276
interfacial resistance, 276
sample spreading resistance, 275
spreading resistance, 276
thermal conductivity, 275–276
thermal resistances, 275–277
tip-surface interface, 275

in resistive heater
AFM tip and substrate surface, 273
cantilever resistance and temperature,

273–274
temperature, 274

SEM micrograph, 272
standard silicon-on-insulator (SOI) process,

272
Heated tip, 417
High-electron-mobility transistor (HEMT),

103–105
High-hardness tips, 5
Highly oriented pyrolytic graphite (HOPG),

339
High-throughput PBN

challenges in
apiezotube scanner, 330
bode plot of piezotube scanner, 330
effects, 329–330
nonlinear hysteresis behavior, 330
piezoeletric actuators, 329–330
precision motion, 329–330
vibration and hysteresis effects, 330

control issues
coupling effects, 331
cross-axis coupling effect, 331
extraneous oscillations, 331
factors, 331
frequency range, 331
lateral scanning, 331

high-bandwidth approach
highspeed SPM imaging, 332
lateral scan range, 332
resonant frequency, 332

high-speed
applications and challenges, 328–329
dip-pen technique, 328
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Millipede system, 328
nanoscale rapid prototyping, 329
operation speed, 328
parallel-probe approach, 328

lateral x-y axes nanopositioning
advantages, 327
AFM probe, 326
lithography technique, 327
nanopattern fabrication, 326–327
performance and function, 326
star pattern fabrication, 326–327

methods, 326
micro- and nano-patterning techniques, 326
SPM, 326
vertical z-axis nanopositioning

local oxidization, 327–328
physical and chemical effects, 327–328
probe oscillations, 328
probe-sample distance (spacing),

327–328
thermal expansion and radiation effects,

327–328
uses, 327–328

Hydrogels swelling
dynamic behavior, 301–302
entropy, 301
ideal liquid solutions, osmotic pressure

chemical potentials, 303
entropy calculation, lattice model,

304–305
pressure difference, 302

ideal polymer solutions, lattice model, 305
entropy of mixing, 306
heat energy, 306–307

ionic polymer networks
associated osmotic pressure, 309
phosphate salts dissociation, 309
P4VP polymer network, 309

neutral polymer networks
Flory’s description, 308
net change in entropy, 308
network formation, structural entropy,

307–308
tetrahedron cell distortion, 307–308

potential mechanisms, 302
in two different thermodynamic systems,

301

I
Ideal polymer solutions, lattice model

entropy of mixing
permutations counting, 306

solvent and solute, volume fractions,
306

heat energy of mixing/excluded volume
effect/Helmholtz free energy

contacts replacement, 307
energy change, 307
Helmholtz free energy of mixing, 307
intermolecular interactions and

temperature, 306
polymer solution, dynamics, 306

hydrogel, 305
Inorganic patterns of DPN

electronic and optical applications,
244–245

magnetic
examples, 250
Fe2O3 nanoparticles, direct deposition,

249
ferritin deposition, 250
hard-magnetic structures synthesis, 250
pre-fabricated nanoparticles pattern,

250
template structures fabrication,

249–250
use of, 249

metallic
conducting metal lines, 247
deposition techniques, 245
DNA-templated nanowires, 245–246
electrochemistry, 247
etch resist, ODT, 246
gold nanoparticles, 245
MHA patterns, 247
resist layers, 247
sample contamination, 246
self-limiting growth technique,

245–246
templates fabrication, 245
time-dependent patterning technique,

245
nanowires and nanotubes

CNTs, DPN templated synthesis, 251
1D-transistors, 250–251
fabrication of, 250–251
line-patterns fabrication, 251
mixed hydrophilic/hydrophobic

surfaces, 251
selective binding and alignment, 251
solubilize CNTs utilization, 252

semiconducting
cadmium selenide nanoparticle patterns,

248
compound semiconductors, 248



452 Index

Inorganic patterns of DPN (cont.)
elemental semiconductors, 247
etch transfer step, 247–248
examples, 248–249
GeO2, in-situ electrochemical

reduction, 248
optics and electronics, application in,

247
sensing applications, 248

In-situ reactions patterns of DPN
AFM cantilever, 226
catalyzed polymerization reactions,

225–226
1,3-dipolar cycloaddition reaction, 224
etching

DNase I patterns, 224
DNA strands, controlled dissection, 224
protein films, chemical degradation,

223
subtractive pattern generation, 223

hydrolysis
cadmium sulfide nanostructures,

fabrication, 223
patterns obtained, properties, 222–223
sol-gel chemistry, 222
thioacetamide, 223
water molecules, presence, 222

local Diels Alder reaction, 224
Michael addition reaction, 224–225
redox reactions

applied bias and metallic
nanostructures, 221

galvanochemistry, 220
ink-based oxidation scheme, 222
metal salt-based inks, 220–221
monomeric ink, 221–222
surface compounds, 222

tip-sample system, 224
See also Deposition techniques

Inter-Cellular Adhesion Molecule (ICAM-1),
282, 284

International Technology Roadmap for
Semiconductors (ITRS), 433

Inversion-based feedforward control approach
control input, 336
high-speed PBN and mapping, 336–337
nanopositioning applications

HOPG, 339
ILC approach, 340–341
inversion-based feedforward-feedback

control technique, 339–340
SPM-based imaging, 339
STM image of HOPG sample, 339

nonminimum-phase systems,
stable-inversion

applications, 338
input-to-output mapping, 337
internal dynamics, 337–338
nonminimum-phase systems, 338

system uncertainty effect
cost function and frequency domain,

338
linear quadratic optimization (LQR),

338
Iterative learning control (ILC)

advantages, 340–341
effects, 341
extension to inversion-based iterative

control
coefficient matrix, 344
convergence rate, 343
dc-Gain method, 343–344
dynamics-hysteresis and cross-axis

coupling effects, 345–346
IIC law, 343–345
model-less IIC (MIIC) technique, 343
multi-axis IIC (MAIIC) technique,

343–345, 347
multi-input-multi-output (MIMO)

systems, 343
single-input-single-output (SISO)

systems, 343
star pattern fabrication, 343–344

frequency range, 341
inversion-based iterative control (IIC)

frequency-domain IIC law, 342
iterative coefficient, 342
system dynamics model, 342
vibration dynamics and hysteresis

effects, 342
linear ILC law, 340–341

ITRS, see International Technology Roadmap
for Semiconductors (ITRS)

J
Joule and Villari effects, 7

K
KBS, see Knowledge based software (KBS)
Knowledge based software (KBS), 415–416

L
LAO, see Local anodic oxidation (LAO)
Laser-beam deflective sensor, 413
LDOS, see Local density of states (LDOS)
Lift-off technique, 49
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Local anodic oxidation (LAO), 47, 405
applied voltage

AC voltage, 99
AFM lithography process, 97–99
aspect ratio, 99
oxide lines, cross sections, 97–99

cantilever tip
quality of, 96
shape and properties, 96
TiN coated n-doped silicon tips,

parameters, 97
uses, 96–97

experimental setup
close-up on AFM head, 93–95
contact and tapping mode, 93–94
MFP asylum research AFM, 93–94

humidity-monitoring sensor, 100
lithography

AFM, SPM and STM, 92
MOSFET transistor, 92
nanostructures, 93
PMMA photoresist creating nanoscale

patterns, 92
techniques and applications, 93

oxidation mechanism
anodic and electric field enhanced

oxidation, 95–96
force-distance curve, 95–96
space charge model, 95–96
topography scans and electron transport

measurements, 94–96
water meniscus formation, 95–96

working distance, oscillation amplitude, 99
writing speed

anodization process, 97
height-to-width ratio, 99
local anodization rate, 97
oxide lines, cross section of, 98–99
oxide pattern height on Ti film, 97–98
spot diameter, 97–98
writing cycle, 97

Local density of states (LDOS), 373–374
Local oxidation

fundamental principle, 65–66
SPM, 65

M
Machinability, 29–30, 54
Machining, 426
Macromolecular manipulation, AFM based

techniques
biological macromolecules, theoretical

models

end-to-end distance and force, 136
FJC models, 136–137
force and extension relationship, 136
polymer theories and elasticity, 136
structural and conformational changes,

136
WLC model, 136

experimental strategies and instrumentation
force measurements, 134
mechanical drifts, 135–136
spring constants, 135
viscosity effects, 137

force measurements resolution
affecting factors, 134
equipartition theorem, cantilever, 134
noise due to thermal vibration, 134

mechanical drifts
drift-correction mechanisms, 136
reasons, 135–136

operation principles
contact mode imaging, 132
force-clamp, 133
force-induced cantilever bending, 132
invention and goal, 131–132
of macromolecules, 133
tapping mode imaging, 132
working of, 132

spring constants determination
cantilever tip, 135
sub-nanonewton force regime, 135
thermal vibration method, 135

viscosity effects, 137
MAFF, see Multi-head atomic force fabricator

(MAFF)
Magnetic stress sensing, 7
Maltose binding protein (MBP), 192
Mechanosynthesis, 389
Meniscus formation, 68, 81–82, 86–87,

95–96
Micro electromechanical systems (MEMS),

428
Microscale cantilever, 5
Millipede, 53, 428
Molecular beam epitaxy (MBE)
Molecular positional fabrication, see

Mechanosynthesis
Molecular printing, see Polymer pen

lithography
Multi-arrayed diamond tips, 8
Multi-head atomic force fabricator (MAFF),

433
Multiple probes, 6
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N
Nano electro-mechanical system (NEMS),

364, 383–384
Nanofabrication

implementation, 266–268
parallel patterning with probe arrays

Milliped prototype design, 271–272
operations, 272
SPL, 271
thermomechanical sensing mechanism,

271–272
uses, 271–272
writing patterns, 271

photolithography and particle beam
lithography, 267

reaction kinetics
heating efficiency, 277
TCNL and TGA, 277
thermal reaction, 277
tip apex and tip-surface interface, 277

SPL and SPM, 266–268
STM, TCNL and AFM, 267–268
techniques, 268
thermal AFM probes

polyimide and thermal cantilever, 268
sensing, principle of, 268
surface topography, 268
temperature and conductivity, 268

thermal dip-pen nanolithography
(tDPN), see Thermal dip-pen
nanolithography (tDPN)

thermomechanical nanolithography
depolymerization, 269
magnetic disks, 269
poly(methyl methacrylate) (PMMA),

269
substrate and cantilever tip, 269
superparamagnetic effect, 269
thermal AFM probe, 269

top-down and bottom-up methods, 266
Nanofactory collaboration

DMS, direct development, 396–397
NNI, congressionally-mandated review,

396
participants of, 396–397
requirements, 396

NanoFountain probes (NFP), 426
Nanografted patterns of proteins

activated SAM
aqueous conditions, 190–191
chemical activation, 190
liquids, imaging in, 190–191
nanoscale assay, 190–191

Schiff’s base linkage, 190
antigen-antibody binding studies

binding and molecular recognition
steps, 188–190

rabbit IgG, activity, 188–190
nanoscale fabrication, 185
overview, 185–187
protein adsorption, in situ studies

catalytic activity, 192
immobilization and reactivity, 191
molecules charge, 191–192
SPL methods, 192

proteins modified with thiol residues
de novo protein, 192
MBP, 192

reversal nanografting
in situ AFM investigations, 193
surface heterogeneity, 192–193
thiolated biotin nanostructures,

192–193
SAMs, terminal moieties, 185, 188
in situ AFM experiments, 188
in situ protein binding experiment steps,

188
See also Nanografting

Nanografting
advantages, 200
bottom-up nanofabrication, 200
DNA

binding, using SAM patterns, 198–199
restriction enzymes, reactions, 197–198
ssDNA, hybridization, 196–197

limitations, 199
metals and nanoparticles

AFM-based lithography, 181
electroless deposition, 181–182
nanoparticles, cursor measurements,

181
n-alkanethiol SAM

automated, 173, 175
carbon backbones, 171
friction/elastic compliance and

conductivity, 176–177
gold substrates, 171
3-mercaptopropionic acid, 172–173
molecular ruler, 175–176
octadecanethiol, nanopatterns, 171–172
preparation, 173
thiol SAMs, 174
tip geometry, 175
two parallel line patterns, 172

polymerization reactions, in situ studies
bottom-up assembly, 179–180
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2D and 3D nanopatterns, 179–180
interfacial properties, 180
n-alkanethiols, designed functional

groups, 179–180
surface template, 180
thiols concentration, 179

porphyrins
AFM topograph, mosaic design,

183–185
DPP, nanografted patterns,

183–185
limitation, 182
macrocyclic tetrapyrrole structure, 183
nanografted patterns, scanning probe

studies, 183
orientation of, 183

procedure
requirement for, 170
steps, 169–170

proteins patterns, see Nanografted patterns
of proteins

protocols, 200
SAMs, binary mixtures

heterogeneity regulation, 178–179
Monte Carlo simulations, 178
segregated domains formation, 178

self-assembly mechanism, spatially
confined

binary mixtures, 178–179
lying-down phase, 178
n-alkanethiols patterns, 177–178
standing-up configuration,

177–178
in situ studies

high spatial resolution, 170
liquid media imaging, 170–171
pattern thickness, 170
time-lapse AFM images, 170

Nanomanipulation
AFM, 130
bulk measurement techniques, 131
defined, 130
force and displacement measuring

methods, 130
molecular level, dynamic changes, 131
single macromolecules, 130–131
single-molecule measurements, 131
SPM and STM, 130

Nanopositioning, control techniques
feedforward-feedback

two-degree-of-freedom (2DOF)
advantages, 346–348

AFM images (contact-mode) of
calibration sample, 348

current-cycle-feedback ILC (CCF-ILC)
approach, 348

design, 346–348
H∞ approach, 347–348
ILC law, 348
robust-inversion approach, 347–348
topography sample, 348

inversion-based feedforward control
approach

control input, 336
high-speed PBN and mapping, 336–337
idea, 336–337
nanopositioning applications, 339
nonminimum-phase systems, 337–338
system uncertainty effect, 338–339

iterative learning control (ILC)
advantages, 340–341
effects and frequency range, 341
inversion-based iterative control (IIC),

341–346
linear law, 340–341

PID
block diagram of feedback, 333
effects and limits, 333–334
uses, 333

robust-control-based approach
advantages, 335
closed-loop system, 334–335
design, 334–335
H∞-based robust control theory,

334–335
hysteresis effect, 335
limits, 335–336
mixed sensitivity method, 334–335
weighting function, 335

Nanoscale scratching, 3
controlling parameters in

contact threshold force, 36
cycle number and multiple scratches,

31–34
directions and protuberance formation,

22–25
forces on scratch geometry, 25–28
ratio and scratchability, 28–31
recovery, 39–40
speed, 40–41
threshold forces and contact stresses,

34–37
wear coefficient and AFM

scratchability, 38–39
Nanowires, 230, 250–252, 270



456 Index

National Institute of Standards and Technology
(NIST), 395

National Materials Advisory Board (NMAB),
388–389, 396

National Nanotechnology Initiative (NNI), 396
National Research Council (NRC), 388–389,

396
Nucleic acid molecules manipulation

AFM nanomanipulation technique, 149
controlled delivery and nanopatterning

AFM and selective DNA hybridization,
152–153

DNA oligomers, assembling patterns,
152

molecular self assembly and nanoscale
manipulation, 152

nanoneedle, depth of insertion, 153
nanotechnology development, 152
specific molecules delivery, 153

dissection and isolation of fragments
PCR amplification, 153–154
restriction enzymes, 153–154

DNA, elastic property and force-induced
structural transition

adenines, base-stacking interactions,
150

magnetic and laser tweezers, 149
sequence-dependent mechanical

properties, 149–150
ssDNA, 150
WLC and FJC models, 149–150

duplex DNA, inter-strand interaction forces
base-pairing forces measurement,

150–151
complementary DNA oligonucleotides,

151
DNA unzipping experiments, 151
forces measurement, 150–151

RNA, AFM manipulation
messenger RNA (mRNA) extraction,

154
TMV, RNA- protein interactions, 154

O
Oblique cutting, 24
One-dimensional electron system (1DES), 49
Organic patterns of DPN

monomeric molecules
dye molecules, non-covalent

attachment, 235
hexamethyldisilazane, 235
molecular printboard, 235

polymers

applications, 239
direct deposition, 236–237
in-situ and ex-situ synthesis, 238–239
templated deposition, 237–238

self-assembled monolayers
biosensors, 235
custom-made modification, 234
gold, thiolated monolayers, 234
MHA and ODT, 234
phospholipids, 235
semiconductor surfaces, 235
surfactant-like structure, 235
templates formation, 235

Osmotic pressure in ideal liquid solutions
chemical potentials

ideal solution and pure solvent, 303
entropy calculation, lattice model

chemical potential difference, 304
Gibbs free energy, 304
system’s entropy of mixing, 304
water components, 304–305

pressure difference, generation, 302
Oxide growth model of silicon, 67–68

P
Parallel-processing nanostructures, 6
PCS, see Probe control software (PCS)
PDMS, see Polydimethylsiloxane (PDMS)
PEN, see Proton-fountain electric-field-assisted

nanolithography (PEN)
PID, see Proportional-integral-derivative (PID)
Piezoresistive sensors, 7
Polydimethylsiloxane (PDMS), 410
Polymer pen lithography

applied force approach, 234
DPN and microcontact printing, advantage,

233
optical alignment, 233–234
silicon master, ink pots array, 234
See also Deposition techniques

Polymers
applications

photodetector, 239
sensing units, use as, 239
stimuli-responsive structures,

fabrication, 239
direct deposition

amine-containing dendrimers, covalent
linking, 236

electrostatic attraction, 236
functional groups, mass and number,

236
hydrogel patterns, fabrication, 236
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non-conducting polyelectrolytes, 237
polyethylene glycol, 236
thermal DPN, 237

in-situ and ex-situ synthesis
caffeic acid deposition, 239
conducting polymers, 238
gold nanostructures, 238–239

templated deposition
MHA and ODT, 237–238
phase separation, 238
polyelectrolyte thin films, 237–238
polymeric patterns, 237–238
sequential deposition, 237–238

Poly (p-phenylene vinylene) (PPV)
nanogrooves, 44

Polysaccharide molecules manipulation
conformational changes, force-induced

dextran molecules, 155
elasticity transition, 155
identification, 155–157
ring structure elongation, 155, 157

living cell surfaces, properties on, 157
polymeric carbohydrate molecules, 155

Positional diamondoid molecular
manufacturing

atomically precise fabrication, 389
complex molecular machine systems, 388
complex nanorobotic systems, 388–389
guided self-assembly, 388
important materials, 388–389
nanoscale realm working, 388
self-assembly processes, 388

Probe-based nanofabrication (PBN), 325
See also High-throughput PBN

Probe control software (PCS), 415
Probe sensing in AFM, 6–8
Probe speed

contact and dynamic force mode oxidation
CNT probe tips, 84
cyclic meniscus formation, 86–87
effects of, 84–85
Faradaic current density, 84–86
lithographic patterning, 83–84
ON and OFF DFM oxidation, 83
oxide formation progression, 84–86
quantitative properties, 84–85

small and large amplitude
cantilever oscillation, 81–82
cyclic meniscus formation, 81–82
DFM oxidation, 81–82
meniscus lifetime, 81–82

total meniscus formation time
cantilever, oscillation amplitude, 87

fast growth regime, 87–88
large-amplitude DFM exposure, 87
power-law relationship, 87

Process development in AFM, 8
Programmable positional fabrication

atomically precise 3D structures, 395
automation process, 395
computational tools use, 396
nanofactories, 395–396
nanoscale components, 395
reliability, design issue, 396

Proportional-integral-derivative (PID), 430
control, 333

Protein molecules manipulation, 137
chemical and enzymatic reactions,

modulation
AFM, enzyme dynamics, 144
Candida Antarctica (CalB), lipase B

enzyme, 146
catalysis, 144
combined AFM-TIRF instrument, 146
covalent disulfide bond, 144
E. Coli thioredoxin (Trx), catalysis

mechanism, 144–145
folding energy landscape

collapse trajectories, analysis, 142
folding and unfolding transitions, 140
force-clamp instrumentation, 142
green fluorescent protein (GFP),

141–142
protein polymers, 140–141
small globular proteins, 140
theory, 140
T4 lysozyme molecules,

unfolding-refolding, 142–143
ligand interactions

biological functions, importance,
147–148

cadherines, binding properties, 148
claudins, homophilic interactions, 148
conventional methods results, 147–148
mussel adhesion mechanism, 148–149
single molecule measurements, 148

mechanical functions, elucidating
cytoskeleton, proteins in, 139–140
titin, mechanical properties, 138–139

membrane proteins
AFM nanomanipulation, 146–147
cellular activities, use in, 146
experimental setup, 147
functional studies, 147
labeling need, 147
native environment, 146
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Protein molecules manipulation (cont.)
refolding, 147

rare misfolding events
population, macroscopic measurements,

143–144
titin domain I27, sawtooth pattern,

143–144
unfolding and refolding, force-induced

conformational changes, 138
disease-causing mutations, 138
mechanical functions, elucidating,

138–140
protein folding energy landscape,

140–143
rare misfolding events, 143–144

Proton-fountain electric-field-assisted
nanolithography (PEN)

acidic fountain tip preparation
hydronium ions, 310
pH values, 310
P4VP, reversible swelling mechanism,

310–311
spatially-localized protonation,

310–311
biomimetic engineering

bottom-up route, 300
living cell membranes properties, 300
synthetic thin films development, 300
top-down approach, 300–301

DPN techniques, comparison
chemical lithography (ChemLith), 319
CNL and EPN, 318–319
contact force and bias voltage effects,

315–316
contrast difference, 316–317
de-swell, 317–318
humidity levels, 317
molecular eraser, 317–318
non-coated tip on P4VP film, scanning,

316–317
reversibility, 317–318

erasable nanostructures, creating
DPN, 299–300
stimuli-responsive properties, 299–300

local protonation of P4VP film, 311–312
pattern formation

blank paper, 312–313
contact imaging mode, 312–313
electric field, effect, 314–315
fabrication process, reproducibility,

313–314
hydrogel systems, molecular

interactions, 314–315

line profile, 313
polymer structures images, 313
tapping imaging-mode of AFM,

312–313
three line features, 313–314

perspectives
erasable nanostructures fabricating, 319
humidity and electric field effect, 320
implementation, versatility, 320
pattern formation, 319
patterns dimension, 319–320
protonation, 320
P4VP patterns, intrinsic hydrogel

nature, 321
P4VP responsive material preparation, 310

Protuberances, 24

Q
Quantum dots (QD)

AFM
image, 110–111
lithography, 110

energy levels, 110–111
single-electron tunneling, 110–111
zero-dimensional structure, 110
See also First layer–depletion in 2DEG

Quantum point contacts (QPC)
constriction width, 109–110
quantized conductance, 109–110
See also First layer–depletion in 2DEG

Quantum rings
Aharonov-Bohm effect, 111
micrograph, 111–112
wave nature, 111

R
Reactive ion etch (RIE), 419
Roadmap for TBN

atomic manipulation, 434–435
Battelle roadmap, 433–434
DARPA and ITRS, 433–434
heterogeneity ability, 434–435
metrics, 436
performance metrics, 434–435
tip shape variation, 434, 436

Robust-control-based approach
advantages, 335

IBM Millipede systems, 335
nanopositioning applications, 335
SPM imaging speed, 335

closed-loop system, 334–335
design, 334–335
H∞-based robust control theory, 334–335
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hysteresis effect, 335
limits

Bode’s integral, 335–336
H∞-based control technique, 336
two-degree-of-freedom (2DOF) control,

336
mixed sensitivity method, 334–335
weighting function, 335

S
SAM, see Self-assembled monolayer (SAM)
Scanning near-field optical microscopy

(SNOM), 4
BPL, 410
energy forms, 409
multiple/arrayed probes, 409
PDMS array, 410
probes, aperture and apertureless tips,

408–409
Scanning probe lithography (SPL), 168

applications, 267
Brute-force mechanical manipulation,

366–367
cathodic oxidation, 370
DPN, 267–268
edge termination, 367–368
electrical force and topographic dynamic

image, 370–371
electrochemical reduction tip-induced

technique, 371–372
field-induced modification, SLG, 370
graphene layers, thickness and roughness,

360
hydrogen molecules density, 370–371
intermittent contact AFM and SLG image,

360–361, 366, 368
LAO

lithographic resolution, 368–370
process, 367, 369

mechanical robustness, 366
micro Raman spectroscopy measurement,

371–373
microscopic cantilever, 267
nanoribbons, energy band gap engineering,

370
nanoscopic tip, 267
nanostructures, 267
optical microscopy measurement, 371–373
PDMS-based deposition process, 361–362
relative step-height, 360
SLG

Hall bars, 370
surface blistering and rippling, 361–362

TCNL and STM, 371, 373
topographic data, three-dimensional

representation, 361–362
Scanning probe microscopy (SPM), 65–68,

73–75, 77, 79–80, 83–84, 88, 92,
267–268

AFM exfoliation, 364–366
force and distance curves, 363–364
graphene sealed microchamber, 364–365
graphite origami, 362–363
intermittent-contact conditions and SLG

images, 360–361
layers, thickness and roughness, 360
mechanical properties, 362–363
microscopic cleaving process, 362–363
nanomechanics, 364
PDMS-based deposition process, 361–362
relative step-height, 360
SLG surface

blistering, 361–362
rippling, 361

suspended graphene membranes image,
363–364

topographic data, three-dimensional
representation, 361–362

two dimensional crystallites results,
364–365

Scanning tunneling microscopy (STM), 3, 92,
265, 339

AFM, comparison with, 407
atomic manipulation (AM), 407
probe

charged tip and conducting substrate,
interaction, 406–407

SPL and SPS
anomalous structure, 375
atomic-resolution, 379–380
carbon-based material, characteristics,

377, 379
crystallographic orientation, 379
decoupled graphene layer,

spectroscopic evidence, 375, 377
epitaxially-grown graphene monolayer,

375–376, 378
feedback tunneling current, 373–374
graphene layers strain, 376–377
hydrogen desorption, 379–380
large-area STM image, 373, 375
LDOS, 373–374
Moiré patterns effects, 375
nanostructures pattern, 377, 379
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Scanning tunneling microscopy (STM) (cont.)
pristine graphene clean surface,

379–381
scotch tape method, 373
single layer graphene, imaging, 373
sub-monolayer graphene films,

375–376, 378
topographic images, 373–374
tunneling spectra, pronounced peaks,

374–375
Scratchability, 28–31
Scratching, 1, 92, 129–158

applications
biomedical, 52–53
Millipede, 53
nanodevices scratching, 48–49
nanostructured masters/molds, 51
NiFe nanoconstriction, 50
polymeric brushes and gratings, 49–50
scratching and repairing masks, 51–52
scratching test, 53

biological protein patterning by, 16
chip/debris formation in, 28
grooves scratched by, 23
instrument and process developments, 4

circular microdisk of, 9
3D patterning, 8–10
limitations, 5
multiple probes, 6
probes, 5–6
quality factor (Q), 5
sensing, 6–8
tapping and dynamic modes, 5

nanopatterning of organic monolayer, 13
Ni80Fe20 surface on, 25–26
operation principles

contact mode imaging, 132
force-clamp, 133
force-induced cantilever bending, 132
invention and goal, 131–132
of macromolecules, 133
tapping mode imaging, 132
working of, 132

SPL, 168
Brute-force mechanical manipulation,

366–367
cathodic oxidation, 370
edge termination, 367–368
electrical force and topographic

dynamic image, 370–371
field-induced modification, SLG, 370
graphene layers, thickness and

roughness, 360

hydrogen molecules density, 370–371
intermittent contact AFM image,

360–361, 366, 368
LAO process, 367–370
mechanical robustness, 366
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