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Preface 

Dynamics of Civil Structures represents one of five clusters of technical papers presented at 
the 28th IMAC, A Conference and Exposition on Structural Dynamics, 2010 organized by the 
Society for Experimental Mechanics, and held at Jacksonville, Florida, February 1-4, 2010. 

Nonlinear Modeling and Applications, Dynamics of Bridges, and Structural Dynamics. 
 

Understanding the dynamic response of large civil structures improves design and safety, 
extends life, and reduces maintenance. IMAC has become a principle technical venue for 
dissemination of the latest techniques devoted to field testing of civil structural systems and 
components, processing of response data and identification of dynamic structural properties, 
calibration and validation of numerical structural models, and assessment of structural 
condition based on dynamic properties.  
 
The organizers would like to thank the authors, presenters, session organizers and session 
chairs for their participation in this track.  
 
 
Bethel, Connecticut         Dr. Thomas Proulx

Society for Experimental Mechanics, Inc

 

Each collection presents early findings from experimental and computational investigations on 
an important area within Structural Dynamics. The current volume on Dynamics of Civil 
Structures includes studies on Modeling and Estimation of Loads on Civil Structures, Model 
Correlation and Updating (Civil Structures), Modal Parameter Identification (Civil Structures), 
Damage Detection and Modeling (Civil Structures), Control of Civil Structures/Stadium 
Dynamics, and Experimental Techniques (Civil Engineering). 

The full proceedings also include volumes on Structural Dynamics and Renewable Energy, 
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NOMENCLATURE
A cross-sectional area
E Young’s modulus
F static restoring force
L wire half-span
T0 wire initial tension
T wire tension due to deformation
c viscous damping coefficient
f dynamic restoring force
k1, k2 linear spring stiffness
klin coefficient of wire linear stiffness
knl coefficient of wire nonlinear stiffness
m1,m2 masses of 2-DOF rig
x wire static displacement
u displacement of isolated mass
α exponent of fitted nonlinear stiffness term
ε strain in wire due to transverse displacement
(˙) time differentiation
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ABSTRACT

A two-degree-of-freedom test structure originally developed to exhibit essentially nonlinear (nonlin-
earizable) stiffness in one of its connections has been modified to display a variable linear term in parallel
with the existing nonlinear spring. This structure will be used in generating data for input to new algo-
rithms for nonlinear system identification. In this paper, we report results from experiments in controlling
the linear term introduced by applying an initial tension (preload) to the nonlinear spring, including the
estimation of the parameters of a nonlinear force-displacement relation. It is shown that a sufficiently
large initial tension results in predominantly linear behavior, meaning the same test setup can be used
to produce dynamic behavior ranging from nearly linear to essentially nonlinear.

1 Introduction

While the identification of models of linear structures from experimental data has become routine, the identifi-
cation of nonlinear systems remains a much more challenging problem. To support recent theoretical and applied
work reported in Refs. [1, 2, 3, 4, 5, 6, 7], we have developed a simple test structure in which the effects of nonlinear
stiffness can be adjusted. This is achieved by varying one of the linear stiffness coefficients, from zero to a value
large enough to reduce the influence of the nonlinear stiffness to a parasitic role.

The model structure taken as a starting point here was originally designed as a linear two-degree-of-freedom (2-
DOF) model with an added essentially nonlinear spring (that is, a spring with no linear term in its force-displacement
relation) between one of the structural masses and ground. That essentially nonlinear spring was formed from
transversely deflected piano wire, and the essential nonlinearity was achieved only if the initial tension in the wire
was zero. Several experiments were reported using this configuration and a similar arrangement in which the wire
was connected between moving masses rather than between a mass and ground [4, 5, 6, 7]. In the present work,
we exploit the linear stiffness terms introduced when a significant initial tension (preload) is established in the wire
in its undeformed state.

2 Modeling

The geometry of the piano-wire spring is show in Fig. 1. The wire, of cross-sectional area A, Young’s modulus
E and total length 2L, is deflected a distance x at its center in response to a load F . The resulting length of half of
the wire is

√
L2 + x2, and assuming linear material response we can compute the resulting increase in tension of

the wire due to this stretching as
T = EAε (1)

where

ε =
√
L2 + x2 − L

L
(2)

is the (engineering) strain. Denoting by T0 the initial tension in the wire (before deformation), we can express the
equilibrium of the wire as

F = 2(T0 + T ) sin θ, (3)

where θ is the angle formed by the wire with its initial position and thus

sin θ =
x√

L2 + x2
. (4)

Substituting, we obtain an expression for the force F in terms of the transverse displacement x,

F = 2

(
T0 + EA

√
L2 + x2 − L

L

)
x√

L2 + x2
. (5)
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Fig. 1. Geometry of the deflected piano wire providing the nonlinear and variable linear stiffness between the
second (NES) mass and ground.

This expression, while exact, is not convenient to work with. If x is small (compared to the half-length L), we can
expand F (x) in a Taylor series about x = 0, with the result

F (x) ≈ 2T0

L
x− T0 − EA

L3
x3 +

3(T0 − EA
4L5

x5 +O(x7). (6)

In practice, it is sufficient to retain only the leading terms of this expression to represent the force-displacement
relation of a real spring,

F (x) =
2T0

L
x− T0 − EA

L3
x3, (7)

from which form it is easy to see that the linear term will exist only when there is a preload in the wire. When T0 > 0,
we obtain the simple expression

F (x) =
EA

L3
x3, (8)

which has been used successfully to represent this type of essentially nonlinear spring in several experiments.

3 Experiments and Data Reduction

The physical system incorporating two linear degrees of freedom along with the piano-wire spring of the previous
section is show schematically in Fig. 3, where the wire connects the second mass to ground. Both masses are made
of aluminum angle stock and run on a straight air track, connected by linear leaf springs. The laboratory model, set
up atop an optical table and instrumented with force transducers and accelerometers, is shown in the photograph
of Fig. 2. The wire was in this case 0.020 in. in diameter and of total length 2L = 20.0in.

The parameters of the linear system resulting when the wire spring was disconnected were determined by
standard techniques of linear modal analysis, and are summarized in Table 1. This structure is very similar to that
described in Ref. [3], where is was configured with the wire installed with zero initial tension and thus providing
an essentially nonlinear restoring force. The focus of that work was targeted energy transfer (“energy pumping”)
from the primary mass to the secondary (the nonlinear energy sink, or NES), a phenomenon that depends on the
essential nonlinearity.

m1, kg m2, kg c1, N/m/s c2, N/m/s k1, N/m k2, N/m
1.288 518 0.112 0.079 1228 680

Table 1. Identified values of the parameters of the linear 2-DOF structure (with the piano-wire spring removed).

The nonlinear spring was identified here using the restoring force surface method, in which the ring-down re-
sponse of (a portion of) the structure is fitted with a model equation including viscous linear damping as well as

3



Fig. 2. The 2-DOF system of Fig. 3 realized as two cars running on a rectilinear air track. The car labeled ”NES”
here is the secondary mass, connected to ground by both nonlinear and (with preload on the piano wire) linear
springs.

Fig. 3. Schematic of 2-DOF system with variable linear stiffness in parallel with cubic-hardening spring between
second (right-hand) mass and ground. The nonlinear, piano-wire spring is normal to the page in this view.
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linear and nonlinear (cubic) terms. Specifically, we assumed the restoring force was of the form

f = cu̇+ klinu+ knl|u|α sgn u, (9)

where u is the displacement of the mass attached to the wire spring, u̇ is its velocity, c is the damping coefficient,
klin and knl are the coefficients of the linear and nonlinear stiffness terms, and α is the exponent of the nonlinear
term (nominally equal to 3 for a purely cubic spring). The results obtained with several values of initial tension T0

are reported in Table 2, where it may be seen that the results of increasing preload are generally in agreement with
the predictions of eq. (7). A linear term does appear even when T0 = 0, reflecting the finite bending stiffness of the
piano wire, but insofar as our goal here was to add a significant linear stiffness to an essentially nonlinear spring
this linear term is, if anything, beneficial.

Preload, lb c, N/m/s klin, N/m knl, N/mα × 103 α klin, N/m
5.0 1.02 245 1138 2.73 —
7.5 1.03 355 891 2.70 —

10.0 1.44 584 50 2.07 —
20.0 3.04 1507 -0.073 0.72 1335

Table 2. Parameters for the nonlinear model of eq. (7), estimated with various preloads applied to the piano-wire
spring.

4 Conclusion

A structure used in a series of bench-top experiments comprises a linear oscillator of one degree of freedom
coupled to a strongly nonlinear, single-degree-of-freedom substructure. The nonlinear stiffness of the attachment,
created by the transverse deflection of a piano-wire spring, is essential (lacking a linear part) if the wire is installed
with no pretension. If the wire is preloaded with an initial tension, the spring will exhibit a linear term in its force-
displacement relation in addition to a strong cubic term and generally negligible higher-order terms.

While in previous work we have sought to minimize the pretension on the wire spring and thus produce a
nearly pure, cubic-hardening spring characteristic, here we intentionally apply a significant preload to create a linear
restoring force comparable to the nonlinear spring force for displacements of the order observed in tests on the
combined system. Taken as a whole, the structure displays strong, controllable, but not essential nonlinearity.
We have demonstrated that the linear term produced by the pretension can be varied and can in fact be used to
produce essentially nonlinear, strongly nonlinear, or effectively linear dynamics in the same test rig. In future work,
this variability will be used to generate experimental data for input to nonlinear system identification algorithms that
do not require isolating the nonlinear degree(s) of freedom.
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ABSTRACT. A technique is developed to identify in-situ the tensile force in tie-rods which are used in ancient 
monumental masonry buildings to eliminate the lateral load exercised by vaults and arcs. The technique is a 
frequency-based identification method that allows to minimize the measurement error and that is of simple 
execution. In particular, the first natural frequencies of the tie-rod are experimentally identified by measuring the 
FRFs with instrumented hammer excitation. Then, a numerical model, based on the Rayleigh-Ritz method, is 
developed for the axially-loaded tie-rod by using the Timoshenko beam theory retaining shear deformation and 
rotary inertia. Non-uniform section of the rod is considered since this is often the case for hand-made tie-rods in 
old buildings. The part of the tie-rod inserted inside the masonry wall is also modeled and a simple support is 
assumed at the extremities inside the walls. The constraints given to the part of the tie-rod inserted inside the 
masonry structure are assumed to be elastic foundations. The tensile force and the stiffness of the foundation are 
the unknown. In some cases, the length of the rod inside the masonry wall can be also assumed as unknown. 
The numerical model is used to calculate the natural frequencies for a given set of unknowns. Then, a weighted 
difference between the calculated and identified natural frequencies is calculated and this difference is minimized 
in order to identify the unknowns, and in particular the tensile force. An estimation of the error in the identification 
of the force is given. The technique has been tested on six tie-rods at the central vault of the famous Duomo of 
Parma, Italy. 
 
Keywords: Tie-rods, frequency-based identification method, Rayleigh-Ritz method. 
 
 
INTRODUCTION 
 
Tie-rods were often used in ancient monumental masonry buildings to eliminate the lateral load exercised by the 
vaults and arcs. They give a fundamental contribution to the structural equilibrium. As a consequence of 
foundation settlements, the tensile force on tie-rods can surpass the yield strength of the material, which is not 
particularly high since old-time metallurgy was not able to obtain high-strength rods. Also corrosion can play a role 
in decreasing the strength of ancient tie-rods. For these reasons, it is important to identify the tensile force in tie-
rods of masonry building, especially in case of evident deformation of arcs and vaults, in order to substitute them 
in dangerous cases. 
Unfortunately there is no non-destructive technique for a direct in-situ measurement of the force on the rod. 
Several techniques have been proposed for an indirect measurement of the force. Blasi and Sorace [1, 2] 
introduced a technique based on a combination of static and dynamic identification. In particular, they modeled 
the tie-rod as a simply supported Euler beam with two identical rotational springs of unknown stiffness at the 
edges. The two unknowns, i.e. the tensile force and the stiffness of the two identical rotational springs, were 
identified by two equations: (i) a static equation giving the central deflection of the rod under a given load, and (ii) 
a dynamic equation giving the fundamental natural frequency of the rod. The method was tested in laboratory 
giving good results. Anyway, it requires two different in-situ experiments (measurement of the central static 
deflection under static load and of the fundamental natural frequency) and can give results with significant error in 
case of measurement error since the two unknowns are determined by only two data points. 
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Briccoli Bati and Tonietti [3] introduced a single static test to identify the force. It requires the measurement (i) of 
three vertical displacements under a concentrated static load, and (ii) of the strains variations at three sections of 
the rod. Also in this case good agreement with laboratory experiments has been found. 
Fully dynamical identification of cable tension force has been recently proposed by Kim and Park [4]. It allows to 
identify the tension force, flexural rigidity and axial rigidity of the cable from measured natural frequencies. 
Anyway this technique is not immediately applicable to tie-rods since they cannot be modeled as cables and 
present uncertain constraints due to the portion of the rod inserted into the masonry wall or column.  
In the present study, a technique is developed to identify in-situ the tensile force in tie-rods in ancient monumental 
masonry buildings. The technique is based on a frequency-based identification method that allows to minimize the 
measurement error and that is of simple execution. In particular, the first natural frequencies of the tie-rod are 
experimentally identified by measuring the FRFs with instrumented hammer excitation; four to six natural 
frequencies can be easily identified with a simple test. Then, a numerical model, based on the Rayleigh-Ritz 
method [5], is developed for the axially-loaded tie-rod by using the Timoshenko beam theory retaining shear 
deformation and rotary inertia. Non-uniform section of the rod is considered since this is often the case for hand-
made tie-rods in old buildings. The part of the tie-rod inserted inside the masonry wall is also modeled and a 
simple support is assumed at the extremities inside the walls. The constraints given to the part of the tie-rod 
inserted inside the masonry structure are assumed to be elastic foundations. The tensile force and the stiffness of 
the foundation are the unknown parameters. In some cases, the length of the rod inside the masonry wall can be 
also assumed as unknown. The numerical model is used to calculate the natural frequencies for a given set of 
unknowns. Then, a weighted difference between the calculated and identified natural frequencies is calculated 
and this difference is minimized in order to identify the unknowns, and in particular the tensile force. An estimation 
of the error in the identification of the force is given. The technique has been tested on the six tie-rods at the 
ancient Dome of Parma, Italy, famous for the frescos painted by the master Francesco Mazzolla, called Il 
Parmigianino, in 1500. 
 
2. ANALYTICAL MODEL 
The tie-rod is modeled as a simply supported Timoshenko beam; the supports are assumed at the beam edges 
inside the masonry wall and the portion of the beam inside the wall is subjected to an elastic Winkler foundation 
simulating the interaction between the beam and the wall, as shown in Figure 1. An isotropic beam of length L 
and non-uniform prismatic section A is considered. A Cartesian coordinate system (x, y, z) is assumed on the 
beam where the x-axis is coincident with the centroidal axis and the y and z axes are coincident with the principal 
axes of the root cross-section. It is assumed that the centroidal axis is coincident with the elastic axis so that 
bending-torsion coupling is negligible [6]. The analysis is here limited to the x-y plane, and the kinematic 
displacements u, v, along the x and y axes respectively, are given by 
 
 ( , , ) ( , )u x y t y x tθ= − ,              ( , , ) ( , )v x y t v x t= , (1a,b) 
 
where v is the transverse displacement and of the centroidal axis and θ is rotation of the cross-section about the 
positive z-axis. By using equation (1), the nonzero strain components of the beam are 
 

 xx y
x
θε ∂

= −
∂

,                xy
v
x

γ θ∂
= −
∂

. (2a,b) 

 
The flexural displacement of the simply supported beam is expanded by using the following series of admissible 
functions 
 

 
1

( ) sin
N

i
i

i xv x a
L
π

=

⎛= ⎜
⎝ ⎠

∑ ⎞
⎟ . (3) 

 
The rotation of the cross-section is expanded as 
 

 
1

( ) cos
N

i
i

i xx b i
L
πθ

=

⎛ ⎞= ⎜ ⎟
⎝ ⎠

∑ . (4) 
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Figure 1. Analytical model of a tie-rod. 

 
In equations (3) and (4) the same number of terms N has been used for the expansions of v and θ; in general, this 
number of terms can be different. The potential strain energy of the beam is given by [6] 
 

 T

0

1 d d
2

L

B A
V = ∫ ∫ σ ε A x , (5) 

 
where ε is the strain vector and σ is the stress vector. By using Hooke’s stress-strains relationships, equation (5) 
can be rewritten as [6, 7] 
 

 
2 2

0

1 d
2

L

B
vV EJ k GA

x x
θ θ

⎡ ⎤∂ ∂⎛ ⎞ ⎛ ⎞= + −⎢ ⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
∫ x⎥ , (6) 

 
where EJ and kGA are the flexural rigidity and the shear rigidity, respectively, with E being the Young modulus, J 
the second moment of inertia of the beam cross-section about the y-axis, k the shear coefficient [8] and G is the 
shear modulus. In particular, J, k and A are functions of x. The potential energy associated with the axial load F 
(positive is for traction) is expressed by 
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 The potential energy associated with the elastic foundation is given by 
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where kf is the stiffness of the foundation, assumed uniform for simplicity, and the portion of the beam inserted in 
the walls is comprised between x1 and x2. In particular, x1 = 0 for the left edge; for the right edge, x2 = L. Both 
energies associated to elastic foundations at the left and right ends of the beam must be included. The global 
potential energy is 
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The kinetic energy of the beam is given by 
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where  ρ is the mass density. By using equations (1a,b) and integration over the cross-section A, equation (10) 
can be rewritten as [6] 
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The reference kinetic energy of the beam, i.e. the maximum kinetic energy divided by ω2, is given by 
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By introducing the following vectorial notation 
 
 , (13a) ( TT

1 1,..., , ,...,N Na a b b=q

 , (13b) TV = q K q
 , (13c) * T

BT = q M q
 
the natural circular frequencies ω of the tie-rod are obtained by solving the following eigenvalue problem 
 
 . (14) 2 0ω− =K M
 
The shear coefficient k in equations (6, 9) for rectangular cross-section of Timoshenko beams is given by [8] 
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ν is the Poisson’s coefficient, 2a is the depth of the beam in y-direction and 2b is the width of the beam in z-
direction; a and b are functions of x.  
 
3. IDENTIFICATION METHOD 
In order to identify the axial force F and the stiffness kf of the elastic foundation, the weighted difference between 
the calculated and identified natural frequencies is introduced 
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1

1,
M

RMS f i
i

err F k
M

δ
=

= ∑ , (16) 

 
where M is the number of the natural modes included in the identification process (5 to 10) and iδ  is the 
difference between the i-th computed and experimentally measured natural frequency. The function given in 
equation (16) is minimized over the full set of the useful values of the two unknowns (F, kf), defined in the pre-
processing, giving finally the identification of the axial force F. This minimization process requires the calculations 
of a large set of eigenvalue problems (14). The advantage of a self-developed optimized codes for the 
calculations of the natural frequency of the beam is fundamental versus a commercial FEM code. In the present 
case, the self-developed program has been validated by comparison to the ANSYS commercial program, and the 
results obtained are practically coincident. In particular, the first two mode shapes of one of the tie-rods studied in 
Section 4 are shown in Figure 2; they have been obtained by the ANSYS program and are coincident to those 
computed by the self-developed Rayleigh-Ritz program. However, since the numerical program implementing 
equation (14) uses a largely reduced size of the model with respect to the FEM commercial program, the time 
saving is huge. 
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The minimization process of function (16) can be implemented versus three unknowns F, kf and the length of the 
elastic foundation, in case that the length of the tie-rod inserted into the masonry wall is unknown. 
 

 
(a) 

 
(b) 

Figure 2. Numerical simulation of a tie-rod dynamics showing (a) mode I and (b) mode II 
 
4. EXPERIMENTS AND IDENTIFICATION AT THE CASTLE OF FONTANELLATO 
Experimental measurement of the natural frequencies of the six tie-rods of the central vault of the ancient Dome 
of Parma, Italy (see Figures 3 and 4), was performed in September 2008. The used instrumentation is composed 
by an accelerometer B&K 4370, an instrumented hammer B&K 8202, two charge amplifiers B&K 2635 and a 
Pimento 8 channel system by LMS for data acquisition and experimental modal analysis. 
The tests have been conducted in two days, and an articulated aerial platform has been used to reach the 6 tie-
rods at 21 meters of height. The tie-rods have a circular cross-section of 40 mm in diameter; all tie-rods have 
been changed in ’50 because the rupture of one of them. 
Experimental tests, showed in figure 4, have been made putting ne or two accelerometer on the rod, and gently 
hammering it by hand. One of the six measured Frequency Response Functions (FRFs) is shown in Figure 5 for 
the tie-rods “3”: eight peaks are clearly visible that identify the first eight natural vibration modes of the tie-rod. 
 

 
Figure 3. The Dome of Parma and the 6 tie-rods at 21 meters height. 

 
Elaboration of experimental data has been conducted in conjunction with the numerical calculation of the axial 
load effect on the vibration modes of each tie-rods. The assumed material characteristics are: E = 193×109 N/m2, 
G = 74.8×109 N/m2, ρ = 7870 kg/m3, ν = 0.29. From M = 2 to M = 6 natural modes are used in the identification 
process, and N = 15 terms in the expansions (3) and (4). The effect of the axial force F on the natural frequencies 
is increase the computed natural frequencies in the direction of higher frequency. Otherwise, the effect of the 
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stiffness kf of the elastic foundation changes the slope of the curve. Therefore, the two unknowns have two 
different type of effect on the dynamics of the tie-rod, simplifying the identification process. 
 

  
Figure 4. Experimental testing at the Dome of Parma in 2008. 

 
The results of the identification process are given in Table 1. Results are presented for identification using M = 2 
to 6 modes and show a convergence of the natural frequencies both experimentally and numerically determined. 
 

 
Figure 5. Natural modes of tie-rods “3”. 

 
 

Table 1. Experimental and computationally determined natural frequencies of the six tie-rods of Parma Dome. 
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Verification of the mechanical resistance of the tie-rods is made by the simple formula of axial stress calculation in 
a uniform cross-section beam: 
 

A
res

F
A

σ = ,            (17) 

 
where Ares is the design area of the metric M40 bolt in the medium section of the tie-rod. Results are shown in 
graphical form in figure 6. The stress state of at least 3 of the 6 tie-rods is over the admissible design stress, that 
for this steel is 160MPa. 
 
5. CONCLUSIONS 
The fully dynamic identification method allows to determine with a simple experiment the axial force on tie-rods. 
Since the experimental apparatus is compact and no fixed and accurate reference is necessary, the technique is 
particularly suitable for in-situ measurement on monumental buildings. The technique presented here has the 
advantage of using redundant data with respect to the unknowns in the identification process, minimizing the 
measurement and modeling errors. 
Moreover, it allows to estimate the accuracy in the estimation of the axial force acting on the tie-rod: the 
experimental testing at the Parma Dome showed a dangerous state of the tie-rods of the central vault.  
 

 
Figure 6. Stress state in the six tie-rods of Parma Dome. 
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ABSTRACT: A way of evaluating effective tensile force on a grouted seven-wire strand embedded in the post-
tensioned beams has been examined experimentally. The proposed approach makes use of the longitudinal 
stress wave responses collected at the end of strands induced by a mechanical impact at the other end. The six 
8m-long post-tensioned concrete beams have been specially designed and constructed. For each beam, the 
different tension levels are applied. The impact tests are conducted. The results show that longitudinal frequency, 
elastic wave velocity, and elastic modulus are nonlinearly increased as the tensile force level increases. It is thus 
expected that the longitudinal vibration characteristics of the existing bonded tendons can be of promising 
indicators for the inspection of a tensile force loss.  
 
 
 
INTRODUCTION 
 
Primary objective of nuclear containments is to prevent a leakage of a radioactive substance in the event of an 
extreme loading. In order to prevent such leakage and maintain a high level of integrity for such important 
structures, a prestressed concrete (referred to as PSC hereafter) has been widely used. However, time dependent 
loss of a prestressd force on tendons embedded in PSC is inevitable due to both creep and shrinkage of concrete 
and relaxation of tendons. Thus, most of regulations and guidelines of nuclear related structures have specified a 
periodic in-service inspection of tendon force. 
 
For unbonded tendons in the containments, average tendon force can be evaluated by measuring the elongation 
at the end of active tendon induced by an applied jacking force [1]. For bonded tendons, however, direct 
estimation of tendon force is not feasible because of cement grouting between tendon and duct. Accordingly, 
alternative approaches have been proposed for the periodic in-service inspection of the containments with bonded 
tendons. US RG 1.9 [2] has suggested a lift-off measurement for unbonded sample tendons and a deformation 
measurement for the containments during periodic full scale pressure tests. Pandey [3] has proposed a reliability-
based assessment of integrity of bonded prestressed concrete containments. The study has recommended that 
inspection results of lift-off, flexural and destructive tests for a set of beam specimens can be used in order to 
update the probability distribution of the prestressing force and the number of degraded tendons on the 
containments. Sun et al. [4] have also studied strength monitoring of a prestressed concrete containment with 
grouted tendons. Work done by Sun et al. [4] has utilized a real time monitoring system for overall containment 
deformation of such structure. However, the above approaches are neither fully satisfactory for strength 
monitoring of tendons nor promising methods for ensuring the structural integrity of containments and tendons. 
 
A measurement of the tendon force has been achieved in terms of using a low and a high frequency approach. 
Whereas the former is in the range of vibration frequency level, the latter is in the range of ultrasonic frequency 
level. For a bridge cable, the existing tensile force on the bridge cable or a hanger can be evaluated by applying 
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the frequency-based system identification algorithm to the measured flexural frequencies [5]. For the unbounded 
PSC beam, tensile force and flexural rigidity can be evaluated by measuring the displacement, strain, and load 
time histories of the beam [6]. This is based on the results of Saiidi et al. [7] reporting that flexural natural 
frequencies increase as the applied compressive force on tendon increases. Without experimental verifications, 
however, Hamed and Frostig [8] have insisted that the flexural natural frequencies of a PSC beam are irrelevant 
not only to the applied tension force but also to the grouting conditions. Thus, the above two research results 
conflict each other.  
  
Meanwhile, the high frequency approach is based on the physical phenomenon that the velocity of stress wave on 
a rod or a strand relies on the applied stress level. Chen and Wissawapaisal [9] have estimated the tensile stress 
on seven-wire strand by means of detecting the arrival group velocity of stress wave at one end of the strand after 
injecting longitudinal ultrasonic stress wave (150kHz~350kHz) at the other end of  the strand. In addition, using 
magnetostrictive ultrasonic transducers, Kwun et al. [10] have also reported the existence of notch frequency (75 
kHz~110 kHz) that is a disappeared frequency induced by the applied stress level in a seven-wire strand. Using 
the same concept of the arrival velocity difference on a stress field, Scalea et al. [11] and Chaki and Bourse [12] 
have conducted a similar pulse-echo technique utilizing magnetostrictive guided ultrasonic waves.  
 
However, it is not feasible to apply such high frequency methods to the case of bonded tendon. This is due to the 
fact that the cement grouting surrounding steel tendons causes significant energy attenuation. Moreover, for the 
bonded tendons, it is known that the maximum inspection range of ultrasonic waves is less than 1.5m [13] while 
the typical height of nuclear containments is over 40m. Subsequently, no attempt has been made to directly 
evaluate tensile forces on the bonded tendons. 
 
Since the first nuclear power plant was constructed in 1978, 20 unit nuclear power plants have currently been 
operated and maintained in Korea [14]. Among such nuclear containments, only Wolsong Units 1,2,3,4 and Ulchin 
Units 1, 2 were designed as prestressed concretes with bonded tendon systems. Since Wolsong Units started a 
commercial service in 1983, 30 years of design life time has now been approaching. Consequently, Korea Hydro 
Nuclear Power Company (KHNP) that owns the plant now concerns an important pending problem for continuous 
operation beyond the design life. Accordingly, the periodic in-service inspection has been arranged for Wolsong 
Units and a long-term research project has been designed to assess directly the effective prestress force on the 
bonded tendons embedded in the nuclear containments using nondestructive techniques. For this purpose, the 
indirect test beam method by Pandey [3] has been employed and thus a number of test beams have been 
prepared. The present study therefore represents the first feasible study of the research project.  
 
Main objective of this study is to investigate a feasibility for nondestructively evaluating prestress force on bonded 
tendons embedded in the nuclear containments. Since the previous high frequency pulse approach has a strict 
limitation on energy attenuation in the case of bonded tendons, the current study focuses primarily on the 
utilization of low frequency pulse method. Rationale behind using the low frequency pulse method is due to the 
fact the low frequency propagates a long distance regardless of grouting conditions. 
 
 
LONGITUDINAL VIBRATION TEST 
 
Figure 1 shows the typical test set-up for the longitudinal vibration test. To excite the longitudinal modes of the 
specimens, an impact hammer, PCB Piezotronics model of 086C04, has been used. Acceleration responses 
caused by the impact hammer have been collected by PCB Piezotronics model of 352B10. Use is made of NI 
model CRIO-9073, four channels of NI 9233 and a laptop computer for data acquisition. In order to avoid an 
electric noise, two parallel 12 Volt batteries are employed as a power supply of the acquisition facilities. A 
sampling ratio of 50 kHz is utilized for the collections of the data. 
 
A total six PSC beam specimens with bonded strands have been tested in the present study. Layout of the 
specimens is shown in Fig. 1, and dimension details and material properties of six specimens are summarized in 
Table 1. The PSC beams represent mock-up specimens of vertical walls for nuclear containments with unit width.  
 
A B-type of KSD 7002 seven-wire strand is installed at the center of a concrete cross section. Nominal diameter, 
area and ultimate strength of the strand are 15.2mm, 138.7mm2 and 260.68 kN, respectively. A VSL three hole-
wedges system of P 6-3 anchors is installed. Internal and external diameters of the duct are 51mm and 54mm, 
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respectively. After applying tensile force on the strands, the space between duct and strands is filled with cement 
paste grouting. Three cylinder tests of grouting materials are carried out and average compressive strength is 
71.7MPa. In addition, characteristic tests of concrete materials being used for specimens are conducted, and 
average values of elastic modulus and Poisson’s ratio are 32,644MPa and 0.22, respectively. 
 

 
 

Fig.1 Test Specimen 
 

Table 1. Test Specimens 

PSC 
No. 

Concrete Strand 

Remark Length 
Lc(m) 

Width 
b(m) 

Height 
h(m) 

Strength 
(MPa) 

Length 
Ls(m) 

Anchor 
(VSL 
Type) 

Tension  
T(kN) 

1 7.999 0.302 0.302 37.08 8.278 P 6-3 0.0 0 
2 8.000 0.303 0.301 37.08 8.439 P 6-3 145.6 19% Tu 
3 7.995 0.300 0.300 37.08 8.444 P 6-3 263.8 34% Tu 
4 7.994 0.302 0.301 37.08 8.433 P 6-3 355.8 46% Tu 
5 7.998 0.303 0.299 37.08 8.435 P 6-3 465.0 59% Tu 
6 7.993 0.303 0.302 37.08 8.433 P 6-3 522.5 67% Tu 

 
All of specimens are assumed to be simply-supported by two roller conditions and a tensile force is introduced at 
one end of each specimen. A load cell has been installed in each of specimens in order to estimate the applied 
tensile force introduced on strands. Whereas a load cell of ZIS model, ELC-100S is employed for specimens. 
 
Six tests have been carried out for the specimens. In the tests, three accelerometers are clamped at core wires 
since the specimens have three strands. An impact is loaded at the opposite side of accelerometers and arbitrary 
support locations are employed as illustrated in Fig. 2. 
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(a)                                        (b) 

Fig.2 Support Condition and Accelerometer Locations in Test No.4: (a) supports; (b) accelerometers 
 
EXPERIMENTAL RESULTS 
 
Longitudinal impact tests of 160 times are repeatedly conducted for each specimen. A typical impact time history 
is collected with the sampling rate of 50 kHz as shown in Fig.3a. Averaged power spectrum of acceleration 
responses is evaluated using Hanning window and is depicted in Fig. 3b. To obtain the spectrum, 213, 214 and 
1.562Hz are employed for a data length, a number of FFT and a frequency solution, respectively. As observed 
from the spectrum, the impact has been excited up to 6 kHz. 
 

 
(a)                          (b) 

Fig.3 Typical Impact Signal: (a) time history; (b) frequency spectrum 
 
For each specimen and the resulting transfer functions are illustrated in Fig. 4. It is observed in general that 
magnitudes of transfer functions in the frequency band of 4 to 5 kHz increase as the applied tensile force level 
increases. In addition, a number of noticeable peaks in the transfer function of PSC specimen No. 6 is more than 
30, while those in the transfer function of PSC specimen No. 1 is at most 8. This can be attributed to the 
introduced tensile force level on the specimens. As the tensile force is increased, axial force level is also 
increased. This leads to an increase in both stiffness and strength of the specimens, but a decrease in internal 
damping.  
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Fig. 4 Longitudinal Natural Frequency and Applied Tension 

 
In order to investigate the longitudinal natural frequency, a simple equation is employed for the calculation of 
theoretical longitudinal frequency. For a homogeneous axial member with free-free boundary conditions, the nth 
theoretical longitudinal natural frequency in Hz is obtained by.   

L
cnfn 2

0=
 (1) 

ρ
Ec =0

 (2) 
where L, co, E, and ρ denote length of a member, elastic wave velocity, elastic modulus, and mass density for the 
condition of no tension, respectively. To compute theoretical longitudinal frequencies, the wave velocity of PSC 
specimen No. 1 is firstly identified using the known length given in Table 1 and the first measured natural 
frequency. This is reasonable since no tension is applied to the PSC specimen No. 1. Calculated wave velocity is 
2930.4 m/s. Then, the nth higher modes are generated in terms of multiplying the wave velocity by n. For the case 
of no tension, the measured eight frequencies agree very well with the predictions. This implies that the existing 
linear theory in Eq. (1) is based on a constant wave velocity assumption. Extracted longitudinal natural 
frequencies of the specimens are shown in Fig. 5. It is clearly observed that the longitudinal natural frequencies 
are increased when the applied tensile force level increases. This leads to the fact that the longitudinal natural 
frequency depends on the introduced tensile force level.  
 

0 2000 4000 6000
-50

-40

-30

-20

-10

0

Freq.(Hz)

M
ag

.(d
B

)

PSC2

0 2000 4000 6000
-60

-50

-40

-30

-20

-10

Freq.(Hz)

M
ag

.(d
B

)
PSC1

PSC3

0 2000 4000 6000
-60

-50

-40

-30

-20

-10

Freq.(Hz)

M
ag

.(d
B

)

PSC4

0 2000 4000 6000
-60

-50

-40

-30

-20

-10

Freq.(Hz)

M
ag

.(d
B

)

PSC5

0 2000 4000 6000
-60

-50

-40

-30

-20

-10

Freq.(Hz)

M
ag

.(d
B

)

PSC6

0 2000 4000 6000
-60

-50

-40

-30

-20

-10

Freq.(Hz)

M
ag

.(d
B

)

19



 
Fig.5 Extracted Natural Frequency 

 
 
DISCUSSIONS 
 
Frequency and Tension 
For all PSC specimens, longitudinal natural frequencies extracted by a peak-peaking technique are summarized 
in Table 2. It is obvious from the Table 2 that the frequencies are increased as the applied tensile force level 
increases. This has been graphically represented in Fig. 6 which shows variations of frequencies with reference to 
the applied tensile force levels for various modes. In general, the frequencies vary linearly with tensile force in 
relatively low levels of the applied tension.  
 

Table 2. Extracted Natural Frequency 
PSC 
No. 

Frequency (Hz) 
1 2 3 4 5 6 7 8 

1 177.0 366.2 567.6 750.7 939.9 1117 1257 1483 
2 207.5 427.2 640.9 854.5 1068 1282 1483 1703 
3 225.8 451.7 677.5 903.3 1129 1361 1587 1807 
4 231.9 463.9 689.7 921.6 1154 1379 1611 1837 
5 231.9 463.9 689.7 927.7 1160 1385 1624 1843 
6 231.9 463.9 695.8 927.7 1160 1392 1624 1855 

 
However, the frequencies increase asymptotically in high levels of the applied tension. This suggests that the 
frequencies can be a sensitive feature for PSC specimens with a level of the applied tension. In addition, for 
higher modes (i.e., from the 3rd mode), frequencies in high levels of the applied tension (approximately 50% of the 
ultimate strength of a strand) tend to be slightly increased as the mode is increased. This phenomenon is 
particularly important since typical tension levels of nuclear containments in practice are within a range of 60% to 
70% of the ultimate strength of a strand. It is thus expected that a continuous monitoring of the longitudinal 
frequencies may enable change of tension levels to be identified.  
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Fig.6 Longitudinal Natural Frequency and Applied Tension 
 
 
Wave Velocity and Tension 
An elastic wave velocity can be calculated for each mode in terms of substituting the measured frequency given in 
Table 2 and a specimen length into Eq. (1). Shown in Fig. 7 is a comparison of change rates for the estimated 
elastic wave velocities with respect to the case of no tension, i.e., PSC specimen No. 1. In general, change rates 
of elastic wave velocities are increased as the applied tensile force level increases. In particular, when the applied 
tensile force level is corresponding to 67% of the ultimate strength of a strand, the maximum increment rate of 
33.5% occurs in the 1st mode and the minimum increment rate of 24.9% takes place in the 3rd mode. Meanwhile, 
in case that the applied tensile force level is reduced from 67% to 46% of the ultimate strength of a strand, little 
variation of elastic wave velocity is happened in the 1st mode, and a minor decrease of 1.24% in elastic wave 
velocity occurs in the 8th mode. This suggests that when the applied tension level is decreased approximately 
30%, a variation in the elastic wave velocity is within a margin of a measurement error. Thus, the elastic wave 
velocity does not seem to be a feasible parameter for the identification of tension level variation.  
 
However, in case that the applied tension level is further reduced from 67% to 19% of the ultimate strength of a 
strand, estimated elastic wave velocities in the 1st and 8th modes are reduced to 13.96% and 10.38% in 
comparison with those of no tension specimen, respectively. This indicates that, when an approximately 72% of 
reduction in applied tension level occurs, a variation rate of estimated elastic wave velocities seems to make the 
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tension levels to be identified. In short, tension levels can be identified in terms of using the variation rate of the 
elastic wave velocities, only for the case that the applied tensile force level is reduced in 30% or more. 
 

 
Fig.7 Change Rate of Elastic Wave Velocity and Applied Tension 

 
 
Elastic Modulus and Tension 
In the linear elastic theory of Eq. (1), a basic assumption is that the longitudinal natural frequency and elastic 
wave velocity do not vary with a change in the applied tension. However, experimental results demonstrate 
obviously that the natural frequency is nonlinearly increased as the applied tension level increases. Substituting 
Eq. (2) into Eq. (1), an elastic modulus can be given as follows.  
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With the assumption that a small variation in the mass density is negligible, the elastic modulus relies on the 
mode number and longitudinal frequency. Since the frequency has a nonlinear relationship with the applied 
tension as illustrated in Fig. 6, the elastic modulus can also be relied on both the applied tension level and the 
mode number. This is supported by the research results of Kim and Park [5]. Work done by Kim and Park [5] 
confirmed that a flexural rigidity of a bridge cable is proportional to the applied tension on the cable.  
 
Substituting the measured frequency listed in Table 2 and the mode number into Eq. (3), the elastic modulus of a 
strand can be achieved and summarized as Table 3. Use is made of an electronic scale for the mass density 
(7729.779 kg/m3) of the strand. Coefficient of variation (COV) reveals that the variation of the estimated elastic 
modulus with respect to the modes is negligible, while it is sensitive to the applied tension level. Hence, the elastic 
modulus can be of more useful indicator for the change of the applied tension levels rather than frequencies and 
elastic wave velocities. This can be further supported by fact that the elastic modulus has a square sensitivity to 
the measured frequency as given in Eq. (3), while the elastic wave velocity has a linear sensitivity to the 
frequency in Eq. (1). 
 

Table 3. Estimated Elastic Modulus (GPa) of Strand 
PSC 
No. 

Mode No. 
Mean COV 

1 2 3 4 5 6 7 8 
1 66.38 71.03 75.84 74.63 74.87 73.43 68.32 72.81 72.16 0.0464 
2 94.81 100.5 100.5 100.5 100.5 100.5 98.83 99.78 99.48 0.0199 
3 112.4 112.5 112.4 112.4 112.4 113.4 113.3 112.5 112.7 0.0039 
4 118.2 118.3 116.2 116.7 117.1 116.1 116.5 115.9 116.9 0.0079 
5 118.3 118.4 116.3 118.3 118.4 117.2 118.4 116.8 117.8 0.0074 
6 118.2 118.3 118.3 118.3 118.3 118.3 118.3 118.2 118.3 0.0004 

 
Assuming that the mass of density of concrete is 2450 kg/m3, the elastic modulus of concrete has been evaluated 
and given in Table 4. A similar trend as the above case of a strand is achieved. In general, an estimated elastic 
modulus of a concrete specimen is insensitive to the mode number, while it is affected by the applied tension 
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levels. Graphical representation is given in Fig. 8 which demonstrates that normalized elastic moduli of both 
strand and concrete vary with the applied tension levels. In Fig. 8, Eo denotes the estimated elastic modulus of the 
PSC specimen No. 1 which has no tension. As observed, when the applied tension level of 67% is reduced to 
59%, 46%, 34%, and 19% of the ultimate strength of a strand, average elastic modulus of the strand is decreased 
as much as 0.5%, 1.2%, 4.8%, 15.9%, and 39%, respectively, while that of concrete is diminished as much as 
0.4%, 1.2%, 5.0%, 15.9%, and 37%, respectively. Taking into account approximately 5% of a measurement error, 
a change of the applied tension level can be of measurable when the applied tension level of 67% is reduced to 
46% or less of the ultimate strength of a strand. 
 

Table 4. Estimated Elastic Modulus (GPa) of Concrete 

PSC 
No. 

Mode No. 
Mean COV 

1 2 3 4 5 6 7 8 
1 19.6 21.0 22.4 22.1 22.2 21.7 20.2 21.5 21.4 0.0464 
2 27.0 28.6 28.6 28.6 28.6 28.6 28.2 28.4 28.3 0.0199 
3 31.9 32.0 31.9 32.0 31.9 32.2 32.2 32.0 32.0 0.0039 
4 33.7 33.7 33.1 33.2 33.4 33.1 33.2 33.0 33.3 0.0079 
5 33.7 33.7 33.1 33.7 33.7 33.4 33.7 33.3 33.6 0.0074 
6 33.7 33.7 33.7 33.7 33.7 33.7 33.7 33.7 33.7 0.0004 

 
 

 
Fig.8 Change Rate of Elastic Modulus and Applied Tension 

 
 
SUMMARY AND CONCLUSIONS 
 
A feasibility study has been conducted for the evaluation of tensile force levels applied on grouted tendons which 
are embedded in nuclear containments. For this purpose, an experimental programme has been carried out for 
PSC specimens subjected to longitudinal vibration of an impact. Based on detailed analyses and evaluation for 
experimental responses of acceleration time histories and power spectrums, the following conclusions can be 
made. 
 
In the existing linear theory, longitudinal natural frequency, elastic wave velocity, and elastic modulus are 
independent of the applied tension. However, this may not be true since present experimental results demonstrate 
that there is a functional relationship between them. The results show that they are nonlinearly increased as the 
applied tensile force level increases. In addition, present study proves that variation rates of the applied tension 
levels are noticeable in elastic modulus rather than in either frequency or elastic wave velocity. Hence, the elastic 
modulus can be of the most promising parameter for the identification of the applied tensile force level. It is thus 
expected that monitoring the longitudinal vibration responses enables the applied tension level on the grouted 
tendon embedded in a nuclear containment to be accurately captured. 
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carried out for further analyses of longitudinal vibration responses. 
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However, there is certainly a room for improvements of the present study if experimental study is extensively 
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ABSTRACT 
 
Vibration serviceability in large assembly-type structures such as stadiums and grandstands has become a 
design and management concern as crowds continue to impose significant dynamic loads on a structure through 
synchronized movement.  However, there is little guidance on the appropriate dynamic design loading to be 
anticipated for the design of new structures or the assessment of existing structures.  The guidance currently 
available for human-induced dynamic loading is limited to laboratory experiments and numerical models that fail 
to take into account the effects that many factors of the event atmosphere may have on the loading models.  
Because measurement of the forces exerted by a crowd under true event conditions is next to impossible, this 
project investigates the ability to estimate the dynamic loading with consideration of only the more reasonably 
obtainable acceleration response of the structure during the event.  Experimental testing was performed on a 
simple floor structure subjected to dynamic forces generated by small groups to investigate the accuracy and 
sensitivity of the load estimation method for consideration when applying this method to large scale structures. 
 
INTRODUCTION 
 
The structural systems of stadiums and grandstands must be designed to resist loading conditions associated 
with wind, seismic, and live loads.  Live loads typically result from human occupants acting either as a static or 
dynamic load on the structure.  One of the most extreme loading conditions that a structure will experience due to 
live loads is the synchronized dynamic loading of a crowd.  This type of loading has not been accurately specified 
in design standards and is not consistently established.  However, it is critical to both strength and serviceability 
design.  This study focuses on the dynamic load that a crowd of occupants is capable of producing and how to 
develop an estimate for this type of loading from actual events when it is impractical to measure the load itself. 
 
Identification of the dynamic loading to be used in design is difficult as guidance is limited.  Laboratory 
experiments have been performed to estimate the dynamic loading of small to medium sized groups [1].  However, 
the results of these experiments are limited in several respects.  First, it is not practical or often feasible to 
conduct laboratory tests on a scale comparable to most events where a substantially large crowd may be present, 
such as in as in a stadium or concert venue.  Also, laboratory tests are often unable to replicate some of the 
crowd variables present during an actual event, such as environmental factors including weather and crowd 
enthusiasm.  For these reasons, it is important to determine a means of accurately estimating the dynamic load of 
a crowd in a more realistic environment so that the current limited recommendations for a rhythmic design loading 
can be confirmed or more specific recommendations developed. 
 
BACKGROUND 
 
Because it is next to impossible to measure the force exerted on a structure by a crowd, a method for estimating 
this load has been proposed [2].  This dynamic load estimation method (LEM) utilizes the more easily obtainable 
acceleration response of the structure during an event along with the dynamic properties of the structure including 
natural frequency, damping, and stiffness to estimate the dynamic crowd loading.  The method assumes that the 
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loading can be reasonably represented by a periodic function.  Figure 1 illustrates the general process used in 
this study, how it involves the load estimation method, and how verification of the results was approached. 
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Figure 1: Overview of study, including load estimation method and verification of results 

Dynamic Load Estimation Method Theory 
With the assumption that the dynamic crowd loading can be represented by a periodic function, a Fourier series is 
often used to represent the coordinated, repetitive load.  The appropriateness of modeling a dynamic force 
generated by an individual with a Fourier series has been well documented and the mathematical model is shown 
in Equation 1 [2]. 
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where F(t) = time varying force 
 Gs = weight of the individual person 
 n = number of Fourier coefficient  

rn = nth Fourier coefficient or dynamic load factor (DLF) 
f = frequency of the applied rhythmic load 

 nφ = nth phase lag factor (related to the contact time between the occupant and the structure 
during impact) 

 
It has been theorized that this model for an individual can be expanded for a crowd of people engaged in a 
coordinated, repetitive loading event as shown in Equation 2 [3]. 
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where  F(x,y,t) = distributed force which varies with time 

  G(x,y) = density and distribution of the human load in the crowd 
  rn,p = nth Fourier coefficient or dynamic load factor (DLF) induced by p persons  
 
The Fourier coefficients, rn and rn,p, can be derived from an examination of the acceleration response data 
measured during an actual event and an understanding of how the acceleration response is related to the 
dynamic load.  The remainder of the variables involved in this derivation can be estimated from structural 
properties and observable loading conditions.  The theory of the load estimation method is briefly discussed here 
but the derivation, in its entirety, can be found elsewhere [4].  
 
The first step in utilizing the dynamic load estimation method is the determination of the dynamic properties of the 
unoccupied structure, which can be accomplished experimentally or through finite element modeling.  A series of 
band-pass filters are then applied to the acceleration response data of the structure collected during an event.  
The band-pass filters are designed to isolate the portion of the acceleration response induced by each of the 
successive harmonic components of the forcing frequency, f.  The first band-pass filter extracts the component of 
the response between 0.5f and 1.5f, the second between 1.5f and 2.5f, etc.  For the purpose of this study, only 
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three band-pass filters are utilized as it has been suggested that the first three harmonics are sufficient to 
estimate the quantities of interest: the force magnitude and frequency. 
 
Once the original acceleration signal is filtered and the average peak acceleration, An, is identified for each 
harmonic component, Equation 3 can be used to estimate the Fourier coefficients of the load generating this 
acceleration response [3].  Equation 3 is derived from the peak of the theoretical acceleration response of a 
generalized single-degree-of-freedom system, which includes the dynamic magnification factor and the static 
deflection [4]. 
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 where An = average peak acceleration for the nth harmonic 
  β = ratio of applied rhythmic frequency to natural frequency of the structure 
  ζ = damping ratio of the structural system 
  k = static stiffness of the structure 
  G = generalized load of the crowd  
 
An estimate of the dynamic force produced by the crowd can then be generated using the first three dynamic load 
factors estimated from Equation 3 and substituted into Equation 2.   
 
Investigational Structure 
The structure used to explore the LEM for real world 
structures is an interior bridge-type structure 
connecting two adjacent buildings and was selected 
because of its flexibility and the expected ‘simple’ 
vibrational modes.  The structure itself consists of 
two wide-flange steel girders spanning thirty feet that 
are supported by a masonry wall at one end and 
frame into a steel girder of the adjacent building at 
the other end.  Because the bridge is connected to 
the adjacent structure, this bay must be taken into 
consideration.  Figure 2 shows images of the empty 
bridge structure.   
 
The structural system includes various size wide-
flange steel sections spanning between the two main 
girders to support metal deck and 5.25” concrete slab.  In addition to the self-weight of the structural system, 
several other components add mass including hung ceilings, partitions, and office furnishings.  The mass of 
partitions and furnishings is only considered for the bay adjacent to the bridge.  

Figure 2: (a) View of underside of the bridge 
(b) View from top of the bridge 

 
ESTIMATION OF DYNAMIC STRUCTURAL PROPERTIES 
 
Finite Element Model 
In attempt to understand the dynamic behavior of the test structure prior to experimental testing, a finite element 
model was created using SAP2000v12 [5].  The initial model consisted of only the bridge structure alone 
assuming simple support at both the masonry support and at the framed connection into the adjacent building 
structure.  From this model, approximate nodal lines were determined in order to plan the placement of 
accelerometers during experimental testing.  The results from the initial model indicated that the natural 
frequencies were greater than preliminary experimental tests would reveal.  The model was subsequently 
modified to incorporate the adjacent bay.  Figure 3 illustrates the first two modes of the structural system at 9.6 
and 11.8 Hz.  The model was also used to estimate the static stiffness of the bridge structure utilizing a unit load 
and corresponding deflection.  
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Figure 3: SAP2000 model of bridge (a) first mode, 9.6 Hz (b) second mode, 11.8 Hz 

Experimental Procedures 
The test structure described was used to explore the dynamic load estimation method at a small-scale with 
respect to large-scale applications involving significantly larger crowds and structures.  Prior to the application of a 
rhythmic loading, the modal properties of the structure necessary for the load estimation method were 
experimentally determined.  For all experimental testing, a WaveBook 516/E data acquisition system and WBK18 
signal conditioner from IOtech were used.  Preliminary tests to confirm equipment operation and quality of 
measurements were performed including checks of repeatability, reciprocity, and linearity [6]. 
 
Modal parameters were estimated using heel drop forces measured by force plates and acceleration responses of 
the structure measured using seismic accelerometers from PCB Piezotronics.  From the force input measured by 
a force plate and the acceleration response measured by accelerometers, frequency response functions (FRFs) 
are generated within the EZ-analyst software by IOTech.  Several experimental FRFs are shown in  along 
with the coherence function for these measurements.  From these FRFs, several definite peaks are apparent 
between 9-12 Hz but no other significant peaks are visible.  As previously discussed, this preliminary 
measurement indicated the need for refinement of the initial finite element model which included only the bridge to 
the model shown in 

Figure 4

Figure 3 which includes the adjacent bay. 
 

For the application of the load estimation method, 
only estimates of the structural natural frequency, 
damping, and stiffness are required.  For this reason, 
basic manual modal analysis techniques, such as the 
quadrature response method applied to frequency 
response functions, log decrement applied to the time 
history, and half-power bandwidth method applied to 
frequency response functions, are utilized.  These 
manual techniques yielded estimates of the natural 
frequencies and associated damping ratios.  The 
stiffness established from the finite element model 
was determined to be acceptable after reasonable 
agreement of natural frequencies and mode shapes 
with the experimental results.  The appropriateness 
of the finite element model was also evaluated by 
synthesizing FRFs from the finite element model and 
a reasonable comparison with the experimentally 
obtained FRFs was obtained.  Structure properties, 
determined from these manual methods and the finite 
element model, used in the load estimation method, 
are summarized in Table 1. 
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Table 1: Dynamic properties of test structure estimated by  
experimental modal analysis techniques and finite element modeling 

  Quadrature 
Response Analysis Circle Fit FE Model Log 

Decrement 
Half-Power 
Bandwidth 

Mode 
1 

Frequency (Hz) 9.8 9.6 9.6   
Damping    5.9% 3.3% 

Mode 
2 

Frequency (Hz) 11.6 11.7 11.8   
Damping     3.0% 

 
RESPONSE DUE TO RHYTHMIC LOADING 
 
Rhythmic loading tests were conducted on the test structure at several different jumping frequencies, with 
different types of audio signals, and with varying group sizes.  Based on the finite element model, it was believed 
that the mode of the structural system to be excited by a rhythmic load on the test bridge would resemble the 
second mode or a combination of the first and second modes.  For this reason, test subjects occupied the center 
of the bridge closest to the railing in order to maximize the structural response in this mode.   
 
Summary of Rhythmic Loading Tests 
During the rhythmic tests, each test subject jumped to a beat on an individual force plate and eight 
accelerometers were affixed to the structure in a grid pattern surrounding the test subjects.  Between 9 and 12 
channels of data were collected: 1 – 4 force plates and 8 accelerometers.  The test subjects began jumping to the 
audio beat and once all subjects were reasonably synchronized (usually less than 10 seconds), the data 
acquisition was initiated and continued for 24 seconds.  It was determined that 24 seconds is a realistic time 
frame to expect reasonably healthy test subjects to jump without becoming tired and is sufficiently long enough to 
allow post-processing filtering to yield a length of filtered acceleration data adequate for application in the load 
estimation method.  The majority of rhythmic jump tests were performed twice and the data with the most 
consistent magnitude force was selected for analysis. 
 
Table 2 displays the different combinations of test frequency and group size that were utilized.  The frequencies of 
the songs were determined using beat analyzing software and were chosen to demonstrate the load estimation 
method across the frequency range typical for dynamic crowd loading [7].  The two songs at 2.25 and 2.37 Hz 
were selected because of their widespread and frequent use at sporting events.  It was also established that the 
selected frequencies were not likely to result in a resonant condition with the structure.  The only potential 
exception to this is with the 4th harmonic of Kernkraft 400 (2.37 Hz x 4 = 9.48 ~ 9.6 Hz).  This potential will be 
discussed with regards to the results of the rhythmic loading tests. 
 

Table 2: Summary of various rhythmic loading tests 
  Group Size 
Frequency (Hz) Reference signal / Song (Artist) 1 2 4 

1.80 Metronome  X X 
2.00 Metronome  X X 
2.25 Sandstorm (Darude) X X X 
2.37 Kernkraft 400 (Zombie Nation) X X X 
2.80 Miracle (fast) (Cascada) X X  
2.90 Truly, Madly, Deeply (fast) (Cascada) X X  

 
The load estimation method previously outlined was then applied to the average of the eight acceleration signals 
and the estimated forcing function was compared to the measured forcing function, as illustrated in Step 4 in 
Figure 1.  This comparison is presented here for validation of the method but would not be available for normal 
applications thus necessitating this estimation method. 
 
Load Estimation Method Results 
The dynamic load factors were first derived from the experimentally measured force data by filtering into harmonic 
components.  The dynamic load factors were also estimated from the acceleration response of the structure 
utilizing the load estimation method applied in Matlab.  Both sets of DLFs are summarized in Table 3 along with 
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the recommended DLFs for design purposes specified in AISC’s Design Guide 11 [8].  When the DLFs are 
utilized in conjunction with recommended phase lag factors to generate the forcing function, the results are 
graphically compared with the experimentally measured force as shown in Figure 5.  The bumps in the estimated 
load at the expected time for the occupant to be in the air (zero expected dynamic force) are due in part to the 
limited number of harmonics, three, included in the estimated load. 
 

Table 3: Summary of DLFs derived from LEM and experimentally measured force 
Frequency 

(Hz) 
Group 
Size 

Experimental Force Acceleration (LEM) 
r1 r2 r3 r1 r2 r3 

1.8 2 1.47 0.73 0.14 1.49 0.74 0.16 
 4 1.43 0.64 0.10 1.51 0.68 0.13 

2.0 2 1.52 0.82 0.21 1.48 0.78 0.21 
 4 1.32 0.50 0.12 1.38 0.53 0.12 

2.25 1 1.56 0.87 0.24 1.67 0.91 0.25 
 2 1.41 0.48 0.09 1.37 0.47 0.08 
 4 1.65 0.74 0.12 1.39 0.62 0.11 

2.37 1 1.58 0.76 0.16 1.63 0.75 0.16 
 2 1.58 0.76 0.19 1.64 0.75 0.17 
 4 1.55 0.72 0.14 1.52 0.68 0.13 

2.8 1 1.53 0.69 0.10 1.58 0.67 0.09 
 2 1.49 0.62 0.08 1.60 0.61 0.07 

2.9 1 1.47 0.70 0.11 1.47 0.65 0.08 
 2 1.42 0.64 0.10 1.48 0.60 0.06 

 
DG11 DLF Recommendations 1.50 0.60 0.10 

 
DISCUSSION 
 
The discussion of the results presented herein is limited by several factors associated with the test setup.  These 
limitations must be taken into account when considering the application of this method to other structures and 
events.  The rhythmic loading undertaken in this study is limited to groups of four or less people.  Small groups of 
this size are not necessarily representative of larger groups and results cannot easily be extrapolated [7].   
Despite this limitation, the application and 
acceptability of the results of this study do indicate 
that the method can produce meaningful and 
reasonably accurate results at a small-scale and 
gives reason to expand the preliminary testing to 
larger structures and crowds.  
 
A second limitation of this study is the 
coordination and participation of the occupants 
performing the rhythmic activity.  It has been 
shown that synchronization or coordination of a 
crowd is more difficult as the size of the crowd 
increases [7].  For small groups of four or less 
subjects, synchronization was achievable.  The 
effects of lack of coordination of the crowd or 
activity that is out-of-phase with the primary 
rhythmic activity are not explored and may affect 
the accuracy of the load estimation method.  In 
this study, all of the occupants of the floor actively 
participated in the rhythmic activity.  This is 
certainly not the case with real-world crowd activity 
where certain members of the crowd are not participating in the rhythmic activity but rather acting as a passive 
occupant of the structure.  It has been shown that passive occupants are more likely to maintain contact with the 
structure and this interaction, if present, has the potential to alter the properties of the dynamic system [1].  This 

Figure 5: Typical comparison of estimated forcing 
function with experimentally measured force 

30



phenomenon of human-structure interaction is not completely understood at this time and requires further 
research to evaluate the effects of the passive crowd. 
 
In this study of a single structure, the natural frequency of the structure is a distinct data point which can affect the 
load estimation method.  The natural frequency of the test structure is determined to be at 9.6 Hz, significantly 
higher than the possible forcing frequency of crowd activity.  Because it is significantly higher, resonance with one 
of the first three harmonics of the forcing frequency is unlikely and the appropriateness of the method is confirmed.  
The application of this method to other structures must carefully consider the effect of the natural frequency and 
possible resonant conditions. 
 
Despite these limitations, the results presented here are indicative of the applicability and beneficial nature of the 
load estimation in the determination of an appropriate design load for dynamic crowd excitation when considering 
both strength and serviceability.  Expansion of the study with respect to these three areas of limitations is 
expected to reinforce these findings. 
 
Dynamic Load Factor Estimation 
Dynamic excitation due to human occupants is rarely concentrated at a single frequency but the energy 
associated with the dynamic force is distributed at the harmonics of the forcing frequency.  This distribution of 
energy is represented by the dynamic load factors associated with each harmonic frequency.  It is important that 
the distribution of the forcing energy, and therefore the dynamic load factors, be understood as they will affect the 
response of the structure.  The DLFs estimated from the experimentally measured force, shown in Table 3, are 
compared to the recommendations for DLFs [8] to be used for serviceability design/assessment purposes.  The 
average of the DLF for the first harmonic is exactly 1.50, equal to the recommended DLF.  The average DLFs for 
the second and third harmonics are 0.69 and 0.13 respectively.  These DLFs are slightly higher than the 
recommended DLFs of 0.60 and 0.10 indicating that the second and third harmonics of the forcing frequency may 
play a larger role in the excitation force than currently recommended.  This could be particularly important when 
resonance with the second or third harmonic is possible.  The energy of the crowd excitation at that particular 
frequency would be underestimated and therefore the structural response would also be underestimated. 
 
The results in Table 3 indicate that the load estimation method produces reasonable estimates of the DLF for the 
first and second harmonics as determined from the actual measured dynamic force.  The difference between the 
DLF estimated from the load estimation method was less than 8% for all rhythmic loading tests except one.  For 
four people jumping at 2.25 Hz, the load estimation method underestimated the first DLF by more than 15%.  
Interestingly, the load estimation method also underestimated the second and third DLF significantly for this 
particular rhythmic test.  The estimated DLFs for the third harmonic are much less accurate and it is interesting to 
note that the estimation of the third DLF seems to be more influenced by the excitation frequency as the accuracy 
decreases at the extremes of the forcing frequency range of this study: 1.8 or 2.8/2.9 Hz. 
 
Force Magnitude Estimation 
In addition to the relative distribution of the energy associated with the dynamic excitation, the magnitude of the 
force, albeit related to the distribution of the energy, is also important.  The magnitude is also slightly influenced 
by the phase lag factors associated with each of the harmonics.  The phase lags are related to the contact time 
between the occupant and the structure during impact.  This experimentally determined contact time is in the 
range of the contact time recommended for high impact rhythmic activities such as jumping jacks [9].  Because 
exact calculation phase lag factors is not possible without measuring the applied force, the phase lags calculated 
for the recommended contact times are utilized in this study.  The ratio of the contact time to the period of the 
forcing frequency is assumed to be α=1/2 resulting in phase lag factors of 1φ  = 0, 2φ = -π/2, and 3φ  = 0. 
 
The maximum force of the estimated load, derived with the estimated DLFs and the assumed phase lag factors, is 
compared to the average of the peak forces measured with each impact is shown in  as the horizontal 
line at approximately 1900 lb for that particular test.  The estimated load underestimates the measured load by 
approximately 5%.  This underestimation can be attributed to any of a series of issues: the tolerances in the 
estimation of the DLFs, the differences between the actual and assumed phase lag factors, and the inclusion of 
only the first three harmonics of the forcing frequency.  Despite the slight underestimation, the estimated dynamic 
load is still appropriate for serviceability design because the perception and related assessment thresholds are 
recommended levels or ranges, not limits, as perception and comfort levels differ from individual to individual.  

Figure 5
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With this in mind, the estimation of the magnitude of the dynamic load to within 5% of the maximum is deemed 
acceptable for serviceability design and assessment. 
 
CONCLUSION AND RECOMMENDATIONS 
 
The load estimation method, proposed by Ellis and Littler [2], is applied to a series of rhythmic loading scenarios 
on a small scale to confirm the method and identify any potential difficulties.  The rhythmic loading tests were 
performed on an interior bridge-type structure with groups of 1 - 4 subjects jumping at a range of frequencies.  To 
confirm the accuracy of the estimation procedures, the jumping loads were measured by individual force plates 
and compared with the estimated load.  The comparison of the estimated and the measured rhythmic load 
exhibited nearly identical time histories and the peak estimated load was, on average, only 5% less than the 
measured load.   
 
The distribution of the energy associated with the dynamic loading at each of the harmonics is critical to 
understanding a structure’s response to the load as the response can be significantly impacted if resonance with 
one of the harmonics is possible.  This distribution of energy is indicated by the dynamic load factors or Fourier 
coefficients for each harmonic.  A comparison of the dynamic load factors from the measured dynamic load and 
the estimated load revealed differences of less than 8% for the first and second harmonic.  Estimation of the 
dynamic load factor for the third harmonic is less accurate but also influences the dynamic load and structural 
response to a lesser degree. 
 
The dynamic load factors determined from both the measured load and the estimated load are also compared 
with the recommended dynamic load factors for rhythmic excitation as recommended in the leading publication 
providing guidance for structural designers [8].  The recommended value for the first dynamic load factor is within 
the 95% confidence interval of this data, but the recommended values for the second and third dynamic load 
factors is slightly lower than the 95% confidence interval of this data.  Because this test involves only small groups 
of 1-4 subjects and it has been shown that the dynamic load factors for larger groups are lower, the 
recommended values for the dynamic load factors are considered appropriate for design purposes.  The load 
estimation method examined in this study provides a beneficial method of estimating the actual loading induced 
by a crowd and may offer insight into how other crowd variables such as coordination and human-structure 
interaction affect the loading or the response of the structure. 
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ABSTRACT 

 

The grouted tendon has been adopted to the containment building of some operating nuclear power plants in 

Korea and assessment of the prestress force on the grouted tendon is being issued as an important pending 

problem for the continuous operation beyond their design life.  In order to assess the prestress force on the 

grouted tendon at present, indirect assessment techniques have being applied but they have limitations to 

accurately identify the real prestress force.   

Therefore, the long-term research program was begun to assess the prestress force on the grouted tendon of 

the containment building using nondestructive techniques.  As a first step of the research program, the 

experimental modal analysis was carried out using 6 post-tensioned concrete beams to obtain the variation of 

natural frequency according to the level of prestress force.  The natural frequencies of post-tensioned concrete 

beams were calculated using numerical analysis with measured natural frequencies and the application possibility 

of natural frequency to predict the prestress forces of the post-tensioned concrete beams was confirmed. 

 

1. EXPERIMENTAL MODAL ANALYSIS 

 

1.1 Post-tensioned Concrete Beam 

In order to investigate the variation of natural frequency according to the level of prestress force at the grouted 

tendon, post-tensioned concrete beams with the grouted tendon type were manufactured and they were 

representative of real wall and post-tensioning system of containment building at the nuclear power plant.  The 

total number of post-tensioned concrete beams is 6 and their length is 8.0 m and area is 0.09(0.3×0.3 m) m2.  

The 28-day compressive strength of concrete is 37.0 MPa, unit weight of concrete is 22.5 kN/m3 and post-

tensioning system is located at center of the post-tensioned concrete beam.  Load cell was installed at the one 

end to measure accurately the prestress force which was applied to the post-tensioned concrete beam, as shown 

in Fig. 1.  The anchorage type for prestressed strand is VSL Type P and the diameter of prestressed strand is 

15.2 mm and 3 prestressed strands were used to apply the design prestress force.  The final prestress forces 

which were applied to each post-tensioned concrete beam, are 0 kN, 146 kN, 264 kN, 356 kN, 465 kN, and 523 

kN. 
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1.2 Experimental Modal Analysis 

In order to get the natural frequency of post-tensioned concrete beams according to the level of prestress force, 

experimental modal tests were carried out.  Among the experimental modal tests, impact hammer test and 

MIMO(Multi Input Multi Output) sweep test were adopted to get the natural frequency of post-tensioned concrete 

beams.  The acceleration occurring from both tests, was measured by piezo-electrical sensors.  In order to get 

the various mode shapes, 9 sensors were used as shown in Fig. 2.  They were placed on top of the post-

tensioned concrete beam and a sampling rate of 512 Hz was used. 

 

 

Fig. 1. Post-tensioned concrete beam and load cell 

 

Also, the loading point of an impact hammer and an exciter is P7 in Fig. 2.  Impact hammer test was carried 

out 5 times to each post-tensioned concrete beam and the measured data were averaged.  The frequency range 

of the impact hammer is from 0 Hz to 256 Hz.  The loading magnitude of the exciter is 20 N and the frequency 

range of the exciter is from 2 Hz to 150 Hz. 

 

 

Fig. 2.  Test setup 

 

2. TEST RESULTS 

 

2.1 Impact Hammer Test 

Fig. 3 shows the impact signal of the impact hammer and Fig. 4 shows the Frequency Response Function(FRF) 

according to the level of prestress force.  Table 1 indicates the natural frequencies corresponding to the each 

modal number and prestress force.  The natural frequencies of post-tensioned concrete beams were generally 

proportional to the level of prestress force as shown in Table 1.    
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                     (a) Time domain                         (b) Frequency domain 

Fig. 3. Impact signal 

 

   
(a) 0 kN                               (b) 146 kN 

   
(c) 264 kN                              (d) 356 kN 

  
(e) 465 kN                              (f) 523 kN 

Fig. 4. Frequency response functions by impact hammer test 

 

Table 1. Natural frequencies by impact hammer test 

Prestress force 

 (kN) 

1st mode 

(Hz) 

2nd mode 

(Hz) 

3rd mode 

(Hz) 

4th mode 

(Hz) 

0 7.513 28.183 94.876 132.999 

146 8.216 29.399 95.052 140.023 

264 8.539 30.976 97.334 145.087 

356 8.724 29.997 99.418 147.913 

465 8.697 30.126 98.812 147.480 

523 8.794 29.850 99.466 148.334 
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2.2 MIMO Sweep Test 

Fig. 5 shows the FRF according to the level of prestress force and Table 2 indicates the natural frequencies 

corresponding to the each modal number and prestress force.  Also, the trend of natural frequencies to the level 

of prestress force by MIMO sweep test was almost same as that of natural frequencies by impact hammer test. 

 

  
(a) 0 kN                             (b) 146 kN 

  
(c) 264 kN                            (d) 356 kN 

  
(e) 465 kN                            (f) 523 kN 

Fig. 5. Frequency response functions by MIMO sweep test 

 

Table 2. Natural frequencies by MIMO sweep test 

Prestress force 

 (kN) 

1st mode 

(Hz) 

2nd mode 

(Hz) 

3rd mode 

(Hz) 

4th mode 

(Hz) 

0 7.567 28.223 101.095 133.812 

146 8.190 26.609 100.727 135.912 

264 8.498 29.583 102.160 145.208 

356 8.672 30.269 102.814 144.053 

465 8.690 30.331 104.474 144.280 

523 8.757 30.241 103.231 144.522 

 

In order to examine the similarity of natural frequencies got by both impact hammer test and MIMO sweep test, 

difference ratio of natural frequency classified by modal number according to the level of the prestress force, was 

compared.  1st modal natural frequency shows the highest similarity with minimum difference ratio of 0.71 % and 

the 2nd modal natural frequency shows the lowest similarity with maximum difference ratio of 10.5 %.  Therefore, 
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both tests showed the good accordance to the natural frequency according to the level of prestress force and both 

test data are available for predicting the prestress force of grouted tendon.  As shown in Table 1 and 2, MIMO 

sweep test showed more consistent relationship between natural frequency and prestress force than impact 

hammer test and 1st modal natural frequency is the best data to predict the prestress force of grouted tendon 

among 4 modal natural frequencies. 

 

3. EFFECTIVE FLEXURAL RIGIDITY 

 

3.1 Effective Flexural Rigidity 

It is very difficult to calculate the natural frequency of post-tensioned concrete beam with prestress force using 

the modal analysis by general structural analysis programs because the prestress force can’t be inputted to the 

modal analysis of general structural analysis programs.  Therefore, prestress force should be converted to the 

effective flexural rigidity for modal analysis to calculate the natural frequency of post-tensioned concrete beam. 

In order to derive the effective flexural rigidity, the following equation for natural frequency of vibration was used 

for a simply supported prismatic beam. 

 

          
m
EI

L
n

m
N

n
422 )()

L
n(-  ππ

ω +=                                                                (1) 

 

Where n = mode number, L = span length, N = axial compressive force, m = beam mass per unit length, E = 

modulus of elasticity, and I = moment of inertia for the beam section.  The effective flexural rigidity EI can be 

expressed as a function of both natural frequency and prestress force from Eq. 1 and the resulting equation is as 

follows. 
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3.2 Numerical Analysis Model 

Numerical analyses were carried out to calculate the natural frequencies of 6 post-tensioned concrete beams 

using SAP 2000.  Beam element was selected to model the post-tensioned concrete beam and the hinge 

supported condition was adopted as the boundary condition as shown in Fig. 6.  Also, the prestress force was 

considered as the effective flexural rigidity using Eq. 2. 

In order to verify the reliability of the numerical analysis model, modal analysis was performed to the case 

without prestress force.  Table 3 indicates the numerical analysis results and analytical case 1 was in case that 

concrete elastic modulus of the post-tensioned concrete beam determined by concrete material test, was inputted 

to the modal analysis and analytical case 2 was in case that the effective flexural rigidity determined by Eq. 2, was 

inputted to the modal analysis and measured data are 1st modal natural frequency by MIMO sweep test.  
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Comparing natural frequencies by both analytical case 1 and 2 with measured natural frequency by MIMO sweep 

test, the numerical analysis model well estimated the natural frequency of post-tensioned concrete beams without 

prestress force within the difference ratio range from 0.2 % to 1.2 %.  Therefore, the reliability of the numerical 

analysis model and the effective flexural rigidity were confirmed. 

 

 
Fig. 6. Numerical analysis model 

 

Table 3. Numerical analysis results without prestress force 

 Analytical case 1 Analytical case 2 Measured data 

Natural frequency (Hz) 7.477 7.552 

Difference ratio (%) -1.2 -0.2 
7.567 

 

Using the numerical analysis model and the effective flexural rigidity, modal analyses were performed to 

calculate the natural frequencies of 5 post-tensioned concrete beams with prestress force.  Table 4 indicates the 

numerical analysis results and difference ratios between numerical analysis and MIMO sweep test were very 

small.  Also, difference ratio becomes larger in proportion to the level of prestress force but maximum difference 

ratio may be less than 5 % because the range of prestress force which has been applied to the real structure, is 

less than 465 kN.  Therefore, natural frequency measured by experimental modal analysis is available for the 

prediction of prestress force on grouted tendon. 

 

Table 4.  Numerical analysis results with prestress force 

Natural frequency (Hz) 
Prestress force (kN) 

Numerical analysis MIMO sweep test 
Difference ratio (%) 

146 8.34 8.19 1.8 

264 8.77 8.50 3.2 

356 9.03 8.67 4.2 

465 9.16 8.69 5.4 

523 9.28 8.76 6.0 

 

4. CONCLUSION 

 

As a first step to develop the nondestructive techniques to identify the prestress force of the grouted tendon, the 

experimental modal analysis was carried out using 6 post-tensioned concrete beams with the grouted tendon type.  
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Also, in order to consider the prestress force in the modal analysis, the effective flexural rigidity was deduced from 

the equation for natural frequency of vibration and numerical analyses were performed to calculate the natural 

frequency of 6 post-tensioned concrete beams. 

As a result of tests, both impact hammer test and MIMO sweep test showed the good accordance to the natural 

frequencies according to the level of prestress force and the natural frequencies of post-tensioned concrete 

beams by two tests were generally proportional to the level of prestress force.  Also, it were confirmed that the 

reliability of both numerical analysis model and the effective flexural rigidity, and relatively good accordance 

between analytical and measured natural frequencies.  Therefore, natural frequency measured by experimental 

modal analysis is available for the prediction of prestress force on grouted tendon. 
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Abstract 
 

This paper proposes the application of particle swarm optimization (PSO) to the problem of finite element model 
(FEM) selection. This problem arises when a choice of the best model for a system has to be made from set of 
competing models, each developed a priori from engineering judgment. PSO is a population-based stochastic 
search algorithm inspired by the behaviour of biological entities in nature when they are foraging for resources. 
Each potentially correct model is represented as a particle that exhibits both individualistic and group behaviour. 
Each particle moves within the model search space looking for the best solution by updating the parameters 
values that define it. The most important step in the particle swarm algorithm is the method of representing 
models which should take into account the number, location and variables of parameters to be updated. One 
example structural system is used to show the applicability of PSO in finding an optimal FEM. An optimal model is 
defined as the model that has the least number of updated parameters and has the smallest parameter variable 
variation from the mean material properties. Two different objective functions are used to compare performance of 
the PSO algorithm.  
 
Nomenclature 
FEM                  Finite element model. 
FEMU               Finite element model updating.  
PSO  Particle Swarm Optimization. 
d              Model Dimension. 
mid              i-th Finite element model position at parameter d. 
vid              i-th Finite element model velocity at parameter d. 
pid              Best position for the ith Finite element model at parameter d.  
pgd              Global best finite element model at parameter d. 
wk               The k-th dimension inertia weight. 
Mmax, Mmin          Maximum and minimum model position respectively. 
Vmax, Vmin           Maximum and minimum model velocity respectively. 
Ei  Young’s Modulus. 
AIC                    Akaike Information Criterion. 
SSE                  Sum of Squared Errors. 
µ  Mean  
msrddata              Measured structural results.     
femresults             Finite element model results. 
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1. Introduction 
 
The finite element model updating (FEMU) problem arises due to the mismatch between the initial finite element 
model results and the measure real system results [7, 9]. The modeller's problem is then to determine which 
aspects or feature of the initial model are uncertain or incorrectly modelled. This is effectively a system-
identification problem [15]. In classic system-identification the real measured system/data is approximated by a 
set of mathematical equations, usually polynomial equations whose parameters or order is unknown and is to be 
identified. In this paper the system is a structural system which is described by a finite element model and what 
needs to be identified are the uncertain parameters of the initial FE model [8, 9]. 
 
 In the literature there are two main directions to finite element model updating (FEMU); direct and indirect 
(iterative) methods [9]. In the direct model updating paradigm [4, 9] the measured modal data are directly equated 
to the model modal values thus freeing up the system matrices (the mass, damping and or stiffness matrix 
elements) for updating. This approach often results in unrealistic system matrix element magnitudes, for example, 
physically unrealisable mass elements. In the indirect or iterative model updating approach the updating problem 
is formulated as an optimization problem, often approached by the use of least squares, maximum likelihood, 
eigenvalue sensitivity, genetic algorithm optimization and Bayesian approaches [1, 2, 8, 9, 12, 13, 16, 17, 18, 20, 
21 and 26]. This paper proposes an iterative scheme to model updating. 
 
 This paper continues addressing the FEMU problem with the approach proposed in [20]. This approach is based 
on directly answering three standard questions in FEM updating; (a) which aspects of the models do we need to 
update?  (b) how are we to update these models?  (c) is the updated model the best one? In [20, 21] a particular 
Bayesian approach to model updating was presented. The methods considered updating FE models using 
Bayesian stochastic techniques from which one can determine the best model in a given group. The approaches 
presented in [20, 21] and in this paper effectively propose performing finite element model updating within the 
model selection framework. This whole approach is based on the premise that different analysts would differ (for 
example the updating parameters of the GARTEUR structure in [14] ) on which aspects of the initial finite element 
model are incorrectly modelled to answer question (a), and how to proceed with the model updating (when 
answering question (b)). This disagreement between researchers on the first two questions often makes it difficult 
to compare FEM updating results of the same structure let alone different updating techniques. To answer 
questions (b) and (c) we assume that a number of pre-existing potentially correct finite element models of a 
particular structure have been developed. These models could have been generated through engineering 
judgement or competing analysis by different people/techniques. Given the problem described in the previous 
paragraph, the problem is then to develop a method of both updating all the models and then selecting the best 
performing one. Ideally one would like an all-in-one procedure of both updating and selection. This would make it 
easier to compare the model updating results as they would have been updated ‘similarly’. The particle swarm 
optimization framework proposed in this article allows this simultaneous updating of all competing models and the 
identification of the best model in the given group. 
 
2. Particle Swarm optimization(PS0) 
 
Particle swarm optimization was first developed by [10]. PSO is a population-based stochastic search algorithm 
inspired by the social-psychological behaviour of biological entities in nature when they are foraging for resources. 
The population/swarm of entities in nature could be that of birds, fish and or ants etc searching for food [5, 10, 11]. 
Each entity in the swarm is able to dynamically adapt individually and through group influence to the environment 
while in search of resources. The swarm adapts by stochastic moving towards previously good regions in the 
environment. This means the movement of the swarm in the search space has some random elements to it but 
this movement tends to converge to optimal points in the search space. 
 
The swarm behaviour metaphor has been adopted by the evolutionary computation community [5, 11, 13] where 
the biological entities are called particles, the swarm is called a population, the environment is the solution space 
and the resource is the solution to the problem. One of the main differences between evolutionary and classic 
swarm based algorithms is the way the particles interact. In a typical evolutionary algorithm (e.g. Genetic 
algorithm [13]), particles combine and mutate within a population and over generations. In swarm based 
approaches for example, particles communicate instead of merging. There is no evidence of one method being 
superior to the other but consensus is that these methods are well suited to problems where the solution search 
space is too large to search exhaustively [6, 11, 24, 26].The practical interpretation of this analogy is that a 
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number of particles stochastically 'move' through the problem search space searching for the minimum/maximum 
solution point. This means each considered particle can potentially find the optimal solution to the problem. In the 
FEMU context and approach proposed in this paper; each particle is a potentially correct model to the finite 
element modelling problem. The particle search space is defined by the number of updating parameters in the 
models; specifically the maximum number of updating parameters defines the complete search space. Obviously 
if the models do not have the same number of free parameters then some models will only search a subset of the 
full search space nonetheless they will be embedded in the full space (see section 4.1 for the chosen particle 
representation).  
 
In the next section the mathematical operators of the PSO algorithm are presented. 
 
2.1 PSO Operators 
 
In the PSO algorithm each particle is described by its vector position in the search space as in equation 1 below; 
 

                                                         1 2 3{ , , .... }i i i i idm m m m m=
              (1) 

where i  is an arbitrary particle and d is the problem dimension defined by the maximum number of updating 
parameters for the models. The particle position features (mid's) are the potential solution variables. This means to 
evaluate each particle on the problem one substitutes the particle position to the model/function.  The rate of the i-
th particle's position change, the velocity, is represented by; 
 

                                                                  1 2 3{ , , .... }i i i i idv v v v v=
       (2) 

Each particle also stores its (local) best ever position as it searches the problem space. This is represented by; 
   

                                                         1 2 3{ , , .... }i i i i idp p p p p=                                                   (3) 

The swarm also has a record of the best ever position by any particle, this is known as the global best solution 
(socially) which is represented by; 

                                                                  1 2 3{ , , .... }g g g g gdp p p p p=
                                         (4) 

On each iteration of the PSO algorithm the position and velocity of each particle are updated. The particle velocity 
is updated through the following equation; 

 
1 1 2 2( ) ( 1) ( ) ( )ik k k ik ik gk ikv t w v t c r p m c r p m= - + - + -                            (5) 

and then the particle position is updated using equation 6; 
 
                                                            ( ) ( 1) ( )ik ik ikm t m t v t= - +                                               (6) 

where { 1... }i mÎ  and { 1... }k dÎ  which means each particle's position and velocity parameters /dimensions are 
updated on each iteration of the algorithm. See section 4 for the PSO algorithm pseudo code. In equation 6, c1 
and c2 ℝ are constants weighting that normally vary between 2 and 4 [10]. The random constants 

1 2,r r  introduce randomness to the search process.  In order to prevent the tendency of the particle 
position and velocity to explode in magnitude, Mmax, Mmin, Vmax and Vmin are defined for each particle dimension. 
Thus if 
 

mik > Mmax then mik = Mmax 
mik < Mmin  then mik = Mmin 

Similarly if  
                                       vik > Vmax then vik = Vmax 

                                                     vik < Vmin  then vik = Vmin; 

~U[0,1]
Î
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The setting of these limits on each dimension of the problem would depend on the analyst’s understanding of the 
problem. The types of constraints are also very much dependent on the problem, for example some particle 
dimensions might be known to be constrained to be positive values, and in that case the absolute |Mmax| or |Vmax| 
might be applicable [10,11, 25]. 
 
A modification to the original PSO algorithm by [24] introduced wk, the inertia weight variable. It controls the 
influence of the previous velocity on the current velocity value. An adaptive inertia weight is often used to improve 
the algorithm’s search from an initially explorative (global) search to a more local search as this variable 
decreases. This also has a tendency to improve the algorithm’s convergence rate [11, 24]. This variable is 
specified by the starting weight (wstart), wf is the fraction of iterations over which the inertia weight is decreased 
and wend the final inertia weight value The initial wk in equation 5 is wstart and it is decrease by k k decw w w= -  where  

                                                          start end
dec

f

w w
w

N w

-
=

-                             (7) 

from the first iteration up to iteration N x wf, thereafter wk is wend. The (pik- mik) term in equation 5 measures how 
far each particle is currently from its personal best position (local) and (pgk- mik) measures how far each particle is 
from the global (social) best particle in the swarm. This means the middle term in equation 6 tends to control the 
particle’s velocity based on the particles own best position while the last term allows the particle to be influenced 
by the best performing particle in the swarm.  
 
In the next section we present the finite element models and propose a particular representation of these in the 
particle swarm context. 
 
3. Finite Element Models 

 
The finite element models updated in this paper were all developed from the unsymmetrical h-beam structure  
In [20] and previously used in [19]. The details of the modelled beam are described in the next section. 

 
3.1 Unsymmetrical H-Beam 
 
A simple unsymmetrical h-beam shown in figure 1 is modelled. This unsymmetrical h-beam is suspended on 
rubber bands (see [19] for more details on the structure and experimental set-up). The measured natural 
frequencies of interest of this structure occur at; 53.9Hz, 117.3Hz, 208.4Hz, 254Hz and 445Hz which correspond 
to modes 7, 8, 10, 11 and 13 respectively. The aluminium beam material has a Young’s Modulus of 7.2x1010 Pa, 
the beam length is 600mm with a width of 32.2mm and a section thickness of 9.8 mm. The left edge has a length 
of 400mm, the right edge length 200mm and a density of 2793 kg/m3. 
 
Figure 1 shows that the beam is divided into elements numbered from one to twelve. Each cross-sectional area is 
9.8mm by 32.2 mm. Each finite element model used standard isotropic material properties and Euler Bernoulli 
beam elements to approximate the beam sections of the structure. The beam is free to move in all six degrees. 
 
 

 
 

Figure 1: Model M2 of a 12 Element Unsymmetrical H beam. 
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3.2 The mathematical models of the beam 
 
All models in this example assume the only uncertain beam property is its Young’s Modulus (E) value. To design 
different models of the beam, beam elements are grouped differently. The beam is modelled by eight competing 
models, mi, i = 1...8. Model m1 assumes the whole beam’s Young’s modulus is the updating parameter to be 
updated from the average given material value. Model m2 has two parameter, E1 and E2; the elements numbered 
1,4, 6,7,8,9 (all forming parameter E1) are to be varied equally while elements 2, 3, 5, 10, 11, 12 (all E2) are to be 
varied equally (see figure 1 for the element numberings). 
 
Model m2 models the elements connected near the structural joints as one parameter and those away from the 
joints as another.  Model m8 assumes the left edge together with the first horizontal element, the horizontal section 
and right edge together with the last horizontal element are best updated differently, thus the three parameter 
arrangement. Table 3 lists the rest of the models and their parameterizations. 
 

Model 
Identity 

Number of model 
parameters 

Parameter 
Labels 

Element grouping 

m1 1 E1 {1-12} 
m2 2 E1 & E2 {1,4,6-9} & { 2,3,5,10-12} 
m3 3 E1 E2 E3 {1,4,6-9}, {2,3,11,12} & {5,10} 
m4 4 E1 E2 E3 E4 {1,4,6-9}, {2,3} {11,12} & {5,10} 
m5 5 E1 E2 E3 E4 E5 {1,4,6-9}, {2,3} {11,12},{5} & {10} 
m6 2 E1 E2 {1,2,3,4} & {5-12} 
m7 2 E1 E2 {1- 6} & { 7-12} 
m8 3 E1 E2 E3 {1-5}, {6-9} & (10,11,12} 

Table 1. Model Parameterization 

Perhaps the most important step in the implementation of the PSO algorithm is the choice of particle 
representation. This fundamentally dictates the problem search space and the ease of algorithm implementation. 
The next section presents the model representation adopted in the current finite element model updating 
procedure. 

4. PSO Algorithm 
 
4.1 Particle Representation 

 
Each particle or finite element model (mi...m) is described by the following Ei  vector arrangement: 

 
m1 = [E1,0,0,0,0]; m2 = [E1,E2,0,0,0];  m3 = [ E1,E2,E3,0,0]; m4 = [E1,E2,E3,E4,0]; 

 
m5 = [E1,E2,E3,E4,E5]; m6 = [E1,E2,0,0,0]; m7 = [E1,E2,0,0,0]; m8 = [ E1,E2,E3,0,0]; 

 
where in each case 
                                              2

...5 0.5 20N.miE q em -= + .                                               (8) 

and the mean                                             27.2 10N.mem -= . 
 
The q variable samples random numbers from a normal distribution between [-∞, ∞].The parameter location of the 
models as described in Table 1 nullifies the concern that models m2, m6 and m7 seem to be described by the 
same parameter vector.  
 
This choice of model representation sets the problem search space to five dimensions. Even though all the 
models search the five dimensional space, each is actually constrained to only searching a particular manifold of 
the space.  This contextually means each subspace is assumed to have an optimum somewhere which the 
particle is suppose to find guided by individualistic and social performance. This means if model m5 finds the best 
solution within the group (thus it is pg) at some coordinate/parameter values, all the other particles will adapt 
towards model m5‘s parameter values. In this particle representation, all the particle parameters will incrementally 
change towards model m5’s values, even the zeros in the particle vector description. But since, for example, 
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model m2, m6 and m7 are only dependent on the first and second updating values, it does not matter what 
happens to the zero features! Each model will somewhat also resist moving towards model m5’s coordinates by 
also incrementally moving towards their own previous best positions. 
 
4.2 PSO Pseudo-Code 
 
In this section the FEM-PSO pseudo-code algorithm together with the parameter settings used in the simulations 
is presented. 
 

FEM-PSO Algorithm Pseudo Code 
%Set constants 
N = 500;        The max number of iterations 
c1 = c2 = 2;     Individual and Group Influence 
m =  8;           Number of potentially correct models 
wstart = 1.2;  Initial inertia weight 
wf= 0.5;         Inertia decrement factor 
wend = 0.4;    Final inertia weight 
%Initialise 
wdec      - Using equation 7. 
mi..m   - Randomly initialise the models 
pi...m   -  Randomly initialise particle best solution (In this paper initial pi=mi) 
% Compute 
F(mi..m) - Calc model Fitness using the objective function in section 4.4 
Identify Pg 
Iteration =1 
Repeat 
   While iteration< N do 
              for all mi ..m do 
                 for each dimension d 
                        Calculate particle velocity(vi) using equation 5 
                        Update particle position (mi) using equation 6 
                  end for   
                  Compute F(mi) 
                  Update pi   if mi(t) > pi(t-1) 
              end for 
              Update pg if any pi > pg(t-1) 
              If iteration < |N wf|  
                 wk = wk-wdec 
               end if 
         iteration = iteration +1; 
    end while 
return pg 

Table 2. The FEM-PSO algorithm pseudo code 

Obviously if the original PSO algorithm is implemented i.e. the inertia variable is eliminated, the last If statement 
condition is not executed and the velocity equation does not have wk on the first term. The next section describes 
the particle fitness functions used in all the simulations. 
 
4.3 Model parameter constraints 
 
In our FEMU problem the constraints placed on the particle velocity and position in the algorithm were as follows; 
the maximum parameter magnitude Mmax for each dimension was set at 7.5e10 N.m-2 and the minimum, Mmin, was 
set at 5.5e10. The maximum velocity magnitude was set to the difference between Mmax and Mmin. The minimum 
velocity was set to 1e9 N.m-2. This means the velocity in this algorithm was tracing a factor of the standard 
deviation of the parameter values (i.e. the second term in equation 8) and the particle position was determining 
the mean parameter value (Ei) in equation 8.  
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4.4 Objective Functions 
       
A number of fitness or objective functions are available in the scientific literature. In the FEMU problem Occam’s 
razor is very much applicable. This means one seeks a model with the fewest updating parameters that will 
produce FE model results closest to measured lab results. In this paper we compare two objective/fitness 
functions; the Akaike Information Criterion (AIC) [25] and the Squared Sum of Errors (SSE). The AIC function is 
given by the following equation: 

                                                                       
2log( ) 2AIC n ds= +                                                                    (9) 

where,  

                                                              

2

2 1

( )
n

data results
i

msrd fem

n
s =

-
=
∑

,                                                         (10) 

and d is the number of model parameters, n is the number of measured modes, msrddata is the measured data 
and femresults are the finite element model results. The squared sum of errors is given by  

                                                                 

2

1

( )

2

n

data results
i

msrd fem
SSE =

-
=
∑

                                                      (11) 

 
As it can be seen from equations 9 to 11, the first term of equation 9 is effectively the SSE and is commonly 
referred to as the data-fit term [3, 20, 21, 23] and the second term is known as the model complexity penalty term. 
This assumes a models’ complexity is determined by the number of free variables. This is not always the correct 
way to define model complexity as argued in [22, 23].  The minimization/maximization of the squared sum of error 
objective function does not account for model complexity but only measures how well a given model fits the data. 
We would expect the implementation of the AIC function as the objective function in the PSO algorithm to be 
biased to models with fewer parameters. 
 
5. Simulation Results 

 
The simulations presented in this section are all modelled using Version 6.0 of the Structural Dynamics Toolbox 
(SDT®) for Matlab. A number of simulations were run using different setting of the PSO algorithm parameters. 
Initially the number of iterations in all settings was set to N=1000 but it was found that the algorithm consistently 
converged before N= 500 iterations. In each of the experiments the convergence figures will only focus on the 
main convergence part of the graph, where necessary the figure will be expanded to show 500 iterations. 
 
5.1 Simulation settings 
 

PSO Parameter Simulation  
No.1 

Simulation 
No. 2 

Simulation 
No. 3 

Simulation 
No. 4 

C1 Local influence 2 2 2 2 
C2 Global Influence 2 2 2 2 

w 0 0 Adaptive Adaptive 
Objective function AIC SSE AIC SSE 

Table 3. PSO Simulation parameter settings 

 
5.1.1 Simulation number 1 
 
In this simulation the original PSO algorithm is implemented on the FEMU problem, this means there is no inertia 
variable as shown in table 3. Figure 2 shows the convergence plot of the AIC objective function over the 200 
iterations of the algorithm. Figure 3 shows the variation of the best particle (pg) in the swarm over 10 iterations.  
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Figure 2. Akaike Information Criterion (AIC) convergence vs. PSO iterations. 
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Figure 3. Global Model Number vs. PSO iterations 

Figure 2 illustrates that the PSO algorithm rapidly converged close to the ultimate minimum error within the first 
80 algorithm iterations. The global best model in this simulation started off as model m2 but after 3 iterations it 
changed to model m1 and remains unchanged for the rest of the simulation. The model order, based on the 
minimum of the objective function for these PSO settings was m1, m6, m2, m7, m8, m3, m4 and then m5. 
 
5.1.2 Simulation number 2 
 
This simulation is the same as simulation 1 except the objective function has been changed to SSE. Figure 4 
shows the convergence plot of the SSE objective function over the first 100 algorithm iterations. Figure 5 illustrate 
the convergence behaviour of global best model over 100 iterations. 
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Figure 4. Squared sum of Errors (SSE) vs. PSO iterations 
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Figure 5. SSE Global best model for the first 100 PSO iterations. 

The objective function (in Figure 4) did not improve much after 100 iterations even thou the global model 
changed. A relatively small improvement occurred (not shown) due to model m6 becoming the global best model 
after 300 iterations. It is clear from figure 5 that the objective function had a significant role in the updating of the 
model parameters. Initially model m3 was the pg then the global best changed to being m6, m2, m4, m7, m2 then 
finally model m6 was again the pg. The final objective function based model order in this simulation was m6, m1, 
m2, m5, m4, m8, m3 and then m7. This is different to the results in simulation 1 where the less complex models 
attained lowest errors. 
 
5.1.3 Simulation number 3 
 
In simulation number 3 the PSO algorithm has been changed by introducing the adaptive inertia weight. As 
mentioned in section 2.1 the inertia parameter allows the algorithm to initially explore a wider search area and 
near the end to exploit the local search space.  
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Figure 6. Akaike Information Criterion (AIC) convergence vs. PSO iterations 
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Figure 7.AIC Global model convergence vs. PSO iterations 

49



This is evident from figure 6, where the search converged much quicker than in figure 2 whilst using the same 
objective function. Figure 7 also supports the initial explore to local exploitation concept because a number of 
models were initially pg as opposed to figure 3 but towards the end a firm favourite was converged on. The final 
model order in this simulation was m1, m6, m7, m2, m3, m8, m4 and then m5. Perhaps the AIC objective function is 
too critical of the model complexity as it seems to always select models according to it. 
 
5.1.3 Simulation number 4 
 
In simulation number 4 the PSO algorithm has the adaptive inertia weight but uses the SSE as the objective 
function.  
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Figure 8. Squared sum of Errors (SSE) vs. PSO iterations  
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Figure 9.SSE Global model convergence vs. PSO iterations 

The final model order in this simulation was m4, m1, m3, m6, m2, m7, m5 and then m8. Clearly the SSE objective 
function is not concerned with the complexity of the finite element model. The best model in this case is one of the 
most complex. It is not easy to directly compare the objective function magnitudes the algorithms converge to. 
This would have allowed for better analysis of why different models behave so differently under different objective 
functions. More conclusive decisions on the choice of objective function in this type of updating methodology can 
only be made with further experiments on different types of objective functions. 

 
6. Conclusions 
 
A particle swarm based method of finite element model updating and selection is presented. The method updates 
finite element model parameters using a stochastic-population based optimization procedure. Each potentially 
correct model of a structure is treated as an adaptive particle in the finite element model updating problem space. 
This space is defined by the number of potentially updatable model parameters. A number of simulations, using 
different objective function, are performed on eight competing models of a particular structure. The particle swarm 
based optimization approach to finite element model updating offers the researcher an ability to simultaneously 
update and select the best model in a given group. This is desirable in the cases where multiple competing model 
updating models of one structure exist. This paper has also highlighted that the choice of objective function is 
crucial in obtaining a reasonable best model. 
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ABSTRACT 

This paper presents an inverse procedure for the determination of forces applied to a structure from the 
measurement of its dynamic response. The authors propose an approach to the inverse problem in two main 
points: identification of the force position in the structure and its quantification. Once the numerical model is 
established, the measurement of the dynamic responses at a chosen set of co-ordinates along the structure 
should allow for the estimation of the applied loads. For this study, the behavior of a beam is simulated 
numerically and validated later on experimentally in laboratory, for a given type of load. The proposed algorithm 
combines the finite element model using the Bernoulli-Euler beam theory with the dynamic responses of the 
structure measured in laboratory. Several methodologies are studied and discussed, varying the position of the 
sensors, in order to verify the ability of the method to identify the force location and magnitude. 

Keywords: Force identification, Frequency Response Function, inverse problem. 

 

1  Introduction 

Force identification is an important engineering issue in vibro-acoustics, especially when operational forces 
cannot be measured directly as it happens at inaccessible locations in installed machinery [1, 2]. Moreover, 
transducers cannot usually be introduced in the structure in order to allow experimental determination of external 
loading and only a limited number of sensors and positions are available. 

For these reasons, detection of unknown forces from vibrations measured at accessible locations is of interest. 
The calculation of these forces is usually reduced to an inverse problem, also named as inverse force 
determination.  

The theory of inverse methods has been actively developed in many research areas presenting in common with 
other inverse problems the effects of matrix ill-conditioning due the ill-posedness of the inverse problem. These 
can be overcome by methods as pseudo-inversion for over-determined systems, singular value rejection, and 
Tikhonov regularization [3-5]. 

Various research works in this area can be found in the literature as, for example, those related to the 
identification of impact forces, implementation of prediction models based on reflected waves or simply from the 
dynamic response [6 – 13]; prediction of forces in plates for systems with time dependent properties [6] and 
identification of harmonic forces [8].  

Wang and Lu [14] present a study on the problem of force identification with the help of Eddy current sensors 
(ECS) where the localization and the amplitude of the forces were achieved using an optimization method relating 
the predicted and measured responses of the sensors. The numerical and experimental results are given for a 
cantilevered beam.  
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Michaels and Pao [6] presented a method for the inverse problem to identify oblique concentrated forces applied 
on a surface; which includes the identification of the localization, orientation, amplitude and time dependence.  
The identification of impact forces through the analysis of wave propagation along the structure was studied by 
several authors and can be found in, e.g., Martin and Doyle [7]. They mainly study the problem of reflections and 
their role in the response and reveal the difficulties in the evaluation of the force in the frequency domain due to 
those reflections, which tend to cause lost of information in the response, especially close to the joints. As 
mentioned by those authors, combining analytical and experimental model helps to minimize the problems.  

Wang and Chiu [13] studied the identification of impact forces. The prediction model here assumes that the 
acceleration response and the modal properties of the structure (i.e., natural frequencies, damping and mode 
shapes) are known. They developed two methods, one in the time domain and the other in the frequency domain, 
trying to solve the problem using an error function between the estimated and the measured responses. 

A practical case of force identification is presented by Otsuka and Okada [10], related to forces in components of 
a ship engine. As in many other real problems it may be not possible to measure the dynamic response of the 
structure in certain points that are inaccessible; in such a situation it may be necessary to estimate those 
responses. The solution of this problem is proposed by Kammer [11], where the prediction is based on the 
measurements undertaken in other locations and then related to the desired ones through a transformation matrix 
that uses Markov parameters; these parameters represent the response to a unitary impulsive force and contain 
the dynamic properties of the system. 

Other studies involve sensitivity analyses with respect to the force and response locations, which can provide 
valuable information for the force identification, e.g., O’Callahan and Piergentili [12]. They assume the complete 
knowledge of the model of the structure and study specifically the influence of the sensitivity of the prediction on 
the force location.  

This paper presents a study on the ability of an inverse procedure for the identification of applied forces (position 
and magnitude are unknown) using an approach based on the combination of a finite element model with the 
dynamic responses measured in the laboratory. The test specimen is a free-free beam. Three possible inverse 
procedures are presented and discussed. Based on the three procedures, a brief comparison on the efficacy to 
locate the unknown force for an application case is presented and discussed. Finally, as this is an ongoing study, 
directions for future work are mentioned. 
 
 

2  Theorical considerations 

The finite element method is used to build the model of our structure, which is a Bernoulli-Euler free-free beam. 
The dynamic stiffness matrix [ ]( )Z ω  is built and will be used for the force identification. One shall suppose that 
the model of the beam is completely known (and validated through some kind of model updating) and that only 
part of the measured responses is available; this constitutes the basis for the estimation of the localization and 
intensity of the applied forces. The computer program is developed in MatLab, building the dynamic stiffness 
matrix by discretizing the beam into N elements (NN=N+1 nodes) in free-free conditions. Each node has three 
degrees of freedom (x, y, θ) and so the matrix dimensions will be (3xNN)x(3xNN) ( [ ] 3 3NN x NNZ ∈ℜ ). At this stage 
one shall neglect the damping.  With this simple methodology, the dynamic system is completely defined. For the 
proposed problem, one shall work with the inverse of the dynamic stiffness [ ]Z , the receptance matrix [ ]H . 
One shall also assume that the only measured displacements are the vertical ones (along y), meaning that from a 

receptance matrix [ ]  one only has a sub-matrix, 
3 3NN x NNH [ ]NN xNNH . The model will be like it follows: 
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Therefore, the vector { }y  represents the measured responses, [ ]H  represents the finite element response 

model (from MatLab) from which two degrees of freedom are eliminated (x and θ) and the vector { }F  contains 
the unknown imposed loading that one needs to estimate. It is easy to understand that if all the responses are 
known, corresponding to the finite element discretization, the solution will be simply given by:  

 { } [ ] { }1F H y−=  (2) 
 
It happens, however, that in the majority of the cases the number of known responses is insufficient to complete 
the vector { }y , due to the very large number of coordinates, to the complexity of the structure or even to the lack 
of access to some locations in the structure. Being impossible the determination of the forces in such 
circumstances, it is proposed here to undertake the calculations in two steps: 

1. Localization of the forces 
2. Force reconstruction 

First of all, one shall identify the possible locations for the applied forces and after that, the reconstruction of the 
forces will be undertaken. The localization of the forces is realized through the maximum occurrence counting, 
i.e., by counting of the number of times that their maxima are achieved along the frequency range. Supposing that 
the response vector {  is incomplete, say, with only 2 accessible co-ordinates for measurement, one has, for 
example, the following situation:  

}y
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As  is not invertible, one proposes three possibilities to obtain the force. The first possibility consists in 
completing equation (3) using several frequencies, so that 

[ ]H
[ ]H  becomes at least a square matrix. This implies, of 

course, that one assumes that the amplitudes of the force vector remains constant along those chosen 
frequencies. If one wishes to contemplate the general possibility of localizing a force vector whose amplitudes 
vary along the frequency, this approximation can only include a very narrow frequency band for each inversion. 
One shall have to solve a system of equations for each frequency band. Let us suppose, from eq. (3) that one 
considers five consecutive frequencies from the frequency spectrum, { }54321 ωωωωω . The problem to solve is: 
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where “+” stands for pseudo-inverse. If n is the number of available measurements, p the number of frequencies 
and q the number of possible force locations, one has: 

 { } [ ]{ } ( ) ( )1 1      ,  ,     and  pxn x pxn xq qxy H F where y H F pxn= ∈ℜ ∈ℜ ∈ℜ q≥  (5) 
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The second and third possibilities consist of inverting [ ]H  in the first place and only after that eliminate the matrix 
columns corresponding to the unavailable information. For instance, if and  were the only measured 
responses, the equation would be: 

3y 9y
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The difference between the second and third possibilities is in the way the inverse is calculated. In the second 
hypothesis it is the inverse of the complete matrix, including the three degrees of freedom per node, while in the 
third one the matrix to invert only has the y degrees of freedom. In both these options and contrarily to what 
happens in the first case (eq. 4), here the forces are calculated at each frequency. 

 

3  Numerical and experimental applications 

A free-free steel beam subjected to an applied force at node 7 will be tested, as schematically shown in figure 1. 
The frequency range is 0-800 Hz and the responses in the y direction are partial- or totally known, depending on 
the test case. The beam properties are given in table 1 and the amplitude of the applied force (resulting from a 
multi-sine signal) is shown if figure 2. 

 

 

Figure 1 Free-free steel beam showing the placement of the sensors and force. 

 

 

Table 1 Beam properties 

Density –ρ 7860 Kg/m3 
Young’s modulus – E 210 GPa 
Length – L  0.8 m 
Section area 2510.8 m−×  
Second area moment 410106667,1 m−×  
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Figure 2 – Measured applied force at node 7. 

 

One intends to reproduce the graph of figure 2 from the knowledge of the finite element model and of the 
measured displacements y. 

 

4  Results and discussion 

4.1  Theoretical model versus experimental model 

The numerical model is undamped and therefore it is expected that the peaks of the frequency response functions 
do not totally agree in magnitude. However, it is important that they agree as much as possible in frequency; for 
that purpose, some extra concentrated masses were added, in order to model the effect of the accelerometers. In 
figure 3 the numerical and experimental amplitudes of the FRFs corresponding to the response at node 8 for the 
force at node 7 are superimposed, showing a considerably good match. 

 

Figure 3 – Numerical and experimental frequency response functions  87H
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4.2  Force localization – theoretical analysis  

For the force localization one shall use the methods presented before, in the frequency range 0-800 Hz. Using the 
force spectrum of figure 2, the response is generated for all nodes and frequencies. The force localization will be 
taken as the location where the loading vector shows more often its maximum value, along the given frequency 
range.  

In order to evaluate the performance of each method for the force localization, an algorithm has been developed, 
capable of analizing the results from different combinations of the nine possible accelerometer positions, with a 
minimum of 3 accelerometers, i.e., one has tested all the position combinations for 3 sensors, for 4, etc, up to 9 
(total of 465 possible cases). This shall allow for assessing the robustness of each algorithm when there is no 
knowledge about the best location for the sensors or the locations are so restricted in terms of availability that 
there is no real choice; the following analysis assumes that any set of positions for the sensors is possible and 
there is no possibility to know, a priori, which set would be the best. 

The results for the force localization are given in table 2, corresponding to the 9 possible locations, and for the 
three methods. Each entry of table 2 corresponds to the total number of maximum values found at that force 
location and the respective method, for all combinations of sensors and for the entire frequency range. 
 

Table 2 Results for the force localization, for each method 

  
Force location 

Nodes (force in node 7) 
Method 1 2 3 4 5 6 7 8 9 

1 4 92 43 36 14 43 133 99 1 

2 0 161 13 11 4 5 147 123 1 

3 1 28 23 16 12 19 338 28 0 
 

From table 2 one can observe that the highest result is given by method 3, localizing correctly the force at node 7 
in the large majority of the cases. One has taken all the combinations, from 3 to 9 sensors. Some positions of the 
sensors are not, obviously, the most appropriate. To understand better this point, one presents in table 3 the 
results obtained by method 3, for various positions in groups of 4 sensors (there are a total of 126 possible 
combinations). 

 
Table 3 - Force localization with method 3 

Counting without considering the node where 
the force is applied (70 possible cases) 

Counting considering the node where the force 
is applied (126 possible cases) 

Nodes 1 2 3 4 5 6 7 8 9 Nodes 1 2 3 4 5 6 7 8 9

1459 17 58 191 23 75 114 7 170 144 1467 0 33 41 86 38 183 389 29 0

1468 13 6 30 142 55 51 300 200 2 1468 13 6 30 142 55 51 300 200 2

1469 0 25 18 157 97 76 141 181 104 1469 0 25 18 157 97 76 141 181 104

1489 23 87 46 237 32 0 268 29 77 1478 19 25 11 122 35 96 397 82 12

1568 87 0 0 96 52 45 296 222 1 1479 4 60 8 106 33 104 387 97 0

1569 110 0 5 111 56 45 227 160 85 1489 23 87 46 237 32 0 268 29 77

1589 76 46 0 20 265 56 270 2 64 1567 43 33 12 131 88 74 399 19 0

1689 96 43 0 0 28 183 384 14 51 1568 87 0 0 96 52 45 296 222 1

2345 203 58 0 2 342 194 0 0 0 1569 110 0 5 111 56 45 227 160 85

2346 33 22 0 141 177 323 103 0 0 1578 0 26 0 65 103 53 434 118 0

2348 73 31 12 179 67 0 129 308 0 1579 9 63 0 60 86 65 411 102 3

2349 139 31 11 225 71 0 0 158 164 1589 76 46 0 20 265 56 270 2 64
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Table 3 - Force localization with method 3 (Continued) 

Counting without considering the node where 
the force is applied (70 possible cases) 

Counting considering the node where the force 
is applied (126 possible cases) 

Nodes 1 2 3 4 5 6 7 8 9 Nodes 1 2 3 4 5 6 7 8 9

2356 0 78 25 218 27 249 202 0 0 1678 0 1 0 0 96 136 490 65 11

2358 0 5 61 141 28 126 132 306 0 1679 0 20 0 0 74 148 398 159 0

2359 0 4 65 175 129 143 0 145 138 1689 96 43 0 0 28 183 384 14 51

2368 13 16 116 32 48 106 285 181 2 1789 70 103 0 0 0 195 431 0 0

2369 27 49 128 30 53 126 121 169 96 2367 2 20 117 33 38 141 398 50 0

2389 0 47 284 99 0 0 277 16 76 2368 13 16 116 32 48 106 285 181 2

2456 0 223 104 73 23 257 119 0 0 3456 0 106 146 0 15 319 213 0 0

2458 0 223 0 42 69 36 131 298 0 3457 0 28 104 0 32 191 374 70 0

2459 0 300 0 34 101 59 13 166 126 3478 0 1 52 127 58 50 420 85 6

2468 0 198 1 68 31 53 297 143 8 3479 0 0 70 115 46 74 384 110 0

2589 0 273 22 0 220 22 182 22 58 3589 0 21 237 28 115 72 262 0 64

2689 0 219 3 0 29 141 328 22 57 3678 0 0 154 71 14 63 450 47 0

3456 0 106 146 0 15 319 213 0 0 3679 0 0 99 66 18 85 383 148 0

3458 0 8 134 0 61 132 108 356 0 3689 0 0 248 35 33 63 364 4 52

3459 0 3 242 0 49 175 14 145 171 3789 0 0 252 36 0 113 398 0 0

3468 0 5 90 34 123 63 248 236 0 4567 0 0 76 126 0 68 432 97 0

3469 0 0 172 36 164 69 86 164 108 4568 0 0 46 102 0 26 382 243 0

3489 0 23 212 203 47 0 237 4 73 4569 0 0 52 169 0 48 310 146 74

3568 0 24 127 113 19 41 300 172 3 4578 0 0 38 52 68 85 430 126 0

3569 0 27 147 142 16 44 201 136 86 4579 0 0 23 70 59 104 432 105 6

3589 0 21 237 28 115 72 262 0 64 4678 0 0 32 122 40 108 439 49 9

3689 0 0 248 35 33 63 364 4 52 4679 0 0 54 108 7 122 376 132 0

4568 0 0 46 102 0 26 382 243 0 4789 0 0 1 126 44 173 442 13 0

4569 0 0 52 169 0 48 310 146 74 5678 0 0 0 105 73 0 488 96 37

4589 0 0 53 183 49 98 345 16 55 5679 0 0 0 109 103 14 399 174 0

4689 0 0 18 211 67 34 409 15 45 5789 0 0 0 80 117 130 454 18 0

5689 0 0 0 69 117 23 560 0 30 6789 0 0 0 0 146 158 495 0 0
No. of 

correct 
cases 

0 10 10 5 2 7 25 11 0 
No. of 

correct
cases 

0 10 10 5 2 7 81 11 0 

 

As it can be observed from table 3, not including the node where the force is located (number 7), the total number 
of correct cases is 25 out of 70; when the sensors placement include that node, the number of correct cases 
increases to 81 out of 126. In both cases the right force location has been clearly identified. 

 

4.3  Force localization – experimental tests 

Using the third method (the one that gave the best results) for the experimental identification, the force is almost 
always correctly localized. The experimental identification uses the displacement measurements at the various 
nodes, together with the numerical finite element model. The results are presented in table 4, showing various 
combinations of sensors and the counting of maxima, frequency by frequency (from 0 to 800 Hz). 

59



Table 4 – Counting results (method 3) 

Sensor 
positions Counting results from 0-800Hz 

2,5,8 0 124 40 52 194 52 215 122 0
3,6,8 0 0 126 58 71 32 463 47 2
4,5,8 0 0 24 118 140 94 208 215 0
6,8,9 0 0 0 0 36 99 428 224 12

1,4,6,8 0 14 36 64 90 34 473 87 1
2,4,6,8 0 141 0 37 50 37 487 40 7

 

 

4.4  Force reconstruction 

Once the location of the force is made, its reconstruction is a simple calculation, using the measured 
displacement at one of the nodes and the corresponding FRF relating that node to the force location. As in the 
given example the force is located at node 7, taking the measurement at node 8, for instance, it follows that: 

 
8

8 8,7 7 7
8,7

yy H F F
H

= ⇔ =  (7) 

 

Figure 4 shows the measured and reconstructed forces; the result is quite good, except for the high peaks, 
although these have to do with the antiresonances of  and are therefore expected. 87H

 

 

Figure 4 – Comparison between measured and reconstructed force at node 7. The high peaks correspond to the 
anti-resonances of FRF  (Figure 3) 8,7H
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5  Conclusions 

From this study one can draw the following conclusions: 

- It seems possible to determine the localization of forces acting on a structure, based on an updated 
 numerical model and on measured displacements along the structure and over a given frequency range. 
 Nevertheless, the possibility of obtaining false positives due to the positioning of the sensors is far from 
 negligible. 
- The localization step can be undertaken, a priori, using different approaches. From those, one has 
 selected the most performant, for the specimen under study. 
- After the localization stage, one can estimate the magnitude of the forces in a simple way. 
- In the future the subject of force identification will be pursued and further refinements will be introduced to 
 improve the accuracy of the results. 
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ABSTRACT 
Since a reliable finite element model has broad applications in structural response prediction, control, health 
monitoring and condition assessment, model updating techniques are often applied to improve the performance of 
an analytical model for its intended use. The sensitivity-based iterative model updating approach becomes 
preferable because of its physically meaningful results, however, the selection of updating parameters remains a 
difficult problem to handle. In this paper, a synthesized approach, which combined substructure energy functions 
and subset selection, was proposed recognizing that the former can be used to locate the area containing 
dominant modeling errors and the latter to ensure the least number of effective parameters be chosen to reduce 
the modal residue adequately. This synthesized method can potentially reduce the burden of calculation but have 
more credible results. Its effectiveness was demonstrated systematically by numerical simulation with encouraging 
results. 

NOMENCLATURE 
, jK K           stiffness matrix, substructure stiffness matrix; 
, jM M          mass matrix, substructure mass matrix; 

, ,A Eω ω ω        circular frequency, analytical circular frequency, experimental circular frequency; 
, ,A Eψ ψ ψ        mode shape vector, analytical mode shape vector, experimental mode shape vector; 

N              number of measured mode shape; 
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,s k
j jΔ∏ Δ∏       strain energy, kinetic energy functions of the J th substructure; 

S               sensitivity matrix; 
b               modal parameter residue between measured and analytical results; 
θ               physical parameters vector for updating; 
, EΦ Φ            mode shape matrix, experimental mode shape matrix; 

UAΦ             analytical mode shape components corresponding to unmeasured degrees of freedom;   

,MA MA
+Φ Φ        analytical mode shape components corresponding to measured degrees of freedom and its 

pseudoinverse matrix; 
,, i jλ λ            eigenvalue, the derivative of the i th eigenvalue with respect to the j th physical parameter; 

,, i jψ ψ            eigenvector, the derivative of the i th eigenvector with respect to the j th physical parameter; 

,jK              the derivative of stiffness matrix with respect to j th physical parameter; 

,jM              the derivative of mass matrix with respect to j th physical parameter; 

W               weight matrix; 
 
1. INTRODUCTION 
Since a reliable finite element model has broad applications in structural response prediction, control, health 
monitoring and condition assessment, model updating techniques are often applied to improve the performance of 
an analytical model for its intended use. Model updating is a sequential process which including several steps, and 
the selection of parameters for updating is probably the most important task [1]. The parameters should be chosen 
which associated with features of the model which are in doubt for physical reasons, thus these recognized 
uncertainties can be corrected. So parameter selection means modeling error localization. However, this is a 
nontrivial task. It needs structural analysts’ application of considerable physical insights. Several parameter 
selecting methods have been proposed during the past decades, and they have relation to parameterization 
method used in model updating.  

In direct model updating, the potential updating parameters are individual terms of stiffness and mass matrixes. 
Lallement and Piranda proposed a method of balancing the eigenvalue equation ω2[K- M] =0ψ , in which the analytical 
eigensolution ω ψ ω ψ2 2( , )=( , )A A  is replaced by eigenvalues and properly expanded eigenvectors from experiments 
ω ψ2( , )EE , to give a localization matrix ω ψ2[K- M] =LE E [2]. The dominant modeling errors are reflected by those degrees 

of freedom associated with large values of 
n

2q = p L ,i=1, ,ni ihh
h=1
∑ ⋅ ⋅⋅ ，where hP  is weighting scalars.  

In iterative model updating, one parameterization method is substructure parameter, which is associated with 
individual finite element or groups of finite elements, the other parameterization method adopts physical 
parameters, such as Young’s modulus, mass density and so on. With regard to the former case, Link and Santiago 
[3] proposed the use of energy functions based upon the substructures to locate regions which possibly have 
modeling error. In the latter case, Lallement and Piranda proposed a method named best subspace to choose 
those updating parameters which can reduce the discrepancy more effectively between analytical and 
experimental results [2]. Selecting updating parameters from all possible ones is in fact a subset selection, and the 
theory of which has been well established in the statistical literature [4]. And the best subspace method adopts a 
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forward subset selection approach. Fritzen studied QR orthogonalisation strategy in subset selection, and 
compared it with Efroymson’s criterion method, saying that both performed successful [5] [6]. Golub and Van loan 
described SVD-based subset selection procedure [7]. Friswell extended the subset selection method to 
circumstance of multiple testing data [8]. In subset selection, all kinds of methods try to select a subset of 
parameters which are least in correlation thus reduce the residue most effectively. 

Updating parameters should be selected with the aim of correcting modeling errors. Subset selection method 
which is not based upon physical insights choose the parameters which most effectively improve the correlation of 
analytical and experimental results, However, this is not a sufficient condition to assure that these parameters must 
have dominant errors. Substructure energy functions is a method based upon physical insights with the potential to 
find modeling error regions, but not all parameters in error regions are suited to be updated due to the property of 
sensitivity-based model updating approach. These two methods can complement each other to obtain potentially 
the parameters selected not only based upon physical insights but with high effectiveness in updating process. 

In this paper, a synthesized approach based on the discussion above was proposed which begins with the use of 
substructure energy function aiming at obtain the likely regions with modeling errors, then only the physical 
property parameters in these regions are filtered by subset selection, the best subspace method is used in subset 
selection for example, with parameters obtained as final updating parameters. Section 2 outlines some important 
theory used in this synthesized approach. A simulated cantilever beam example is used to demonstrate the 
properties of the method in section 3, coming to conclusions in section 4. 

2. THEORETICAL BACKGROUND 
In this synthesized approach, the measured mode shapes are firstly expanded by the system equivalent reduction 
expansion process (section 2.3), and the likely regions with modeling error are obtained according to the theory of 
substructure energy functions (section 2.1), then physical parameters in these likely error regions are filtered by the 
subset selection theory (section 2.2), finally, those parameters chosen are used to be updated by a sensitivity- 
based model updating approach (section 2.5). 
 
2.1 Substructure Energy Functions 
Link and Santiago proposed the use of energy functions based upon the substructure stiffness and mass matrixes 
[3]. The substructure strain energy function can be expressed as, 

                    ( - ) ( - )   
1

N
s T Kaj Eh j ah Ehh

h
ψ ψ ψ ψ∑Δ∏ =

=
                                               (1) 

And substructure kinetic energy function as, 

                   2( ) ( )
1

N
K TMj j ah Eh Ehah Eh

h
ψ ψ ψ ψ ω∑Δ∏ = − −

=
                                               (2) 

Poorly modeled regions are believed to be detected by large residual substructure strain energy function or kinetic 
energy function values. Since in both residual energy functions, full experimental eigenvectors are obtained from a 
few component values of mode shape corresponding to places with sensors by modal expansion process in which 
the analytical eigenvectors with errors are used in most practices, the detected regions with modeling error can just 
be likely. 
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2.2 Subset selection 
In sensitivity-based model updating, the following equation is obtained, 
                               S bθ⋅ =                                                           (3) 
where S  is the sensitivity matrix and contains the first order derivatives of modal residual between experimental 
and analytical results with respect to the candidate updating parameters. It is assumed that only a subset of these 
parameters are non-zero. Lallement and Piranda proposed a subset selection procedure, commonly known as 
forward subset selection, to produce a sub-optimal solution [2].  
 
Firstly, a single column is sought which can best represent the residual vectorb . If the columns ofS are given by 

jS , namely 1 2[ ... ]pS S S S= , then the parameter which minimizes the residual  

                           2

2j jJ b S θ= −                                                         (4) 

is selected, where jθ is the least squares estimate of the j th parameter, with the expression of 

                         /T T
j j j jS b S Sθ =                                                          (5) 

Substituting equation (5) into (4), The result is obtained that the j th parameter is selected that maximizes  

                          2( ) /( )T T
j j jS b S S                                                          (6) 

Since b is a constant vector,  

                     2 2cos ( ) /( )( )T T T
j j j jS b S S b bφ =                                                  (7) 

is maximized equivalently when the j th parameter is selected, where jφ  is the angle between the vectors b and 

jS . In other words, the j th parameter is selected that minimizes the angle between the vectorb and jS . 

 
Then, the forward subset selection method starts to select the second parameter, together with the already 
selected one, to make a combination of  two columns of S , which constitutes the best sub-basis for the 
representation of b . Let 1j  represents the first parameter selected and the corresponding column of S  be 1jS . 
To select the subsequent parameter following 1j , the vector b  and columns of S  must be transformed to be 
orthogonal to vector 1jS . Thus the columns of S  and vector b  are replaced with 

                       1 1 1 1( / )T T
j j j j j j jS S S S S S S→ −                                                 (8) 

                         1 1 1 1( / )T T
j j j jb b S S b S S→ −                                                   (9) 

In this transformed problem, the second parameter is similarly obtained 2 1( )j j≠  as the first one , which minimizes 
the angle between the vectorb and jS . So far, an iterative process is produced to find a subset collection from all 

candidate parameters, provided a stop rule is specified. 
 
2.3 Modal Expansion Process 
In model updating, problems arise from comparing measured experimental modal data with numerical analytical 
modal data because of incompleteness. There are fewer freedoms of response measured by sensors in 
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experiments than those calculated in analysis. Aiming to make this comparison done, one way is to reduce the 
number of degrees-of-freedom (DOFs) of analytical model, the other is to expand the DOFs of measured modal 
vectors. In this paper, the updating parameters are defined in the analytical model, which is to be updated, thus, the 
measured incomplete mode shapes vectors are expanded to the full set of DOFs of the analytical model. 

Several modal expansion techniques are available [1], and in terms of preservation of eigeninformation, the system 
equivalent reduction expansion process (SEREP) is adopted here considering its improved accuracy resulting from 
preserving the dynamics before and after the process in the least-squares sense [9]. The expanded mode shape 
matrix is given by 

                                   ETΦ = ⋅ Φ                                                    (10) 

where the transformation matrix T  is given by 

MA
MA

UA
T +⎡ Φ ⎤

= ⋅ Φ⎢ ⎥Φ⎢ ⎥⎣ ⎦
                                               (11) 

2.4 Eigenpair Sensitivities 
To obtain sensitivities of eignvalues and eigenvectors with respect to physical parameters, the method proposed by 
Fox and Kapoor’s [10] is used in this paper. The expression of sensitivity of eigenvalue is 

, , ,[ ]T
i j i j i j iK Mλ ψ λ ψ= −                                           (12) 

And the sensitivity of eigenvector is 

,
1

N

i j ijk k
k

aψ ψ
=

= ∑                                                   (13) 

where coefficients ijka  is determined by 

, ,[ ] /( )T
ijk l j i j i i la K Mψ λ ψ λ λ= − − −   l i≠                                (14) 

,( /2)T
iji i j ia Mψ ψ= −                                                (15) 

2.5 Sensitivity-based model updating methodology 
In sensitivity-based finite element model updating using measured modal parameters, the identification of 
structural parameters is formulated in an optimization problem where the structural parameters are sought so that 
the updated finite element model can reproduce as closely as possible the measured modal parameters [11]. The 
objective function measuring the residual of modal data (natural frequencies (NF) and mode shapes) between 
experiment and numerical analysis is expressed by 

21/2
2

( ( )T
XMinJ W W z zε ε θ= = −                                       (16) 

where ε  is the output error of the modal parameters, z  and ( ) nz Rθ ∈  are the experimental and analytical 

modal vectors with ( 1)f mn n n= × + , fn and mn are the numbers of measured modal frequencies and 

measured coordinates for each mode respectively. 
 
The solution to equation (16) is obtained from a sensitivity-based iterative optimization approach. Beginning with 
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an initial estimate of updating parameters, the solution for updating parameters at the K th iteration step is 
obtained by the expressions of 

1K K Kθ θ θ+ = + Δ                                                   (17) 

1[ ] ( ( ))K T T KS S S z zθ θ−Δ = −                                         (18) 

where S is sensitivity matrix obtained by the theory described in section 2.4. 

3. NUMERICAL EXAMPLE 
In this illustrative numerical example, a refined FE reference model is built to represent the true behavior of the 
experimental structure ( see Figure 1), and mode shape data with partial DOFs is obtained by a limited number of 
sensor measurements from this reference model. Accordingly, a FE updating model with a relatively coarse FE 
mesh is built which has modeling errors to be updated (see Figure 1). The structural type used is a 1D cantilever 

beam with the following properties: density 2,500 3/Kg m  and elastic modulus 3.0e+10N/㎡; length 6.4 m, cross 

section area 20.2 0.3b h m× = × . Matlab is used for building the finite element model and performing the whole 
numerical calculation process. 
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Figure 1: The reference model and updating model Figure 2: The first four NF discrepancy 

between reference model and theoretical value
 
The reference model(RM) has 64 Euler-Bernouli beam elements, and the updating model(UM) 32 elements. 
Modeling errors are simulated with reduction of elastic moduli iE  of 40% and 50% of the 8th and 18th elements 
respectively in updating model. Eight equally spaced responses ( representing sensor measurements) are 
obtained from the reference model, and only first five modes with 9 DOFs (eight from sensors and one from fixed 
end of cantilever) are used in the model updating process to represent realistic situation. 
 
The reference model is firstly inspected whether it can represent the true physical structure. The first four natural 
frequencies are compared to their theoretical values [12], with the result of the largest discrepancy below 0.1 
percent (see Figure 2). Thus the reference model can be assumed to represent the experimental data accurately, 
and the discretization error ignored. Before updating, the discrepancy between the reference model and updating 
model are reflected by natural frequencies discrepancy percent J  and modal assurance criteria(MAC) values 
(see Table 1), where  

/ 100%ref upd refJ f f f= − ×                                        (19)  

2
/( )T T T

E A E E AAMAC = Φ Φ Φ Φ ⋅ Φ Φ                                 (20) 
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Table 1. The First Five Natural Frequencies (NF) and MAC Comparisons before and after Updating. 

Mode
s 

NF-RM 
(Hz) 

NF-UM 
 (Hz)(before) 

NF-UM 
  (Hz)(after) 

J(%) 
(before)

J(%) 
(after) 

MAC 
(before) 

MAC 
(after) 

1 4.0947 3.9947 4.0875 2.44 0.18 1.0000 0.9989 
2 25.6650     24.8689     25.6395 3.10 0.10 0.9998 1.0000 
3 71.8840     70.7533     71.8963 1.57 0.02 0.9987 1.0000 
4 140.9275 136.0643 140.9898 3.45 0.04 0.9988 1.0000 
5     233.1025 229.9906 233.9547 1.34 0.36 0.9985 1.0000 

In order to use the substructure energy function to localize the regions with modeling errors, the updating model is 
organized into 16 substructures with every substructure composed of two contiguous FE elements, and the first 
five mode shapes are expanded using SEREP method. In this example, structural mass is assumed unchanged, 
and substructure strain energies of all 16 substructures are calculated and normalized to the greatest one of them 
(see Figure 3). 
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Figure 3:  Normalized substructure strain energy 

Four substructures with largest strain energy are taken to be likely regions with modeling errors, which are 
sequentially the 13th , 9th ,4th and 1st substructure. Thus the moduli of 1, 2, 7, 8, 17, 18, 25, 26 elements of updating 
model will be provided as candidate parameters to be filtered by subset selection. After implementing a best 
subspace subset selection, the first four elements chosen are 2, 17, 18, 8 elements. Based on the results of these 
two methods, the moduli of 17,18,8 elements are finally chosen to be updated by a sensitivity-based approach with 
good results shown in the Table 1 and Table 2. 

Table 2. The Values of updating parameters before and after Updating.   Unit: N/㎡ 

Element Before updating After updating True values  discrepancy 
8 1.80e+10 2.97e+10 3.00e+10 -1.00% 
17 3.00e+10     3.07e+10     3.00e+10     +2.33% 
18 1.50e+10     2.95e+10     3.00e+10     -1.67% 

If the updating parameters are chosen by subset selection alone as usually, all of moduli of 30 elements in updating 
model will be candidate parameters, leading to that not only greater quantity of calculation, especially in step-wise 
regression subset selection [8], but also relatively large number of elements will be finally used in order to include 
the two true error parameters. From this example, the fact that it is very hard to accurately choose the updating 
parameters is also discovered. In order to obtain good updating result, one needs make trade-offs between using 
more updating parameters hoping to contain all parameters with errors and the negative influence by those 
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parameters which should not be included indeed in practice. 
 
4. SUMMARY 
The selection of updating parameters is a very important question in model updating, but it seems that there is no 
an exact method to solve it. It is recommended to use several different methods and only to pick out those 
parameters which have been selected by more than one technique, and the approach proposed here is a try. From 
the results of this synthesized approach composed of two complementing methods, one can potentially be more 
sure of the feasibility of the rightness in choosing updating parameters and reduce the burden of calculation though 
it is still very difficult to obtain the exact parameters with modeling error.   
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ABSTRACT 

San Torcato Church is located near the city of Guimarães, Portugal. The construction of the church started in 
1871 and completed in recent years. The church combines several architectonic styles, like Classic, Gothic, 
Renaissance and Romantic. This “hybrid” style is also called in Portugal as “Neo-Manuelino”. At the moment, 
the church has significant structural problems due to soil settlements of the main façade. Cracks can be observed 
in the main and lateral facades. The cracks are visible from the outside and inside of the temple. The bell-towers 
are leaning, and the arches in the main nave present vertical deformations. Non-stabilized phenomena are 
present in the structure. To stabilize the damage, a structural intervention is planned to occur soon and the church 
is already monitored to assist the intervention. The paper clearly presents the problem with emphasis to the 
dynamic analysis carried out before the structural strengthening, namely: the experimental tests with output-only 
techniques for frequencies, damping and mode shapes estimation, and FE model updating analysis. 

1. INTRODUCTION 

Before any intervention to a structure, identification of all structural properties and damage sources has a 
significant importance. Although numerical model analyses methods allow one to simulate various cases, 
estimation or assumptions of the structural properties are not easy. To alter these difficulties many non-
destructive methods have being developed but the information of those techniques rather local or insufficient.  

Experimental dynamic identification techniques, which are generally based on the acceleration records of a 
structure, allow us to obtain natural frequencies, mode shapes and damping coefficients. These data represent 
the dynamic response of a structure, as a result of its physical properties that are unknown or difficult to obtain. 
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By this way, the real response of the structure under specified or unknown excitations can be used to calibrate 
Finite Element (FE) models. 

In this context, modal identification tests were carried out on San Torcato Church to tune a FE model used for 
safety analysis. The work includes the experimental campaign for estimation the modal parameters (natural 
frequencies, mode shapes and damping coefficients) and procedures to tune accurately the FE model. 

2. SAN TORCATO CHURCH 

San Torcato Church is located in the village of St. Torcato, 7 km North from the city of Guimarães, Portugal. 
Construction of the church started in 1871 and completed in recent years. In Figure 1 early stages of the 
construction can be seen. The church combines several architectonic styles, like Classic, Gothic, Renaissance 
and Romantic. This “hybrid” style is also called in Portugal as “Neo-Manuelino”. 

 
(a) 

 
(b) 

Figure 1 - Early stages of the construction (San Torcato Museum): (a) mail façade without towers, 
and (b) the first tower construction. 

Architectural plan shape of San Torcato Church exhibits a classical cross basilica scheme (Figure 2) with the 
main nave covered with a barrel vault, transept that is crowned with a dome in the middle and the apse part. 
Besides the main façade, two towers are located. Between towers and transepts, one story with low height was 
added to the church from both sides of the nave. Accesses to the towers are provided from inside those buildings. 

 

Figure 2 - Plan of San Torcato Church. 

The nave of the church has 25 m length and 15 m width. The walls have 1.30 m of thickness. The nave is covered 
with a barrel vault which is supported by stone arches. The vault stands on stone columns that are supported with 
buttresses adjacent to body walls of the nave. At the transition with transept, main dome is carried by a masonry 
double arch. 
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The bell towers are located beside the main nave, adjacent to the facade. They have rectangular plan shape with 
7.50 m in length and 6.20 m width, measured from outer surface. Load bearing walls of the towers are 1.45 m in 
thickness and have 32.70 m high until the belfry level. Belfry parts of the towers have two arched openings in all 
directions and have 8 m of elevation. The towers are covered with conical roofs. 

Due to the construction long duration, structural techniques and materials vary within whole structure. The main 
façade, towers, lateral façades beside the towers and main nave are prior in construction phase and are made of 
granite stone with dry joints. The apse is combined with reinforced concrete walls after the springing level of the 
vault. 

The significant structural problem of the structure is the crack pattern on the main facade due foundation 
settlements. The cracks than can be seen on the main façade, starting from the mid arch at the main entrance 
and goes through the rose window and reaches to the left and right corners of tympanum (Figure 3). 
The continuity of cracks inside the church and tilting of the towers indicates a settlement due to high stress level 
of towers and soft filling layer of soil. 

 
(a) 

 
(b) 

Figure 3 - Facade view of San Torcato Church and the damage pattern: (a) general view; and (b) damage map. 

3. DYNAMIC IDENTIFICATION 

3.1 Test Planning 

In experimental modal analysis of San Torcato Church, 10 uniaxial PCB 393B12 model piezoelectric 
accelerometers with a bandwidth ranging from 0.15 to 1000 Hz (5%), a dynamic range of ±0.5 g, sensitivity of 
10 V/g, 8 μg of resolution and 210 gr of weight were used. For data acquiring, a 16 channel Digital to Analogue 
Converter (ADC) was used (Figure 4). 

 
(a) (b) 

Figure 4 - Conventional equipments used for dynamic identification: (a) accelerometers; and (b) and data 
acquisition system. 
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For the expected frequency range, preliminary test results [1] were taken into account. The first four natural 
frequencies were ranging from 2 to 4 Hz. To select the measuring, mode shapes of the FE model previously 
studied for safety analysis was used. 

Records were taken in 35 points within 9 test setups. Schematic layout of sensors is given in Figure 5. Reference 
accelerometers were decided to be placed at the top of the towers (two accelerometers in each tower in two 
perpendicular directions) because of their high amplitude and modal contribution in each mode. Towers and main 
facade had to be measured accurately as they have serious damages. Thus, the amount of measurement points 
was chosen dense in this area. The nave of the structure was decided to be measured in 13 points in the vault; at 
the supports and at the top. Transept was decided to be measured at the corners. In the apse part, two points 
were selected at the corners. 

 

Figure 5 - Plan scheme of measured DOFs. 

Accelerations were recorded with 200 Hz sampling rate for 10 minutes. Ambient vibration was used as excitation. 
The wind and traffic excitation was enough to obtain, at least, the first four modes for all structure. 

3.2 Dynamic Results 

By using Frequency Domain Decomposition (FDD) [2] technique each mode is estimated as a decomposition of 
the system's response spectral densities into several single-degrees-of-freedom (SDOF) systems. For frequency 
domain analysis, the frequency range was between 0 and 2  Hz, with 1024 points window length, and with 66.7% 
overlap. 

Frequency response graphs are very useful to interpret the data roughly. When the graphs are examined, in each 
setup, between 2 to 3 Hz clear peaks are identified (Figure 6a). In different setups some other peaks are visible in 
the range of 4 to 5 Hz. However, to be able to identify global frequencies, all the setups were processed together.  

To compare the results with other frequency domain techniques, the Enhanced FDD [3] and Curve-Fit FDD [4] 
were used. Also the Stochastic Sub-Space Identification (SSI) method [5], based on the solution of state space 
matrices, was used to check the results. For the SSI analysis, SSI-PC (Stochastic Subspace Identification- 
principal component) method was used (Figure 6b). In Table 1 the frequency estimation of natural frequencies 
within the chosen methods is given. 
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(a) 

 
(b) 

Figure 6 – Estimation methos: (a) FDD method, and (b) SSI method. 

Table 1: Comparison of frequency domain methods with SSI method 

 

FDD EFDD CFDD SSI 
Frequency 

[Hz] 
Error 
[%] 

Frequency 
[Hz] 

Error 
[%] 

Frequency 
[Hz] Error [%] Frequency 

[Hz] 
Mode 1 2.15 0.4 2.14 0.1 2.13 0.3 2.14 
Mode 2 2.64 0.4 2.62 0.1 2.62 0.1 2.63 
Mode 3 2.89 1.3 2.89 1.1 2.86 0.3 2.85 
Mode 4 2.97 1.4 2.94 0.3 2.93 0.1 2.93 

 

The estimated frequencies with all different methods gave very close results. Also the results of the previous 
dynamic analysis [1] which were carried out in towers and on the balcony in separated setups exhibit similar 
results, with the first four frequencies equal to 2.13, 2.60, 2.81, and 2.92 Hz for the North tower, and 2.13, 2.62, 
2.85, and 2.90 Hz for the South tower.  

Figure 7 presents the estimated mode shapes. In the first two modes it is observed translational modal 
displacements in X and Y directions. Third and forth mode exhibits torsion modes. Towers move diagonally in 
opposite directions while the nave is bending. 
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Mode 1   /   2.14 Hz Mode 2    /    2.63 Hz 

Mode 3  /  2.85 Hz Mode 4    /    2.93 
Figure 7 – Mode shapes of the structure 

4. MODAL UPDATING 

4.1 FE Model 

The numerical model of San Torcato church was built for the static non-linear analysis. The model was built in 
iDiana Release 9.3 Software [6]. Only the nave, façade and towers were modeled. 

The model was built with 20 nodes quadratic solid elements CHX60 and with 15 nodes quadratic wedge elements 
CTP45. The architectural details were neglected and only structural solid parts were modeled. Totally, the model 
has 3044 solid elements with 3153 DOF. 

For soil structure interaction, 16 nodes quadrilateral interface elements CQ48 were used. Soil properties defined 
elastic and masonry elements were considered homogeneous in all parts of the structure (Figure 8). 

 

Figure 8 – 3D visualization of numerical model 

The following hypothesis and assumptions were used in the model: 
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 Soil-structure interaction is defined with interface elements which allow definition of horizontal and 
vertical stiffness properties of soil. For the numerical assumption of the properties, a previous soil 
investigation results were used [1]; 

 Weight of the masonry assumed as 25 kN/m3; 
 The Poisson’s ratio of the masonry defined as 0.2; 
 Homogeneous masonry material was used in all parts of the structure; 
 Due to incomplete model, the missing part of the structure was simulated by introducing interface 

elements at the intersection with transepts, to simulate the stiffness of the missing parts. 
 

4.2 Model Updating 

The finite element model updating procedure was carried out with four updating parameters with the initial values 
given in the Table 2. The Young’s modulus of the masonry Em, the normal stiffness of the first soil-structure region 
Es, the normal and shear stiffness properties of interface elements at the missing part, Etn and Ets, respectively. 

Table 2: Initial values for the updating parameters 
Em 15 GPa 
Es 3900 kPa 
Etn Rigid - 
Ets Rigid - 

 

For the comparison between experimental and numerical data frequencies and modes shapes were used. 
The modes were compared by the Modal Assurance Criterion (MAC) [7]. The MAC is the most commonly used 
method to investigate the consistency of two different models. It depends on the correlation of modal vectors and 
varies from zero to one, depending on the consistence of the models. A MAC value equal to one indicates 100% 
match of both mode shape vectors. MAC is defined by: 
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where e and n are the mode shape vectors, experimental and numerical, respectively. 

The structural updating parameters and their effect on the updating results were first studied manually by 
comparing the frequencies and MAC values. The contribution of each parameter was studied independent from 
the other variables. To the best combination was chosen after several trials. The results of the starting point for 
the robust updating analysis are presented in Figure 9, in terms of mode shape comparison, according to the 
different parts of the structures, and the MAC and frequency comparison plot. The numerical model was too stiff 
according to the experimental natural frequencies. 
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Mode shape 1 

 
Mode shape 2 

 
Mode shape 3 

 
Mode shape 4 

 

Figure 9 - Comparison between experimental and numerical results before robust updating analysis 

For the robust updating analysis, the Douglas-Reid method was used [8]. Lower and upper boundaries for the 
updating variables were defined according to engineering judgment. The updating results are presented in 
Table 3. The frequency errors are lower than 3% and the MAC values higher than 77%. The updated values for 
the structural parameters are consistent from the engineering point of view. 

Table 3: Results of the robust updating analysis 
Name Optimum Modes exp [Hz] FE [Hz]  Error [%] MAC 

Em 5.642 GPa 1st (Transversal Y ) 2.14 2.14 0.09 0.92 
Es 0.629 GPa 2nd (Longitudinal X) 2.63 2.55 2.86 0.86 
Etn 0.046 GPa 3rd (Torsional) 2.85 2.93 2.70 0.83 
Ets 21.591 GPa 4th (Torsional) 2.93 2.94 0.41 0.77 
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The mode shapes of the updated model exhibit high consistence with experimental mode shapes (Figure 10). 
In the first and second mode shapes (translational modes), no significant difference is observed between the 
modes. The third mode shape of the numerical model present similar behavior with experimental model, but when 
the north tower is examined, it can be seen that the torsion effect is higher than the numerical model. The forth 
mode shape also exhibit similar behavior, but the reason for having a low MAC value can be related with 
amplitudes of DOF’s and the damage pattern which was not introduced in the analysis. 

 Experimental Results FE Model 

Mode 1 

 
2.14 Hz 

 
2.14 Hz 

Mode 2 

 
2.63 Hz 

 
2.55 Hz 

Mode 3 

 
2.85 Hz 

 
2.93 Hz 

Mode 4 

 
2.93 Hz 

 
2.94 Hz 

Figure 10 – Mode shape comparison 

Figure 11a presents the MAC and frequency comparison plot, where now it can be seen that the frequencies are 
almost in the 45º line. Figure 11b shows the evolution of the results during the manual tuning and robust updating 
method. The effect of all the modifications is plotted by means of frequency ratio and MAC values. The final point 
presents a high contribution of the modifications relative to the starting point. However, the evaluation of results 
and still being far from the target point, which is desired to be one for MAC values and one for frequency. 
This indicates that the model needs of other modifications to achieve better results. Considering the crack’s 
widths observed on the main façade, the simulation of the cracks by means of interface elements are advised for 
the next step. 
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(a) 

 
(b) 

Figure 11 – Final updating results: (a) MAC and frequency comparison plot; and (b) evolution of the updating 
analysis. 

5. CONCLUSIONS 

The paper presents the modal identification analysis of San Torcato Church, together with one updating analysis 
of a FE model.  

The data collected in the field was checked and processed with different methods. Due to the low level of 
excitation, only the first four global modes of the structure were estimated. The obtained results are high 
consistency with preliminary dynamic identification results, in terms of frequency and mode shapes. 

A FE model, which was previously built for safety analysis, was updated by using manual and robust optimization 
procedures. Modifications were carried out on homogeneous elastic properties of masonry, elastic soil properties 
and stiffness parameters of the interface elements which were added to the model in order to simulate the 
missing part of the transept and apse. High consistence of the numerical model was obtained with manual 
modifications and non-linear algorithms, but further analysis considering the damage (cracks) should be carried 
out to achieve better results. 
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1 Nomenclature 

{ }1kx +  : State vector on 1k + . 

{ }kx  : State vector on k . 

[ ]A  : Discrete System Matrix. 

[ ]C  : Output Matrix. 

{ }kw  : Process noise vector. 

{ }kv  : Measurement noise vector. 

i  : i-th mode. 

iλ  : Eigen value from continuous system matrix. 

iμ  : Eigen value from discrete system matrix. 

tΔ  : Sample time. 

iω  : Angular frequency. 

iξ  : Damping ratio. 

[ ]φ  : Modal shape. 

[ ]Ψ  : Eigen vector from discrete system matrix. 
 
 
 

2 Abstract 

This article presents the results of the continuous vibration monitoring and modal parameter identification of a 55 
story shear-wall concrete building under construction. The building has a near elliptical floor shape with 61x34 
meters maximum plan dimensions and 196 meters in height. Metal hysteretic energy dissipating devices have 
been incorporated into the building to reduce the vibration due to earthquake excitations. The continuous 
monitoring network is composed by 3 accelerometers on the 20th story and had the objective of identifying the 
variations of modal parameters induced by the construction process. Ambient and earthquake records have been 
obtained during monitoring period. The dynamic characteristics of the building were identified using parametric 
and non-parametric techniques such as the Spectrogram and the Stochastic Subspace Identification (SSI) 
methods. The procedures obtain the variations of modal parameters with a resolution of ten minutes. The 
recorded motions were used to validate 15 different Finite Element Models (FEM), created according to the 
construction progress of the building. The mathematical model frequencies were correlated with the results of the 
identification procedures; maximum differences between 2% and 14% were obtained. The difficulties of 
monitoring vibration and modal identification during construction process are indicated and causes of main 
differences between design and real structure are commented. 
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3 Introduction 

Many studies to determine modal properties have been performed over the past decades, with most of 
applications focus on structural health monitoring [5, 7, 9], calibrated mathematical models [3, 16], diagnosis [1,2, 
12], damage detection [11, 13], variations on dynamic properties [4, 10], among others. The objective of the 
continuous identification during the construction process was to track part of the dynamic properties variations, to 
detect anomalies and to compare the identified values with different Finite Adaptative Element Models (FAEM). 

Two types of monitoring procedures were implemented: a) along the building height, when the construction 
process was located on floors 11, 17, 22, 28 and 55 and b) continuously under-construction for a period of 5 
months. This article presents the results of the continuous monitoring only, [10]. 

The Titanium La Portada building, developed by ASL Sencorp and Structural Engineering from Alfonso Larrain 
Vial. ALV & Associated, is the tallest building in Chile, and it is currently in its latest stage of construction. The 
building has 55 stories, 7 underground levels and 126,000 m2. Structurally, the building consists of a reinforced 
concrete walls core surrounded by frames and columns located in the perimeter, as shown in Figure 1.  

The construction process consists in the concreting of the core and perimeter columns and beams, after which 
the prefabricated slabs are supported by this system. In order to control earthquake vibration several steel 
dampers are included along the height of the structure. During the study, the dampers were lock so they don’t 
participate in the energy dissipation of the system.  

 

 

    
Figure 1. General views.  

 

4 Modal Parameters from ambient vibration. 

Continuous ambient vibration records were obtained during a 5 month period from the three uniaxial 
accelerometers located in the 20th floor, as shown in Figure 2. Due to this instrument arrangement only frequency 
and damping, and partial mode shapes could be obtained. Channels were sampled at 100 [Hz]. Data was 
recorded continuously, and modal properties were obtained every 10 minutes.  

The permanent variation of the dynamic properties due to constructive process was monitored and compared at 
different stages of construction using finite element adaptive models, according to the progress of the building 
construction shown in Figure 3. 
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(a) General view. (b) Detail 20th level instrumentation. 

 Figure 2. Accelerometer location during construction. 
 

 
Figure 3. Construction sequence. Date (yy-mm-dd). 

 

5 System Identification Technique 

The Stochastic Subspace Identification Technique developed by Van Overschee and De Moor [14, 15] is used to 
estimate modal frequency, damping and shapes. This technique uses the stochastic state space model, 
described by equation (1.1) to identified modal parameters from output only response signals. 

 
{ } [ ] { } { }
{ } [ ] { } { }

1k k k

k k k

x A x w

y C x v
+ = ⋅ +

= ⋅ +
 (1.1) 

Eq. (1.1) constitutes the basis for time-domain modal identification through ambient vibration measurements. 
There are several techniques and algorithms to obtain modal parameters from stochastic subspace model [14], 
equation (1.2). The mathematical background for many of such methods is similar, differing only in 
implementation aspects. The algorithms identify the state–space matrices ( [ ]A , [ ]C ) based on the measurements 
by using robust numerical techniques, such as QR factorization, singular value decomposition (SVD), and least 
squares [15].  

Once the mathematical description of the structure is found, modal parameters such as frequency, iω , damping 

ratio, iξ , and operational mode shapes, [ ]φ  are determined as: 

 ( ) ( ) [ ] [ ] [ ]*ln
                                 i i

i i i i i i
i

real
C

t
μ λ

λ ω λ λ λ ξ φ
λ

= = = ⋅ = = ⋅ Ψ
Δ

 (1.2) 

To validate results the Short Time Fourier Transform, Spectrogram, was also used, [6]. 
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6 Results of continuous monitoring 

Several difficulties are present when ambient vibration monitoring is done during construction. They are related 
with high transient vibration due to impact, continuous variations of mass and stiffness, operation of small and 
large machinery like cranes and others. All this activities affects the system identification processes producing 
non stationary signals. Figure 4 shows vibrations during concrete pumping and Figure 5 a comparison between 
workday and holyday.  

One important observation from time series is the difference between acceleration amplitude at workdays 
compared to holyday. While the workdays the acceleration amplitude was in the order of 10-3[g] the holydays 
showed two order less, 10-5[g], Figure 5. 

This construction process did not affect the identification of predominant frequencies. Nevertheless, they did 
affect considerably the damping values, producing a larger scatter of values for each consecutive 10 minute 
window. For better estimates an average of six consecutive values was used. 

 
Figure 4. Acceleration amplitude. Concrete pumping impacts. 

 

 
(a) Work day (b) Holiday 

Figure 5. Acceleration amplitude comparison between (a) holyday and (b) work day. The difference is up to one order 
magnitude. 

From continuous monitoring, 13 natural frequencies and their associated damping ratios were estimated. The last 
4 modes were identified during the last months of monitoring.  

6.1 Frequency 
Figure 6 present the variation of frequency for all identified modes during the five month continuous monitoring. 
The results show a continuous reduction in frequency and a daily variation, this last effect is the one that 
produces the apparent thick line in the Figure 6. The variations in frequency are mainly caused by two 
characteristic and repetitive patterns: 1) construction progress (mass and stiffness) and 2) daily ambient and 
usage variations.  

To separate both tendencies a power spectral density analysis was performed to identify weekly and daily 
frequency variations. The results obtained from the power spectral peaks show predominant variations of 23.9 
hours and 7.4 days in average. A band-pass filter was applied around these patterns, separating the observe 
frequency variations. The result of the filtering for the 7.4 day pattern is shown in Figure 7 (a) and the nearly 24 
hour pattern in Figure 7 (b). 

The most important frequency variation is associated to the addition of mass after construction of a new story. 
According to the construction program, the average global progress of the structure corresponds to 3.75 stories 
per month. These nearly weakly patterns are the consecuence of the concreting of the wall-core and perimeter 
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frame, and the second due to the slabs placement. This last procedure provides greater amount of mass and 
therefore the changes in frequency are more drastic.  

 
Figure 6. Frequency Variation during monitoring period. 

The weekly pattern generated variations of frequency in a range between 1.5% and 5.5% respect to the 
frequency at the beginning of each week, Figure 7 (a). This behavior was observed for the first eight building 
vibration modes. 

Their maximum values due to daily frequency variations (deviation from daily mean value) are in the order of 
1.6%, Figure 7 (b). These variations were directly related to environmental day-night cycles and the presence of 
workers, machinery and materials in the building. 

(a) Frequency Variation due to weekly pattern. (b) Frequency Variation due to daily pattern. 
Figure 7. Filtered Frequency variation. 

A similar pattern is possible to appreciate using the spectrogram method, Figure 8. An important result is 
associated to observe the diary cycles, producing high energy amplitude during working period (day) and low 
energy at night or weekends (vertical lines on spectrogram, Figure 8). 
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(a) Channel 1. N/S Orientation (a) Channel 2. E/W Orientation. 

Figure 8. Spectrogram. 

6.2 Damping 
Damping ratio estimations show high scatter between consecutive 10 minute windows. Average values were 
obtained for six consecutive non overlapping windows. Result of the average, smooth, data are presented in 
Figure 9 and Figure 10 for the first four modes. The damping values showed a increasing magnitude with 
increasing structural height for the first predominant frequency and a decreasing magnitude with increasing 
structural height for the higher modes, nevertheless daily variation are large overall variation during the five month 
period is small.  

Damping ratio is one of the most difficult to determine, since it was observed that is highly dependent on the 
amplitude of the excitation. For that reason, the filtering procedure applied to characterize the frequency variation 
was performed to damping ratio, identifying a damping variation pattern spanning around 18.4 days, period 
required to build about 3 stories, Figure 11.  

From the analysis of the records it was established that the damping ratio, under ambient vibration and 
construction process, varies in a range between 0.5% and 1.5% [10], Figure 11. 

 

Figure 9. Damping Ratio variation during monitoring period. Modes 1 and 2. Average values obtained for six 
consecutive non overlapping windows. 

86



  
Figure 10. Damping Ratio variation during monitoring period. Modes 3 to 4. Average values obtained for six 

consecutive non overlapping windows. 
 

 
Figure 11. Damping Ratio variation during monitoring period. Modes 1 to 13. Filtered. 

 

7 Mathematical Structural Models 

The results of the structural monitoring were compared using several finite elements models created for different 
construction stages, according to the information provided by the contractor. The structure was modeled 
considering fixed base, with two types of Young’s module: 331.248 [kgf/cm2] and 409.765 [kgf/cm2]. As mass 
source, the model considers only dead load, because permanent loads of endings and live loads were not present 
during the monitoring period. Gross section was considered for all elements and beam did not considered the 
contribution of the slab.  

Maximum differences between 2% and 14% on the modal frequency are found when experimental and finite 
element models results are compared. Figure 12 shows correlation between real and predicted frequencies for 
the first and second mode. The differences between the dynamic properties of the real structure and the finite 
element adaptive model has not been studied in detail yet, but could initially be associated with the restraint 
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present for underground levels and additional construction masses not considered in the analysis model (forklifts, 
cranes, etc.). Further studies are under way. 

   

Figure 12.  Frequency Variation. Real Structure v/s FE Adaptive Model. Modes 1 and 2. Weekly pattern. 

8 Earthquake Records 

During the five month continue vibration monitoring 11 low level earthquakes were recorded, Figure 13.  
 

 
(a) 

 
(b) 

Figure 13. Seismic records, acquired from structural health monitoring network. 
 

The maximum acceleration observed was 0.005 [g]. No damage or detention of construction was done. In Figure 
13 concrete pumping is superimposed by the earthquake.  

An important result can observed from the comparison between power spectra before, during and after a low level 
earthquake. Figure 14 shows that during the earthquake (recorded from Figure 13 (b)) higher modes are excited, 
while modes under 1 Hz are clearly attenuated.  
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(a) PSD before the low level earthquake 

 
(b) PSD during the low level earthquake 

 
(c) PSD after the low level earthquake 

Figure 14. Power Spectral Density before, during and after a low level earthquake. 
 

9 Conclusions 

Through continuous monitoring of a high rise building under construction, 13 frequencies and damping ratios were 
identified. For natural frequencies, weekly and daily variation patterns were determined. Weekly variations of 
frequency, caused by the construction of additional floors, were found to be in the range between 1.5% and 5.5%, 
while daily variations, caused by environmental day-night cycles and working routine, reached values of up to 
1.6%. The analysis established that the damping ratio for the monitoring period, under ambient vibration and 
construction process, is in a range between 0.5% and 1.5%. The damping ratio exhibited a strong dependence on 
the amplitude of vibration.  
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ABSTRACT 
This paper deals with model updating of Rugeley Chimney, a 183m reinforced concrete flue gas stack at a coal-
fired power station. Since February 2007 this has been monitored due to safety concerns about vibration levels. A 
42-tonne tuned mass damper (TMD) was installed to reduce response levels and the monitoring system was used 
to track the mode frequencies. 
 
A numerical model has been built and experimental observations have been used to identify the concrete 
properties and the foundation stiffness of the original chimney through a process of model updating. These 
updated parameters are used to compare with the actual situation of the chimney and to detect possible changes 
on the chimney characteristics (stiffness and density) in the present time, comparing with another numerical 
model with TMD mass and stiffness on the top of the chimney. The updating procedure uses a sensitivity matrix 
and comparison of the frequencies and mode shapes through MAC values. 

1 INTRODUCTION ON EXPERIMENTAL STUDIES OF TALL CONCRETE CHIMNEYS 

Performance of tall reinforced chimneys due to both along-wind and cross-wind loading has long been a concern 
for operators of industrial facilities such as conventional power stations. For example, upstream structures cause 
interference effects and enhance cross wind response [1], and prediction of response levels requires accurate 
estimation of modal parameters, in particular damping ratio. Happily new developments of system identification 
are such that accurate modal parameter estimation requires measurement only of response to random loads such 
as wind-buffeting so that simple vibration monitoring is all that is required in order to identify modal parameters. 
 
Finite element (FE) model updating [2] is a subject of great importance for mechanical and civil structures and is 
an optimization problem, in which, the differences between the experimental and numerical modal data have to be 
minimized by adjusting uncertain model parameters based on modal parameters obtained (for many civil 
structures) in operational conditions. In addition the measurements of these structures are usually difficult due to 
the size, localization and usage of the structures. In last decades, these techniques were applied by several 
research groups with civil structures like buildings [3], bridges [4], towers [5] or chimneys [6]. Other authors [7] 
used the model updating to do predictions on the model with structural modifications successfully. 
 
This paper deals with the identification of modal parameters for the chimney and their use in explaining the actual 
situation of the chimney in several conditions through FEM updating. 

2 RUGELEY CHIMNEY AND TUNED MASS DAMPER 

The chimney at Rugeley Power Station north of Birmingham was built around 1968 and consists of a 183m high 
reinforced concrete windshield, internally protected by a sectional, acid resisting brickwork lining. The windshield 
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tapers from an external diameter of 9.4m at the top to 15.7m at the bottom. Its outer surface has suffered from 
environmental actions and external reinforced concrete cladding was added in 1998 over the top 24m. 
 
In 2006 a new flue gas desulphurisation (FGD) chimney was built of the same height at a distance of 110m in the 
direction of prevailing winds. The two chimneys are shown in Figure 1, and were intended to coexist until 
demolition of the old chimney. The designers (Bierrum International) commissioned an investigation [8] into cross-
wind interference effects on the old chimney, which anticipated observed swaying of the old chimney. 
 

 
Figure 1: The old chimney 
without TMD on the left; the 
FGD chimney is on the right. 
 

 
Figure 2: Flue ducts flanking 
chimney on the bottom. 

 
Figure 3: The old chimney with 
the TMD. 
 

The designers recommended installation of a monitoring system to track possible large amplitude response and if 
necessary a tuned mass damper to control response. Both the monitoring system and the TMD were designed 
and installed in early 2007, with early data from the monitoring system being used to fine-tune the TMD and later 
to update the FEM of the original chimney. The chimney is not quiet symmetric as the flue ducts pass through 
flanking buttresses shown in Figure 2 and there is an expected stiffer (tangential) direction leading to small  
differences in the two first natural frequencies observed experimentally. The updated chimney model could be a 
simulator of the planned demolition work, the first part of which would consist in removing 5m of brickwork at the 
top of the chimney seen in Figure 3 (black part). 
 
The TMD, provided by Multitech, comprises 4.2x104kg of moving mass (steel ring with concrete elements) and 
five damper units, designed as the smallest moving mass to generate sufficient damping with maximum relative 
movement of 450mm. The final configuration is shown in Figure 3.  

3 MONITORING SYSTEM DESIGN AND ADQUISITION SIGNAL PROCESSING 

A major requirement for the monitoring system was to provide alarm of large amplitude response, directly derived 
from the expected capacity of the structure. Three alert levels were specified, the largest at 0.3 m displacement.  
 
The system comprised four Honeywell QA750 quartz-flex servo-accelerometers oriented in “tangential” and 
“radial” directions on the chimney in watertight enclosures at two levels (40m and 180m), and a 4-channel 
National Instruments data acquisition (DAQ) system [9], with  ADSL connection from 15th March 2007. A 
LabVIEW virtual instrument (VI) was written to collect data saved on the DAQ and transmit over broadband using 
LabVIEW’s datasocket protocol and also analysed in-situ using Stochastic Subspace Identification (SSI) 
techniques, are considered to be the most powerful class of time domain OMA techniques. 
 
Figure 4 shows the SSI stability plot for 8Hz sampled data recovered for September 2007. Around 0.32Hz is a 
cluster of modes clearly identified as first mode and with the second mode around 1.4Hz. Moreover the monitoring 
system allowed observing changes on the modes due to structural effects from TMD, in addition to expected 
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changes due to temperature-dependent changes in concrete modulus. Other influences on the modes are the 
wind and its directional effects due to the construction of the new chimney close to the old one [10]. 
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Figure 4 Stability diagram during normal operation (before TMD). 
 
Environmental effects are always present on outdoor civil structures. More usual environmental effects in this type 
of structures are wind and temperature. These effects have been measured at the same time that the monitoring 
system was working, to explain their influence on the natural-frequencies. It is difficult to isolate only one effect, 
however, when looking at data for some low-wind days (i.e. wind speed less than about 5mph), can be seen only 
temperature effects (Figure 5). The lack of continuity on the curves is due unreliable frequency estimates. On the 
other hand, can be shown the same frequencies from windy days to check the differences (Figure 6a). 
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Figure 5: Evolution of the frequency for low wind days (year 2009), showing only temperature effects. 
 
In these pictures (Figure 6a) show the effect of a windy day, besides the temperature effect particularly on 23rd 
March and 25th March which are windy days, with mean wind speed of almost 25mph (Figure 6b). The 
frequencies for these days are not so smooth as on any low wind days. Figure 6a shows that the main variation 
on the frequencies is due to temperature effect. According to TMD aim, it works on first frequency, normally on 
windy days and its effect is decrease the frequency, so this is the effect shows on the Figure 6a. Thermal and 
wind effects have not been simulated on the model and these fluctuations in frequencies values should be 
determined because the results of the model can be included in this experimental range of frequencies. 
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Figure 6a: Evolution of frequencies on windy days (2009) 
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Figures 6b: Evolution of wind speed on several days (year 2009). 

4 NUMERICAL MODEL AND EXPERIMENTAL DATA 

The main aim of chimney FEM is to explain the behaviour of the chimney during its last years. In particular the 
variations of frequencies have some peculiar characteristics whose causes are not immediately apparent. The 
FEM could be a good tool to understand the TMD effect on the frequency changes, to study structural cause 
effect relationship and to simulate the future demolition of the chimney. The 3D FEM was built in ANSYS. 
 
The FEM needed to represent, in five sections the chimney taper, with different thickness. The mechanical 
parameters of the concrete were updated, but Poisson coefficient was kept at ν =0.2. Other parameters to update 
included the stiffness of the foundation, different in horizontal and vertical directions. 
 
The original model was based on the concrete chimney including the 5m brick section (Figure 7). A second model 
was built adding TMD mass and stiffness, and was used to compare the evolution of the frequencies with the 
model and with the experimental data taken on the first days of monitoring system before the installation of the 
TMD. The models did not account directly for any environmental effects on parameters. The second numerical 
model was made by adding the TMD near the top of the chimney, modelled as a mass restricted in vertical 
direction joined to the chimney by several spring-dampers in radial direction. In the Figure 8 is shown the actual 
situation of the TMD and in the Figure 9 is shown the TMD model. 
 

  
Figure 7: Mode shapes of the original chimney with updated model. 
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Figure 8: TMD (grey masses) Figure 9: TMD representation. 
 
The real characteristics of the TMD are: 

• Mass = 42000 Kg 
• Stiffness = 1.8e5 N/m 
• Damping coefficient ≈ 2.5% 

 
The updated original model was used with these new TMD parameters. The objective of using this TMD model is 
to explain the evolution of the frequencies after the installation of the TMD. The experimental data set for this 
period of time is huge and accompanied by strong variations (Figure 5), due to environmental effects. These lead 
to varying system properties, for two possible reasons: the amplitude capacity of the damper, which may not 
always work under its design condition and chimney structure variations, which may include structural deficiencies 
towards the end of the chimney’s life. Hence updating procedure was not used with the TMD model. 

5 MODEL UPDATING PROCEDURE 

Any model updating procedure includes three basic aspects [11]: First the selection of responses as reference 
data which are the measured frequencies and mode shapes. Second the selection of uncertain parameters to 
update, to which changes the selected responses should be sufficiently sensitive. Finally the model tuning which 
is an iterative process to modify the selected parameters based on the selected reference data. To select the 
parameters for updating, a sensitivity analysis is required that computes the sensitivity of every parameter to 
eliminate insensitive parameters from the process. One measure of updating success is the modal assurance 
criterion (MAC) correlating factor pairs of an analytical and an experimental mode shape, as follows: 
 

2| |( , )
( )( )

T
a e

a e T T
a a e e

MAC φ φφ φ
φ φ φ φ

= ,     (1) 

where, φ a and φ e are the analytical and experimental mode shape vectors, respectively. It is accepted a value in 
excess of 90% should be attained for correlated modes. 
 
For this exercise, the numerical model and the experimental model obtained from two different software packages 
are transformed to universal file format for iterative updating using bespoke code developed in MATLAB. 

6 RESULTS 

6.1 MODEL UPDATING 

The model updating of four unknown parameters of the model was done as explained. The results for the original 
model compared with the initial values on the model are shown on the following table. 
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MODEL PARAMETERS INITIAL VALUES UPDATED 
Concrete stiffness [N/m2] 26x109 24.72x109 
Concrete density [kg/m3] 2400 2436 
Horizontal foundation stiffness [N/m2] 170x106 162.2x106 
Vertical foundation stiffness [N/m2] 260x106 256.2x106 

 
The updated frequencies with these parameters and the MAC values are shown in the next table. The 
experimental frequencies in the principal directions are different due to the non symmetric characteristic of the 
chimney (Figure 2). The model was built with assumed symmetrical configuration to simplify it and the differences 
in the data are not significant and are excluded to avoid complicating the model. 
 

FREQUENCIES NUMERICAL EXPERIMENTAL UPDATED MAC values 
First  0.3446 0.335938 0.3370 0.9977 
Second 0.3446 0.339844 0.3370 0.9958 
Third 1.397 1.35156 1.357 0.9879 
Fourth 1.397 1.36328 1.357 0.9268 

 
The MAC values are above 90% and the frequencies are very close, which means than the values are 
acceptable; consequently the model updating is success, allowing for symmetry effects. 

6.2 RESULTS WITH TMD 

With the updated parameters and the TMD characteristic, the effects of the TMD model can be checked, and the 
frequencies resulting compared with the actual experimental data. These results can be seen on the pictures 
(Figure 11). The first frequency of this model decreases, with respect original model, both on the model and in 
reality. In addition there appears an extra mode, close to the first one, which is the effect of the additional degree 
of freedom of the TMD. The second frequency (above 1Hz) is unchanged. 

Figure 11: Mode shapes of TMD model 
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6.3 RESULTS IN THE FIRST PART OF DEMOLITION 

The first part of the demolition consisted in decreasing the height of the chimney, by first removing the top 5m of 
brickwork; this is not really damage but a change in its physical characteristics. It is reasonable that the modal 
frequencies would increase due to this change as a result from the numerical model of removing about 5m from 
the top of the chimney. The results (Figure 12) show that all the frequencies increase slightly as expected. 

Figure 12: Mode shapes and frequencies in the first part of demolition 
 
To summarise, three models were used to explain the behaviour of the chimney during the last period of its life. 
The first model, for the original chimney, was used to update the unknown parameters. The second model, with 
the TMD installed was used to explain the drop in frequencies for the experimental data and the last model was 
used to justify the increase in the frequencies in the first part of the demolition. The evolution of the first mode 
frequency for these states and equivalent experimental results are given in Figure 13, the changes show good 
agreement, despite difficulty matching equivalent environmental conditions for experimental data. 
The major influence on dynamic parameters for the period with intact chimney and TMD operation is the thermal 
effect. According to [12] concrete Young modulus change with the temperature about ±5% for a difference in the 
temperature from -5°C to 35°C. The reference temperature for the TMD model is 20°C, and with temperature 
variations  affecting Young’s modulus alone, the variations in first mode frequency are given in Figure 14.  
 
The range of variation on the model is, much narrower than the experimentally observed variation, which though 
thermal expansion is believed to lead to changes in the stiffness contributions of parts of the structure. 

Figure 13: Evolution of the first natural frequency 
according to the model and the experimental data. 

Figure 14: Evolution of the first natural frequency varying 
Young modulus, according to the model. 
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7 CONCLUSIONS 

The model of the original chimney was successfully developed and the updated parameters were very useful for 
explaining the behaviour of the chimney afterwards. The TMD model predicted quite well the evolution of the first 
frequency. There are some discrepancies that could be by several reasons apart from the environmental effects. 
These other reasons could be foundation stiffness changes or concrete stiffness changes due to the inactivity of 
the chimney. Anyway the effect of the TMD is clearly shown on the model. In addition this model could be a good 
simulator for the demolition phase; in fact, the predictions for the first part of demolition match those observed, so 
that the remainder of the demolition process could also be simulated. 
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ABSTRACT 

Spot welds are used extensively in the automotive industry to join panels and for construction of other sub-
assemblies that contains several thousands of spot-welds, so it is not practical in structural analysis to model 
each and every spot weld joint in detail. So a simple Finite element (FE) model of spot-welds needs to be used. 
There is not much work reported on dynamic testing, correlation and updating of the spot welded structures. This 
work explores the use of FE model updating to improve the dynamic characteristics of the spot welded structures. 
A hat like structure, used in earlier studies, is built and experimental modal analysis done on the spot welded 
structure. An FE model for the hat structure is built and correlated mode pairs are identified and attempts are 
made to update the FE model. Structural dynamic modification studies have been carried out to evaluate the 
effectiveness of the updated FE model of the spot welded structure for dynamic design. It is found that the 
updated FE model predicts more accurately the changes in dynamic characteristics as compared to the original 
FE model. Effect of spot welds on natural frequencies and damping of the spot welded structures is also studied. 
 
INTRODUCTION 

Spot welding is one of the widely used methods for manufacture of thin sheet components, especially in mass-
production industries such as the automobile industry. Spot welds are used extensively in the automobile industry 
to join panels and car bodies that contain thousands of spot welds. So it is not practical in structure analysis to 
model each and every spot weld joint in detail. Modeling spot welds is difficult, mainly because there are many 
local effects such as geometrical irregularities, residual stresses, material in homogeneities and defects due to the 
welding process that are not taken into account by finite element modeling. Mainly two types of spot weld models 
exist, those which required require the stress within the weld spot to be calculated and those that do not. In the 
first case very detailed models are necessary to compute a smooth stress field at the spot weld .A very detailed 
model produces a detailed and smooth stress field, but it will not necessarily accurately predict the stiffness of 
real spot welds and their effect on the rest of the structure [4]. Detailed models will produce apparently reliable 
stress fields, whereas they may poorly estimate the forces that are interchanged between the spot weld and the 
rest of the structure. In the second case the only requirement from the model is to simulate, as closely as 
possible, the stiffness (and mass) characteristics of the real spot welds and their influence on the rest of the 
structure. Simple models that use few elements need to be built. These simplified joint models must be able to 
produce same results as that of a more refined model [3]. Model updating based on vibration characteristics is an 
important tool to improve the accuracy of the finite element models. In this paper, dynamic design of a spot 
welded structure is presented. Following sections deal with finite element modeling, experimental modal analysis, 
and FE model updating and structural dynamic modifications on spot welded structure. 
 
FE modeling of the spot-welded structure 

A Hat structure that is spot-welded from one flat and other folded mild steel plate is fabricated for the experimental 
studies in this work. This structure has been used in another study [4]. A ‘‘single hat’’ structure (SH) is shown in 
Figure-1.The structure consists of a hat section made up of mild steel plates (density7800kg/m^3) joined together 
by spot welds at the flanges, and are designed to represent simplified models of the beams[1] used in the 
construction of car bodies, for example the roof pillars. Figure-2 shows the section of the hat structure plates that 
form the SH benchmark. The thickness of the plates is 1 mm and the structure has 12 spot welds 10.5 mm apart 
(Figure-3). 
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Figure-1 Single hat (SH) structures 

   

 
Figure 2- Section view single hat structure 

 

 
Figure -3 Top view of single hat structure (SH) 

Finite element model of the hat structure is built in ANSYS [7] taking four nodded quadrilateral shell elements for 
the hat surface and beam elements for the spot weld. For applying the beam element at the spot weld location the 
surface should be concurrently meshed so that the node connecting the two ends of the beam lie perpendicular to 
each other. Since during actual spot welding the region around the spot weld become rigid. This rigid region is 
also created in the FE model by using constraint equation. One master node, which is same as the node at which 
beam element is placed and six slave nodes around the master node, is selected to create six constraint 
equations. Modal analysis is done in ANSYS to get the natural frequencies and mode shapes through FEA. 
 

 

100



Experimental Modal Analysis (EMA) on spot-welded structure. 

Spot welded structure is suspended at the two ends with elastic tapes to ensure the free-free condition. 
Experimental modal analysis (EMA) is done on the SP structure with 36 measurement points. A single axis 
accelerometer is mounted at location 12 as shown in figure 5 for reference. Excitation is given by impact force 
using modal hammer. The analysis is done by moving hammer to different locations. The data is recorded using 
Experimental setup that is shown in Figure-4.  

 

        
         Figure-4 Experimental Set- up                                                Figure-5 Hat structure showing the     

                                                                                                                  measurement points                                       
 

Mode no EMA frequency (Hz) Damping Comments 

1 380.1 0.0107 1st Twisting 

2 397.3 0.0089 2nd Twisting 

3 533.5 0.0062 Bending of hat and base 
mode 

4 627.4 0.0043 1st Base mode 

5 671 0.0053 2nd Base mode 

6 748 0.0086 3rd Base mode 

7 860.4 0.0091 Bending mode 

8 924.4 0.0073 4th Base mode 

9 994 0.0078 Twisting of hat and base 
mode 

Comparison of experimental and numerical results  

The results obtained from FE model of spot welded structure are compared with EMA results to find out the 
correlated mode pairs. A considerable difference between the FEA and EMA frequencies is found for higher 

Table 1 Natural frequencies and damping factor obtained from EMA 
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modes. Figure-6 shows the comparison of finite element mode shapes obtained from ANSYS [7] and the 
experimental mode shapes obtained by analysis of measured FRFs in ICATS [5] 
 

Mode shapes obtained by FE analysis                      Mode shape obtained by experiment 

           
Mode 1 at 386.7Hz (twisting)                                        Mode 1 at 380.1Hz (twisting) 

 
 
 

           
Mode 2 at 409.4Hz (twisting)                                      Mode 2 at 497.3Hz (twisting) 
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Mode 3 at 516.6 Hz (bending and base mode)         Mode 3 at 533.5 Hz (bending and base mode)              
 

            
            Mode 4 at 648.8 Hz (base mode)                        Mode 4 at 627.4Hz (base mode)                                

            
            Mode 5 at 873.3 Hz (bending)                               Mode 5 at 860.4Hz (bending) 
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    Mode 6 at 1008.9 Hz (base mode)                                   Mode 6 at 924.4Hz (base mode)                            
 

Figure 6 Comparison of FE and experimental modes 
 

The updating of FE model is carried out in FEM-Tools software [6]. Young’s modulus and moment of inertia of the 

beam elements are taken as the updating parameters. Percentage change in young’s modulus of the beam 

element after updating is found to be 90%.The large change in young’s modulus represents an equivalent 

reduction in the stiffness of the spot welded structure.  
Table 2 shows the comparison of natural frequencies, obtained through EMA, initial FE model and Updated FE 
model.  Here both the parameters are chosen for updating. 
 

 
Table 2 comparison of original and updated model 

Mode 

Natural Freq. (Hz) % Error 

EMA FEA 
(original) 

FEA 
(Updated) 

FEA 
(original) 

FEA 
(Updated) 

1 380.1 386.7 386.2 1.73 1.59 

2 397.3 409.4 409 3.06 2.96 

3 533.5 516.6 512 -3.16 -4.02 

4 627.4 648.8 639.8 3.40 1.98 

5 860.4 873.3 867.2 1.49 0.78 

6 924.4 1008.9 967.7 9.15 4.68 

Average 
(% error) 

   2.61 0.78 

 

Table 3 shows the comparison of average and maximum error in natural frequency of updated and original FE 
model. Moment of inertia has not much effect on the updating. So diameter can be varying in the spot welded 
structure. So, for the further analysis young’s modulus has been taken as the updating parameter. 
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Table 3 Average and maximum error in the updated model 

Percentage Error 

(%) 

Young’s modulus 

(%) 

Moment of inertia 

(%) 

Both young’s modulus and 

Moment of inertia 

(%) 

 updated original updated original updated original 

Average error 1.14 2.61 1.91 2.61 0.78 2.61 

Maximum error 7.12 9.15 6.9 9.15 4.68 9.15 

 

Structural Dynamic Modification (SDM) of the spot-welded structure 
 
Model updating techniques are used to update a finite element model of a structure so that an updated model 
predicts more accurately the dynamics of a structure. The dynamic design using an updated model requires that 
the model predict the change in the dynamic characteristics due to potential modification with reasonable 
accuracy [2]. The updated model obtained by matching the natural frequencies is then used for predicting the 
effects of potential design modifications made to the structure. With this purpose the structural modification in the 
form of mass and change in number of spot welds are considered. 
 
Mass modification 
 
A mass modification is introduced by attaching a mass of 70 gram at a distance of three-fourth of the length on 
the top surface as shown in Figure-7.The mass modification is also introduced analytically in the updated model. 
A comparison of the modified modal data as predicted by the updated model and that of the experimental data is 
done.  
 

                           
                                            Figure 7 EMA set up with mass modification 
 
Comparison of modified natural frequency of the updated model and that of the experimental data is shown in 
Table 4.It is observed that the predicted dynamic characteristics (natural frequency) on the basis of updated 
model are reasonably closer to the measured characteristics for the modified structure. The average error in the 
original FE model is 4.17% while in the updated model it is reduced to 2.25%. It is seen that in the third mode the 
results are not satisfactory as the original FE model behaves good in this case. Also, in the fourth mode there is 
very little change or no change in the natural frequency due to addition of lumped mass. 
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Table 4 Percentage Error predicted in FE model and updated model 

Mode EMA freq. 
Before SDM (Hz) 

EMA freq. After 
SDM (Hz) 

Original FE freq. 
After SDM (Hz) 

(%) 
error 

Updated FE freq. 
After SDM (Hz) 

(%) 
error 

1 380.1 331.4 379.2 14.42 350.6 5.79 

2 397.3 388.2 398.7 2.7 390.9 0.69 

3 533.5 505.6 508.1 0.49 498.5 1.4 

4 627.4 625.4 648.6 3.79 634.1 1.39 

5 860.4 853.6 827 -3.1 854.8 0.14 

6 924.4 939 1002.5 6.76 977.5 4.1 

Avg(% 
error) 

   4.17  2.25 

 
Structural dynamic modification due to variation in number of spot weld 
 
Number of spot weld increased to 22 

Comparison of modified natural frequency of the updated model and that of the experimental data in case of 22 
spot welds is shown in Table 5 When no .of spot welds are increased to 22 there is increase in the natural 
frequency of the structure due to increase in stiffness of the structure. The increase in natural frequency is well 
predicted by the updated FE model .The percentage error in the first twisting mode is reduced to .027% from 1.18 
as predicted by original FE model. In first bending mode the error predicted by original FE model is 3.69% which 
are reduced to 0.67% in case of updated FE model. The average error in original FE model is 3.02% which is 
reduced to 1.59% in updated FE model. 
 

Table 5 Percentage Error predicted in FE model and updated model with 22 spot welds 

Mode no EMA freq. 
Before SDM (Hz) 

EMA freq. 
After SDM (Hz) 

Original FE freq. 
After SDM (Hz) 

(%) 
error 

Updated 
Freq SDM (Hz) 

Error (%) 
updated 

1 380.1 400.1 404.9 1.18 400.2 0.027 

2 397.3 443.7 434.5 -2.07 431.8 -2.66 

3 627.4 631.1 655 3.79 639.8 1.39 

4 860.4 860.2 892 3.69 866 0.67 

5 924.4 963.9 1046.9 8.53 1046.2 8.53 

Avg 

(error) 

   
3.02 

 
1.59 
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measured characteristics for the modified structure. 

In order to predict the change in dynamic characteristics of the spot welded structure variation in number of spot 
welds is done. 10 more number of spot welds is created on the hat structure, 5 on each side of the flanges .Now 
total no of spot welds become 22 i.e., 11 on each side of the single hat structure. The increase in number of spot 
weld is also introduced analytically in the updated model. A comparison of the modified modal data as predicted 
by the updated model and that of the experimental data is done. It is observed that the predicted dynamic 
characteristics (here it is only natural frequency) on the basis of the updated model are reasonably closer to the 



Number of spot weld increased to 42 
 
Comparison of modified natural frequency of the updated model and that of the experimental data in case of 42 
spot welds is shown in table 6. When no .of spot welds are increased to 42 there is increase in the natural 
frequency of the structure due to increase in stiffness of the structure. The increase in natural frequency is well 
predicted by the updated FE model .The percentage error in the first twisting mode is reduced to 1.02 from 3.7 as 
predicted by original FE model. The average error in original FE model is 11.15% which are reduced to 6.6% in 
updated FE model. Maximum error is reduced to 5.27% from 15.49%. 
 

Table 6 Percentage Error predicted in FE model and updated model with 42 spot welds. 

Mode 
no 

EMA freq. Before 
SDM (Hz) 

EMA freq. After 
SDM (Hz) 

Original FE freq. 
After SDM (Hz) 

% 
error 

Updated Freq 
SDM (Hz) 

Error (%) 
updated 

1 380.1 404.4 419.4 3.7 400.27 1.02 

2 627.4 622.2 718.6 15.49 655 5.27 

3 860.4 863.8 987.1 14.27 980.5 3.51 

4 924.4 966 1092.7 13 1090.4 12.8 

Avg 

(%error) 
 

  
11.15 

 
6.6 

 
Table 7 shows the change in damping due to change in number of spot welds. Due to increase in number of spot 
welds the damping of the spot welded structure has increased in some modes. Increase in damping due to 
increase in number of spot-welds is useful as then the overall vibration response and the also the radiated noise 
inside and outside the vehicle will be lower. 
 

Table 7   Damping comparison of the spot welded structure 

EMA12spot weld Damping EMA 22spot weld Damping EMA 42spot weld Damping 

380.1 0.00107 400.16 0.0111 404.4 0.0097 

533.5 0.0062 521.4 0.0135 521.2 0.0127 

627.4 0.0043 631.1 0.0108 622.2 0.0323 

860.4 0.0091 860.2 0.0133 863.8 0.0125 

924.4 0.0073 963.9 0.0040 966 0.0030 

 

Conclusion 
 
In this paper correlation, updating and structural modification studies on a spot-welded structure are carried out. 
Based on studies of model updating of spot welded structure, it is concluded that the updating of spot welded 
model has the potential to improve the accuracy of spot welded structure. Model updating is attempted through 
several updating parameters choices. The updated spot weld model can be used reliably for predicting the effect 
of structural modification. It is observed that as the number of spot welds is increased the natural frequency of the 
structure is increased. The damping is also seen to increase for most of the mode. 
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ABSTRACT 

In operational modal analysis the input forces are unknown so the modes shapes are obtained with an 
arbitrary normalization. In some applications the mass normalized modes shapes are required and the scaling 
factors have to be estimated. A way of obtaining these factors is to modify the modal properties of the 
structure by introducing changes in the mass or stiffness; mass change is usually the most convenient way to 
modify the structural properties in a controlled manner. Different strategies and approaches to perform the 
mass change method have been proposed in recent years. In this work the scaling factors of a 15 tonnes 
concrete slab strip are obtained using several equations proposed by different authors and the results are 
compared. 

The results show that the scaling factors can be estimated with reasonable accuracy using the different 
equations if a good mass change strategy is applied. 

Nomenclature 

Φ Mass normalized mode shape                                                                                                                                           
Ψ Arbitrary normalized mode shape                                                                                                            
α Scaling factors                                                          
[K] Stiffness Matrix                        
[M0]       Mass Matrix                        
[M1] Spatial distribution of added masses             
β1 Ratio of added mass              
ω0 Natural frequencies                  
ω1 Modified natural frequencies                
k Terms of the diagonal of the projection matrix 
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1. Introduction 

In operational modal analysis only arbitrary normalized modes shapes can be obtained [1], e.g. maximum 
component of unity or arbitrary length. If the modal masses are required the scaling factors must be 
estimated. The scaling factors are constants that relate each mass normalized mode shape with the 
correspond arbitrarily normalized one. That is:  
 

Ψ=Φ α                           (1) 
 
where Φ  is the mass normalized modal shape, Ψ is the correspond arbitrary normalized modal shape and 
α  is the scaling factor. 
 
A way to estimate the scaling factors is to modify the dynamic behavior of the structure changing the stiffness, 
the mass or both and perform a new operational modal testing and analysis. These methods based on 
dynamic modification use both the modal parameters of the unmodified and modified structure, so if the modal 
parameters are related the scaling factors can be obtained. 
 
In recent years, some different approaches [2, 3, 4, 5, 6, 7] and strategies [8, 9, 10] in the mass change 
method have been proposed. The method consists of modifying the dynamic behavior of the structure by 
attaching masses to several points on the structure where the mode shapes are known. The accuracy 
obtained in the scaling factor estimation depends on both the accuracy obtained in the modal parameter 
identification and the mass change strategy used to modify the dynamic behavior of the structure. The mass 
change strategy refers to the definition of the magnitude, the location and the number of masses to be 
attached to the structure. 
 
In this paper, the scaling factors of a 15 tonnes concrete slab strip by means of Operational Modal Analysis 
(OMA) are estimated with the mass change method using different proposed approaches and strategies and 
the results are compared. The results are also compared with the estimated scaling factors using classical 
modal analysis (CMA). 
 
2. Mass Change Method - Theory 
 
The mass change method consists of performing operational modal analysis on both the original and the 
modified structure. The modification is carried out by attaching masses to several points of the structure 
where the mode shapes of the unmodified structure are known. The user selects the number, the magnitude 
and the location of the masses. To facilitate the mass modification and the calculation of the scaling factors, 
lumped masses are often used, so that, the mass change matrix becomes, in general, diagonal. 
 
Different approaches to determine the scaling factors can be derived mainly from the eigenvalue equations of 
both the original and the modified structure. The classical eigenvalue equation in case of no damping or 
proportional damping is given by: 
 

[ ] 0
2
000 ][ Φ⋅=⋅Φ KM ω                         (2) 

 
where 0Φ  is the mode shape, 0ω  the natural frequency, [M0] the mass matrix and [K] the stiffness matrix. If a 

mass change is made so that the new mass matrix is given by [M0 + β M1], then the eigenvalue equation 
becomes: 
 

[ ] 1
2
1110 ][ Φ⋅=⋅Φ+ KMM ωβ            (3) 

 
where 1Φ  and 1ω are the mode shape and the natural frequency of the modified problem, respectively, M1 is 
a matrix of arbitrary rank describing the spatial distribution of the mass modification and β is a scaling 
parameter with respect to which the mass change magnitudes are computed. Combining equations (1), (2) 
and (3) and after several assumptions a number of different expressions can be derived to estimate the 
scaling factors. A general form of these expressions can be summarized in the following formula [7]: 
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where the group of parameters (a1, a2, a3) are different in each expression, e.g.: 
 
(ω0/2, Ψ0, 1) in the expression from Parloo et al. [2],      
(ω1, Ψ0, 1) in the expression from Brincker et al. [5]                
(ω1, Ψ1, 1) in the expression from Aenlle et al. [6], and     
(ω1, Ψ1, κ) in the Bernal projection expression [7].       
 
The parameter β1 is taken so that the [∆M] mass change matrix that it is used in eqs. (5), (6) and (7), can be 
obtained by means of the relation [∆M] = β1 [M1]. In the projection approach, eq. (8), the main idea is to 
express the mode shapes of the modified state on the basis of the unmodified modes shapes [7]. To introduce 
this projection the vector of constants κ is used, which is obtained from the diagonal of the matrix [q]= [Ψ0]

-1 
[Ψ1]. 
 
For the above described methods the following notation will hereafter be used: α00P for eq. (5), α00 for eq. (6), 
α01 for eq. (7) and α01B for eq. (8). 
 
If only the modified modes shapes are used in eq. (7), that is, the parameters (a1, a2, a3) are given by  (Ψ1

T
 M1 

Ψ1), the α11 scaling factor is obtained and a new approach can be used combining α00 and α11. 
 
�∗ = (��� + ���)/2                                                                                                                  (9) 
 
It can be observed from eqs. (5) to (9) that different results from the scaling factors would be expected in each 
expression since different parameters are used in each one. For example, in eqs. (5) and (6) the unmodified 
modes shapes of the structure are used, so if the mode shapes change significantly, when adding the masses 
to the structure, the results would be expected to be less accurate. On the other hand, the eqs. (7), (8) and (9) 
take into account both the modified and unmodified modes shapes. Eq. (7) is expected to be better for small 
changes in the modes shapes and eqs. (8) and (9) are expected to be better for large changes in the mode 
shapes. 
 
To obtain good results with the aforementioned equations it is important to take into account that different 
strategies can be used. These strategies are related to the mass magnitude and the number and location of 
the masses in the experiment [8, 9, 10]. 
 
 
3. Experimental Program   
 
In this work, several OMA measurements using different mass strategies are done in a concrete slab. In each 
mass configuration the natural frequencies and mode shapes are estimated and then, the scaling factors are 
estimated with the mass change method using the different expressions. For comparing the estimated scaling 
factors obtained with OMA, CMA measurements are also done in the slab and the scaling factors are 
calculated from the FRF’s. 

3.1. Structure and Test Configurations 

The structure used for the experiments is a simply supported in-situ cast post-tensioned slab strip of span 
10.8 m. Its total length is 11.2 m, which includes 0.2 m overhangs over the knife edge supports. It has a width 
of 2 m, depth of 0.275 m and weighs approximately 15 tonnes. There is a known non-linearity in the slab at 
one of the supports, where exist a gap between the knife-edge support and the slab. There is also a potential 
for friction at the supports. Due to these effects the frequencies can change by 2-3% depending on the 
amplitude of excitation.  

In both modal analysis, OMA and CMA, 21 Honeywell QA750 accelerometers were used. They were located 
at degrees of freedom (DOFs) 4 to 24, as indicated in Figure 1, and were installed on leveled Perspex base 
plates. For digital data acquisition, a Data Physics DP730 spectrum analyzer (Mobilyzer II) with 24 input 
channels and 4 output channels (24-bit resolution) was used. The Mobilyzer was controlled by a laptop PC 
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        (5) 
        (6) 
         (7) 
         (8) 



connected to it via an Ethernet connection. Figure 2 shows images of the slab strip during the measurements, 
both with and without additional mass blocks present. The sampling rate and acquisition time used were 
128 Hz and 15 minutes, respectively. 

�������������  

Figure 1: Slab dimensions and test grid 

  

Figure 2: Concrete slab strip 

To obtain the modal properties of the concrete slab from OMA, the Enhanced Frequency Domain 
Decomposition (EFDD) and Stochastic Subspace Iteration (SSI) techniques were used, both implemented in 
the ARTeMIS Extractor software. Since the natural excitation level is too low (the slab is in a very quiet lab) 
and due to the non-linearities, artificial excitation is used in the tests to avoid variations in frequencies that 
cannot be related with the mass change configurations. Two APS Dynamics Model 113 shakers were used as 
source of excitation. The slab was driven with uncorrelated random signals from both shakers with the same 
excitation level for all the experiments. The shakers were located at DOFs 15 and 19.  

In CMA, the modal properties were estimated from Frequency Response Function (FRF) data calculated 
using both the excitation and response time histories with the same configuration of shakers and 
accelerometers than the OMA analysis, that is, shakers located at DOFs at 15 and 19 and accelerometers 
located at DOFs 4 to 24. To obtain the modal parameters from FRF data, the ME’scopeVES software was 
used in a MIMO modal analysis with two inputs and 21 outputs. 

The first four significant natural frequencies of the concrete slab, obtained from OMA and CMA, are presented 
in Table 1.  
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Table 1: First four natural frequencies of the slab 

Mode 1: Bending 2: Bending 3: Torsion 4: Bending 

OMA 
Freq. (EFDD) [Hz] 4.497 16.844 25.717 37.600 

Freq. (SSI) [Hz] 4.499 16.835 25.767 37.612 

CMA Freq. (FRFs) [Hz] 4.499 16.845 25.750 37.612 

 
3.1. Mass configuration and strategies 

The quantity of mass reduces the aforementioned gap between the slab and its support and therefore affects 
the non-linearity introduced in the dynamic properties of the slab. To minimize this effect the same quantity of 
mass, 1050 kg, is used in all the experiments. There is one exception, where a mass of 600 kg was used to 
examine the difference between different changes in mass magnitude. The different mass configurations used 
in the measurements are presented in Table 2, which were selected to compare the different expressions 
described in paragraph 2 as well as different mass change strategies [10]. As the mass magnitude is always 
the same, except for case 3b, the strategies are related to the location and number of masses used in the 
experiments.  The results are expected to be of decreasing accuracy from case 1 to case 5, since a more 
uniform distribution of masses would be expected to perform better over a range of modes. Cases 1 and 2 try 
to optimize the first four modes of the structure, cases 3 and 3b try to optimize modes 1 and 4 of the structure 
whereas cases 4 and 5 are strategies for which a significant mode shape modification is expected, hence 
allowing the comparison of the different expressions that take into account the modified mode shapes. 

Table 2: Mass configurations 

Case № of Masses Mass per DOF Mass change DOF’s with Mass 

1 21 50 1050 Kg 7 % All except [1 2 3 25 26 27] 

2 14 75 1050 Kg 7 % [4 6 7 9 10 12 13 15 16 18 19 21 22 24] 

3 6 175 1050 Kg 7 % [7 9 13 15 19 21] 

3b 6 100 600 Kg 4.3 % [7 9 13 15 19 21] 

4 3 350 1050 Kg 7 % [ 7 13 19] 

5 4 --- 1050 Kg 7 % [7 (425 kg) 13 (150 kg) 19 (200 kg) 21 (275 kg)] 

 

4. Results 

The FRF’s of some channels (MIMO analysis) and the EFDD singular value decomposition (OMA) are 
presented in Figure 3. The first four natural frequencies of the slab were presented in Table 1. 

 

 

Figure 3: FRFs and SVD 
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The scaling factors obtained with CMA are presented in Table 3. These are obtained from two different data 
sets, m00 and m00b, without masses on the slab. In both data sets the inputs are uncorrelated random and 
the shakers are in the same location. As two reference inputs are used the strongest reference is used for 
each mode for the residue estimates. 

It is important to remark that although the modal masses, and hence the scaling factors, were obtained 
directly from the FRF’s, there are several factors such as the location of the shakers, lines used in the FRF’s 
or the fit model used in the analysis that can result in variations of 10-20% in the results. In order to compare 
the results with those from OMA through the mass change method, the average of the estimated scaling 
factors provided by CMA is used for each mode, see Table 3. 

Table 3: Scaling factors from CMA analysis 

Data Set 

m00 m00b 

Number of Lines in the FRFs 

MODE 1024 2048 4096 1024 2048 4096 Average 

1 0.01236 0.01242 0.01260 0.01320 0.01240 0.01315 0.01269 

2 0.01250 0.01255 0.01290 0.01288 0.01270 0.01310 0.01277 

3 0.01440 0.01370 0.01430 0.01440 0.01360 0.01565 0.01434 

4 0.01322 0.01317 0.01325 0.01370 0.01366 0.01373 0.01345 

 

4.1. Symmetric mass change configurations 

The scaling factors, corresponding to cases 1, 2 3, and 3b, obtained from EFDD analysis and using the 
expressions described in paragraph 2, are presented in Table 4. The column ∆ω is the frequency shift that is 
obtained for each mode in the different configurations and the MAC is the modal assurance criteria between 
the unmodified and modified mode shapes. 

It can be seen that in cases 1 and 2, where the attached masses are uniformly distributed across the slab, the 
scaling factors are estimated with a good accuracy and the different expressions provide similar results. As 
was expected, the changes in mode shapes are very small. 

There is a significant difference in the third mode shape between cases 1 and 2. This mode is the first torsion 
mode of the slab at 25.72 Hz. Due to the gap in one of the slab supports, there is a rocking motion at 28.5 Hz 
that, depending of the mass configuration, can interfere in the stability of the torsion mode. In Figures 3a and 
3b are presented the SSI stabilization diagram for the configurations with 14 and 21 masses respectively. In 
these figures can be seen that the first singular value and how the magnitude of the rocking motion is higher 
in the configuration with 21 masses. This effect can reduce the accuracy in the estimation for this particular 
mode. On the other hand, the configuration of 14 masses is a better strategy for the torsion mode (masses on 
both sides of the slab). In table 4 it can be observed that high frequency shift and MAC are obtained with this 
mass distribution, so that better results are expected. 
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Table 4. EFDD scaling factors 

EFDD Case 1: 21 MASSES 50 kg Each DOF's [All except supports] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01244 0.01241 0.01241 0.01206 0.01244 0.01269 4.11328 0.99998 

2 0.01278 0.01278 0.01278 0.01241 0.01278 0.01277 3.87354 0.99993 

3 0.01249 0.01251 0.01250 0.01218 0.01247 0.01434 3.35588 0.99687 

4 0.01354 0.01328 0.01354 0.01307 0.01354 0.01345 4.61459 0.99928 

EFDD Case 2: 14 MASSES 75 kg Each DOF's [4 6 7 9 10 12 13 15 16 18 19 21 22 24] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01263 0.01259 0.01259 0.01222 0.01263 0.01269 4.25529 0.99998 

2 0.01312 0.01313 0.01313 0.01271 0.01312 0.01277 4.18566 0.99991 

3 0.01424 0.01430 0.01430 0.01356 0.01423 0.01434 6.33416 0.99937 

4 0.01377 0.01354 0.01378 0.01325 0.01352 0.01345 4.98406 0.99965 

EFDD Case 3: 6 MASSES 175 kg Each DOF's [7 9 13 15 19 21] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01228 0.01220 0.01220 0.01185 0.01228 0.01269 4.66487 0.99987 

2 0.01358 0.01353 0.01353 0.01305 0.01358 0.01277 5.10335 0.99993 

3 0.01683 0.01679 0.01678 0.01562 0.01677 0.01434 9.39348 0.99783 

4 0.01875 0.01839 0.01863 0.01741 0.01857 0.01345 9.34624 0.98862 

EFDD Case 3b: 6 MASSES - 100 kg Each DOF's [7 9 13 15 19 21] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01251 0.01270 0.01260 0.01213 0.01270 0.01269 3.04230 0.99986 

2 0.01231 0.01255 0.01246 0.01120 0.01255 0.01277 2.85250 0.99968 

3 0.01269 0.01290 0.01280 0.01187 0.01290 0.01434 3.52880 0.99836 

4 0.01400 0.01413 0.01401 0.01346 0.01412 0.01345 3.26300 0.99866 

 

 

  

 

In cases 3 and 3b 6 masses are located at the same position but with different mass magnitude. The results 
present quite significant differences. In case 3 the scaling factor corresponding to the first mode are 
acceptable but in the values corresponding to the other three modes are too high. In case 3b, which has the 
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Figure 3a and 3b: SSI stabilization diagram for 21 and 14 masses configurations. 
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same mass locations but less mass magnitude, the accuracy in the results improves. On one hand, it is not a 
good strategy to optimize many modes simultaneously with only a few heavy masses. On the other hand, the 
gap and the friction in the supports change depending on the location and the magnitude of the masses, so 
that, the non linear effects are mass dependent. So, although better results are expected when the ratio ω0/ω1 
is higher [10], in this particular case, the dynamic behavior change of the slab is too much and the results 
don’t present good accuracy. That is, although the mode shapes do not change significantly the dynamic 
behavior of the structure is quite different, as shown in Figure 4. Anyway, in both cases the results obtained 
for the different mass change methods are similar, indicating that none of them improve the results when a 
poor strategy is used. 

  

Figure 4: SVD of cases 3 (left) and 3b (right) 

4.2. Non-symmetric mass configurations 

Cases 4 and 5 correspond to two non-symmetric mass configurations. The results are presented in Table 5 
for both cases with EFDD analysis. It can be seen that some mode shapes change significantly. As in case 3, 
there is a lot of concentrated mass on the slab and therefore there are important changes in the dynamic 
behavior of the structure due to the non linear effects. As expected, the results from α00P and α00P are the most 
inaccurate and α00P, in particular, gives lower values than the other approaches. Although expressions α01, α* 
and α01B use the modified mode shapes, the results are still not particularly good. In α01B (the projection 
approach) the κ factor that is introduced to improve the results is not enough due to large changes in mode 
shapes, where the new modified mode shape can be a projection of more than one un-modified mode shape. 
Nevertheless, α01B improves the results compared with α01 and α*.  

Table 5: Non-symmetric mass configurations (EFDD) 

EFDD Case 4: 3 MASSES - 350 kg Each DOF [7 13 19] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01219 0.01216 0.01216 0.01176 0.01216 0.01269 3.69273 0.99992 

2 0.01455 0.01430 0.01430 0.01393 0.01440 0.01277 8.30466 0.97431 

3 0.01862 0.02190 0.02192 0.01703 0.02027 0.01434 8.72393 0.99300 

EFDD Case 5: 4 MASSES - DOF's [7 (425 kg) 13 (150 kg) 19 (200 kg) 21 (275 kg)] 

Mode α00 α01 α* α00P α01B αFRF's ∆ω [%] MAC 

1 0.01452 0.01452 0.01451 0.01378 0.01452 0.01269 6.51488 0.99957 

2 0.01382 0.01421 0.01415 0.01291 0.01417 0.01277 8.23031 0.99104 

3 0.01592 0.01751 0.01731 0.01487 0.01737 0.01434 8.81142 0.96573 

4 0.01781 0.01832 0.01724 0.01651 0.01749 0.01345 9.12996 0.86864 

 

 

dB | 1.0 / Hz

Frequency [Hz]

0 20 40 60 80
-80

-60

-40

-20

0

20

Frequency Domain Decomposition - Peak Picking
Average of the Normalized Singular Values of

Spectral Density Matrices of all Data Sets.

dB | 1.0 / Hz

Frequency [Hz]

0 20 40 60 80
-80

-60

-40

-20

0

20

40

Frequency Domain Decomposition - Peak Picking
Average of the Normalized Singular Values of

Spectral Density Matrices of all Data Sets.

116



5. Conclusions 

• Different mass change expressions have been applied to estimate the scaling factors of a 15 tonnes 
concrete slab. The results show that all the methods estimate the scaling factors with good accuracy 
when a good mass change strategy is used. 
 

• The approach of Parloo et al. [2] is the one that estimates the scaling factors with the largest errors for all 
the mass change configurations. 
 

• The scaling factors obtained directly from the FRF’s present the same or even higher uncertainties that 
the scaling factors obtained by means of the mass change method.  
 

• The Bernal projection approach [7] provides better results when mode shapes change significantly.  
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Nomenclature

ωi Natural Frequency
[M ] Mass Matrix
[K] Stiffness Matrix
[KG] Geometric Stiffness Matrix
E Young’s Modulus
I Area Moment of Inertia
A Cross Sectional Area
L Length of Beam Element
ρ Density
yi Transverse Displacement
ϕi End Rotation
m Mass
J Moment of Inertia
P Axial Load
qi Displacement Vector
q̈i Acceleration Vector

ABSTRACT

This paper considers the free vibration of a plane, rectangular, portal frame consisting of slender members. Natural
frequencies and mode shapes are influenced by the addition of mass at the corners of the frame. The members are
sufficiently slender that axial effects occur, and may ultimately lead to buckling. The results from both theoretical
and experimental studies are presented.

Introduction

A recurring theme in the design of structures is to consistently push for them to be thinner and lighter. This is
especially true in the case of the aerospace industry, where any weight savings translates into better performance
and efficiency. However, with any design goal, there are trade-offs that need to be taken into consideration. As
structures become lighter and more slender, loadings can start to have an effect on dynamic behavior as well as
static behavior. For frame structures, axial loads on the members can affect the stiffness, and in turn, the natural
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frequencies of the frame. Several studies have investigated the effects of applied axial loads to simple frame
structures. Lieven and Greening [1] conducted modal tests on a frame with an induced forced due to the shortening
of a turnbuckle in one of the members. In their study they also utilized numerical matrix methods to predict mode
shapes and natural frequencies. Similarly, Mead [2] analytically investigated the variation of natural frequencies and
mode shapes of a planar frame structure that was subjected to externally applied axial loads.

The experimental setup considered in this paper is a simple portal frame structure with slender members. Instead of
an external load being directly applied to the structure itself, axial loads are induced by adding masses to the corners
of the frame. The masses themselves have an effect on the dynamics of the structure in addition to degrading the
stiffness by adding a compressive axial load to the columns. Modal tests were conducted to find the variation in
the natural frequencies as mass was added to the frame. Numerical simulations were then ran in ANSYS and
FRAME3DD finite element packages to model and gain further insight from the behavior of the structure [3][4].

Theory

Frames are essentially an assembly of beams connected at the ends, and can be modeled by solving a system
of partial differential beam equations whose boundary conditions are determined by the joints of the frame. These
systems of equations generally produce very large transcendental equations that are only tractable when the struc-
ture has a very simple geometry and several other simplifying assumptions can be made [5]. In order to analyze
more complex structures, matrix methods have been developed that discretize frame structures into a set of beam
elements and lumped masses [6]. When the mass and stiffness properties are discretized, a matrix set of equations
describing the behavior of the system can be written as

[M]q̈i + [K]qi = 0, (1)

where the mass and stiffness matrices are the global mass and stiffness matrices for the entire structure, with the
qi vector consisting of displacement and rotational degrees of freedom.

The global mass and stiffness equations are assembled from local beam mass and stiffness matrices, where qi =
[yk ϕk ym ϕm]T is a vector of end displacements and rotations. The displacements and rotations for a single beam
element are shown in Fig. 1.

Figure 1: Original and deformed beam with local coordinates. After [7].

The local mass, [M], and stiffness, [K], matrices for a beam element of a frame are

[M] =
ρAL

420


156 22L 54 −13L
22L 4L2 13L −3L2

54 13L 156 −22L
−13L −3L2 −22L 4L2

 , (2)
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and

[K] =
EI

L2


12 6L −12 6L
6L 4L2 −6L 2L2

−12 −6L 12 −6L
6L 2L2 −6L 4L2

 . (3)

When compressive axial loads are applied to beams their stiffness is degraded by the load. This is called a ‘geo-
metric stiffness’ effect and, in the static sense, is the mechanism that is responsible for buckling. In order to account
for this in the matrix stiffness method, a separate geometric stiffness matrix,

[KG] =
P

30L


36 3L −36 3L
3L 4L2 −3L −L2

−36 −3L 36 −3L
3L −L2 −3L 4L2

 , (4)

is factored into the traditional beam stiffness formulation [8].

By adding in the axial load effects on the stiffness of the system, a geometric stiffness matrix augments the traditional
stiffness matrix. Equation (1) now becomes

[M]q̈i + [K − KG]qi = 0. (5)

Equation (5) can either be used in a time marching algorithm to produce dynamic simulations, or if qi is assumed to
be simple harmonic motion, q̈i = −ω2qi, the equation

([K − KG] − ω2
i [M])qi = 0 (6)

can be solved as a general eigenvalue problem to attain the natural frequencies and mode shapes of the structure.

Experimental Setup

The experimental laboratory setup consisted of a simple portal frame comprised of polycarbonate beam members.
The polycarbonate beams had a cross section of dimensions, 2.554 cm x 0.154 cm, and a density of ρ = 1157 kg/m3.
A schematic and picture of the setup is shown in Fig. 2. For the experiments conducted, the bottom supports of the
columns were clamped and the corners were connected at 90 degrees using angled aluminum fixtures. The base
fixtures for the columns could also be converted to pinned connections in order to allow the bottom of the columns
to freely rotate. The column length, L1, was 15.24 cm and the length of the cross beam of the frame, L2, measured
45.72 cm. Threaded rods were attached to the aluminum brackets such that masses could be added to the two
corners.

Modal data were taken using an Ometron VH300+ laser doppler vibrometer, and an Endevco 2302-50 modal impact
hammer. The data were recorded with a Dell laptop computer with PULSE data acquisition software and a Brüel &
Kjær type 3109 input module. All of the hammer impact hits and vibration measurements took place in the plane of
the frame.
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Figure 2: Schematic of experimental frame setup and picture of physical laboratory model

Simulations

Simulations of the frame were ran in both the commercial finite element software package ANSYS, and FRAME3DD,
an open source frame analysis software package. The frame was modeled using 2-D beam elements, with fixed
end supports for the columns. The experimentally added mass was modeled as a lumped mass added to the nodes
at the top two corners of the frame. The simulations also allowed for the option of adding a lumped inertia term to
the corners nodes. The geometric stiffness effects from the masses were modeled as a force in FRAME3DD, in
addition to the lumped mass. The geometric stiffness was accounted for in ANSYS by applying an acceleration to
the frame equal to that of gravity, creating an equivalent force on the columns from the lumped masses.

Results

The experimental frequency response functions were loaded into and analyzed using ME’scopeVES [9]. Figure 3
shows the experimental mode shapes for the lowest four modes of the frame. Figure 4 shows the four lowest
calculated mode shapes from ANSYS.

(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

Figure 3: Experimentally determined mode shapes

The experimentally determined mode shapes all corresponded with those that were predicted by the simulations
from ANSYS and FRAME3DD. The mode shapes also retained their ordering, both experimentally and in simulation,
as mass was added to the frame.
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

Figure 4: Numerically determined mode shapes from ANSYS

Figure 5 shows the variation of the natural frequencies of the first four modes of the frame with increasing axial load
due to added mass. Both ANSYS and FRAME3DD programs produce very similar results for all four sets of natural
frequencies. Experimentally the structure was found to be very lightly damped, and damping was not considered
in the numerical results. Additionally, initial geometric imperfections that are bound to be present in experimental
systems were also not included in the numerical results.
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Figure 5: Natural frequency variations with added mass. Red - experimental data. Blue - Frame3DD simulation
results. Black - ANSYS simulation results. Green - ANSYS simulation results without geometric stiffness.
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An interesting point to investigate with this structure is what factors contribute to this change in natural frequency.
Unlike several of the other studies on geometric stiffness effects, mass and rotational inertia were being added
to the frame structure which can also have an effect on the natural frequencies of the system. Using numerical
simulations, the effects of the axial loading can be separated from those of mass and rotational inertia. The green
trace in Fig. 5 shows the results of ANSYS simulations where the natural frequencies are calculated without any
geometric stiffness effects, i.e. assuming negligible axial loading effects on the lateral stiffness of the columns.
Mode 1, which is very similar to the static buckling mode, was the most affected by neglecting the axial loading.
Figure 5a shows the natural frequency plotted versus the axial load on each column, which is caused by gravity
acting on the masses added to the corners, P = mg. The independently calculated static buckling load from ANSYS
is shown with an ‘X’ at an axial load value of 4.185 N. Modes 2-4 are primarily affected by the mass and show little
change in their behavior from neglecting the axial loading. Figures 5b-5d show the variation of the natural frequency
of modes 2-4 with the amount of mass, m, added to each corner of the frame.

Conclusions

A planar frame with slender, flexible members was investigated both experimentally and numerically to attempt
to characterize a change in modal behavior with added mass and increased axial load. Natural frequency was
shown to vary due to not only geometric stiffness effects but to added mass and rotational inertia present in the
experimental system as well. Additionally, the change in dynamic behavior due to axial loading did not change all
of the modes of vibration in the same way. The loading did cause a significant difference in the prediction of the
fundamental frequency of the frame as mass was added, but did not have much of an effect on the higher modes.

References

[1] N.A.J. Lieven and P.D. Greening. Effect of Experimental Pre-stress and Residual Stress on Modal Behavior.
Philosophical Transactions of the Royal Society of London, 359:97-111, 2001.

[2] D.J. Mead. Free Vibrations of Self-Strained Assemblies of Beams. Journal of Sound and Vibration, 249:101-
127, 2002.

[3] ANSYS, Software Package, Ver. 11.0, ANSYS, Inc. Canonsburg, PA, 2007

[4] FRAME3DD, Software Package. http://frame3dd.sourceforge.net, 2009

[5] W. Nowacki. Dynamics of Elastic Systems, John Wiley & Sons. Inc., 1963.

[6] J.S. Przemieniecki. Theory of Matrix Structural Analysis, McGraw-Hill, 1968.

[7] A. Kassimali. Matrix Analysis of Structures. Brooks/Cole Publishing Company, Pacific Grove, California, 1999.

[8] L.N. Virgin. Vibration of Axially Loaded Structures, Cambridge University Press, 2007.

[9] ME’scopeVES, Software Package, Ver. 3.0, Vibrant Technology, Inc., Jamestown, CA, 2001

124

http://frame3dd.sourceforge.net


Experimental investigation of the pre-tension effects on the modal 
parameters of a slender pre-tensioned concrete beam 

 
 
 
 

Alfredo Cigada, Alessandro Caprioli, Marcello Vanali 
Politecnico di Milano, Dipartimento di Meccanica, via La Masa 34 20156 Milano Italy 

 
 
 

ABSTRACT 

Slender pre-tensioned concrete structures are nowadays of common use, due to their unique features. 
Slender beam can be used to sustain large structures and important loads leaving the architects a lot 
possibilities in the structure design. The health of such structures is strictly related to the conditions of the 
tendon that, in many cases, are not accessible. Visual inspection is the most used technique to assess the 
tendon condition even if in many cases access to the inspection points is very difficult or impossible. This 
paper investigates the possibility of detecting a pre-stress loss or a tendon failure by means of modal analysis. 
A pre-stressed concrete beam has been built and tested under laboratory conditions, varying the applied pre-
stress and the number of active tendon. Modal analysis has been performed in each of the experimental 
condition and attention has been focussed on the variation of all identified modal parameters, frequency, 
damping and mode shapes. Furthermore a set of damage indexes have been computed to highlight the most 
sensible magnitude able to identify a change on the structure. Obtained results showed that an accurate 
analysis is needed in order to identify a change in modal parameters due to variations in the pre-stress, while 
tendon failure leads to more important changes in the identification results. The performed study are the 
starting point in order to properly tune a numerical model of the beam useful to accurately interpreter 
structural changes. 

INTRODUCTION 

A large amount of slender concrete structures are nowadays built using prestress techniques. This technique 
allows to build slender structures sustaining large weights, and thus giving the architects a number of 
additional degrees of freedom in the design process. Another important achievement is the amount of space 
left to be used due to the reduced thickness of floors and walls. 
The prestress condition is obtained by means of steel tendon which provide the compression that allow to 
increase the structural performances reducing the positive (elongation) strain and stress. The health of 
prestressed concrete structures is thus strictly related to the conditions of the tendon that, in many cases, are 
often included in the concrete and there is no way to directly inspect them. 
One of the main problem of prestressed concrete is therefore the tendon conditions which may deteriorate 
due to corrosion, or exceptional loads. To this aim many non-destructive diagnostic techniques have been 
proposed [1,2] but it has to be considered that these techniques are always difficult to apply and their results 
are often affected by a high level of uncertainty. In the last decades a lot of papers have been written 
concerning structural health monitoring via modal analysis, the structure condition is assessed by its modal 
parameters that are considered representative of the actual structure dynamic behaviour. A change in these 
parameters identify an evolution in the dynamic behaviour and a possible ongoing damage [3,4]. 
The latter approach pushed forward to the exploitation of the possibility to consider the relationship between 
prestress conditions and dynamical behaviour of a structure in assessing the tendon conditions and therefore 
the health of prestress concrete. 
The tendon presence and the prestress load influence the structure dynamical behaviour, therefore a reliable 
identification of the modal parameter of a structure could offer the opportunity to monitor the prestress 
condition. This sort of monitoring is really attractive: it is non destructive and can be performed continuously 
during normal life of the structure if operational modal analysis is considered. 
Different researches have been developed in this direction but the connection between damage and modal 
parameter changes has not been completely cleared up yet[5,6,7,8]. One of the main aspects is the entity of 
the modal parameter change due to tendon damage: in many cases it can be of the same order of magnitude 
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in the considered frequency range. All subsequent analyses have been carried out averaging ten impacts and 
always checking coherence information. 
The first condition that has been tested is the simple beam without any preload, results are shown in Figure 5 
(blue line). The first four in plane vibration modes are clearly visible in the frequency response function at 12,5 
Hz, 51,1 Hz, 109,1 Hz and 175,1 Hz. Then preload has been applied and the same analysis have been 
repeated. 

 
Figure 5 Frequency responses measured at 1/3 of the beam span with different tendon configurations 
The analysis of the accelerometer signals showed that other natural frequencies appear when preload is 
applied (Figure 5, light blue and violet lines). A new series of tests has been carried out measuring also the 
out of plane vibrations. This analysis showed that the new natural frequencies that appear when a preload is 
applied are related to torsional and lateral mode shapes, probably due to a non perfect symmetry of the 
applied prestress load. 
In the following analyses only the “in plane” mode shapes will be considered postponing the other results to a 
further step of the research. The results obtained simulating a prestress loss will be presented in the next 
section. 

PRESTRESS LOSS 

This section considers the results obtained applying different preload levels by means of the same number of 
strands. The test is carried out to investigate only the effect of the preload force on the modal properties of the 
beam not taking into account any other damage: as the tendon section remains the same his stiffness does 
not change.  
The first set of experiments has been carried out with 3 strands and different preloads: 45 kN, 22,5 kN and 
0 kN on every strand. The results, in terms of natural frequencies and mode shapes (1st and 2nd natural 
frequency), are shown in Figure 6.  
Increasing the preload level from 0 to maximum leads to a decrease in the identified frequency values as 
shown in the left graph of Figure 6.  
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a) Mode Shapes b)Mode Shape Area 

Figure 11 Modal shapes (1st and 2nd modes) and mode shape area index (1st and 2nd modes) 
Considering what has been found so far a straight relation between the beam dynamic behaviour and the 
prestress condition has not been found yet, even if the beam modal parameters are affected by meaningful 
changes as the prestress is varied. This situation pushes forward to consider a damage index that is related to 
all frequencies/mode shapes, so that all the information can be exploited at one time. This will be shown in the 
next section. 

FLEXIBILITY MATRIX 

As the results obtained considering Natural Frequencies and Mode Shapes alone did not identify a straight 
relationship between prestress value and parameter evolution, here the possibility to resume all indexes into 
changes in the Flexibility Matrix have been investigated. 
Recalling the definition of flexibility matrix [F]: 

FlexMatr= [ ] [ ] [ ]T
i

diagF Φ⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛Φ= 2

1
ω  

It can be seen that all modal residues and eigenfrequencies contribute to the final value. It has to be 
considered that every element of the Flexibility Matrix gives local information while the damages considered in 
this research are global.  
In Figure 12 the squared difference between the matrix in reference conditions and with no preload is 
presented. Changes are evident and moreover all matrix elements are affected indicating that changes are 
generalized to the whole structure.  
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ABSTRACT 
A 2/3-scale, three-story, two-bay, infilled RC frame was dynamically tested on a shake-table. The test objectives 
were to assess the seismic performance of existing, non-ductile, infilled RC frames and provide data for the 
evaluation of newly developed analytical methods predicting the behavior of such structures. The shake-table 
tests were designed to induce damage on the structure progressively through scaled earthquake records of 
increasing intensity. Between the earthquake records, the response of the frame to low-amplitude ambient 
vibration and white-noise base excitation tests was measured. At these low levels of excitations, the structure can 
be considered as a quasi-linear system with parameters depending on the damage state. The deterministic-
stochastic subspace identification method based on system input and output signals has been used to estimate 
the modal parameters of the test structure at its various damage states. The identification is conducted 
considering the white-noise base excitation and the resulting structural response measured by accelerometers. 
The study has quantified the decrease of natural frequencies and the increase of structural damping at 
progressive damage states. The identified modal parameters have been used for damage identification of the 
infilled frame in a companion paper.  

Introduction 
Changes in dynamic characteristics of structures have been used extensively for the purpose of condition 
assessment and damage identification of structures. In recent years, vibration-based structural health monitoring 
based on modal parameters has attracted increasing attention in the civil engineering research community as a 
potential tool to develop methods through which structural damage can be identified at the earliest possible stage. 
Extensive literature reviews on damage identification based on changes in vibration characteristics have been 
provided by Doebling et al. [1, 2] and Sohn et al. [3]. The study presented in this paper focuses on the 
experimental modal analysis of a three-story infilled reinforced concrete (RC) frame at different damage levels 
due to a sequence of shake-table tests. 
The frame was a 2/3-scale model of a prototype structure designed to represent non-ductile RC frames built in 
California in the 1920s. It was tested at the University of California San Diego (UCSD) in November 2008, using 
the Large High Performance Outdoor Shake-table, which is part of the George E. Brown, Jr. Network for 
Earthquake Engineering Simulation (NEES). The testing sequence is part of a collaboratory project involving 
researchers from Stanford University, the University of Colorado at Boulder and UCSD. The goals of the research 
team are to evaluate the seismic performance of older infilled RC frame buildings and to develop analytical 
methods and retrofit techniques for this type of structures. This two-bay, three-story frame was the largest 
structure of this type ever tested on a shake-table. The shake-table tests were designed to induce damage on the 
structure progressively through a sequence of scaled earthquake records. Between the earthquake excitations, 
the RC frame was subjected to low-amplitude ambient vibration and white-noise base excitation tests. At these 
low levels of excitations, the structure can be considered as a quasi-linear system with its parameters depending 
on the damage level. The deterministic-stochastic subspace identification (DSI) method, based on system input 
and output signals, has been used to estimate the modal parameters (natural frequencies, damping ratios, and 
mode shapes) of the frame at its various damage states as well as those of the undamaged structure. The 
identification method adopted in this study uses the white-noise base excitation and the corresponding structural 
response measured at different damage states of the structure. Recently, the DSI method was successfully 
applied by Moaveni et al. [4] for system identification of a seven-story building slice tested on the UCSD-NEES 
shake-table. It is worth noting that during the application of white-noise base excitations with the shake-table, the 
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table response was distorted by the system dynamics and, thereby, deviated significantly from a white 
noise/broadband excitation. Therefore, the application of output-only system identification methods to the white-
noise test data will result in modal parameters with significant estimation error.  

Test Setup 

Three-Story Infilled RC Frame 
The prototype structure was designed by Stavridis and Shing [5] to represent a structure built in California in the 
1920s era. The design only considered the gravity loads in accordance with the engineering practice of that era. 
However, the design was based on contemporary construction materials which were used for the construction of 
the test specimen. The plan view of the prototype structure and the elevation of an external frame are presented 
in Figure 1. The structural system consists of a non-ductile RC frame, which is infilled with three-wythe 
unreinforced masonry walls on the exterior. Such structural system can be found in many existing buildings in the 
western United States, including pre-1930s buildings in California. Moreover, this type of construction is common 
in many regions of the world with high seismicity such as the Mediterranean and Latin America.  

Fig. 1   Plan view of the prototype structure (left) and Elevation view of an exterior frame (right) 

The specimen tested on the outdoor shake-table at UCSD is shown in Figure 2. It corresponds to the external 
frame of the prototype structure with all its dimensions scaled by 2/3 and infill walls consisting of two wythes of 
brick units. The scaling factors were determined according to the similitude requirement [6] and are summarized 
in Table 1. From this point on, the ground motion levels mentioned in the paper are with respect to the full-scale 
prototype structure. As shown in Figure 2, two steel towers were secured on the shake-table on the north and 
south side of the structure to prevent a potential out-of-plane collapse of the structure during severe shaking. 
However, they did not interact with the structure during the tests as they were placed with a 0.75 inch gap from 
the specimen. Further details regarding the design of the specimen and the shake-table tests can be found in [7]. 

Table 1.   Scale factors 

Quantity Scaling Factor 
Length 2/3 

Elastic modulus 1.00 
Mass 0.20 

Seismic acceleration 2.27 
Force 4/9 
Stress 1.00 
Strain 1.00 
Time 0.542 

Frequency 1.85 
Gravitational Acceleration 1.00 
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Fig. 2   Front view (left) and side view of the specimen (right) 

Shaking direction 

Instrumentation Layout 

The specimen and the steel towers were instrumented with an extensive array of sensors. They included 135 
strain gages placed in the longitudinal and transverse reinforcing steel bars of the first story beams and columns 
where damage was anticipated, 71 string pots and Linear Variable Differential Transformers (LVDTs) to measure 
relative deformations of the structural members, and 59 uniaxial accelerometers. Since each accelerometer could 
only measure the acceleration along one direction of motion, metal cubes were attached on the structure to mount 
the accelerometers and obtain measurements along X, Y and Z directions, with X being the direction of motion, Y 
the out-of-plane direction, and Z the vertical direction. Six additional accelerometers were mounted at the middle 
and at the west end of the foundation slab of the specimen. The recordings from the middle accelerometer are 
considered as the input excitation for the structure. In this study, measured response data from 9 longitudinal (3 
per floor), 9 vertical (3 per floor) and 6 transverse (2 per floor) acceleration channels, as shown in Figure 3, have 
been used to identify the modal parameters of the test structure. The channels have been named as LF-D, in 
which L is the location on the floor and can be W for West, C for Center, or E for East, F is equal to 1, 2, or 3 and 
denotes the floor level the accelerometer is located, and D denotes the direction of acceleration measured and 
can be X, Y, or Z. It should be mentioned that Channel C1-X (C: center of floor; 1: first floor; X: measuring in X 
direction) did not function properly during all the tests and Channel E3-X did not function correctly during Tests 5 
and 9 (see Table 2). However, there is sufficient redundancy in instrumentation that this does not present a 
problem. 

Fig. 3  Locations and directions of accelerometers on each floor which are used in this study 

The measured acceleration responses were sampled at 240Hz resulting in a Nyquist frequency of 120Hz, which 
is higher than the modal frequencies of interest in this study (< 60Hz). Before applying the system identification 
method to the measured data, all the absolute acceleration time histories were band-pass filtered between 0.5Hz 
and 70Hz using a high order (1024) Finite Impulse Response (FIR) filter. 
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Dynamic Tests Performed 

A sequence of 44 dynamic tests was applied to the test structure including ambient vibration tests, free vibration 
tests, and forced vibration tests (white noise and seismic base excitations). The main goal of the testing sequence 
was to gradually damage the structure by subjecting it to seismic ground motions of increasing amplitude. 
Between the earthquake records, low-amplitude white noise base excitation tests as well as ambient vibration 
tests were performed, so that the modal parameters of the structure can be identified at the different damage 
states. The ground motion accelerograms were obtained by scaling time and amplitude of the acceleration time 
history recorded at the Gilroy 3 station during the 1989 Loma Prieta earthquake using the scaling factors shown in 
Table 1. For structures with a natural frequency close to the frequency of the infilled frame studied here, 67% of 
the Gilroy 3 motion corresponds to a design basis earthquake (DBE) for Seismic Design Category D. Moreover, 
for this structure, the 100% level of the Gilroy 3 motion corresponds to a maximum considered earthquake (MCE). 
Between the earthquake tests, recordings were obtained from ambient vibration as well as low-amplitude white-
noise base excitation tests for the purpose of modal analysis. In this study, eight damage states in the testing 
sequence have been analyzed including the initial state of the undamaged structure. Damage state S0 is defined 
as the undamaged (baseline) state of the structure before its exposure to the first seismic excitation, while 
damage states S1 to S7 correspond to the state of the structure after exposure to the earthquake ground motions 
of increasing amplitude. The design basis earthquake (67% of the Gilroy) was applied twice on the shake-table 
and visible cracks were observed after the structure was exposed to this earthquake for the second time. Table 2 
summarizes the dynamic tests used in the present study and the corresponding damage states of the test 
structure. It should be noted that the ambient vibration data are not used for the system identification of the infilled 
frame structure because the signal to noise ratio of the measured ambient acceleration response is very low.  

Table 2.   Dynamic tests used in this study (WN: white noise base excitation; EQ: earthquake base excitation) 

Test No. Test Date Test Description Damage State 
5 11/3/2008 0.03g RMS WN, 5 min S0 
8 “ 20% Gilroy EQ   
9 “ 0.03g RMS WN, 5 min S1 

12 11/6/2008 40% Gilroy EQ   
13 “ 0.03g RMS WN, 5 min S2 
21 11/10/2008 67% Gilroy EQ (DBE)  
25 11/12/2008 0.04g RMS WN, 5 min S3 
26 “ 67% Gilroy EQ (DBE)  
27 “ 0.04g RMS WN, 5 min S4 
28 “ 83% Gilroy EQ  
29 “ 0.04g RMS WN, 5 min S5 
33 11/13/2008 91% Gilroy EQ  
35 “ 100% Gilroy EQ (MCE)  
36 “ 0.04g RMS WN, 5 min S6 
40 11/18/2008 120% Gilroy EQ   
41 “ 0.04g RMS WN, 5 min S7 

System Identification of the Infilled Frame 

In the study presented here, the deterministic-stochastic subspace identification (DSI) method, an input-output 
system identification method, has been used to estimate the modal parameters of the infilled frame at various 
damage states. Output-only system identification methods have been successfully applied for system 
identification of linear systems [4, 8]; however these methods are based on the assumption of a broadband (ideal 
white-noise) input excitation. In this experiment, the white noise base excitation inputs have been significantly 
modified by the shake-table system dynamics and the table outputs are far from broadband signals. Therefore, 
the application of output-only system identification methods to these “white noise” base excitation test data will 
result in large estimation errors in the modal parameters. Figure 5 shows the Fourier Amplitude Spectrum (FAS) 
of the unfiltered “white noise” base excitation acceleration measured on the shake-table during Test 9 (damage 
state S1). The largest peak in the FAS of the input acceleration can be due to the effects of the oil column 
resonance, which is around 11.5Hz. The mechanical characteristics of the shake-table are available in [9]. 

138



0 20 40 60
0

40

80

120

Frequency [Hz]

F
ou

rie
r 

A
m

pl
itu

de
 S

pe
ct

ru
m

 
Fig. 5   Fourier Amplitude Spectrum of the base excitation measured on the shake-table during Test 9 

Review of Deterministic-Stochastic Subspace Identification Method 
The deterministic-stochastic state-space model for linear time-invariant systems can be written as 

 
( 1) ( ) ( ) ( )

( ) ( ) ( ) ( )
k k k

k k k k
k   

  
x Ax Bu w

y Cx Du v
 (1) 

where A, B, C and D are state-space matrices,  and  denote the input and output vectors, respectively, 
and  is the state vector. In the deterministic-stochastic model, the process noise  represents 
disturbances (small unmeasured excitations) and modeling inaccuracies, while the measurement noise  
models the sensor inaccuracies. However, in the data-driven stochastic subspace identification (SSI-DATA) 
method, an output-only method, both noise terms (w and v) also implicitly include the input excitation since it is 
impossible to distinguish the input information from the noise terms. Considering the assumptions that the 
deterministic input  is uncorrelated with both the process noise  and the measurement noise , and 
that both noise terms are not identically zero, a robust identification algorithm was developed by Van Overschee 
and de Moore [10] to identify the state-space matrices in the combined deterministic-stochastic system. Similar to 
SSI-DATA, robust numerical techniques such as QR factorization, SVD, and least squares are used in this 
method. At each damage state, the DSI method has been applied to 5-minute long filtered input-output data 
records with a sampling frequency of 240Hz. The measured input (shake-table acceleration) and the absolute 
longitudinal (7 channels during Tests 5 and 9; 8 channels during other tests) and vertical (9 channels) 
acceleration response data were filtered between 0.5 to 70Hz using a 1024 order FIR filter. For each dynamic 
test, an input-output Hankel matrix was formed including 20 block rows with 17 or 18 rows each (1 input and 16 or 
17 output channels) and 71,962 columns using the filtered data. 

( )ku ( )ky
( )kx ( )kw

( )kv

)( )u k ( )kw (kv

Modal Identification Results 
Modal parameters of the test structure were identified using the DSI method outlined above based on the input-
output data measured from low-amplitude (0.03g and 0.04g RMS) white-noise base excitation tests at various 
damage states (S0, S1, S2, S3, S4, S5, S6, and S7). Figure 6 shows in polar plots the complex-valued mode 
shapes of the four most significantly excited modes of the test structure identified based on data from Test 5 
(damage state S0). The four most significant vibration modes identified at this damage state consist of the first 
two longitudinal (1-L, 2-L), the second torsional (2-T) and the second coupled longitudinal-torsional (2-L-T) 
modes. The torsional modes were excited probably due to imperfections in the construction of the specimen 
which could induce eccentricities. An additional source of excitation of torsional modes was the interaction 
between the specimen and the shake-table which could amplify the imperfection of the shake-table and result in 
input excitation along the Y direction. The real parts of these mode shapes are illustrated in Figure 7. It should be 
noted that the six measurements perpendicular to the infill wall plane (W1-Y, W2-Y, W3-Y, E1-Y, E2-Y, and E2-Y) 
are also used to plot the mode shapes in Figures 6 and 7. However, from Figure 7 it is observed that the 
longitudinal mode shapes have negligible out-of-plane components. The polar plot representation of a mode 
shape provides information on the degree of non-classical (or non-proportional) damping [11] characteristics of 
that mode. If all components of a mode shape (each component being represented by a vector in a polar plot) are 
collinear, that vibration mode is classically damped. The more scattered the mode shape components are in the 
complex plane, the more the system is non-classically (non-proportionally) damped in that mode. However, 
measurement noise (low signal-to-noise ratio), estimation errors, and modeling errors can also cause a truly 
classically damped vibration mode to be identified as non-classically damped. From Figure 6, it is observed that 
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1-L, 2-L and 2-L-T modes at damage state S0 are identified as almost perfectly classically damped while some 
degree of non-proportional damping is identified for 2-T mode.  
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Fig. 6   Polar plot representation of complex mode shapes at damage state S0 

 

 
Fig. 7   Vibration mode shapes of the infilled frame at damage state S0  

The natural frequencies and damping ratios of these four most significantly excited modes are given in Table 3 for 
all damage states. Modal Assurance Criterion (MAC) values [12] were also computed to compare each complex-
valued mode shapes identified at each damage states with the corresponding mode shape identified at damage 
state S0. It should be noted the modal parameters of the second torsional mode (2-T) are identified based on the 
longitudinal (7 channels during Tests 5 and 9; 8 channels during other tests) and transverse (6 channels) 
measurements while the other three modes are identified based on longitudinal and vertical (9 channels) data. 
This is due to the fact that the transverse components of longitudinal mode shapes are negligible while these 
components are small in the 2-L-T mode shape. From Table 3, the following observations can be made. First, the 
identified natural frequencies decrease consistently with increasing level of damage, while the identified damping 
ratios increase. Second, the reduction in the natural frequencies of the two longitudinal modes with damage is 
much more significant than for the 2-T and 2-L-T modes. Similar observation can be made on the level of 
increase in the identified damping ratios. Third, the MAC values between the identified mode shapes at each 
damage state with their counterpart identified at S0 also have a monotonically decreasing trend with increasing 
damage. The high MAC values (close to one) for damage states S1 to S4 indicate that there is little change in the 
identified mode shapes at these damage states. The identified natural frequencies and mode shapes of the two 
longitudinal modes have been used in a companion paper for damage identification of the infilled frame at its 
various damage states. 
The modal parameters presented in Table 3 provide useful insight on the structural performance and the damage 
sustained due to the seismic excitations. The results show that the structure practically remained elastic after the 
low level earthquakes and the first noticeable deterioration of the structural properties occurred after the 67% of 
Gilroy, which corresponds to a design basis earthquake (DBE) for this structure. At S3, the inspection of the 
physical specimen revealed the first visible cracks in the infill panel with a window at the first story, as shown in 
Figure 8(a). This observation is consistent with the fact that the modal parameters at S3 show the first noticeable 
differences compared to the modal parameters at S0. The differences are mainly depicted in the drop of the first 
mode frequency and the increase of the damping ratio for that mode. However, the cracks were insignificant with 
respect to the structural integrity of the specimen and did not alter the structural properties drastically. Significant 
change in the structural properties is noted at damage state S6, which occurred after subjecting the structure to a 
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maximum considered earthquake (MCE). At this stage, significant cracks developed in both bays of the first floor, 
and the columns also cracked as illustrated in Figure 8(b). Although these cracks did not appear to be critical for 
the structure, they caused a natural frequency reduction of more than 50%, which would be translated to a 
reduction of the stiffness to approximately one fourth of its initial value. Moreover, the damping value increased 
from the initial value of 2.0% to 15.7% due to the energy dissipated by the sliding along the fractured mortar 
joints.  

Table 3.   Modal parameters of the infilled frame identified at different damage states 

Damage State: S0 S1 S2 S3 S4 S5 S6 S7 

Frequency [Hz] 18.18 18.11 17.99 16.74 15.93 14.78 8.47 5.34 

Damping [%] 2.0 2.4 1.9 3.3 3.8 6.1 15.7 15.6 Mode 1-L 

MAC 1.00 1.00 1.00 1.00 1.00 0.98 0.80 0.71 
Frequency [Hz] 21.16 21.02 21.32 20.77 20.16 19.69 18.20 17.39 
Damping [%] 1.5 1.5 1.3 1.5 1.8 1.5 1.5 1.6 Mode 2-T * 

MAC 1.00 1.00 1.00 0.99 0.98 0.99 0.95 0.68 
Frequency [Hz] 41.22 41.09 41.56 40.21 38.56 35.50 27.34 22.57 

Damping [%] 1.1 1.0 1.0 1.4 3.0 4.4 4.8 4.2 Mode 2-L 

MAC 1.00 1.00 1.00 0.99 0.96 0.92 0.74 0.67 
Frequency [Hz] 57.81 57.35 57.96 56.25 54.64 52.65 45.98 43.33 
Damping [%] 1.1 1.3 1.0 0.7 1.2 2.1 2.1 2.7 Mode 2-L-T 

MAC 1.00 1.00 1.00 0.97 0.92 0.87 0.54 0.29 
* Mode 2-T is identified based on longitudinal and transverse measurements  

while the other three modes are identified based on longitudinal and vertical measured data 

The identified first-mode natural frequency at S6 coincides with the frequency corresponding to the peak of the 
acceleration response spectrum of the scaled Gilroy motion. When the motion amplitude was increased to 120% 
of the original record, the spectral acceleration at that frequency was 2.87 g. Therefore, significant damage was 
induced by the earthquake and severe shear cracks developed at mid-height in the middle column. These cracks 
further reduced the frequency to less than one third of its initial value, although it did not further increase the 
damping value, which was already high. Figure 9 shows the observed damage at this state.  

(a) (b) 

Fig. 8   Crack pattern at damage states S3 (a) and S6 (b) 
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Fig. 9   Crack pattern at damage states S6 in the solid infill and the middle column (left), and the infill with 
opening and the east column (right) 

Conclusions 
A 2/3-scale, three-story, two-bay, infilled RC frame was tested on the UCSD-NEES shake-table in November 
2008. The test objective was to assess the seismic performance of infilled frames and provide data for the 
evaluation of newly developed analytical methods. The shake-table tests were designed to induce damage on the 
structure progressively through scaled earthquake records. At various levels of damage, low-amplitude ambient 
vibration and white-noise base excitations were applied to the frame which responded as a quasi-linear system 
with parameters evolving as a function of structural damage. The white-noise base excitation tests were used for 
the system identification of the infilled frame structure in this study. The deterministic-stochastic subspace 
identification method, an input-output system identification method, has been applied to estimate modal 
parameters of the frame at various damage states.  

The results of this system identification study indicate that: (1) the identified natural frequencies decrease 
consistently with increasing level of damage indicating a reduction of the stiffness, while the identified damping 
ratios increase; (2) the reduction in the natural frequencies of the two longitudinal modes with damage is much 
more significant than that for the 2-T and 2-L-T modes; similar observation can be made on the level of increase 
in the identified damping ratios; (3) the MAC values that relate the identified mode shapes at each damage state 
to those of the undamaged state decrease with increasing damage. The modal parameters identified at various 
damage states in this study provide the input for damage identification of this infilled frame using a sensitivity-
based finite element model updating strategy which is the topic of a companion paper [13]. 
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ABSTRACT 

Reinforced concrete (RC) frames with masonry infill walls can be frequently found in areas of high seismic risk 
around the world. Such structures are often designed with older building codes and may experience catastrophic 
failures during earthquakes. A 2/3-scale, three-story, two-bay, infilled RC frame was tested on the UCSD-NEES 
shake table to investigate the seismic performance of this type of construction. The frame was designed 
according to the building practice in California in the 1920s. The shake table tests were designed so as to induce 
damage in the structure progressively through scaled earthquake records. At various levels of damage, low-
amplitude white-noise base excitations were applied to the infilled RC frame, which responded as a quasi-linear 
system with modal parameters depending on the extent of the structural damage. In this study, the modal 
parameters identified from the white-noise test data acquired at various levels of damage are used to detect the 
existing damage. A sensitivity-based finite element model updating strategy is employed to detect, locate, and 
quantify damage at each damage state considered. This paper presents the results of the damage identification 
study, which shows that the method can accurately identify the location and severity of damage observed in the 
tests.  

Introduction 

In recent years, vibration-based structural health monitoring has attracted increasing attention and is of growing 
importance in the civil engineering research community. Vibration-based, non-destructive, damage identification 
uses changes in dynamic characteristics (e.g., modal parameters) of the structure to identify damage. Extensive 
literature reviews have been provided by Doebling et al. [1, 2] and Sohn et al. [3] on this subject. Sensitivity-based 
finite element (FE) model updating methods have been applied successfully for condition assessment of 
structures [4, 5]. These methods update the physical parameters of a FE model of the structure as damage 
evolves by minimizing an objective function that measures the discrepancy between FE predicted and 
experimentally identified structural dynamic properties, such as natural frequencies and mode shapes. Optimal 
solutions of the problem are reached through sensitivity-based constrained optimization algorithms.  
A 2/3-scale infilled RC frame, designed according to the engineering practice in California in the 1920s, was 
tested on the UCSD-NEES shake table in November 2008 to assess the seismic performance of such older 
buildings as part of a collaboratory project involving researchers from Stanford University, the University of 
Colorado at Boulder, and the University of California at San Diego. This two-bay, three-story frame was the 
largest structure of this type ever tested on a shake table. The shake table tests were designed so as to induce 
damage in the building progressively through scaled earthquake records. Between the earthquake tests, low-
amplitude white-noise base excitation tests were applied to the infilled RC frame, which responded as a quasi-
linear system with modal parameters evolving as a function of damage. The deterministic-stochastic subspace 
identification (DSI) method, based on system input and output signals, was used to estimate the modal 
parameters (natural frequencies, damping ratios, and mode shapes) of the undamaged structure and of the 
structure in its various damage states [6]. In this study, a FE model updating strategy is applied for damage 
identification of the structure after it was subjected to earthquake excitations of increasing amplitude. The 
objective function used here for damage identification is defined as a combination of the discrepancies between 
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the FE predicted and experimentally identified natural frequencies and mode shapes. The damage identification 
results are compared to the damage observed in the physical specimen. 

Test Specimen, Test Setup, and Dynamic Experiments  

Three-Story Infilled RC Frame 

The three-story specimen shown in Figure 1 was tested on the outdoor shake table at the University of California, 
San Diego in November 2008. The prototype structure was designed by Stavridis and Shing [7] to represent 
structures built in California in the 1920s era. The specimen corresponds to the external frame of the prototype 
structure with all its dimensions scaled by 2/3, while the infill walls had two wythes of brick units. The scaling 
factors were determined according to the similitude requirement and some limitations of the test setup [8]. Time 
and acceleration scale factors of 0.54 and 2.26, respectively, were applied to the ground motions to satisfy the 
similitude requirements of the experiments [9]. The ground motion levels mentioned hereafter are with respect to 
the full-scale prototype structure. As shown in Figure 1, two steel towers were secured on the shake table on the 
north and south side of the structure to protect the shake table from a potential collapse of the structure during 
severe shaking. However, they did not interact with the structure during the tests as they were placed with a 0.75 
inch gap from the specimen. More details about the test structure can be found in [8] and in a companion paper 
on system identification of the test specimen [6]. 

 
Fig. 1   Front view (left) and side view of the specimen (right) 

Shaking direction 

Instrumentation Layout 

The specimen and the steel towers were instrumented with an extensive array of sensors. They included 135 
strain gages, 71 string pots and LVDTs, and 59 uniaxial accelerometers. The accelerometers were used to 
measure the accelerations along directions X, Y and Z, with X being the direction of base excitation (longitudinal), 
Y the transverse (out-of-plane) direction, and Z the vertical direction. The measured response data from 9 
longitudinal (3 per floor), 9 vertical (3 per floor) and 6 transversal (2 per floor) acceleration channels were used to 
identify the modal parameters of the test structure [6]. The locations of the accelerometers are shown in Figure 2. 

Fig. 2   Locations and directions of accelerometers used in this study on each floor level 
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Dynamic Tests Performed 

A sequence of 44 dynamic tests was applied to the test structure including ambient vibration tests, free vibration 
tests, and forced vibration tests (white noise and seismic base excitations) using the UCSD-NEES shake table. 
The testing sequence incorporated earthquake ground motions of increasing amplitude to gradually damage the 
structure. Between the earthquake records, low amplitude white noise base excitation tests were performed and 
the modal parameters of the structure were identified at various damage states [6]. The ground motion 
accelerograms were obtained by compressing the time and scaling in amplitude the acceleration time history 
recorded at the Gilroy 3 station during the 1989 Loma Prieta earthquake. For structures with a fundamental 
frequency close to that of the infilled frame studied here, the Gilroy 3 motion scaled at 67% corresponds to a 
Design Basis Earthquake (DBE) for Seismic Design Category (SDC) D. Moreover, the unscaled Gilroy 3 motion 
corresponds to a Maximum Considered Earthquake (MCE). From the recorded data, damage was identified at 
seven damage states of the structure (S0 and S2-S7). Damage state S0 is defined as the undamaged (baseline) 
state of the structure before its exposure to the first seismic excitation (EQ1), while damage states S1 to S7 
correspond to the state of the structure after exposure to the earthquakes of increasing amplitude. Table 1 
summarizes the dynamic tests performed and the corresponding damage states of the test structure.  

Table 1.   Dynamic tests used in this study (WN: white noise base excitation; EQ: earthquake base excitation) 

Test No. Test Date Test Description Damage State 
5 11/3/2008 0.03g RMS WN, 5 min S0 
8 “ 20% Gilroy EQ   
9 “ 0.03g RMS WN, 5 min S1 

12 11/6/2008 40% Gilroy EQ   
13 “ 0.03g RMS WN, 5 min S2 
21 11/10/2008 67% Gilroy EQ (DBE)  
25 11/12/2008 0.04g RMS WN, 5 min S3 
26 “  67% Gilroy EQ (DBE)  
27 “ 0.04g RMS WN, 5 min S4 
28 “ 83% Gilroy EQ  
29 “ 0.04g RMS WN, 5 min S5 
33 11/13/2008 91% Gilroy EQ  
35 “ 100% Gilroy EQ (MCE)  
36 “ 0.04g RMS WN, 5 min S6 
40 11/18/2008 120% Gilroy EQ   
41 “ 0.04g RMS WN, 5 min S7 

System Identification Results 

The modal parameters of the specimen at all the damage states considered in this study were identified using the 
deterministic-stochastic subspace identification (DSI) method, based on the input-output data collected from low 
amplitude (0.03g and 0.04g RMS) white noise base excitation tests performed at various damage states (S0, S1, 
S2, S3, S4, S5, S6, and S7) [6]. The natural frequencies and mode shapes of the first two longitudinal vibration 
modes (1-L, 2-L) were used in the FE model updating procedure. Figure 3 shows the real part of the longitudinal 
mode shapes of the test structure identified based on data from Test 5 (damage state S0). The natural 
frequencies and damping ratios of these modes are reported in Table 2 for the eight damage states considered. 
Modal Assurance Criterion (MAC) values [10] were also computed to compare the mode shapes identified at each 
damage state with the corresponding mode shapes identified for the undamaged structure at state S0, which 
serves as a baseline condition of the structure. From Table 2, it can be observed that the identified natural 
frequencies and the MAC values between the identified mode shapes and their counterpart identified at S0 
decrease as the level of damage increases. The high MAC values (close to one) in damage states S1 to S4 
indicate that there is little change in the identified mode shapes between these damage states.  
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Table 2.   Modal parameters of the infilled frame identified at different damage states 

Damage State: S0 S1 S2 S3 S4 S5 S6 S7 

Frequency [Hz] 18.18 18.11 17.99 16.74 15.93 14.78 8.47 5.34 

Damping [%] 2.0 2.4 1.9 3.3 3.8 6.1 15.7 15.6 Mode 1-L 

MAC 1.00 1.00 1.00 1.00 1.00 0.98 0.80 0.71 
Frequency [Hz] 41.22 41.09 41.56 40.21 38.56 35.50 27.34 22.57 
Damping [%] 1.1 1.0 1.0 1.4 3.0 4.4 4.8 4.2 Mode 2-L 

MAC 1.00 1.00 1.00 0.99 0.96 0.92 0.74 0.67 
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Fig. 3   First two longitudinal mode shapes of the infilled frame at damage state S0  

Finite Element Model Updating for Damage Identification 

In this study, a sensitivity-based FE model updating strategy is used to identify the damage in the structure after 
different levels of earthquake base excitation. The residuals used in the updating procedure are based on the 
identified natural frequencies and mode shapes for the first two longitudinal modes of the specimen. Damage is 
defined as a relative change in material stiffness (effective modulus of elasticity) of the finite elements in the 
different substructures of the FE model used for damage identification. For the purpose of damage identification, 
the effective moduli of elasticity of elements in the various substructures (each assumed to have a uniform value 
of the effective modulus of elasticity) are updated at each considered damage state of the structure through 
constrained minimization of an objective function.  

Finite Element Model of Test Structure in FEDEASLab 

A linear elastic FE model of the structure is developed using a general-purpose structural analysis program, 
FEDEASLab [11]. This FE model is defined by 35 nodes and 54 linear elastic shell and frame elements, as shown 
in Figure 4. A four-node linear elastic flat shell element (with four Gauss integration points) available in the 
literature [12, 13] and implemented in FEDEASLab by He [14] is used to model the infill walls. The members 
(beams and columns) of the RC frame are modeled with Bernoulli-Euler frame elements. The distributed mass 
properties of the structure are discretized into lumped translational masses applied at each node of the FE model. 
The initial FE model of the structure is based on the geometry of the physical specimen and the measured 
material properties. Figure 4 shows the FE model of the test structure in FEDEASLab with the six infill 
substructures used in model updating. 
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Fig. 4   FE model of the RC frame structure with the  
six infill substructures used in model updating 

Objective Function 

The objective function used for damage identification is defined as 

  (1) 20 0( ) ( ) ( ) ( ( ) ) ( ( ) ) [ ( ) ] [ ( ( ) ) ]T T a a
j j k k k

j k
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where = set of physical parameters (i.e., effective moduli of elasticity in the finite elements of the various 
substructures) which must be adjusted in order to minimize the objective function; = residual vector 
containing the differences between the FE computed and experimentally identified modal parameters; = 
vector of dimensionless damage factors representing the level of damage in each of the substructures of the FE 
model used for damage identification; = vector of initial damage factors used as starting point in the 
optimization process. At each considered state of the building,  is selected as the vector of the identified 
damage factors at the previous state and  for the first damage state considered in the model updating 
procedure (which is S2). In Equation (

θ
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1), W is a diagonal weighting matrix for modal residuals. Weight factors 
assigned to mode shape residuals are equal to the weight factor for that mode’s natural frequency 
normalized/divided by the number of mode shape residuals for each mode. Weights of 1 and 0.5 are assigned to 
the modal residuals corresponding to the natural frequencies of the first and second longitudinal modes, 
respectively (i.e., ).  is a weighting matrix for damage factors, a diagonal matrix with each 
diagonal coefficient determining the relative cost (or penalty) associated with the change of the corresponding 
damage factor. The weights for damage factors are used for regularization and can reduce the estimation error of 
the damage factors in the presence of estimation uncertainty in the modal parameters, especially for the 
substructures with updating parameters to which the employed residuals are less sensitive. In this study, these 
weights are set to , with 
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02= , subnk =   where subn  denotes the number of substructures used in 
the FE model updating process. A combination of residuals in natural frequencies and mode shape components 
is used in the objective function, i.e.,  
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in which  and  represent the eigen-frequency and mode shape residuals, respectively, defined as ( )fr θ ( )sr θ
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where  and ( )jλ θ jλ

)2

 denote the FE predicted and experimentally identified eigenvalues for the jth vibration mode, 

i.e., (2j jfλ π= ⋅  , in which jf  is the natural frequency; ( )θjφ  and jφ  denote the FE predicted and experimentally 
identified mode shape vectors, respectively. It should be noted that for each vibration mode, the mode shapes 

(θj )φ  and jφ  are normalized in a consistent way, i.e., scaled with respect to the same reference component. In 
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Eq. (3), the superscript r indicates the reference component of a mode shape vector (with respect to which the 
other components of the mode shape are normalized), the superscript l refers to the mode shape components 
that are used in the FE model updating process (i.e., at the locations and in the directions of the sensors), and 

 denotes the number of vibration modes considered in the damage identification process. In this study, the 
natural frequencies and mode shapes of the first two longitudinal vibration modes of the structure are used to 
form the residual vector , which has a total of 34 residual components (based on 17 channels of acceleration 
response measurements) consisting of 2 natural frequencies and  mode shape component 
residuals, respectively. One mode shape component cannot be used since it is normalized to one. 

mN

( )r θ

( )× − =2 17 1 32

In the process of FE model updating, the material stiffness (i.e., effective modulus of elasticity) of each of the 
damaged substructures is used as an updating parameter in the FE model of the building. Instead of using 
directly the absolute value of each updating parameter, a dimensionless damage factor is defined as 
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where  is the effective modulus of elasticity of all finite elements in substructure k at damage state Si. Thus, 
the damage factor  indicates directly the level of damage (i.e., relative change in effective modulus of elasticity) 
in substructure k when FE model updating is used for structural damage identification.  
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Optimization Algorithm 

The optimization algorithm used to minimize the objective function defined in Eq. (1) is a standard Trust Region 
Newton method [15], which is a sensitivity-based iterative method available in the MATLAB optimization Toolbox. 
In this study, the damage factors were constrained to remain in the selected range [0% - 99%] at all states 
considered. The optimization process was performed using the “fmincon” MATLAB function, with the Jacobian 
matrix and a first-order estimate of the Hessian matrix calculated based on the analytical sensitivities of the modal 
residuals to the updating variables. The use of the analytical Jacobian, rather than the Jacobian estimated 
through finite difference calculations, increases significantly the efficiency of the computational minimization of the 
objective function. 

Damage Identification Results 

In this study, the FE model updating algorithm outlined above was implemented to identify the damage of the test 
structure. The residuals, , used in the objective function were formed using the natural frequencies and mode 
shapes of the first two longitudinal vibration modes. The first step in the damage identification process consists of 
deriving a reference/baseline FE model of the undamaged structure (at state S0). In this step, the initial FE model 
is updated to match as closely as possible the identified modal parameters at the undamaged state of the 
structure by updating the stiffness (effective moduli of elasticity) of twelve substructures. The twelve substructures 
used in the calibration of the initial FE model to the reference FE model include six substructures for the infill walls 
(two per story as shown in Figure 4), and six substructures for the columns (two per story, one for the two outside 
columns and one for the inside column).The effective modulus of elasticity is assumed to be constant over each 
substructure.  

( )r θ

The effective moduli of elasticity of the different substructures of the initial and the baseline model are reported in 
Table 3. The values for the initial model correspond to the measured values of the moduli of elasticity of concrete 
and masonry infill. These were obtained from uniaxial compression tests of concrete cylinders and masonry 
prisms, respectively, performed on November 10th (See Table 1). The masonry prism test was selected, since this 
is the closest representation of the masonry assembly. Moreover, a simplifying assumption is made in that the 
masonry infill is modeled as a homogeneous isotropic material. During the calibration of the initial FE model to the 
reference FE model, the “damage factors” were constrained in the range [-2,   0.9]. Once the reference model is 
obtained, the moduli of elasticity of the six infill walls shown in Figure 4 are updated from the reference FE model 
(at the undamaged/baseline state S0) to states S2, S3, S4, S5, S6 and S7. The stiffness parameters of the 
elements representing the RC frame members are kept fixed at their values in the reference FE model. This 
assumes that the concrete frame remains elastic, which is a good approximation for the early damage states 
based on the inspection of the physical specimen. However, at damage states S5 to S7, this assumption is not 
accurate. Due to the very small change in the modal parameters from S0 to S1, FE model updating was not 
performed at state S1.  
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Table 3.   Effective moduli of elasticity of structural components at different substructures  
for initial and reference FE models 

Effective Moduli of Elasticity [ksi] 
Substructure 

Initial FE model Reference FE model (S0) 

Infill 1-West 785 687 
Infill 1-East 785 761 
Infill 2-West 777 936 
Infill 2-East 777 816 
Infill 3-West 946 963 
Infill 3-East 946 908 

Column 1-Outside 2380 2424 
Column 1-Intside 2380 2389 
Column 2-Outside 2530 1987 
Column 2-Intside 2530 2539 
Column 3-Outside 2463 2251 
Column 3-Intside 2463 2465 

In updating the FE model at each considered damage state of the infilled frame, the kth dimensionless damage 
factor was constrained to be in the range [ ]. At each damage state considered, the vector of initial 
damage factors , used as starting point in the optimization process, was selected as the damage factors 
identified at the previous damage state or zero for state S2. The damage factors (relative to the reference FE 
model or reference state) obtained at different damage states are presented in a bar plot in Figure 5. These 
results indicate that the severity of structural damage increases as the structure is exposed to stronger 
earthquake excitations; the extent of damage decreases rapidly along the height of the structure (damage is 
concentrated in the bottom story) and it is uniform at each story (East and West side infills have similar damage 
factors). Table 4 presents the natural frequencies computed from the updated FE model at each state considered 
together with their counterparts identified from white noise base excitation test data as well as the MAC values 
between FE predicted and experimentally identified mode shapes. To compare the FE predicted and 
experimental mode shapes, the former were truncated to include only the degrees of freedom corresponding to 
the locations and directions of the accelerometers. From Table 4, it is observed that the FE predicted natural 
frequencies and mode shapes for the first two longitudinal modes match well their experimentally identified 
counterparts. Moreover, the MAC values between FE predicted and experimentally identified mode shapes are 
very close to unity at all damage states. MAC values are in general higher for the first mode than for the second 
mode. This can be expected since smaller weight factors are assigned to the residuals corresponding to the 
second mode shape. 
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Fig. 5   Identified damage factors at various substructures  
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Table 4.   Comparison of FE computed and experimentally identified modal parameters 

Experimentally Identified 
Natural Frequencies [Hz]

FE Computed  
Natural Frequencies [Hz]

MAC 
Damage State 

1-L mode 2-L mode 1-L mode 2-L mode 1-L mode 2-L mode

S0 (baseline) 18.18 41.22 17.86 42.59 0.99 0.96 
S2 17.99 41.56 17.80 42.41 1.00 0.95 
S3 16.74 40.21 16.92 40.25 0.99 0.97 
S4 15.93 38.56 16.09 38.29 1.00 0.99 
S5 14.78 35.5 14.86 35.37 1.00 0.99 
S6 8.47 27.34 8.50 26.40 1.00 0.99 
S7 5.34 22.57 5.34 23.48 0.99 0.99 

Comparison of Damage Identification Results with Observed Damage 

The structure practically remained elastic after the low level earthquakes (20% and 40% Gilroy) and the first 
noticeable deterioration of the structure occurred during the 67% of Gilroy, which corresponds to a Design Basis 
Earthquake (DBE) for this structure. At damage state S3, inspection of the physical specimen revealed the first 
cracks in the structure in the infill panel with the window at the first story, shown in Figure 6(a). However, the 
cracks were insignificant for the structural integrity of the specimen and did not alter the structural properties 
significantly. This observation is consistent with the damage identification results according to which no significant 
damage is identified at damage state S2, while 15-17% loss of stiffness is identified in the first story infill walls at 
damage state S3 (see Figure 5). Significant change in the structural properties is noted at damage state S6, 
which occurred after subjecting the structure to a Maximum Considered Earthquake (MCE). At this stage, 
significant cracks developed in both bays of the first floor and affected the columns which also cracked as 
illustrated in Figure 6(b). These cracks caused a natural frequency reduction of more than 50%, which translated 
to a 90% reduction of the stiffness at the first story infills (see Figure 5). The damage in the infill is exaggerated in 
the finite element model since it represents any damage occurring to non-updating components of RC frame such 
as the columns. Significant damage was induced in the specimen by the 120% of Gilroy, which included the first 
dominant shear cracks that developed in the middle column. These cracks further reduced the first mode 
frequency to less than one third of its initial value. Figure 7 shows the observed damage at this damage state. At 
this damage state, damage factors of 98% were identified for the two infills at the first story and 44-50% at the 
second story. These estimates of damage are very high and are not consistent with the experimental evidence. 
However, it should be noted that any damage to non-updating components of the structure (e.g., columns) will be 
reflected in the effective moduli of elasticity of infills. 

(a) (b) 

Fig. 6   Crack pattern at damage states S3 (a) and S6 (b) 
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Fig. 7   Crack pattern at damage states S6 in the solid infill and the middle column (left), and the infill with 
opening and the east column (right) 

Conclusions 

In this study, a FE model updating strategy is applied for vibration-based damage identification of a 2/3-scale, 
three-story, two-bay, infilled RC frame tested on the UCSD-NEES shake table. The objective function for damage 
identification is defined as a combination of natural frequency and mode shape residuals measuring the 
discrepancy between the numerically predicted (using a FE model) and experimentally identified modal 
parameters. The FE model of the structure is first calibrated through the model updating technique for the 
reference/baseline (undamaged) state, and then damage identification is performed at six damage states of the 
structure. These states correspond to the state of the physical specimen after being subjected to earthquake 
excitations of increasing intensity.  
The obtained damage identification results are consistent with the actual damage observed in the structure, which 
showed a concentration of damage at the bottom story. The analytical modal parameters obtained from the 
updated FE models are in good agreement with their experimentally identified counterparts, which indicates the 
accuracy of the updated models. Finally, it should be noted that the success of vibration-based damage 
identification depends significantly on the accuracy and completeness of the identified modal parameters. Clearly, 
if estimation uncertainty of the modal parameters is larger than their changes due to damage, it is impossible to 
resolve/identify the actual damage in the structure. 
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Defect Detection in Concrete Members 

Sezer Atamturktur1 
Clemson University, Civil Engineering 

Department, Clemson, South Carolina 29634 

A rock pocket is a deficient volume within hardened concrete consisting of coarse aggregate and 
voids that reduce the overall stiffness of the concrete members. The leakage of wet concrete from 
the form, segregation, or insufficient consolidation during concrete placement may leave rock 
pockets in concrete construction. This study is concerned with the detection, location and 
quantification of internal defects, particularly rock pockets, in reinforced concrete members. This 
is achieved by coupling in situ vibration testing with finite element analysis through Bayesian 
inference. First, the importance of providing sufficient physical evidence while calibrating the 
finite element models is illustrated using simulated experiments. With simulated experiments, 
model calibration successfully detected not only the locations but also the severity of rock pocket 
defects. Then, the results of impact hammer tests, completed on a concrete beam defected with 
rock pockets are presented. The finite element model of the test beam is segmented, and the 
stiffness properties of these segments are independently calibrated with the help of Bayesian 
calibration techniques using varying amounts of experimental information. The success in 
detecting defects obtained using simulated experiments, was not observed when the procedure is 
applied to the scaled concrete beams tested under laboratory conditions. However, the cause(s) 
of the poor performance with real experiments can be attributed to several factors, each of which 
requires further evaluation. (Publication approved for unlimited, public release on November-4-
2009, Unclassified.) 

1. Introduction: 

A rock pocket is a local, internal defect, which may be left in concrete members when the mortar 
paste fails to fill the space around the coarse aggregates. Therefore, the presence of these internal 
defects typically reduces the load capacity of a concrete member, the severity of this reduction 
being proportional to the dimensions of the defect. Depending on the size and location of internal 
defects as well as construction factors (i.e., water-to-cementitious materials ratio, curing, 
environmental conditions, etc.), degrading effects of these internal defects may either be evident 
immediately or present themselves after the structural element is in service. For instance, in pre-
stressed precast beams, such internal defects, if extensive or if located near the anchorage can 
cause compression failure during the stressing of tendons. Also, the presence of such inherent 
construction defects tends to accelerate the degrading effects of aging, operational and 
environmental conditions. 
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Rock pockets, being internal defects, cannot be located through visual inspection, thus traditional 
techniques of detecting these defects required drilling samples. The traditional techniques were 
labor intensive, time consuming and semi-invasive. Because the civil engineering community 
has a pervasive interest in the ability to detect defects in concrete members, a number of 
nondestructive evaluation techniques have been developed. These techniques are primarily based 
on the mechanical principle of stress wave propagation; see for instance Mori et al. (2002). 
Examples of such methods include acoustic impact method (sounding), ultrasonic wave 
propagation (Acciani et al., 2008) and impact-echo method (Sansalone, 1997). Although these 
localized nondestructive methods exhibited a level of success in detecting defects near the 
surface of the member where measurements are taken, they have a drawback of requiring a 
priori knowledge about the vicinity of the defect as well as access to the region with the defect to 
perform nondestructive testing. In typical applications, the presence of internal defects, as well as 
their location, severity and kind are not known a priori. Therefore, a defect detection method 
must be capable of detecting defects without prior knowledge of these aspects.  

An important step in decision making regarding the maintenance of a concrete element is the 
classification of the defect- that is the determination of type and severity of the defect. 
Ultimately, one needs to determine whether the degrading effects of a defect are significant to 
mandate repair schemes. Therefore, any defect-detection method must be able to determine the 
type and quantify the severity of defect to be of any use. Moreover, knowing the precise location 
of the defect would make elaborate and invasive repair schemes possible, which typically include 
removal of concrete and mortar injections.  

The goal of this study is to make a small step towards assessing the feasibility and success of 
vibration testing coupled with finite element simulation as a rapid assessment tool to detect not 
only the presence but also the location and severity of internal defects. Although not presented 
herein, it is the intention of the author to extend the present work to investigate the potential of 
the method in distinguishing between honeycombing and rock pockets in reinforced concrete 
beams. Vibration testing based nondestructive method has the potential to provide, in real time, 
reliable, global information regarding the defects in the concrete member. Therefore, if 
successful, one output of the proposed approach may be the rapid and inexpensive assessment of 
the conditions of existing concrete structures. Moreover, the ability to determine the presence of 
defects, or lack thereof, when made readily available, can also provide venues for quality 
assessment of prestressed, precast concrete members.  

2. Background in Vibration Based Defect & Damage Detection: 

The problem of defect detection is not any different than the widely studied problem of damage 
detection. The assessment of defects in a system can either be calculation based or 
experimentation based. However, neither of these approaches can yield a complete set of 
information about internal defects. By complete set of information, we mean the tasks identified 
by Rytter (1993) for complete damage detection: detection, location, quantification and 
prognosis. As a result of the natural similarity of the two problems these tasks can easily be 
transferred to the problem of defect detection.  
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The detection problem can be handled by using pattern recognition or novelty detection 
approaches using solely measurements without a strict need for a simulation model (Worden 
2003). However for localization, quantification and prognosis, almost certainly one must 
combine a simulation model with measurements (Friswell, 2008). Therefore, the current trend is 
in integrating the experimental measurements with FE model calculations in order to obtain a 
calibrated finite element (FE) model which can be used to make predictions about the state of the 
structural element unavailable with physical measurements due to a variety of reasons. Detection 
of damage in structural members through model calibration against vibration measurements has 
received significant attention from those who are involved in structural health monitoring over 
the last two decades. A detailed overview of the pertinent literature is deemed out of the scope of 
this paper, but interested readers are referred to Doebling et al. (1998) and Sohn et al. (2004).  

Theoretically, when the FE model is built assuming linearly elastic response, if a sufficient 
number of vibration modes of a structure were identified experimentally (with minimal or no 
uncertainty), the calibration exercise would be able to retrieve all parameters necessary to 
construct a FE model. In other words, when physical evidence is in sufficient quality and 
quantity, one can effectively calibrate the individual properties of each finite element. Such an 
approach would also enable the representation of local variability of material properties as well 
as localized cracks -- an important uncertainty source for civil engineering structures.   

Aoki et al. (2005) presented the results of such study. A dynamic identification, FE modeling and 
FE model calibration campaign was applied to a brick chimney. The FE model of the chimney 
was built with 20-node isotropic solid elements. A correction factor was assigned for both the 
mass and stiffness of each finite element. Using a sensitivity based calibration approach, the 
elemental mass and stiffness correction factors were sought. To alleviate the inevitable 
incompleteness of the measurements, a weighting function was applied to eliminate the finite 
elements with low sensitivity. The element stiffness at the base of the chimney was observed to 
be reduced, while at the corners, the stiffness was observed to be increased. The authors 
explained the former by chimney soil interaction and the latter by the iron angles at the corners. 
The way calibration is handled in this study can be considered as a reconstruction of discrete 
elemental matrices. Such an approach has been demonstrated to be successful for simpler 
problems. However, for more complex problems with larger numbers of finite elements, a 
recosntruction approach renders “detection” an undetermined problem.  

However, Vestroni (2008) emphasizes that a damage (or defect) detection problem can also be 
represented as a determined problem. Formulating damage in terms of location and severity 
instead of the reconstruction of the entirety of the elemental matrices eliminates the need for 
excessively large amounts of experimental information. Therefore, the mass and stiffness 
parameters of a structure can be considered to be uniform and equal to the baseline value 
throughout the structure except at some distinct locations where damage (or defect) is present. 
Such an approach can effectively be applied to the present problem while aiming at detecting 
rock pocket defects in concrete structures. The construction defects considered in this study are 
localized and typically few in number, therefore only a limited number of parameters would be 
sufficient to describe the defects. However, the absence of knowledge about their location, type 
and severity makes the evaluation of a large number of candidate scenarios necessary. How this 
evaluation is completed will be discussed in Section 3.  

157



3. Model Calibration Procedure: 

In this study, the FE model parameters that define the internal defects will be sought through 
calibration of the FE model against experimental measurements obtained from the concrete beam 
members cast with deliberately located rock pocket defects. To reiterate, the detection problem is 
defined as a calibration problem. The details of the FE model calibration procedure adapted 
herein can be found in Higdon et al. (2007–2008) and Kennedy and O’Hagan (2000). In this 
section, only a brief overview of the method will be provided.   

The calibration methodology adapted herein treats both the FE model input and the FE model 
output probabilistically. Therefore, two types of uncertainty propagation are required. 
Determining how much uncertainty in the selected calibration parameters causes variability in 
the output is referred to as forward uncertainty propagation. The inverse uncertainty propagation, 
in contrast, investigates the sources of uncertainty in the output by focusing on the variability of 
calibration parameters [Figure 1].  

The forward propagation of uncertainty consists of a family of computer runs repeated at the 
sampled input parameters to observe the variability in the FE model outcomes. As long as a large 
enough number of samples are generated, this sampling approach converges to the actual 
distribution of the output parameter. The number of necessary samples depends strictly on the 
order of complexity of the sampled behavior and on the type of sampling design. On the other 
hand, inverse propagation of uncertainty is computationally more involved as it conceptually 
requires the FE model to be inverted. However, for real engineering solutions, the requirement of 
inverting a FE model is practically prohibitive because of the discretization based approximate 
approach inherent in the FE analysis. 
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Figure 1: The forward and inverse propagation of uncertainty forms the basis of stochastic 
calibration. 

In stochastic model calibration, the inverse propagation of uncertainty forms the basis of the 
statistical inference problem. In theory, if the uncertainty in input parameters (particularly those 
that exercise sensitivity on the output) can be reduced, the uncertainty in the output will also be 
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reduced. Thus, the inverse propagation of uncertainty is usually called upon in model calibration 
activities to seek the sources of the output uncertainty. 

Clearly, reduction in output uncertainty is made possible by the physical experiments. Although 
experiments constitute our best representation of physical reality, they are subject to random and 
bias errors. Thus, the calibration process must incorporate experimental errors. Experimental 
uncertainty is typically categorized in two groups: (1) measurement uncertainty, for instance due 
to instrumentation and data processing, and (2) natural variability of the structure, for instance in 
heterogeneous materials. Experimental errors are typically defined as a zero-mean Gaussian 
random variable. Such an approach is best justified by the central limit theorem. If we assume 
that the experiments are immune from systematic errors, the experimental error can be 
considered to be a summation of a large number of independent processes. According to the 
central limit theorem, these sources would collectively converge to a normal distribution (Hogg 
and Craig 1978). 

In the formulation adapted in this study, the inverse propagation of uncertainty is replaced by a 
large cohort of forward propagation of uncertainty via Markov Chain Monte Carlo (MCMC) 
sampling. Because MCMC sampling involves performing multiple runs of a computer code, the 
computational requirements can rapidly become prohibitive. To remedy this problem, the FE 
simulation is replaced by a Gaussian Process Model (GPM), a fast running surrogate trained 
using a limited number of computer runs. A GPM represents the input-output relationship of a 
numerical model, in our case a FE model, in a purely mathematical way.  

MCMC performs a random walk in the domain defined by the calibration parameters defined by 
α1 and α2 in Figure 2 according to the probability distribution of the calibration parameters: 
P(α1) and P(α2). In the absence of better knowledge, the probability distribution of calibration 
parameters can be assigned equal probability for all possible values between an upper and lower 
limit. During each random walk, the model calculates the selected output response according to 
the sampled parameter values, defined by ω in Figure 2. The acceptance criterion for the sampled 
parameters is guided by the likelihood estimation P(ω | α1, α2). The current sample point (in the 
domain of the calibration parameters α1 and α2) is rejected if it reduces the likelihood that the set 
of calibration parameters is correct. If the current sample point is rejected, the random walk 
returns the last accepted point and the probability distributions of the calibration parameter 
remains unchanged. However, if the sample point is accepted, the posterior distributions of 
calibration parameters are obtained. Based on Bayes’ theorem, these posterior distributions of the 
calibration parameters become the prior distributions in the next random walk. According to the 
current priors, MCMC performs another random walk from the last accepted point to the next 
point [Figure 2].  

The repeated feedback in Bayesian inference progressively characterizes not only the posterior 
distributions of the calibration parameters, defined by α1 and α2 in Figure 2, but also the 
hyperparameters of the GPM, the fast running surrogate used to replace the computationally 
expensive FE simulations.  If there are ‘n’ MCMC iterations, there will be ‘n’ different sets of 
estimates for hyperparameters of the GPM and calibration parameters of the FE model that are 
accepted by the likelihood function. By using the hyperparameters of the GPM of the 
discrepancy term, one can now construct the error model, and by using the calibration parameter 
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values along with the hyperparameters of the simulation emulator, one can construct the GPM 
surrogate model. Thus, the method defines all possible values of η(x; t) and δ(x) that, when 
added together, reproduce the experiments.  

 

 
Figure 2:  The adapted procedure combines Markov chain Monte Carlo with the context of 
Bayesian inference. 

The mean estimates of the posterior distribution provide the most likely values for the calibration 
parameters. These values obtained through stochastic calibration, can also be used in a 
deterministic study. The standard deviation of the posterior distributions captures the remaining 
uncertainty in the parameter values.  

4. Proof-Concept 

A key aspect of calibration based defect detection is the suitable parameterization of the defect of 
interest. For instance, rock pocket defects result in localized reduction in stiffness while the 
change in mass, relatively speaking, is negligible. However, honeycomb defects result in 
reduction in both stiffness and mass. If the defect is strictly known to be a rock pocket through 
local non-destructive methods, then the defect parameterization may exclude the mass-related 
parameters from calibration. However, for honeycomb defects to be detected, the mass of the 
structure must also be parameterized.  

A first approach to the defect detection problem is through calibration of individual stiffness and 
mass properties of all seventeen units. Such an approach can be considered as a total 
reconstruction of the elemental matrices of the beam. Assuming a lump mass and stiffness 
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model, a total reconstruction approach yields a total of 34 calibration parameters (i=1:17; k(i) 
and m(i)). A total of 34 calibration parameter would result in non-unique calibration solutions 
unless the available experimental information is in sufficiently high quantity and quality. From a 
practical stand-point, this kind of high demand on experimentation is commonly not feasible.  

An alternative formulation is to define the defect in terms of its ordinate across the length of the 
beam (x) and two reduction percentages: one for stiffness (α) and one for mass (β) [Figure 3]. As 
mentioned earlier, the consequence of rock pocket defects is primarily some localized reduction 
in the stiffness of the member. Therefore, β parameter will be kept constant and equal to 1. In the 
presence of one defect, this approach reduces the model calibration to three parameters (x, α and 
β) only. However, when a higher number of defects is present in the member, the number of 
calibration parameters increases in proportion to the number of defects. This approach accepts 
the stiffness and mass properties of the beam to be identical throughout the member except for at 
certain locations where the damage is present.  

The consequence of internal defects can be represented in different precision levels varying from 
a very refined finite element or a substructure consisting of several finite elements. The desired 
precision will be reflected in the parameterization of the defect, and naturally a larger amount of 
experimental information will be necessary for improved precisions. In this study, because only 
lower order vibration modes were available, the defects are represented with a relatively crude 
model. However, a more sophisticated and precise approach than the one adapted herein is 
unlikely to lead to practical tools for rapid assessment of existing concrete structures. 

The defect is assumed to be contained in one of the 17 segments of the FE model, and the 
structural effect of the defect is modeled with a reduction in stiffness of that bin. This approach 
reduces the number of calibration parameters significantly. This approach however, has the 
drawback that a good estimate of the number of defects should be available a priori. This 
drawback is more pronounced especially when experimental evidence in support of calibration is 
limited to the first few natural frequencies of the member. This statement is illustrated in the 
Scenario #1 given below.  

 

Figure 3: Scenario #1: Defect is defined with a location parameter and a reduction parameter.  

A FE model of a simply supported beam is developed in ANSYS. The beam has a cross-section 
of 15 cm x 22.5 cm and a length of 1.95 m. The beam is assumed to be simply supported at both 
ends. A uniform 30 GPa Young’s Modulus and 2400 kg/m3 density are assumed. The beam 
model has a total of 17 sections, each of which are assigned an individual mass (density) and 
stiffness (Young’s modulus) property [Figure 3]. The mesh of the beam FE model is given in 
Figure 4. A more refined mesh was deemed unnecessary because an element with a quadratic 

x: location of defect α: reduction in stiffness due to  defect 
β: reduction in mass due to  defect 
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shape function was used. For defect indicators, the first bending modes in the Y direction are 
considered [Figure 5].  

  
 
Figure 4: Finite element model of a simply 
supported beam.  
 

 
 
 
 

 
 
 
Figure 5: The first four bending modes of the 
beam are used for defect detection.  

• Scenario #1: Detecting single rock-pocket defect using only natural frequencies. 

Let’s assume a single defect close to the mid-length of the beam [Figure 6]. We will assume to 
know the exact number and type of the defect: one rock-pocket defect. Therefore, the calibration 
parameters will be reduced to two parameters only: x and α.  This scenario represents the ideal, 
in other words the easiest, condition for defect detection approach proposed herein.   

Virtual experimental data of the natural frequencies of the first four bending modes are simulated 
by the FE model with the prescribed defect (x = 7, α = 0.75 and β = 1.0).  Virtual experiments 
are deterministic in nature, however to account for potential variability during physical 
experiments, a 2.5 percent experimental uncertainty is assumed. The goal is to retrieve the 
‘correct’ x and α value used to generate the virtual experiments.  

 

Figure 6: Characteristics of the virtual defect simulated using the finite element model.  

In this framework, the maximum allowable changes for the calibration parameters are assigned 
through the domain within which the MCMC algorithm performs random walks. The defect can 
be located in any of the 17 bins of the beam FE model. Therefore, the x parameter is allowed to 
be (x = 1:17). The defect is expected to reduce the Young’s Modulus of concrete, therefore a 
range from 21 GPa to 30 GPa is considered for the stiffness reduction parameters (α = 0.7:1). 
Five different levels of stiffness reduction are considered between these lower and upper bounds.  

location of defect, x=7   reduction factor for stiffness, α:0.75 
reduction factor for mass, β:1.0 

Mode 1 

Mode 2 

Mode 3 

Mode 4 
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Figure 7: The influence of the defect location on the first four natural frequencies.  

A total of 85 computer runs are obtained each time varying the location of defect and the 
reduction factor for stiffness. The natural frequencies of the first four bending modes are 
observed to vary depending on the defect location along the beam [Figure 7]. 

A GPM is trained using the first four natural frequencies of the beam. Because only the natural 
frequencies are adapted herein, we cannot expect to locate the defect in a symmetric structure 
without incorporating spatial information, such as mode shapes. Clearly, two possible symmetric 
locations of defect will be equally plausible; and MCMC algorithm would converge to one of 
these plausible solutions. It also is possible that the posterior distribution may yield two poles 
with equal probability for the location parameter (x).  

Then, according to the procedure described in Section 3, the two parameters, which describe the 
location and extent of damage, are characterized. The posterior distributions of these two 
parameters after calibration are given in Figure 8.  
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Figure 8: The posterior distributions of the two calibration parameters: location and severity 
of rock pocket defect.  

Table 1: The calibrated values of the parameters that define the location and severity of rock 
pocket defect.  

Calibration Parameter True Value Calibrated Value (mean) 

Location of Defect (x) 7.0 units 6.92 units 

Extent of Defect (α) 0.750 0.753 

As seen in Table 1, the calibration approach successfully identified the location and extent of the 
rock-pocket defect – once the type of defect and the number of defects are known. It must be 
emphasized that these results present the best case scenario and, in practical applications, we 
cannot expect this knowledge to be available. Because the true number of defects in a member 
will not be known, the defect detection method should be able to indicate distinct poles in the 
posterior distribution of the location parameter (x) for each defect. The same approach is applied 
to the case where there were two distinct rock pocket defects, illustrated in Figure 9, using only 
the first four natural frequencies. The calibration is observed to yield an incorrect defect location 
which was somewhere between the two actual defects. The method predicts one single defect 
with a higher severity- in other words; it incorporates the effects of two defects into a single, but 
larger one. This is an example of a very general problem where the influence of a defect at one 
location on the measured quantities is identical to the influence of a defect of different severity or 
even type located at some other location in the system. These results, not shown here in the 
interest of brevity, raise the problem of uniqueness and emphasize the importance of the quality 
and quantity of experimental information.  

• Scenario #2: Detecting two Rock-pocket defects using natural frequencies and 

mode shapes. 

Perhaps the most important problem during calibration based damage or defect detection is the 
uniqueness: several different combinations of calibration parameters can make the FE model 
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match the experiments. Such a problem is observed in Scenario #2 while attempting to detect 
more than one defect using only the natural frequencies. One obvious remedy to the problem is 
increasing the quantity of experimental information. In this scenario, the FE model will be 
calibrated using both natural frequency and mode shape information to detect two separate rock 
pocket defects as illustrated in Figure 9.  

 

Figure 9: Scenario #2: Characteristics of the two virtual defects simulated using the finite 
element model. 

The beam FE model with two virtual rock pocket defects, as illustrated in Figure 9, is used to 
generate simulated experimental data. The defects are located at the seventh and thirteenth 
compartments. Consistent with the previous scenario, the first four bending modes are used as 
defect indicators. The mode shapes were defined for the vertical deflections of the 18 equidistant 
points at the center of the beam width. Mode shape vectors are high dimensional and make the 
statistical inference computationally expensive. Therefore, singular value decomposition is 
applied to reduce the dimensionality of mode shape vectors. A total of four singular values are 
used to represent the mode-shape vectors.  

The FE model is calibrated to retrieve the ‘correct’ values for x and α parameters used to 
generate the virtual experiments. The posterior distributions, given in Figure 10, illustrate two 
poles for the location of defect- proving the possibility of detecting more than one defect even 
though the true number of defects is initially unknown. Also, the posterior distribution that 
defines the severity of defects displays a correct trend. 

The difference in the posterior distributions of the two scenarios, with one defect versus two 
defects, emphasizes the challenge in detecting multiple defects in the absence of knowledge 
about the true number of defects. However, in the second scenario, although the levels of 
uncertainty in the posterior distributions are significantly increased – meaning that the influence 
of defects are spread over a larger area- the proposed method still delivers viable information 
regarding the location and severity of defects. In cases where more than one defect is present, the 
outcome of most concern is the ability to determine the presence and the number of defects. The 
results presented in Figure 10 can be considered satisfactory for such purposes. Perhaps one can 
repeat the calibration procedure defining two distinct parameters (x1 and x2) as well as two 
distinct reduction factors (α1 and α2) to better identify the location as well as the severity of the 
defects.  

location of defect, x=5   

reduction factor for stiffness, α:0.75 
reduction factor for mass, β:1.0 

location of defect, x=7   
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Figure 10: The posterior distributions of the two calibration parameters: location and severity 
of defect. 

As a result, using simulated data, we can successfully detect, locate and quantify defects in 
concrete members. Clearly, it is easier to identify defects using simulated experimental 
information. The effectiveness of inverse methods must, however, be tested using real physics 
measurements, because methods which perform well with simulated data may struggle when 
dealing with measurement errors and inadequate simulation models.  

In the next section, the practical application of this approach is illustrated on scaled beam 
specimens built and tested under laboratory conditions. When dealing with real measurements 
the following problems are anticipated to raise: (a) the defect present in the test beams is 
unavoidably different than the defect model represented in the FE model; (b) the boundary 
conditions of the beam during testing is, again unavoidably, different then the idealized boundary 
conditions in the FE model.  

5. Test Beams: 

Test beam consists of a lightly reinforced concrete beam, 15 cm by 22.5 cm in cross section and 
1.95 m in length. The beam is supported with roller suppers at both ends. To prevent rattling, the 
beam is clamped by two 5/8” steel rods running between the roller supports provided both at the 
bottom and top surface of the beam. The rock pocket defects are created with aggregates placed 
in a net before the concrete is placed, see Figure 11. Approximate locations of these rock pockets 
are provided in Figure 12.   

 

7th block 13th block 

~2250 GPa 
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Figure 11: Rock pocket defects are intentionally located in the concrete beam.  

 

Figure 12: The location of rock pocket defects.  

6. Experiments: 

The experiments are conducted to obtain the time history response of the beams to a hammer 
impact excitation. Accelerations at 16 points located equidistant are measured using 
accelerometers. Vibration measurements are strictly limited to the vertical vibration of the beam 
to be relevant to practical application where only the top of the beam would be accessible for 
testing. Two locations, one approximately at quarter-length (excitation #1 in Figure 13) and one 
at approximately at mid-length (excitation #2 in Figure 13) of the beam, are excited with an 
impact hammer (see Figure 14). 

Location of defects 
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Figure 13: Experimental set-up includes 16 measurement location and two excitation 
locations.   

        

Figure 14: The boundary conditions of the beams are designed to provide simple support and 
at the same time to prevent rattling.  

7. Feature Extraction: 

The Frequency Response Functions (FRF), obtained exciting point #7, are illustrated in Figure 
15. A number of modes are observed between 40 Hz and 450 Hz. Because of the complexity of 
the boundary conditions, some of these modes are noted to be a result of the coupling between 
the beam flexural modes and the supporting system. These coupled modes are not included 
during defect detection.  

1      2     3      4     5     6       7      8     9     10    11    12   13   14   

Excitation -2 Excitation -1 
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Figure 15: The FRF of beam with rock pockets identified frequencies are illustrated with read 
dashed lines: (top) excitation 1, (bottom) excitation 2.  

Feature extraction is completed using rational fraction polynomials method (Richardson and 
Formenti, 1982). A total of four bending modes are identified within the tested frequency range. 
The frequencies of these modes are given in Table 2, while the mode shapes are presented in 
Figure 16.  

Table 2: The natural frequencies obtained from the beam with rock pockets.  

Mode Frequency 

1 89.2 Hz 

2 242 Hz 

3 380 Hz 

4 435 Hz 

The variability of physical experiments can only be studied by repeated experiments. However, 
the experiments are typically costly and time-consuming relative to the FE models. It is a 
common application to repeat only a portion of the experiment. For instance, in a test setup with 
k measurement points, repeating the experiments at a select few measurement points (<<k) can 
reduce the required resources yet can still yield reasonable information about the inherent 
variability in the experiment. The driving point measurements at point #7 are repeated 16 times 
to quantify the experimental variability, which is incorporated during calibration.  
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Figure 16: The first four mode shapes of the beams with rock pocket defects are given in red 
dashed lines (the blue and green lines represent two nominally identical beams. The blue solid 
line is the mode shapes of the reference beam without defects and the green dotted line is the 
beam with honeycomb defects. The results obtained from these beams are not included 
herein.)  

8. Numerical Models: 

Defect detection of a simply supported beam is a simple problem that can be tackled using closed 
form solutions developed for continuous systems; however a discrete model approach adds 
versatility in the application of the procedure to systems of various geometry and complexity. 
Discretization of the model does not influence the nature or formulation of the defect detection 
problem. Discrete numerical models are built as explained earlier in Section 4. The beams are 
built based on linearly elastic behavior assumption.  This assumption is reasonable as the 
vibration levels induced during the tests are low. Moreover, the defects are not anticipated to 
induce nonlinearity.  

The boundary conditions are represented with two springs exerting vertical restraints both at the 
top and bottom surface of the beam [Figure 17]. The stiffness constants are estimated based on 
the axial stiffness of the steel rods to be approximately 1.04x107 kN/m. The spring constants are 
assumed to be symmetric for both ends– which is with all likelihood not the case, because 
variation in assembly is a routinely experienced practical problem.  However, it is very difficult 
to quantify this variability.  
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Figure 17: The configuration of the finite element model boundary conditions.  

The FE model is build to have 17 sections each of which can have independent young’s modulus 
and density. The corresponding mode shapes obtained by the beam FE model are illustrated in 
Figure 18.  

 

Figure 18: The first four mode shapes predicted by the finite element model.  

9. Determination of Defects in Test Beams: 

The particular difficulty while detecting defects in the test beams is due to complexity of the in 
situ boundary conditions of the test beams [Figure 14]. Typically, beam vibrations are measured 
under free-free boundary conditions to alleviate the problems due to difficulty of reproducing the 
theoretical fixed or pinned boundary conditions in laboratory conditions. However, to have any 
practical value, a defect detection approach must be applicable under conditions commonly 
found in, for instance, existing concrete structures as well as the prestressed precast reinforced 
concrete beam manufacturing industry. The significant differences between the initial FE model 
predictions and the experimental measurements are shown in Table 3. 

The x and α parameters are calculated using various levels of experimental information: (1) only 
the first three natural frequencies (see scenario 1 in section 4), (2) the first three natural 
frequencies along with the singular values of the first three mode shapes (see scenario 2 in 
section 4) and (3) the first three natural frequencies along with the three mode shape vectors. In 
any of these three cases, the correct location of the defects is not obtained.  

K1 

K1: Linear spring 
E: Young’s Modulus 

K1 K1 

E 
K1 

Mode 1 

Mode 2 

Mode 3 

Mode 4 
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Table 3: The significant differences between the initial FE model predictions and 
experimental measurements.  

Mode Experimental  Frequency 
Beam with rock pockets 

FE Model (mean of 85 runs) before Calibration 
Without Defects  

1 89.2 Hz 95 Hz 

2 242 Hz 255 Hz 

3 380 Hz 390 Hz 

The posterior distributions obtained using the first three natural frequencies and mode shape 
vectors; that is, the largest available dataset used in calibration, are illustrated in Figure 19. 
Although the severity of the defect seems to be identified relatively accurately, the effects of 
three defects are lumped into one single location. The reasonable success obtained when two 
defects were simulated in Section 4 is not present in this particular case. The explanation may be 
because (1) defects in numbers larger than two are significantly more difficult to distinguish, (2) 
the imprecision of physical experiments degrade the success of the inference process, (3) the 
inaccuracies in the numerical model through the boundary conditions is interfering with the 
inference process.  

 
Figure 19: The posterior distributions obtained for the test beam defect locations.  

As mentioned earlier, the spring constants representing the boundary conditions are 
approximated by calculating the axial stiffness of the steel rods used to clamp the beam at both 
ends. Although, this calculated value is expected to be imprecise, it is not defined as a calibration 
parameter. Perhaps by calibration, the boundary condition parameters simultaneously with the 
defect detection may yield better results.  

Defect 1 Defect 2 Defect 3 
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10. Discussion and Conclusion: 

In civil engineering practice, a method, which can detect the location, severity and type of 
damage in concrete construction, is of great value. In this paper, a general procedure for defect 
detection is applied to concrete beams with both simulated experiments and physical experiments 
conducted under laboratory conditions. . 

The adapted approach does not depend upon the type of the defect, the structure of interest or the 
measured quantities as it relies on the simple fact that a structure with and without defects would 
yield different response characteristics. By coupling these response characteristics with a 
simulation model, one can, theoretically, determine the presence of defects. Therefore, it can be 
concluded that FE modeling coupled with nondestructive testing can provide a viable solution to 
detection of internal defects in concrete members. This statement is supported by the findings 
obtained using simulated experiments. Although the actual implementation of the proposed 
methodology will be application specific, its generality allows it the use of various forms of 
experimental information. Moreover, the use of discrete method add further versatility such that 
the method can be deployed to structural forms of varying geometry and complexity. 

Although the same success is not observed when the method is exercised on a scaled laboratory 
specimen, this does not necessarily demonstrate the limits of the adapted method. Due to the 
limited test cases, it is difficult to know the exact cause of the problem. We tabulate three 
possible explanations: (1) defects in numbers larger than two are significantly difficult to 
distinguish, (2) the imprecision of physical experiments degrade the success of the inference 
process, (3) the inaccuracies in the numerical model through the boundary conditions is 
interfering with the inference process. The physical experiments must be repeated for a variety of 
scenarios to evaluate the potential of the method to be a rapid, practical assessment tool that can 
be implemented in industry. 

Moreover, if a defect is smaller than the defect size which would result in detectable and 
measurable change in the dynamic response, its influence will be undistinguishable within other 
environmental effects, such as ambient vibration, measurement noise, etc. Therefore, it is 
important to note that a defect detection approach based on vibration measurements, as in every 
nondestructive technique, has a lower defect size limit for which it can be deployed. Also, for 
two closely spaced cracks, unless a large amount of accurate experimental information is 
available, the calibration approach will, with all likelihood, smear the effects of these two defects 
into a larger defect located between the two. For defects which are spaced farther apart, the 
problem of non-unique solutions poses lesser of a problem. 

 

Also, existing structures and their operational conditions are subject to statistical variations. 
Therefore in practical applications of this method to existing civil engineering systems, it is 
anticipated that the posterior distributions would yield higher uncertainty compared to those 
presented herein.  
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    NOMENCLATURE  

x Displacement vector (n×1) K Stiffness matrix (n×n) (N/m) 

��  Velocity vector (n×1) k Modal stiffness (N/m) 

��  Acceleration vector (n×1) ζn Modal damping ratio 

F Force vector (n×1) ωn Natural modal frequency (rad/s) 

M Mass matrix (n×n) g Feed-back gain 

M Modal mass(kg) GA (jω) Actuator’s transfer function 

C Damping matrix (n×n) Gs (jω) Sensor’s transfer function 

Cm Modal damping G (jω) Plant’s transfer function 

 

 

ABSTRACT 

Numerous control systems, passive, active and semi-active, have been developed in past research to mitigate 
undesirable vibrations in civil engineering structures. Active vibration control (AVC) is emerging as a realistic 
option for mitigation of human-induced vibrations in office floors.  Some AVC control laws commonly associated 
with vibration mitigation of human-induced office floor vibrations that have been investigated within this research 
include direct velocity feedback (DVF), direct acceleration feedback (DAF) and compensated acceleration 
feedback (CAF). The research presented in this work evaluates the bandwidths of effectiveness of the vibration 
mitigation performances of each of the aforementioned AVC control laws for idealised single-degree-of-freedom 
(SDOF) models of a floor structure with frequencies ranging from 1 Hz to 20 Hz. Modal masses and damping 
ratios of these SDOF floor representations have been kept constant. It was found that DVF performs best in low 
frequency floors while DAF performs well at much higher frequency floors. CAF performs quite well in both low 
and high frequency floors used in these studies. 

 

Keywords: Active control, compensator, human induced vibrations. 

 

 

1. Introduction 

 

Recent advancements in construction materials and design technologies have led to lighter and more slender 
structural elements that are more appealing from an architectural point of view. Slender floor structures, for 
example, being a consequence of such advancements, often do not meet the desired vibration serviceability 
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requirements. Problems have been reported in numerous structures like office floors, shopping malls, airports 
concourses and restaurants to name but a few (1). 

There has been a vast amount of research in the past to mitigate human induced vibrations in floors. Passive 
technologies were the typical first generation approach. They employed some mechanical elements and devices 
to dissipate part of the energy in floors and thereby reduce the vibration levels. These technologies do not need 
any external energy sources and are quite reliable. However, they have limited effectiveness in some instances 
and have to be tuned to specific dominant modes of vibration (2). 

To improve the efficiency of passive techniques, semi-active control was developed. With these techniques, 
some features of passive vibration mitigation systems can be adjusted in real-time to increase their vibration 
mitigation effectiveness for a broad spectrum of disturbances. Examples of such properties that can be adjusted 
include the fluid viscosity of viscous dampers as seen in magneto-rheological (MR) and electro-rheological (ER) 
dampers. However, there are still a number of issues with regards to their effectiveness in various scenarios, 
particularly for mitigation of human induced vibrations in floor structures. 

Active vibration control (AVC) has been developed to make vibration mitigation, for example of floors under 
human induced vibrations, to be more efficient and adaptive, although it is not the ultimate solution and has some 
potential drawbacks in itself. An active control system in simplest form comprises of a sensor to monitor the 
structural response, a control algorithm to compute the required control signal and an actuator to introduce the 
control force (3).  

Within AVC studies several control laws exist, typical examples of which make use of feedback loops. Some of 
the AVC control laws that have been implemented by researchers for mitigation of human induced vibrations in 
floors include DVF, DAF and CAF. Each possesses some advantages and disadvantages, which make a proper 
selection of which one to implement in a particular application complicated.  

This paper investigates the vibration mitigation performance of DVF, DAF and CAF control laws on some 
idealised SDOF floor slabs with variable dynamic properties i.e. frequencies ranging from 1 Hz to 20 Hz. The 
modal masses and modal damping ratios have been kept constant in all the models. This would give an indication 
of what type of control system can be implemented in a floor structure of given modal properties.  Actuator 
dynamics and sensor dynamics have been considered in all the cases, where the sensor dynamics refers to the 
dynamics of the integration circuit. Root locus studies are used to evaluate optimal control gains that are 
implemented in the analytical studies. Analytical studies comprise of heel-drop tests making use of an idealised 
triangular pulse and walking excitation measured from treadmill tests. For heel-drop excitation, the time for the 
response to decay to 5% of its peak is used as the performance indicator. For walking excitation, the peak value 
of the 1s running RMS (MTVV) has been as the performance indicator. Some root locus plots are presented to 
elaborate on the reasons for the vibration mitigation performances attained. 

 

 

2. Dynamics of Control System Components  

 

2.1. Floor Models 

In this research, SDOF models as shown in Fig. 1 and with linear, constant coefficient differential equation 
taking the form of Eq. 1, have been selected to represent the dominant modes of some 20 idealised simply 
supported floors of different modal properties. The dominant modes of these floors have been assumed to have 
natural frequencies ranging from 1 Hz to 20 Hz as highlighted in Table 1. The modal masses and damping ratios 
of each of these models have been assumed to be constant. This aids in evaluating the possible bandwidths of 
efficiency of each of the AVC control laws noted in the abstract for vibration mitigation of floors of different modal 
properties. For a collocated sensor/actuator pair in each idealised floor representation, the transfer functions of 
each of these models can be represented by Eq. 2, 
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where m is the modal mass, c is modal damping and k is the modal stiffness, s = jω, ω is the frequency, χi , ζi 
and ωi are the inverse of the modal mass, the damping ratio and natural frequency associated with the i

th
 mode, 

respectively.  
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Table 1 – Properties of System SDOF Models 

 

2.2. Actuator Dynamics 

The proof-mass actuator considered in this research is an APS dynamics Model 400 mechanical shaker. It has 
a 30.4 kg reaction mass and its estimated natural frequency is 1.8 Hz. The dynamics can closely be modelled by 
the linear third-order model in Eq. 3. KA>0, and ξA and ωA are, respectively the damping ratio and natural 
frequency of the actuator and the pole at –ε provides the low-pass characteristics of this actuator (2). 

 

��(�) = � ����

������������
� � � �

����                                                                                   (3a) 

�

��(�) = � �������

�����.�����!�".����#!$�� � � ������������������������������������������������������������������������������������������(3b) 

 

      2.3. Sensor Dynamics 

The sensor dynamics i.e. the dynamics of the integrator circuit used in these studies can be modelled by the 
filter in Eq. 4. 

 

��(�) = � �
���"������� � �������������������������������������������������������������������������������������������������������������������������(4)�

 

3. Control Laws 

Three different control laws used for mitigation of human-induced floor vibrations in previous research include 
DVF, DAF and CAF (2). The vibration mitigation performance bandwidths of these control laws for human induced 
vibrations are investigated in this AVC research on some idealised floors whose modal properties have been 
presented in section 2.1. The human excitation forces that have been used in the analytical studies, briefly 
described in section 4, comprise of an idealised heel-drop excitation force (1) as well as real walking excitation 
forces obtained from treadmill tests at The University of Sheffield.    

A voltage saturation level of VL= 0.5V has been introduced in the analytical studies. In principle, this is the 
saturation voltage that would be implemented in the experimental implementation of the AVC system. The three 
control laws noted previously will now be briefly introduced.  
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3.1. Direct Velocity Feedback (DVF)  

With DVF control law, for a collocated sensor and actuator control system, sensor outputs (velocity) are 
multiplied by pre-selected control gains and these fed back to the collocated actuators as expressed in Eq. 5. 

 

%& = −(. )��                                              (5)       

                                                                          

Where sy&  is the collocated velocity output signal, 

g is the control gain and Fc is the control voltage that 
is fed to the actuator amplifier to drive the actuators. 
The control set-up for DVF control law is presented 
in Fig. 2. This figure incorporates a voltage saturation 
stage. 

 
 

Figure 2 -  DVF Scheme (with saturation Voltage-limiter) 

 

3.2. Direct Acceleration Feedback (DAF) 

For DAF control law, also considering a collocated sensor and actuator set-up, sensor outputs (acceleration 
measurements in this case) are multiplied by pre-selected control gains to generate the control signal that is then 
fed to the actuator amplifier to drive the actuators. This is presented in Eq. 6 and with the control set-up being 
presented in Fig. 3.  

 

 

3.3. Compensated Acceleration Feedback (CAF) 

To increase the stability of DAF system and make it more amendable to the introduction of significant 
damping, a phase-lag compensator can be designed. The CAF set-up as designed in a previous research (2) is 
represented in Fig. 4.  

 

The compensator takes the form of  
*�+

*  . By 

increasing the constant ‘a’, the compensator acts 

as an integrator  
+
* , and similarly, by selecting 

small values for the constant, ‘a’, the compensator 
behaves more like DAF. In this paper, constant ‘a’ 
= 55. This is applicable for the frequency 
bandwidth of interest in these studies presented.  

   Figure 4 – CAFC system using phase-lag compensator 

4. Human Excitations Forces 

The excitation forces used in the analytical studies presented in this paper include an impulsive excitation force 
and a real walking force time history obtained from treadmill walking tests.  

 

 

 

Visualizer

Sensor's

Transfer Fcn

s

s  +8s+1002

Saturation

-0.5v < Vc(t) < 0.5v

Floor Transfer Function (SDOF)

a.s  2

b.s  +c.s+d2
External Excitation

DVF Control System

 Velocity V (t)Control Voltage (v )

Add

Actuator 's

Dynamics

V
o

lt
a
g

e
 v

F
c

(t
)  

 Vc (t)

F(t)
a(t)

V(t)

Saturation

-0.5 < V(t) < 0.5

Floor Transfer Function (SDOF)

a.s  2

s  +b.s+c2
External Excitation

DAFC Gain

-g

Control System ResultsAdd

Actuator 's

Dynamics

V
o

lt
a
g

e
 v

F
c

(t
) 

a(t) 

V0(t)V(t)

Scope

Saturation

-0.5 < V(t) < 0.5

External Excitation

CAFC Control System

 Acceleration a (t)Control Voltage V(t)

Add

Actuator 's

Dynamics

V
o

lt
a
g

e
 v

F
c

(t
) 

 Floor Model

f (t) a(t)F(t)

a(t)

a(t)

����%& = −(. )��                                           (6) 

Where  is the collocated acceleration 

output, g is the control gain and Fc is the control 
voltage signal to amplifier. 

�
                       Figure 3 -  DAF scheme�
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4.1. Heel-drop Force 
The heel-drop excitation force can be idealised as a triangular pulse with a peak force of 2670 N, reducing to 

zero in a time of 0.05 s, which corresponds to an impulse of 67 Ns (1). This is shown in Fig. 5. 
 

  4.2.     Walking Excitation 

Walking force time histories obtained from treadmill walking tests at The University of Sheffield were used in 
the analytical studies. The walking force specifications are: Body weight: 886 N, Walking Speed = 1.2085 m/s 
equivalent to 1.7 Hz pacing rate (and further assuming a 70 cm step length). This is shown in Fig. 6.  

 

   

                                                            

Figure 5 - Heel-drop force time history 

 

 
              Figure 6 – Part of walking force time history 

 

5. Simulation Results 

 

The three techniques chosen to evaluate the efficiencies of DVF, DAF and CAF control schemes for vibration 
mitigation of the idealised floor systems noted earlier include: 

(a) A study of the damping introduced by the control systems (DVF, DAF and CAF) into the primary 
structure by a study of the root locus studies of the closed-loop systems.  

(b) A study of the MTVV, described as the peak of the 1s running RMS of the uncontrolled and controlled 
(DVF DAF and CAF) responses for walking excitation only.  

(c) A study of the time it takes for the uncontrolled and controlled responses to decay to 5% of the initial 
peaks for impulsive excitation only.  

 

5.1. Damping Ratio 

The closed-loop systems for each of the setups in Figs. 2, 3 and 4 can be described by the transfer function 
representation in Eq. 7. This incorporates the primary structure, actuator and sensor (integrator circuit) dynamics. 
G(jω) is the transfer function of the floor, GA(jω) is the transfer function of the actuator, Gs(jω) is the transfer 
function of the sensor and Gc(jω) is the transfer function of a compensator, if any. 

    
�,(-.) = �(-.)��(-.)��(-.)�&(-.)� � ������������������������������������������������������������������������������������ � (7) 

 

By making use of root locus studies for the transfer function representation in Eq. 7 for each of the idealised 
structural models, optimum gains were evaluated as presented in section 5.4 as well as maximum damping 
introduced into each of the structural models.  
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   Fig. 7 shows a plot of the damping ratio 
introduced into the structural models for DVF, 
DAF and CAF control laws for optimum 
gains. DVF exhibits the best performance at 
low frequencies while CAF exhibits better 
performance at higher frequencies. The 
performance here is with reference to the 
amount of damping introduced into the 
structural models for each of the control laws. 

 

 

idealised structural models 

 

5.2. MTVV Studies (For Walking Excitation Only) 

The optimum gains evaluated in the root locus studies in the previous section and presented in section 5.4 are 
implemented in these analytical studies for DVF, DAF and CAF control laws. The MTVV is defined as the peak 
of the 1s running RMS acceleration response of both the uncontrolled and controlled structures. A typical plot 
of responses of an open and closed loop system and the corresponding 1s running RMS acceleration are 
shown in Fig. 8. 

 

Figure 8 -  A typical open-loop and closed-loop system 
acceleration response and the corresponding 1 sec 

running RMS accelerations Figure 9 – Acceleration MTVV Reduction of DVFC, DAFC and CAFC 
systems 

 

 The trends of the reduction in MTVV of the closed loop (for DVF, DAF and CAF) responses in comparison 
with the open-loop system responses are plotted in Fig. 9.  Again, it can be see that DVF exhibits better vibration 
mitigation performances at low frequencies and CAF exhibits better vibration mitigation performances at high 
frequencies. 

 

 

5.3. Reduction in Decaying Time (For Heel-drop Excitation Only) 

The optimum gains determined from the root locus studies in section 5.1 presented in section 5.4 are used in 
the analytical studies in this section for each of the idealised structural models. The time for the responses to 
decay to within 5% of the initial peak is used to evaluate the vibration mitigation performance of DVF, DAF and 
CAF for each of the structural models subjected to an impulsive excitation force. Fig. 10 shows a typical open-
loop and closed-loop response. Fig. 11 shows the vibration mitigation performances for each of the control laws 
implemented on each of the idealised structural models as percentage improvements. Again, it can be seen that 
DVF performs best at low frequencies while CAF performs better at higher frequencies. 
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Figure 10 - Typical open-loop and closed-loop acceleration 
responses to an impulsive excitation 

 

 
Figure 11 -  Decrease of Reduction Time of Peak Responses to 5% 

of its Value from Open-loop to Closed-loop system (Heel-drop Test) 

5.4.  Optimum Gains 

 

 

 The optimum gains used in the above analytical 
studies that have been determined from the root 
locus studies are presented in Fig. 12 for DVF, 
DAF and CAF control laws. 

 
Figure 12 - Optimal gains for DVF, DAF & CAF control laws 

6. Results from Analytical Studies 

 

6.1. DVF Control Law 

From Figs. 7, 9, and 11, it can be seen that DVF is more effective in predominantly low frequency 
floors i.e. between 3-10 Hz. Fig. 7 exhibits a sharp peak between 3-4 Hz and there is a gradual decrease 
in higher frequencies. DVF does not have any significant effect on the very low-frequency floors i.e. with 
natural frequencies ranged 1-3 Hz as a result of the actuator dynamics lying within this range.  

Some root locus plots of some of the idealised floor models in Figs. 13, 14, 15, 16 and 17 aid in 
justifying the observed vibration mitigation performances with DVF control law. 

 

 
Figure 13 -  Root locus plot for structural model with f = 3 Hz for 

DVF control law 

 
Figure 14 -  Root locus plot for structural model with f = 3.5 Hz 

for DVF control law 
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6.2. DAF Control Law 

From Fig. 7, it can be seen that DAF control law does not offer any significant influence on the 
dynamic properties of the idealised models with natural frequencies below 5 Hz. After 5 Hz, however, the 
damping introduced into the system gradually increases almost linearly. This can be explained 
considering the results from the root locus studies presented in Figs. 18, 19, 20 and 21.  

 

 
Figure 18 – f = 4 Hz DAFC system Rlocus diagram 

 
Figure 19 – f = 5 Hz DAFC system Rlocus diagram 
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Figure 15 -  Root locus plot for structural model with f = 3.8 Hz 

for DVF control law  

 
Figure 16 -  Root locus plot for structural model with f = 4 Hz for 

DVF control law  

 

 

  The structural models comprise of a pair of very 
low-damped poles and a zero in the origin. A pair 
of high-damped poles represents the actuator 
dynamics and a pole in ε = -50.26 represents the 
low-pass element of the actuator. An obvious pole 
flipping between floor and actuator transfer 
function poles can be seen about f = 4 Hz, and the 
loci suddenly gain a departure angle very close to 
the negative real axis after 4 Hz which implies 
higher structural damping can be attained after this 
frequency. This accounts for the sharp peak 
between 3.5-4 Hz in Fig. 7.  

 
 

Figure 17 -  DVFC system Rlocus diagram evolution for f = 5 Hz 
to f = 20 Hz 
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Figure 20 – f = 6 Hz DAFC system Rlocus diagram 
 

Figure 21 – Evolution of f = 7 to 20 Hz DAFC system Rlocus 
diagram 

 

No pole flipping occurs in these closed loop systems. For idealised structural models with modal 
properties between 1 Hz to 5Hz, the departure angles of the loci of models are located in the right half 
plane towards the positive real axis. This indicates a near-unstable scenario with a very low damping 
value. This positive departure angle introduces much less damping than the open loop damping of the 
structural models. For idealised structures with natural frequencies above 5 Hz, the departure angles of 
the loci gradually change clockwise from positive to negative values. A gradual evolution of the root locus 
plot for structural models above 7 Hz can be seen in Fig. 21. 

 

6.3. CAF Control Law 

CAF control law is an integrated version of DVF and DAF control schemes. It aims at utilising the 
advantages of DVF in lower frequencies and DAF in higher frequencies. This can be seen in Fig. 7. The 
zero of the compensator at ‘–a’ improves systems stability by inducing higher damping as well as 
attracting the system poles after pole flipping. Figs.  22, 23, 24, 25, 26 and 27 highlight the evolution of 
root locus plots of the closed-loop systems for the idealised structural models noted earlier. 

 

 
Figure 22 -  Root locus plot of system model with f = 2 Hz 

 
Figure 23 -  Root locus plot of system model with f = 3 Hz  
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Figure 24 - Root locus plot of system model with f = 3.5 Hz  

 
Figure 25 -  Root locus plot of system model with f = 4 Hz  

 

 
Figure 26 -  Root locus plot of system model with f = 5 Hz  

 
Figure 27 -  Root locus plots of system models with f = 6 - 20 Hz  

 

Two pole flipping phenomena can be seen in Figs. 25 and 26. The first one happens between f = 3.5 
Hz to f = 4 Hz, where the new floor loci show higher stability and damping. The second one happens 
between f = 4 Hz and f = 5 Hz where phase-lag compensator zero at ‘-50.26’ attracts one of the system 
poles that makes the system highly stable and damped.  

 

7. Conclusion 

DVF performs best for low frequency structural models while DAF has a tendency to perform better at 
higher frequencies. CAF acts quite well in both in mid-range and high frequency floors; there is still a 
problem with implementations in low-frequency floors.  Finding proper compensators for mitigation of 
vibrations in very low frequency structural models is an exciting challenge and an ongoing area of 
research. 
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ABSTRACT 
 
Lightweight steel floor systems, utilizing typical bay sizes while supporting few non-structural elements, are prone 
to disturbing levels of floor vibration due to walking excitation.  Even though design criteria exist to assess and 
avoid this problem, decisions based on cost are often made to construct a floor that is prone to excessive 
vibration.  These floors are very difficult to fix by conventional means without great disruption to the occupants. 

Active control, using a velocity feedback loop and a proof mass actuator to deliver the force, has proven to be a 
very effective repair with little disruption to the occupants.  Perhaps the greatest barrier to wider implementation of 
this repair technique is cost.  To keep costs down while obtaining the best performance possible, it is important to 
understand the dynamic behavior and interaction of all the elements.  This paper explains the important 
parameters in designing an active control system.  Then specific hardware is described and utilized in 
implementing an active control system in an occupied building. 

INTRODUCTION 
 
Excessive floor vibrations are usually caused by either equipment or by normal occupant activities. Occupant 
activities that have a repetitive motion, such as walking, dancing, and jumping, can cause objectionable floor 
motion due to resonance. Resonance exists when the frequency of the floor disturbances are the same as a 
natural frequency of the floor system. When resonance occurs, the amplitude of the vibration is largely affected by 
weight and damping characteristics of the structure. Damping is an effect that causes a dissipation of energy so 
that resonant vibrations cannot build to large levels. At resonance, decreases in weight and damping result in 
higher vibration amplitudes given a certain level of disturbance. Such decreases in weight and damping are 
occurring more often due to recent trends in building construction and use resulting in an increase in the 
instances of problem floor vibrations.  
 
Modern construction practices are producing buildings that have natural frequencies more prone to resonance, 
support less weight, and have less damping than buildings of the past. Additionally, many modern offices have 
fewer partitions, fewer paper files, etc. and therefore fewer non-structural mechanisms for providing damping and 
weight. In some instances, owners of office buildings in successful service for 30 years are reporting problems 
that seem to be the result of a change from fully enclosed offices to cubicles. Also, structural materials have 
become stronger and more lightweight, thus allowing longer spans with less weight. Longer spans tend to vibrate 
at lower frequencies, thus resulting in natural frequencies more prone to resonance. All of these trends lead to an 
increased likelihood of problem floor vibrations. Several case studies describing problem floors are presented in 
Ref. [1].   
 
Active control of floor vibration was originally implemented with off-the-shelf components and a computer 
controlled feedback circuit.  In April 2005, implementation improvements were described in US Patent No. 
6,874,748.  The claims of this patent are primarily optimization recommendations and were primarily documented 
to protect a future device developer.   
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OVERVIEW OF THE CONCEPT 

Control of resonant vibrations is fundamentally accomplished by adding damping to the system.  By using direct 
velocity feedback, the control force is proportional to velocity, thus adding the effect of damping to the system as 
shown by the single degree of freedom system represented in Eq. 1: 

ሻݐሷሺݕܯ  ൅ ሻݐሶሺݕܥ ൅ ሻݐሺݕܭ ൌ ሻݐሺܨ െ ሶݕܩ  [1] 

where M, C, and K are the system mass, damping, and stiffness, and ݕ, ሶݕ , and ݕሷ  are the displacement, velocity, 
and acceleration of the mass.  ݕܩሶሺݐሻ is the control force and when moved to the left hand side of the equation, it 
increases the damping term to ܥ ൅    .ܩ

This simple concept becomes a bit more complicated when practically implemented.  This paper discusses the 
practical implementation issues that should be considered when building an efficient active floor vibration control 
system.   

PRIMARY COMPONENTS 
 

The practical implementation issues and recommendations are discussed in terms of the three primary 
components of the control system. 

a) a proof-mass actuator (comprising a linear electric motor, a moving mass, a linear spring, and a 
damping mechanism) to generate the control force from an input signal, 

b) a sensor capable of producing an output signal proportional to vibration velocity, and 
c) a feedback controller to generate an appropriate control signal, that is a function of the velocity signal, 

to drive the proof mass actuator. 
 
Proof-Mass Actuator 
 
A proof-mass actuator, also known as a shaker, creates a force through the inertial effect of a moving mass.  This 
mass can be moved up and down, by an electric motor, to create the required force.  An electro-magnetic motor 
has proven most suitable to create the driving force because it is quiet and responds quickly at low frequencies 
(low phase distortion).  When selecting the electric motor, the force and stroke limits are the most important 
consideration and are strongly related to cost.  When the motor is configured into a proof-mass, the stiffness and 
damping should be compatible with those limits.  Otherwise, needless expense has gone to underutilized force or 
stroke.  Because motor force is expensive, a spring system attached to a frame should be utilized to support the 
static weight of the moving mass at the center of the stroke.  A sketch and schematic of this system is shown in 
Fig. 1. 
 
 

Reaction Mass

Armature
Support Frame

Electro-Magnetic Proof-Mass Actuator Theoretical Model

Structure

ma

ka
ca

md

Fc

 
 

Fig. 1.  Illustration and theoretical model of shaker 
 
The required motor force level limit necessary to provide significant control of resonant vibration can be 
determined from vibration excitation levels predicted by AISC Design Guide 11 [2].  For walking vibration, the 
peak resonant force (lbs) at the fundamental natural frequency of the floor bay is predicted by Eq. [2].   
 
௪௔௟௞௜௡௚ܨ  ൌ 157ሺ0.83ሻexp ሺെ0.35 ௡݂ሻ [2] 
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where ௡݂ is the fundamental frequency of the floor system.  Since many problem floors have fundamental 
frequencies in the range of 5 – 8 Hz, the peak control force for walking induced vibration should be in the range of 
10 – 25 lbs.  Similar predictions can be made for rhythmic excitations due to activities like dancing and aerobics.  
The reader is cautioned that significant vibration levels of vibration can occur at off-resonant frequencies when 
groups engage in rhythmic activities.  A damping solution, such as that proposed here, is ineffective in these 
instances.   
 
There is interplay between the stroke and force limits and the passive parameters (ma, ca and ka) of the proof-
mass actuator that should be understood to optimize the system.  First, there is a relationship between the motor 
force in and the control force out.  The force varies with damping and the ratio of the forcing frequency to the 
natural frequency as shown in Fig. 2.  The red lines represent a damping value that provides adequate stability of 
the actuator mode without too much phase or amplitude distortion between to input signal (assumed proportional 
to the motor force, Fin) and the resulting control force (Fout).  The stability of the actuator mode is described more 
thoroughly in Ref. [3].  A damping ratio (β) of 0.3 and 0.4 of critical (ܿ௖௥ ൌ 2ඥ݇௔݉௔ ) is recommended.  The vertical 
line in each plot is located at a frequency ratio of 2.  This line represents the recommended cutoff of floor 
frequencies that can be controlled without significant phase distortion between the input signal and the control 
force.  That is, the fundamental floor frequency should be twice that of the actuator to maintain adequate stability 
and control effectiveness.  The force limit of the actuator can be maintained by a clipping circuit which limits the 
input signal. 
 

 

 
Fig. 2.  Frequency Response Function of Proof-Mass Actuator: Fout/Fin 
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Fig. 3.  Frequency Response Function of Proof-Mass Actuator: kY/Fin 
 

For a simple control circuit, where the control force is proportional to the floor velocity and the stroke and force 
limits are not exceeded, the stroke limit should be maintained by the signal clipping circuit also.  Achieving stroke 
control within a force limit is best understood from a frequency response function of the displacement times the 
stiffness verses the input force as shown in Fig. 3.  From the magnitude graph, it can be noted that the 
displacement amplitude is frequency dependant and peaks near the damped natural frequency of the actuator 
frequency for a steady-state input.  Eq. 3 below shows the inequality that must be satisfied for a simple clipping 
circuit to achieve both force and stroke control in the event there is a large velocity response.   
 

 
ଵ

ඥସఉమሺଵିఉమሻ
൑ ௞ೌ௬೘ೌೣ

ி೔೙೘ೌೣ
 [3] 

 
where β = damping ratio for the actuator = ca/ccr; ka = linear spring stiffness; ymax = maximum stroke of the 
actuator (half of the total stroke of the actuator); Finmax = force limit set by the clipping circuit in the controller.  A 
well configured actuator will have properties such that the inequality is close to equal with Finmax set near the force 
limit of the actuator.  Otherwise expense associated with either excess force capacity or excess stroke capacity is 
wasted. 
 
Velocity Sensor 
 
A velocity sensor can be used to provide a velocity feedback signal to the control system.  Velocity sensors 
provide a relatively accurate measure of velocity magnitude for frequencies within the published bandwidth of the 
sensor.  The lower limit on the bandwidth is the result of sensor dynamics.  Typically piezoelectric sensors 
accomplish a velocity output measurement by applying a filter to an accelerometer that acts as an integrator 
circuit.  Fig. 4 shows the estimated sensor dynamics of a PCB sensor that was used successfully in a control 
circuit.  The vertical line at 2.5 Hz indicates the lower bandwidth of the sensor.  The straight line in each graph 
represents the relationship of velocity to acceleration if an infinite sensor bandwidth was possible.  It should be 
noted that the magnitude is reasonably predicted at frequencies above the lower bandwidth line.  This might imply 
that a good measure of velocity can be achieved for frequencies above the lower bandwidth.  When used in a 
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control configuration, the phase is more important than the amplitude.  If this sensor were to be used to measure 
resonant frequencies near the lower limit of the bandwidth, the phase would be about 66 degrees instead of 90 
degrees.  At 66 degrees, the projection on to the imaginary axis (sin(33)=0.55) would be only 55% of the actual 
velocity, whereas, at 2x the lower bandwidth, the projection on to the imaginary axis would be about (sin(66) = 
0.91) 91% of the actual velocity.  This has proven to be an acceptable distortion of the actual velocity.  It is 
therefore recommended that piezoelectric velocity sensors only be used to control floors with fundamental natural 
frequencies at least 2x the lower limit of the sensor bandwidth. 
 
Feedback Controller 
 
The feedback controller takes the signal from the velocity sensor and adjusts it to provide an input signal to the 
proof-mass actuator.  Minimally, the controller must apply an appropriate gain to the velocity feedback signal and 
this signal must be clipped if it would overdrive the actuator.  It is recommended that the control gain be set to 
approximately one half of the control gain that would cause unstable behavior.  The effectiveness of the control 
system with varying feedback gains is described in Ref. [3].  To find the unstable control gain, the gain should be 
adjusted until an increasing oscillation is observed near the natural frequency of the actuator.  Although this is 
unstable, possibly harmful behavior in a purely linear feedback circuit, the clipping circuit will keep the actuator 
from being overdriven.  The feedback controller may also need an offset correction circuit.  Some sensors have a 
slight DC offset that should be corrected to avoid any DC input to the control actuator.  Finally, piezoelectric 
sensors require a charge amplifier to produce a measureable signal.  This circuit can also be included in a 
feedback controller box.  All of the circuit components can be purchased on the internet and configured by 
someone with some knowledge about analog circuit components. 
 

 
Fig. 4.  Frequency Response Function of Piezoelectric Velocity Sensor 
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CONFIGURING A SYSTEM 
 
The system described above was built and utilized in several temporary and one permanent installation.  These 
installations are described in Refs. [4] and [5]. 
 
APS Dynamics sells two “shaker” models with a proof-mass option.  One system is capable of delivering a 30 lb 
peak control force.  The larger system is capable of delivering a 100 lb peak force.  Both systems have a total 
stroke of 6” and an estimated system damping of approximately 0.30.  The larger shaker was used in all of the 
installations.  This shaker does not satisfy the requirement of Eq. [3]; therefore, the control force must be clipped 
below 100 lbs.  Using Eq. [3] and the shaker properties listed in Table 1 below, the control force should be limited 
to approximately 26 lbs.  Currently, the 100 lb shaker with matching amplifier is just under $18,000.  The smaller 
shaker could be configured with added mass and stiffness to more efficiently utilize the motor capability.  
Alternately, a cheaper linear motor could be configured into a proof-mass system.  It was the hope that the patent 
would inspire device development. 
 
Table 1.  APS Shaker Properties for Model 100 
ma 67 lb/386.4 in/sec2 

ka 15.4 lb/in 
β 0.30 

 
PCB Industrial Division sells several piezoelectric velocity sensors with a bandwidth starting at 3 Hz.  The sensor 
used in previous studies does not seem to be available.  A system made with these components could deliver a 
26 lb control force to a floor with a fundamental frequency at 6 Hz or above.   
 
CONCLUSION 
 
Active control has only proven a reasonable solution when cost is not an issue.  Since this is rarely the case, the 
development of a system that is cost effective is necessary.  Following the claims of US Patent No. 6,874,748 and 
the recommendations contained herein, a more efficient device than currently available could be developed.  The 
key to this development is a cheaper proof-mass actuator that could be mass produced. 
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ABSTRACT 

The enthusiasm of people during popular events may cause excessive vibration in stadium structures especially if 
this movement is coordinated, e.g. if a song is played in the stadium. For certain cases, this vibration may even 
exceed the acceptable limits defined in different standards. These dynamic vibration levels are generally very 
difficult to simulate and determine at the design stage. Therefore, the stadia are sometimes monitored to 
determine the performance of the existing structure during real events such as games and concerts. In this study, 
dynamic response monitoring of a steel football stadium is presented. The objective of this study is to determine 
the vibration levels in the context of human-comfort levels in design codes in a comparative way for different 
events. Especially, the dynamic response caused by human-stadium interaction is evaluated for specific events 
such as scoring and playing certain songs. The characteristics of these events are also explored in terms of 
frequency content in relation to the dynamic characteristics of the stadium. 

 
INTRODUCTION 

Crowd excitation during the stadium events may result excessive vibration, which might create serviceability 
problems at the stadiums. Modern stadium structures are usually more slender because of the architectural 
aspects and improved technologies in construction. Although this type of a design brings many advantages, the 
level of vibration during certain events might get high, especially if the crowd is involved in a sort of coordinated 
motion. High level of vibrations may even exceed the limits, which are defined by international codes. Therefore 
stadiums should be carefully investigated in terms of vibration characteristics. 

Different researchers from different countries conducted various tests related to stadium monitoring. These 
stadiums are analyzed based on human comfort, serviceability where the vibration levels are compared to the 
standards, e.g. ISO2631 [1]. Laboratory investigations on the evolution of human vibration-perception and comfort 
states with the change of vibration levels are conducted previously [2]. Acceleration values are used to maintain 
the consistency with international standards. Another approach is modal parameter identification from forced or 
ambient tests. For example, Reynolds and Pavic [3] presented analysis results of modal testing and in-service 
monitoring of a large contemporary cantilever grandstand. They showed that crowd occupation can affect the 
modal parameters of a stadium. They also indicated that previously proposed methods for assessment of 
vibration serviceability can lead to inconsistent results due to their sensitivity to the data acquisition and analysis 
techniques used. Reynolds et al. [4] conducted forced and ambient excitation tests to analyze the dynamic 
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characteristics of a stadium. They mentioned that calculated frequencies are lower than the measured 
frequencies and this might be the result of the extra stiffness caused by the non-structural elements that were not 
included in the design. Caprioli et al. [5] tested the G. Meazza stadium during soccer matches and live concerts 
because of some complaints about the high vibration levels in some buildings close to the stadium during big live 
concerts. They showed that vibration inside the stadium is nearly the same with vibration outside of the stadium. 
They also mentioned that vibration characteristic is determined by synchronized loadings. Salyards and Hanagan 
[6] analyzed the effect of coordinated motion on a large football stadium. They observed that coordinated motion 
vibration level during game is more substantial that reacting to big events during the game. 

Objective and Scope 
The authors had previously presented the preliminary results of a monitoring study where the dynamic 
characteristics and response of a stadium during different games were investigated [7]. Examples of two different 
data sets recorded in two games, and preliminary results of these tests were presented. The objective of this 
paper is to analyze the effects of the vibration to human comfort and to investigate the dynamic characteristics of 
the same stadium structure during different events. Monitoring is conducted in two different games before, during 
and after each game. In both games, nearly the number of spectators watching the game was almost the same . 

Figure 1 summarizes the overall objective of this on-going study where different experimental and analytical 
components are combined for the analysis. In the current study, the preliminary experimental results are 
presented in the context of human comfort and modal analysis. For the future studies, the FE model will be 
improved and calibrated by using the experimental analysis results (e.g. natural frequencies and mode shapes). 
Finally, different simulations will be conducted with the calibrated model under different type of loadings for 
performance evaluation. 

 

Figure 1: The general objective of the on-going study 
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INSTRUMENTATION AND DATA ACQUISITION 

The stadium is a steel frame type structure sitting over 25 acres and the seating capacity is approximately 45,000. 
The construction of the stadium was completed in 2007 and it was opened to service in the same year. Stadium 
has 38 lower level and 36 upper level sections. The sensors are installed at the student sections where vibration 
level is usually higher than other sections of the stadium. The investigated section is one of the rotating corners of 
the stadium as marked in Figure 2 and has a narrowing down frame section. 

 

Figure 2: The section under investigation 

 

 

Figure 3: General view of the preliminary FE model 

Rear end of the frame section has 60 feet opening and about 55 ft height. On the other hand, the front end has 
about 15 ft opening and about 7.5 feet height. Figure above shows the general view of the preliminary FE model 
(Figure 3). Stadium is mainly based on two sections in terms of seating numbering which are upper section and 
lower section. Accelerometers are placed to both upper section and lower section for the monitoring of stadium. 
Twelve accelerometers in total are used in that section (Figure 4). Eight of those accelerometers were in the 
upper section (Figure 5) and remaining four accelerometers were in the lower section (Figure 6). Accelerometers 
are placed in all three directions to measure the vibrations levels in all directions. For the accelerometers middle 
points of the frames or stingers are chosen for the sake of maximum vibration.  
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Figure 4: Instrumentation of Upper Section Sensors 

Ch-6

Ch-5Ch-8

Ch-7

Ch-4

Ch-3

Ch-2

Ch-1

U
pper F

loor B
eam

Upper Stringer

Upper Main Frame Girder

 

Figure 5: Locations of Sensors (Upper Section) 
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Figure 6: Location of Sensors (Lower Section) 
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VXI and Agilent Technologies acquisition system is used to record the vibration data (Figure 7). The sampling 
frequency 100 Hz and data is collected for 10 minute intervals (approximately 25 data sets per game). In addition, 
video recording was carried out intermittently in order to synchronize some of the typical events such as 
interceptions and touchdowns. 

 

Figure 7: Data Acquisition System 

HUMAN COMFORT ANALYSIS 

For the human comfort analysis, the general procedure in ISO 2631-1:1997 (ISO 1997) is followed. First, the root 
mean square (RMS) values are obtained using the weighted acceleration. The time domain acceleration data is 
converted to frequency domain to apply the filters and to obtain weighted acceleration at the end. In frequency 
domain, filters such as high pass filter, low pass filter, acceleration-velocity transition filter, upward step filter are 
applied. After applying these filters simultaneously (the final filters are in the following figure), the data is 
converted to time domain and the weighted acceleration values are obtained (Figure 8).  

 

Figure 8: Path of Obtaining Weighted Acceleration 

When the acceleration is converted to weighted acceleration (aw), RMS is calculated as shown in Eqn. 1 to 
quantify the severity of vibration where aw is the weighted acceleration and  is the integration time which is 
selected as 1 second in this study as recommended in ISO 2631-1:1997 (ISO 1997). Acceptable limit values for 
human comfort depend on many factors with each different situation however, the RMS values usually give a very 
good idea about the vibration levels and corresponding human comfort levels and they are presented in Table 1. 
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Table 1: RMS Comfort Levels 

 

 

 

 

 

 

 

 

 
 

EVENT BASED ANALYSIS 

The vibration measurements are taken in different games to be able to compare the performance of the structure . 
As can be seen, same type of events selected from different dates are analyzed. Both games were played at 
same stadium and nearly the same number of people attended. The vibration levels measured during different 
events e.g. popular song, touchdown, and interception are shown in Figure 9. 

 

 
Figure 9: Raw Data vs. RMS values 

 

RMS Values Corresponding Situation 

<0.315 Not Uncomfortable 

0.315-0.63 A Little Uncomfortable 

0.5-1 Fairly Uncomfortable 

0.8-1.6 Uncomfortable 

1.25-2.5 Very Uncomfortable 

>2 Extremely Uncomfortable 
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Table 2: Raw Acceleration (m/s2)  

  
Upper Floor  

Beam  
(Vertical)  

Upper Main  
Frame Girder  
(Longitudinal) 

Upper Floor  
Beam  

(Lateral)  

Lower Floor  
Beam  

(Vertical)  

Lower 
Stingers 

(Vertical) 

G
am

e 
1 

No Event 0.49 0.32 0.05 0.98 1.07 

Interception 2.44 1.17 0.35 1.97 2.23 

Touchdown 2.65 0.69 0.17 1.03 1.37 

Popular Song 4.39 1.03 0.32 2.19 3.54 

G
am

e 
2 

No Event 0.06 0.14 0.02 0.51 0.53 

Interception 0.51 2.05 0.37 1.52 1.58 

Touchdown 1.31 0.62 0.32 0.96 1.15 

Popular Song 2.51 1.79 0.59 3.84 5.15 

1. 10.20.2007 Game 1 (45,510 attendance, 44-23 Win) 

2. 10.04.2008 Game 2 (43,147 attendance, 31-17 Win)  

 

The data was recorded before and during the games as well as after all the spectators left the stadium. During 
these periods, notes were taken by the researchers so that the data sets could be analyzed accordingly. The 
vibration levels for no event, interception, touchdown and popular song cases are shown in Table 2.  

Investigating five different locations (upper floor beam, upper main frame girder, upper floor beam, lower floor 
beam, lower stringers) and in three different directions, vertical sensors are seen to be the critical sensors. It can 
easily been seen that popular song event which is a coordinated motion is the critical event for the stadium. 

 

Table 3: RMS Weighted Acceleration (m/s2) 

  
Upper Floor  

Beam  
(Vertical)  

Upper Main  
Frame Girder  
(Longitudinal) 

Upper Floor  
Beam  

(Lateral)  

Lower Floor  
Beam  

(Vertical)  

Lower 
Stingers 

(Vertical) 

G
am

e 
1 

No Event 0.10 0.04 0.01 0.23 0.31 

Interception 0.63 0.11 0.02 0.61 0.87 

Touchdown 0.62 0.06 0.01 0.29 0.61 

Popular Song 1.44 0.12 0.05 1.07 1.67 

G
am

e 
2 

No Event 0.03 0.02 0.01 0.21 0.24 

Interception 0.27 0.18 0.03 0.51 0.63 

Touchdown 0.53 0.07 0.02 0.55 0.53 

Popular Song 1.54 0.22 0.05 1.57 2.25 
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When RMS results are analyzed, again vertical sensors show the big difference from the longitudinal and lateral 
direction placed sensors (Table 3). Vibration levels give the idea of how comfortable the section after comparing 
the results with the RMS comfort levels given in Table 1. During the popular song vibration levels reach to the 
level of 1.57 m/s2. This level of vibration refers to uncomfortable situation level. Even depending on the duration of 
the vibration, it can be considered as very uncomfortable situation level. 

 
FREQUENCY DOMAIN MODAL ANALYSIS 

As mentioned above, the data is collected with a 100 Hz sampling rate. For the modal analysis, the data is 
analyzed in 0-20 Hz since most of the important vibration modes of the structure lie in this range. Three different 
data sets are compared and the first six modes identified using Enhanced Frequency Domain Decomposition 
algorithm [8] are presented in Table 4. In each data set nearly the same frequencies are obtained and an example 
Singular Value Decomposition plot is shown in Figure 10. 

Table 4: Modal Frequencies 

 Set 1 (Hz) Set 2  (Hz) Set 3  (Hz) Direction 

Mode 1 2.34 2.44 2.32 Coupled (Vert., 
Long., Lat.) 

Mode 2 2.44 2.54 2.49 Long. 

Mode 3 2.81 3.71 2.88 Lat. 

Mode 4 4.66 4.91 4.66 Coupled (Vert., 
Long., Lat.) 

Mode 5 7.01 7.01 7.00 Coupled (Vert., 
Long., Lat.) 

Mode 6 12.94 12.72 12.67 Vert., Long. 

 
Figure 10: A sample Singular Value Decomposition plot of the FRFs  
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CONCLUSION  

In this paper, preliminary results of an on-going monitoring study of a stadium are presented. First human comfort 
analysis is conducted based on vibration data collected during different games. Different types of events are 
analyzed. For event-based analysis, RMS values are obtained with the procedure defined in the ISO 2631 code. 
While analyzing different events, it is observed that popular song event that corresponds to coordinated motion is 
the most critical event for human comfort. In the raw data set, the maximum acceleration was recorded as 4.39 
m/s2 in the first game and 5.15 m/s2 in the second game. When the RMS values calculated by using the weighted 
accelerations they are found as 1.44 m/s2 for the first game and 2.25 m/s2 for the second game for the same 
events. This level of vibration is considered as very uncomfortable in the standards. The overall vibration levels at 
the stadium seem to be considerable higher than the other examples reported in the literature suggesting that a 
more detailed analysis may be warranted. It is also important to know the dynamic loading characteristics and the 
modal parameters of the structure. For the modal analysis of the structure, the data is analyzed using a frequency 
domain ambient vibration analysis method. The first six modes are obtained for three different data sets and it is 
shown that these results are in good agreement, indicating that the extracted modal parameters are acceptable. 
For future work, the FE model will be calibrated by using the analysis results of the experimental data. By using 
the calibrated FE model, different types of analyses will be conducted to investigate the performance of the 
stadium under different dynamic loading conditions. 
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ABSTRACT

Dynamic structural responses of a major UK stadium have been measured during a series of high-profile events. In

order to verify and validate recent approaches to the determination of vibration responses, a series of models have
been developed and comparisons between measured and predicted results made.

Using advanced image recognition and data processing techniques, video records of the events were used to deter-

mine approximations to the real forces induced by the crowds. The image processing is based on a digital correlation
method and on post-processing aimed at decreasing image noise disturbance (due for example to camera flashes

in the video). The output is the velocity field of the grabbed area. These data are further exploited to estimate the

load on the structure.

The forces estimated from the image processing have then been used, in conjunction with a highly detailed and

accurate FE model, to determine improved estimates of the responses. Comparisons are made between design,
measured and back-analysis results using both codified and real crowd forces. The accuracy of the crowd dynamic

forces determined from image processing is assessed.

1 PROBLEM OVERVIEW

Stadia are increasingly lightweight and flexible structures due to increased use of slender cantilevers and optimised

design procedures. These structures are further subject to occupancy by high density crowds which can generate
large loads, and may result in strongly perceptible vibrations. Much current research is aimed at improving methods

for the prediction of such vibrations. In particular, the load models used in analysis are very simplistic and do not

accurately represent the forces induced by real motions of actual crowds. This paper investigates levels of response
predicted using more realistic dynamic loads estimated from image processing of real crowd motions.

In 2000, the City of Manchester Stadium (Figs. 1(a) & (b)) was designed for, amongst other criteria, the avoidance
of uncomfortable or panic- inducing vibrations. The stadium itself is of concrete construction with a steel roof

considered to act independently of the main bowl of the structure. With a capacity of 47,726 the stadium is the

fourth largest in the English Premier league and has a reputation as a major international venue. Several high profile
events, including the 2008 UEFA cup finals, the 2002 commonwealth games as well as multiple major concerts and

international sports matches, have cemented this image.

Between 2004 and 2005 researchers at the University of Sheffield, UK, performed dynamic testing and long term
vibration monitoring using a remote system [1] on the west stand. As well as identifying the characteristic dynamic
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Figure 1: (a) City of Manchester Stadium and (b) a typical cross section of the west stand

properties of the structure, the actual performance of the stand was recorded in the form of structural accelerations

and videos of crowd activity. This investigation focuses on recreating the responses of the structure to crowd actions

observed during a concert headlined by U2 which took place on 14 June 2005.

A technique has been developed [2] which allows for the estimation of crowd accelerations from video records. With

some processing, these data can be converted into time varying forces which can be applied as part of several

different response analysis techniques. This paper describes the image/video processing techniques used, the
derivation of the associated forces (put into context against other published values), the development of a system

model for the structure and the estimation of responses of said system to the aforementioned loading. Subsequently,
discussion of the predicted responses in comparison with measured values and the implications of using ‘real’ force

histories leads into the conclusions of the investigation. The paper concentrates on the middle tier of the structure

as that is where the initial video processing efforts were focused.

2 VIDEO PROCESSING

The aim of image acquisition and processing is to estimate the acceleration time histories of people in the crowd.
This information will be used to estimate the exciting force produced by jumping people.

The authors have already developed a technique to estimate the crowd velocity, which is then used to derive

acceleration [2–4]. The method is based on Digital Image Correlation (DIC) but it relies upon good resolution
images (22 mm/px or better) to get reliable results. The images considered in this work are instead of relatively

poor resolution, as can be seen in Fig. 2. This is due to the need to carry out imaging and monitoring a large area
of the stadium. Because of the low resolution images available, the acceleration time histories estimated with the

DIC technique are corrupted by a non-negligible level of noise. Therefore only the Root Mean Square (RMS) value

of the crowd acceleration are estimated, as described later in this section. Moreover, as can be seen in Fig. 2 due
to the perspective, the resolution of the images strongly changes as the region of the image changes, therefore

image processing has not been carried out on the full image, but just on a single portion (highlighted in Fig. 2). The

considered portion is that where the image resolution is the best possible.

Before discussing the whole adopted procedure to estimate the crowd motion, brief remarks are given about the

DIC technique. The DIC technique consists of splitting a movie image into different rectangular Regions of Interest
(ROI) with a fixed size. Then, for each ROI, the most similar region of the subsequent image of the movie is

searched for (i.e. the region which minimizes a figure of merit; the definition of the figure of merit depends upon the

adopted algorithm [5]). Once the displacement of each ROI has been estimated, it is possible to find the velocity
field because the time lag ∆t, elapsed between the acquisition of the two images, is known. The same procedure
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Figure 2: The analysed image area

can be applied to each pair of subsequent images (j and j + 1 with j = 1,2,3 . . .) to estimate the velocity fields at

time tj = j∆t. More details can be found in [2]. In [4] the authors analysed the effect of the size of ROIs on the
results uncertainty; it was demonstrated that ROIs size should be at least 8x8 pixels. In this paper the size of the

ROIs was therefore fixed at 8x8 pixels.

2.1 DIC SIGNALS POST PROCESSING

Once the velocity time history has been estimated for all the ROIs, some signal processing is required. In particular,

one of the main difficulties in the post-processing of the obtained velocity time histories was the treatment of noise
related to flashes of photo-cameras visible in the images. It has been estimated that each flash was present in one

or in two successive images. These flashes often cause large (and meaningless) peaks in the estimated vertical
velocity results. A method therefore was required to define an automatic method able to detect the spurious peaks

of acceleration and to exclude them from the analysis.

The technique selected to exclude camera flashes was as follows. The numerical difference D was calculated for
the velocity time-history of each ROI:

D(n × ∆t) = [velocity((n+ 1) ×∆t) − velocity(n × ∆t)] for n = 1,2,3 . . .

where ∆t = 1
fs

and fs is the sampling frequency. The ROIs were analysed individually and from each of them a D

record was obtained. The Kurtosis coefficient was then calculated for each D record (one D record for each ROI).
The Kurtosis coefficient of a time signal x is calculated as:

Kurtosis =
1

m
×

∑m

i=1(xi − x̄)
4

s4
− 3

where m is the number of samples, x̄ =

∑m

k=1 xk
m

and s =

√

∑m

k=1(xk−x̄)2

m−1
. The Kurtosis coefficient increases in the

presence of many spikes within the considered signal x. When this parameter was higher than a threshold T , the

larger peak (in module) of the D signal was marked as a number not to be considered in the following calculations.

The same operation was applied to the sample of the velocity time history causing the peak in the D record. At
this point the Kurtosis parameter was recalculated and the comparison with the threshold T was performed once

again, and so on until the Kurtosis parameter became lower than T . Different threshold values T were considered
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through trial and error. Finally T was fixed to 1 as this value guarantees to eliminate most flashes and outliers while

preserving the dynamics of the signals.

A further processing was required to take into account the effect of perspective in the collected images. The DIC

technique gives as output a velocity time history in px/s for each ROI. A conversion factor between millimetres and

pixels was then computed as a function of the considered area of the image; in this way it was possible to calculate
the velocity time histories in mm/s.

Once the above mentioned task was completed for all ROIs, a RMS of the processed velocity time histories was
calculated for all of them. Each point of the running RMS was calculated on 25 velocity time samples and the

adopted overlap was 50%. This means that the time resolution for the RMS history is 0.5 s (the image sampling

frequency is 25 Hz). Finally a total RMS (named RMStot) was estimated on an interesting area containing different
ROIs:

RMStot(tk) =

√

∑N

i=1(RMSi (tk ))2

N

where N is the number of ROIs within the considered area and RMSi (tk ) is the RMS value at time tk for the i
th

ROI

in the considered area.

2.2 REPRESENTATIVES OF THE ESTIMATED MOTION

Due to both the large number of people included in the imaged stand portion and the poor image resolution, it is
not possible to estimate the jumping amplitude and frequency of each person; an average computation is therefore

required. Since in the end the interesting data is the overall dynamic loading due to the crowd, the averaging

procedure does not constitute a limit in the application of this measuring technique, providing that the averaging area
respects two conditions: 1) it is large enough to produce an estimated acceleration with acceptably low uncertainty

and 2) it is small enough to describe the distribution of loading on the structure.

Since the stadium stands are almost uniformly crowded, the second condition is actually not relevant. On the con-

trary the uncertainty linked to the estimated acceleration data has to be analysed. Because there is no practical way

to estimate the motion of a large number of people with another measuring technique to be used as a reference, the
only consideration that can be done is regarding DIC-estimated data repeatability. This can be done by comparing

the results obtained in different areas of the stand on the condition of nominally uniform crowd motion, for example

during the refrain of a very popular song, when most of the spectators jump following the beat frequency. Also,
later in this paper, the acceleration estimated with the DIC will be used to predict the dynamic loading due to the

spectators and, using a FE model of the hosting structure, the vibration response will be calculated. If the estimated
vibration is comparable with that measured, another indirect validation of the predicted acceleration uncertainty will

be given.

To perform the repeatability analysis the area of the image highlighted in Fig. 2 was divided into 16 sub-regions
(see Fig. 3) and the mean acceleration time history was computed for each sub-region. Finally for each of them

the RMStot was calculated. It was verified that these 16 areas have similar and stable values of the mentioned

RMStot parameter. Moreover other tests were done defining a small number of larger sub-regions and the RMStot

parameter does not change significantly even if the size of the region is increased.

It is worth pointing out that the RMStot parameter is calculated in mm/s. The inertial force exciting the structure due

to the crowd motion is instead linked to acceleration. Therefore the RMStot of the 16 areas have been transformed
to acceleration by multiplying by a coefficient 2πf where f = 2.1 Hz. In fact it has been estimated, by auto-correlation

operations of the estimated crowd motion, that in the considered condition the people movement is at about 2.1 Hz
when the motion is significant. Of course the frequency of motion is linked to the rhythm of the music and it changes

as the song changes, however it is quite straightforward to estimate it as soon as the crowd velocity is estimated

with the DIC. Once the motion frequency is known the acceleration time history of each of the 16 areas can be
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Figure 3: The 16 considered areas

calculated by multiplying the 16 RMStot by the coefficient
√

2 cos(2πf t). Thus it was possible to estimate a mean

crowd acceleration for the 16 areas of Fig. 3.

3 FORCE ESTIMATION

As the crowd accelerations were derived primarily from the middle tier, the rest of the analysis focuses on that tier,

with less emphasis being placed upon other regions of the structure.

Force estimates were obtained by multiplying the accelerations obtained in section 2 by the apparent mass of the

crowd in each considered area, assuming that force is equal to mass times acceleration. To obtain forces per unit

area, these values were then divided by the estimated plan area beneath the crowd for each area. Tables 1(a) & (b)
reproduce the estimated values for mass and area, whilst Table 1(c) lists the absolute maximum amplitude of the

estimated forces per unit area.

Table 1: Estimated properties of video capture regions (a) plan area of area [m
2
], (b) mass of crowd in area [kg], (c)

Inferred maximum pressures for each area [N/m
2
]

35.00 38.25 24.00 16.50

32.00 31.50 25.00 22.75

30.00 26.25 24.50 21.00

40.50 18.75 20.00 17.50

1680 1440 1440 1120

2480 1120 1200 1760

1120 1760 1920 960

1840 880 1200 560

492 350 424 466

705 246 354 522

290 446 540 349

420 272 394 209

(a) (b) (c)

Areas 7 and 9 were found to best reflect the mean of all areas and were thus considered for use as representative
data sets. Area 7 was selected for further analysis over area 9 as it was entirely enclosed within a single tier. During

the considered sub-event it was typical for 40% of the crowd to be obviously active, or about 0.9 people per square

meter over the entirety of the structure. The result forces thus compare well with those generated by models for
crowd bouncing activities. Fig. 4(a) shows a comparison between the pressures obtained from utilising 0.9 people

per square meter with a model proposed by Parkhouse & Ewins [6] for crowds of 50 people bouncing at 2 Hz. It can

be seen that the overall magnitude of the force histories is of a similar magnitude.

Although Fig. 4 illustrates that the derived and design loads are of a similar magnitude, the actual time histories,

and their frequency domain representations, are quite different. Fig. 4(c) in particular indicates that the fundamental
frequency of crowd motion is around 2.1 Hz as there is a strong peak in the data. Fig. 5(a) shows the overall time

histories as derived from the available crowd acceleration data, whilst Fig. 5(b) presents the 240 second period of

excitation investigated in detail from area 7, after normalisation to a unit weight of active crowd members.
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Figure 4: Comparison of measured and design load histories in (a) the time domain (b)&(c) the frequency domain
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Figure 5: (a) Full excitation time histories derived from video data (b) 240 second of greatest excitation from area 7

used for further analysis, normalised to a unit weight of active crowd members

4 SYSTEM IDENTIFICATION

The dynamic properties of the empty structure were determined through a series of experimental measurements.

The obtained properties were further expanded upon through the development of supplementary FE models which
offered more detailed spatial information than could be obtained in the limited time available for measurements.

4.1 EXPERIMENTAL MODAL ANALYSIS

Experimental modal analysis of the structure was a two-phase process comprising of controlled excitation testing

with shakers and a series of ambient vibration surveys. The shaker testing was used to identify the local cantilever

modes under levels of excitation which are feasible in-service. The ambient vibration surveys acted both as a
quality assurance check for the shaker testing and as a method for identifying global modes. In the case of the City

of Manchester stadium, the vertical component of the global modes was small and hence can be safely ignored for
vertical load analysis. On other structures, especially stadia with long cantilevers and short backspans, combined

front-to-back and vertical ‘nodding’ modes can prove critical.

The test scheme identified the modes shapes and modal properties outlined in Fig. 6.
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Figure 7: Final FE model

4.2 FE MODELLING

In order to supplement the experimental modal analysis a series of FE models were developed in ANSYS [7]. The

final 3D model (Fig. 7) encompassed the entire west stand to a high level of detail and gave some consideration to
non-structural elements. A finite element updating scheme, utilising a mixture of manual and automated processes

on both the macro (geometry tweaking) and micro (property tuning) scales, helped to identify sources of error and

improve the representativeness of the model.

Post-updating MAC values reached above 65% average, which for such a large and complex structure is reasonable,

whilst frequency errors were smaller than 5% (Table 2). The largest single source of error was the stiffness of the

concrete, especially in the rakers, which had been reduced significantly by cracking.

The final FE model served to supplement the experimental modal analyses, primarily through a greatly increased

resolution of mode shapes, which would prove useful for determining responses of different locations to a dispersed
crowd.
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Table 2: Middle tier EMA-FE Correlation

Natural Frequencies Mode Shapes

EMA [Hz] FE [Hz] Error [%] MAC [%]

4.75 4.73 -0.43 86

4.86 4.86 -0.01 77

4.94 5.03 1.81 69

5.19 5.14 -0.97 87

5.44 5.35 -1.67 93

5.72 5.60 -2.11 86

5 CALCULATION OF RESPONSES

Simulated responses were calculated using a methodology similar to the one presented by Pavic & Reynolds [8].

That is, a modal space approximation to the problem was made whereby occupying humans are considered as
additional modal-space degrees of freedom. Structural DOF properties were taken from Fig. 6, supplemented by

mode shapes calculated in section 4.2. The crowd was, based on observations of the whole structure, assumed to

be uniformly distributed with approximate density 2.25 people per square meter, of whom 40% were considered to
be active.

The modified modal space model approach (Fig. 8) has been investigated by multiple authors and shown to capable
of improving estimates of structural responses [9–11].
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Figure 8: Example occupied modal space model utilising human body model 2a from [12]

A total of 16 different simulations were run, considering 6 different load models and 7 slightly different methods of

considering the effects of human occupancy upon the final system. Table 3 summarises the maximum transient vi-
bration values (MTVV), as obtained from the maximum of running one-second RMS average acceleration responses

at mid-span on the tip of the middle tier cantilever. Table 4 describes the load and crowd models utilised in more

detail.

The loads proposed by Parkhouse & Ewins [6] result in responses with magnitudes close to measurements, espe-

cially once the effects of human occupancy are considered. In comparison the loads proposed in ISO 10137:2007
[14], which are admittedly intended as extreme design limits, result in several times the measured response mag-

nitude even when accounting for human-structure interaction. The loads estimated using the video processing

techniques outline herein lie somewhere in the middle ground - prior to consideration of human-structure interaction
the responses are higher than obtained utilising the design loads from Parkhouse & Ewins and hence the UK design

guidelines. Inclusion of human-dofs greatly reduces the responses and brings them more into line with measure-
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Table 3: Measured and Simulated responses from mid-span, middle tier

Scenario Load Model Energy Absorption MTVV1 [m/s
2
] Error [%]

Measured - - 0.38 -

1 L1 A1 0.23 -39

2 L1 A2 0.22 -42

3 L1 A3 0.42 11

4 L1 A4 0.37 -3

5 L1 A5 0.30 -21

6 L1 A6 0.21 -45

7 L2 A7 0.53 39

8 L3 A7 0.35 -8

9 L4 A3 1.84 384

10 L5 A3 0.80 111

11 L6 A1 1.26 232

12 L6 A2 0.35 -8

13 L6 A3 0.33 -13

14 L6 A4 0.21 -45

15 L6 A5 0.18 -53

16 L6 A6 0.56 47

ments. Despite this, the variability is between each scenario is high, requiring that parametric and sensitivity studies
be performed in the future.

Fig. 9 illustrates the measured responses as well as the time histories obtained when investigating scenarios 1

and 11, which do not consider the occupant dynamic properties. Fig. 10 focuses more closely on the average
response levels, considering the measured responses and the values obtained from simulation scenario 12, which

best matched the measured MTVV levels.
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Table 4: Identifers used in Table 3

Load Model Description

L1 Parkhouse & Ewins [6], coefficients for 50 people bouncing at 2 Hz

L2 UK Guidance [13], Scenario 4 (highly active events where stand motion expected), based on L1

L3 UK Guidance [13], Back substitution of observed events, based on L1

L4 ISO 10137 [14], Jumping actions of crowds, poor coordination.

L5 ISO 10137 [14], Vertical actions of seated crowds.

L6 As inferred from video processing

Damping/HSI

Model

Description

A1 Measured modal damping only

A2 Additional (seated) 2dof passive crowd, properties from Wei & Griffin’s [12] model 2(a)

A3 Additional (standing) 2dof passive crowd, properties from Matsumoto & Griffin’s [15] model 2(a)

A4 Additional passive crowd sdof, properties from UK guidance [13], based on A2/A3

A5 A4 plus additional active crowd sdof, properties from UK guidance [13], based upon curve fitting by

Dougill et al. [16]

A6 Modal damping set to 6% for all modes

A7 A5, but the active crowd DOF is actuated (equal and opposite force on active crowd DOF and struc-

ture instead of just structure)
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Figure 9: Mid-span, middle tier responses (a) measured and (b) simulated by scenario 1 (c) simulated by scenario

11

6 CONCLUSIONS

This paper has presented a series of forces derived from video records of crowd activities upon a major UK stadium.
These forces have subsequently been used in simulations involving modal space approximations of a large scale

complex FE model. The responses obtained are closer to measurements than traditionally predicted by design
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Figure 10: RMS responses at mid-span, middle tier, as measured and best simulated (scenario 12)

codes. Further tweaking of the simulation approach in line with current research into human-structure interaction

yielded, although the actual time histories still differed, simulated responses which well match the measured ones.

Although there are obvious differences between data used in simulations attempting to recreate measurements and
data for use in safely conservative design codes, better understanding of the overall phenomenon will eventually

yield optimised design methodologies. The results obtained in this paper indicate that one potential avenue for

further research is a more in-depth study of the load generated by real, large, crowds of people which otherwise
remain largely unknown.

In particular, further work with the techniques described in this paper would allow for a better understanding of
transient excitation and responses in the context of active crowds on stadia grandstands to be developed.
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ABSTRACT 

A mathematical modelling procedure has been developed to generate synthetic vertical force signals induced by a 
single person jumping. The ability to replicate much of the temporal and spectral features of real jumping loads 
gives this model a definite advantage over the conventional half-sine models coupled with Fourier series analysis. 
This includes modelling of the omnipresent lack of symmetry of individual jumping pulses and beat-by-beat 
variations in amplitudes and timing. The model therefore belongs to a new generation of synthetic narrow-band 
jumping loads which simulate reality better. The proposed mathematical concept for characterisation of irregular 
jumping pulses may be utilised in vibration serviceability assessment of civil engineering assembly structures, 
such as grandstands, spectator galleries and gym floors, to estimate realistic dynamic structural response due to 
people jumping. 

NOMENCLATURE 

m  body mass     μ  mean value 

g  gravity      σ  standard variation 

z(t)  fitting function     PA (f )  Fourier amplitudes of iP  

iα  dynamic impact factors    '
PA (f )  Fourier amplitudes of '

iP  

iW  Gaussian peak amplitudes   PS (f )  ASD of iP  

ω  angular frequency    '
PS (f )  ASD of '

iP  

'

kω  synthetic angular frequency   2

Pσ  variance of iP  

iP  measured peak amplitudes   x, y  Cartesian coordinates 

'
iP  synthetic peak amplitudes   ,ρ θ  polar coordinates 

iP  measured variations of peak amplitudes  i i jt θ c, ,  Gaussian centres 

'
iP  synthetic variations of peak amplitudes  i i jb β δ, ,  Gaussian widths 

(x)ϕ  Normal pdf      

Proceedings of the IMAC-XXVIII
February 1–4, 2010, Jacksonville, Florida USA

©2010 Society for Experimental Mechanics Inc.

T. Proulx (ed.), Dynamics of Civil Structures, Volume 4, Conference Proceedings of the Society for Experimental Mechanics Series 13,  217
DOI 10.1007/978-1-4419-9831-6_23, © The Society for Experimental Mechanics, Inc. 2011 



 

1 INTRODUCTION 

Civil engineering structures, such as grandstands, spectator galleries and floors accommodating sports facilities 
and concert venues, are expected to be fit for purpose when occupied and dynamically exited by multiple persons 
and ultimately large number of crowds at special events. There have been numerous high-profile examples of 
excessive vibration being generated by people dancing, bouncing or jumping in unison [1-3]. These failures have 
clearly indicated shortcomings in current provisions and the level of uncertainty with which civil structural 
engineers are faced nowadays when designing any of the above mentioned types of structure which require 
vibration performance assessment. Of all steps involved in vibration serviceability design, such as establishing 
acceptance criteria and creating a structural model, determining design loads has the greatest uncertainty and to 
this end there have been numerous attempts to provide their reliable and practical descriptions [4-6]. Jumping 
action is generally considered as the most severe loading scenario. Therefore, the aim of this paper is to propose 
an improved synthetic jumping force model that can be used to simulate more reliably dynamic response, thereby 
assessing vibration serviceability of civil engineering structures (for which such dynamic excitation is relevant) 
convincingly at the design stage. 

Dynamic forces generated by people moving on a structure are commonly determined by direct measurement of 
the interface forces between the feet and the structure itself, hence they are known as ground reaction forces 
(GRFs). The typical vertical force time history induced by a single person jumping takes the form illustrated in 
Figure 1 and is characterised by a series of single-peak pulses separated by zero-force periods. These periods 
correspond to the aerial phase of jumping, where both feet leave the ground.  

 
Figure 1: Example of a vertical jumping force record due to a single person jumping at 2 Hz. T=0.5 s is the 

average period of jumping cycle. 

The common engineering practice is to idealise a continuously measured jumping force signal as periodic with the 
period being the average time between two consecutive jumps i.e. the average duration of a single jumping cycle 
[1]. This means that actual forces due to continuous jumping can be recreated by adding a sequence of identical 
pulses on a cycle-by-cycle basis. For dynamic analysis, a set of periodic jumping pulses can be represented more 
efficiently if expressed in terms of Fourier series with the fundamental harmonic having frequency identical to the 
jumping rate [4, 5]. Such models, utilising up to three harmonics, can be found in the current British Standard BS 
6399-1 [7] and Commentary D of the National Building Code of Canada [8]. In these jumping loads are defined for 
use in the design of structures likely to be subjected to significant vertical occupant motion, such as footbridges, 
grandstands, and concert or gym floors, where human induced serviceability issues may govern design.  

The ability of Fourier series to represent measured continuous pedestrian forces due to walking has been 
examined relatively recently by Brownjohn et al. [9]. It was shown that there were significant differences between 
the resonant responses due to real walking forces (which are narrowband and therefore ‘imperfectly’ periodic) and 
the equivalent periodic simulation. The effect is more pronounced for higher harmonics where the simulated 
vibration response is regularly overestimated. This issue has not been researched in great detail for jumping 
excitation, so the available literature is limited. Nevertheless, a similar analysis can demonstrate that ‘synthetic’ 
periodic jumping forces generate a considerably higher resonant response compared with its realistic narrowband 
counterpart [10].  

Based on a method for replicating measured electrocardiogram (ECG) signals [11], this paper introduces a novel 
modelling strategy, in the civil structural engineering context, to generate a vertical jumping force time history with 
realistic varying pulse-to-pulse periods, peak amplitudes and morphology. The ability to match near-periodic 
nature of real jumping force leading to good compatibility in the harmonic components is the key advantage of the 
proposed approach. All modelling parameters determining the pattern of the synthetic forcing function can be 
derived easily from measured jumping force signals induced by different individuals chosen at random and asked 
to jump under a wide range of conditions. As this has not been done before, the paper presents a feasibility study 
for establishing a probability-based stochastic model of jumping loads which can account for the statistically 
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diverse human population. This will enable analytical treatment of jumping forces similar to other stochastic loads 
dynamically exciting civil engineering structures, such as wind, waves and earthquakes. 

2 DATA COLLECTION 

Jumping GRFs were recorded by an AMTI BP-400600 force plate [12] rigidly fixed to a laboratory floor (Figure 2). 
Apart from the safety reasons, the platform built around the force plate gave the impression of a bigger jumping 
space to avoid test subjects deliberately targeting a relatively small plate surface area, which might influence 
natural variability of the GRF. A single male test subject (age 25, mass 65 kg) was prompted by a metronome to 
jump at a constant beat of 120 beats per minute i.e. 2 Hz (Figure 2). The test lasted 25 seconds and the force 
time history was sampled at 200 Hz. Figure 1 shows a typical force record filtered using the eighth order lowpass 
digital Butterworth filter with cutoff frequency 80 Hz. 

  
Figure 2: A trained test subject 
jumping on the force plate. 

Figure 3: Fitting the average measured jumping 
beat by a series of two Gaussian functions. 

Table 1: Fitting parameters of the average jumping pulse: 

parameter fit 95% confidence interval

α1 [-] 2.795 (2.628, 2.962)

b1 [s] 0.070 (0.068, 0.073)

t1 [s] 0.232 (0.228, 0.236)

θ1 [rad] 2.915 (2.865, 2.966)

β1 [rad] 0.880 (0.855, 0.917)

α2 [-] 1.4588 (1.221, 1.697)

b2 [s] 0.060 (0.058, 0.063)

t2 [s] 0.306 (0.301, 0.311)

θ2 [rad] 3.845 (3.782, 3.908)

β2 [rad] 0.754 (0.729, 0.792)

3 JUMPING FORCE MORPHOLOGY 

Assuming that the average jumping pulse can represent the individual’s long-term performance, a set of 44 
successive jumping cycles have been cut into half-second segments and aligned by their peaks to calculate the 
mean jumping force beat (Figure 3). This underlying pattern can be mathematically modelled as a sum of two 
Gaussian functions: 

( ) ( ) [ ]
2

i

2
i

(t - t )
- 2

2b

i
i=1

z t  = αmg e   t 0, 0.5, ∈∑                      (1) 

Here, m is the mass of the test subject, g is gravity (g=9.81 m/s2), αi are dynamic impact factors (yielding heights 
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of the i-th Gaussian peaks), ti is the position of the centre of the peak, and bi controls the width (i.e. time duration) 
of the corresponding bell-shaped curve (Figure 3). The sum of two Gaussian exponentials having different 
parameters αi, bi and ti is chosen to model better the apparent lack of vertical symmetry of the jumping pulse 
about its peak, hence they are placed asymmetrically relative to the measured pulse time history. Fitting 
parameters given by Equation (1) are presented in Table 1. 

4 VARIABILITY OF HUMAN JUMPING FORCE 

To analyse variations in real jumping force on a beat-by-beat basis (Figure 1), the set of 44 successive jumping 
beats is used further to identify peak-to-peak intervals Ti (Figure 4a) and peak amplitudes Pi (Figure 5a). 
Corresponding histograms are shown in Figure 4b and Figure 5b.  

 
Figure 4: a) Peak-to-peak intervals Ti and b) corresponding histogram. 

 
Figure 5: a) Peak amplitudes Pi and b) corresponding histogram. 

4.1 PEAK-TO-PEAK INTERVALS 

The histogram of the peak-to-peak intervals (Figure 4b) can be observed as a set of approximately normally 
distributed data in the narrow range of 0.475 s to 0.525 s. The standard parameters of normal distribution (mean 
value µ and standard deviation σ) can be extracted efficiently from the measurements, which make them very 
usable in the modelling process. A series of normally distributed random values x which corresponds to the 
realistic peak-to-peak intervals Ti given in Figure 4a, could be therefore generated artificially following a normal 
probability density function φ(x) given by equation (Figure 4b): 

( )
( )2

2

x-μ
- 

2σ1
x = e ,  x R

σ 2π
ϕ ∈                            (2) 

where µ=0.5 s and σ=0.011 s. This will be demonstrated in Section 5.   

4.2 JUMPING PULSE PEAK AMPLITUDES 

Based on visual inspection [14] of the histogram in Figure 5b, it was found difficult to estimate if peak amplitudes 
Pi (i=1, ..., 44) follow any known probability distribution. Moreover, it should be noted that these values are not 
random sequence of numbers, but make a ‘smooth’ transition between amplitudes of consecutive jumping beats 
(Figure 1 and Figure 5a). This effect can be represented by a sequence of numbers iP  calculated as: 
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i P
i

P

P -μ
P = ,  i = 1,...,44

μ
                 (3) 

where µP=mean(Pi). Therefore, iP  is a dimensionless array with zero mean value having the ability to reflect the 
variation of peak amplitudes Pi on a jump-by-jump basis (Figure 6). An auto-spectral density (ASD) of iP  could be 
obtained from their single-sided discrete Fourier amplitude spectra ( )PA f having spectral line spacing Δf=1/44, via 
the following equation [15]: 

( ) ( )2

P
P

A f
S f  = ,   f 0

2Δf
≥                  (4) 

where, loosely speaking, f is frequency (Figure 7). An important property of the ASD ( )PS f  is that the variance of 

iP  is given by the area under the graph of ( )PS f  and could be obtained via [16]: 

( )2

P P0
σ = S f  df

∞

∫                   (5) 

The ASD ( )PS f  of 44 actual iP  values (Figure 7) can be fitted quite accurately by a Gaussian sum ( )'

PS f  using 
the non-linear least-square method [17]: 

( )
( )2

j

2
j

f -c
- 22

2δ'

P j
j=1

S f  = W e∑                  (6) 

where Wj are Gaussian peak amplitudes, cj are the centres of individual Gaussian curves placed at 22 frequency 
centres of the real single-sided ASD and δj= Δf=1/44 are fixed Gaussian widths (Figure 7). The fitted Gaussian 
weights (amplitudes) Wj are given in Table 2.   

Table 2: Fitting parameters of ASD ( )'

PS f : 

j c [Hz] W [-]   j c [Hz] W [-] 

1 0.0000 -0.0030 12 0.2500 -0.0003 

2 0.0227 0.0221 13 0.2727 0.0004 

3 0.0455 -0.0030 14 0.2955 0.0020 

4 0.0682 0.0044 15 0.3182 -0.0000 

5 0.0909 -0.0003 16 0.3409 0.0036 

6 0.1136 0.0023 17 0.3636 0.0021 

7 0.1364 -0.0006 18 0.3864 0.0002 

8 0.1591 0.0052 19 0.4091 0.0009 

9 0.1818 0.0031 20 0.4318 0.0004 

10 0.2045 0.0001 21 0.4545 0.0004 

11 0.2273 0.0034 22 0.4773 0.0015 

A synthetic set of numbers k
'P  (k=1, ..., N) having ASD ( )'

PS f can be generated by taking the inverse Fourier 

transform of a sequence of complex numbers with amplitudes ( )' '

P2Δf S f  (where Δf’=1/N) and phases which 
are uniformly distributed between –π and π. Different realisations of the random phases may be specified by 
varying the seed of the random number generator, hence many different series k

'P  may be generated with the 

same spectral properties (Figure 6). Because of the property of the ASD ( )PS f  defined by Equation (5) (and 

therefore the property of its fit ( )'

PS f ), all series k
'P  generated in this way have the same variance 2

Pσ  for any 
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specified number of jumping pulses N . Therefore, it is possible to generate a synthetic jumping force signal of 
arbitrary length (e.g. when N>>44) which will have statistically the same dynamics of variations of the peak 
amplitudes as the 44 real jumping beats. According to Equation (3), by multiplying such series by the scaling 
constant µP and adding the offset value µP calculated from the measured data, the resulting series can be used to 
artificially create different peak amplitudes a single individual generates during nominally similar jumping 
exercises. Finally, series k

'P  can reflect the smooth modulation of measured beat-to-beat amplitudes in a synthetic 
jumping force signal, which conventional Fourier transform approaches cannot represent. All this will be 
demonstrated in Section 5. 
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Figure 6: Variation of peak amplitudes 
on a beat-by-beat basis. 
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Figure 7: ASD of 44 peak beat amplitudes 
given in Figure 5a. 

The strong linear correlation between peak amplitudes of the ECG waveform on the beat-by-beat basis and the 
corresponding peak-to-peak intervals imply that the heart generates higher ECG peaks when the peak-to-peak 
timing is increased [11]. However, based on the measured jumping force signal, this effect is not reflected in 
dynamics of human jumping. In the case of jumping, there is a very poor correlation between the peak-to-peak 
intervals Ti and associated peak amplitudes Pi, as shown in Figure 8. Hence, both jumping force parameters will 
be treated as independent random variables in the next section. 

  

Figure 8: Peak amplitudes Pi vs. peak-to-peak 
intervals Ti. 

Figure 9: Three-dimensional trajectory generated by 
Equation (9) due to motion around the unit circle in the 

horizontal (x, y) plane. 

5 DYNAMIC MODEL 

The model generates a trajectory in a three-dimensional (3D) space with coordinates (x, y, z). Periodicity of the 
jumping force is obtained by retracing the Gaussian fit z(t), given by Equation (1), around a circle of unit radius in 
the (x, y) plane (Figure 9). The time required to complete one revolution on this circle corresponds to the period of 
one jumping cycle and lasts T seconds. The dynamic equations describing motion on the circle are therefore 
given by a set of two simple harmonic equations (Figure 9): 

( ) ( )
( ) ( )

x t = cos ωt

y t = sin ωt
                 (7) 
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where ω=2π/T is the angular frequency given in rad/s.  

When transformed into the polar coordinate system, the oscillator given by Equation (7) becomes:  

( ) ( )
( )

[ ]

r = 1

y t
θ = θ t  = ωt = arctan ,    θ 0,2π

x t
∈

⎛ ⎞
⎜ ⎟
⎝ ⎠

                (8) 

Further, Equation (1) can be rewritten as a function of the angular coordinate θ instead of time t: 

( )
2

i

2
i

(θ-θ )
- 2

2β

i
i=1

z θ  =  (αmg) e∑                  (9) 

where βi=4πbi rad. The time positions of the two Gaussian peaks t1 and t2 now correspond to fixed angles θ1 and 
θ2 along the unit circle, respectively, as illustrated in Figures 8 and 9 and also given in Table 1. The trajectory z(θ) 
given by Equation (9) peaks away from the plane of the unit circle when θ approaches θ1 and θ2, whereas it is 
pulled back toward the circle and low ordinates as it moves away from these points (Figure 9).  

Variations of the peak-to-peak intervals can be incorporated in the coupled system of equations (7)-(9) by varying 
the angular velocity ω on a cycle-by-cycle basis. Let '

kT  be a series of peak-to-peak intervals calculated using 
Equation (2). The time-dependent angular frequency ωk of circular motion is then given by the equation: 

'

k '

k

2π
ω = ,  k = 1,..., N

T
               (10) 

where N is the number of jumps. As a consequence of running the dynamic model given by a coupled system of 
equations (7)-(9) with variable angular frequency '

kω , the synthetic force signal is near-periodic only in terms of 
the peak-to-peak intervals, whereas the amplitudes of pulses remain equal to the average measured jumping 
pulse. To reflect the changes in both the amplitude and timing of the real jumping force from one pulse to another, 
amplitudes of each synthetic jumping pulse need to be multiplied by the corresponding element in series ( )'

k1+ P  

generated as explained in Section 4.1. This becomes evident when Equation (3) is rewritten as: 

( )' '

k k PP = 1+ P μ ,   k = 1,...,N                (11) 

where '

kP  are synthetic peak amplitudes. Figure 10 illustrates examples of 20 s and 60 s long synthetic GRF 
signals when total number of jumps N is 40 and 120, respectively.   

 
Figure 10: Synthetic jumping force signals a) 20 seconds and b) 60 seconds. 

The similarity between the real measured and synthetic near-periodic vertical jumping force signals may be seen 
by comparison of Figure 1 to Figure 10. Moreover, the corresponding standard Fourier amplitude spectra are 
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compared in Figure 11. For the first four dominant harmonics the relative errors are within the range of ±5%. 
Moreover, relative error in the area under the graph of the spectra is less than 10%. All this indicates good match 
in the frequency content between the measured and the synthetic GRF signals. 

 
Figure 11: Fourier amplitude spectrum of a) measured and b) synthetic force signal due to jumping at average 

rate of 2 Hz. 

6 SUMMARY AND CONCLUSIONS 

This paper presents a new mathematical model to generate near-periodic synthetic jumping force signals with 
specified jumping rate and morphology. The near-periodic nature of the jumping force is modelled using a closed-
loop trajectory throughout 3D space (x, y, z) around a circle of unit radius in (x, y) plane. The trajectory replicates 
size and shape of the average measured jumping pulse via a sum of two Gaussian exponentials. This modelling 
strategy can represent temporal and spectral features of the real human vertical jumping loading more effectively 
than the conventional half-sine pulses and Fourier series approach yielding more reliable predictions of dynamic 
structural response due to people jumping. The proposed Gaussian fit, coupled with equations of circular motion, 
has the following considerable advantages: 

1)  Two Gaussian exponentials, peaking just before and just after the peak of a realistic jumping beat, can reflect 
a lack of symmetry of the beat pattern quite accurately, as opposed to the symmetric half-sine pulses.    

2) Variations of the cycle-by-cycle intervals can be included by varying the angular frequency for consecutive 
revolutions around the unit circle. As a result, the amplitude Fourier spectrum of corresponding synthetic 
jumping signal becomes narrow-band random phenomenon showing the leaking of energy in the vicinity of 
dominant Fourier harmonics. 

3)  Amplitudes of the synthetic jumping force signal can be changed on a cycle-by-cycle basis in a manner which 
allows the model to generate ‘smooth’ transition between consecutive beats, as it is measured in reality. 

Furthermore, a number of extensions of the proposed model are possible: 

1)  Fitting the model to the jumping force patterns generated by different individuals under a range of jumping 
frequencies can yield a database of jumping force parameters for the general human population. The database 
can then be used to develop and calibrate a new generation of probability based stochastic models of jumping 
loading for individuals. 

2)  This framework can be extended further to probability based jumping loading models of groups and crowds. 
This presents an opportunity to enhance the vibration serviceability assessment of civil engineering structures 
occupied and dynamically excited by humans such as grandstands, footbridges, floors and staircases. 

This framework can be extended further to probability based jumping loading models of groups and crowds. This 
presents an opportunity to enhance the vibration serviceability assessment of civil engineering structures 
occupied and dynamically excited by humans such as grandstands, footbridges, floors and staircases. 
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ABSTRACT 
 
Of the numerous vibration mitigation technologies available, active vibration control is emerging as a realistic 
option for mitigation of human-induced vibrations in problem floors. This paper presents the design and 
implementation of an LQR controller that realizes a single input multiple output (SIMO) control strategy for 
suppression of human-induced vibrations in an in-service floor at the University of Sheffield. From results of modal 
testing of the floor structure, a suitable reduced-order model of the structure is derived. This is used to determine 
the optimal proportional and derivative gains that are implemented in both the analytical and experimental studies 
for SIMO control. Vibration mitigation performances attained in both the analytical and experimental 
implementation are presented. The analytical studies predicted a 58.7% reduction in vibration level for SIMO 
control for a single pedestrian walking across the floor. Experimental implementation yielded a 55% reduction in 
vibration level for the same. 
 
Key words: Active vibration control, floor structures, human-induced vibration 
 
 
1.  INTRODUCTION 
 
Human activity is one of the major causes of undesirable vibrations in civil engineering structures, primarily in 
floors, footbridges, grandstands and staircases. The increasing severity of human actions on some of these 
structures, coupled with advancements in structural design allowing for longer span and more lightweight 
structures often results in significant resonant, transient, steady-state or impulsive responses. 
 
Passive, active and semi-active vibration mitigation techniques have been implemented in the above structures to 
mitigate the effects of human-induced vibrations [1], and active vibration control (AVC) is now emerging as a 
realistic option for mitigation of human induced vibrations in problem floors. Various AVC approaches for 
mitigation of human induced vibrations in floors, for example, direct velocity feedback DVF [2, 3], on-off non-linear 
velocity feedback control [4] direct and compensated acceleration feedback [5] and response dependent velocity 
feedback [6] have been explored. More recently, an approach that makes use of a  linear quadratic regulator 
(LQR) controller has been investigated for mitigation of human-induced floor vibrations [7].    
 
LQR controllers have been widely studied and implemented in the mechanical engineering and automatic control 
communities. They have been shown to have maximum effect on the systems they are implemented in while 
using a minimum amount of energy to achieve it. Comparisons of LQR control to classical methods of velocity 
feedback and on-off control have shown that this optimal control technique is able to bring the systems they are 
implemented in to rest much faster and is less prone to spillover [8, 9].  
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The design of an LQR controller makes use of optimal control principles and is achieved by minimization of a 
specified performance index. A suitable reduced order model (ROM) is required to formulate this optimal control 
problem. The ROM is derived based on uncontrollability/unobservability concepts of neglected modes of vibration 
and the placement of actuators and sensors at node points of the neglected higher modes [7, 10]. Based on pre-
determined weighting matrices, suitable proportional and derivative gains of the LQR controller can then be 
derived from this ROM and  implemented in both analytical studies and experimental implementation of the AVC 
system. 
 
This work presents the design and practical implementation of an LQR controller for an in-service floor. An 
electrodynamic proof-mass actuator supplies the control force. Section 2 introduces the floor structure and section 
3 describes the experimental modal analysis (EMA) carried out prior to the installation of the AVC and provides 
dynamic properties of the floor structure. Based on the results from modal testing, the locations of the AVC 
system (for the SIMO control structure) are selected and a ROM of the floor structure is developed in section 4. 
The LQR controller is designed in section 5, which also presents results from analytical studies of the AVC system 
on this floor. Results from implementation of the AVC system on the real floor are presented in section 6. Some 
conclusions drawn are presented in section 7. 
 
 
2.  DESCRIPTION OF FLOOR 
 
The test structure is an open-plan reinforced concrete floor with timber decking, measuring 9.5m x 21.5m (Fig. 
1a). It lies above three rooms: a Committee Room and Library (7.5m x 9.5m), the Entrance Hall (6.5m x 9.5m) 
and a Cloak Room (7.5m x 9.5m), as shown in Fig. 1b. This test structure rests on load bearing walls that are 
partitions of the three rooms described.  

 

(a) (b) 
Fig. 1 (a) Plan view of test structure.                         (b) Plan view underneath test structure. 

 
From a preliminary inspection of the floor using heel drop excitation, the floor areas directly above the three rooms 
in Fig. 1b were found to be quite flexible. These were the initial locations proposed for installation of the AVC 
system.  
 
 
3.  MODAL TESTING 
 
Modal testing of the uncontrolled structure was carried out using artificial excitation supplied by three 
electrodynamic shakers operated in inertial mode (2 APS Dynamics Model 400 mechanical shakers and 1 APS 
Dynamics model 113-HF). Three excitation points were used (Test Points (TPs) 113, 208 and 304) and responses 
were measured at all TPs shown in Fig. 2. The shakers were driven by a continuous uncorrelated random 
excitation at the three excitation points. 80 s time domain data blocks were utilized resulting in a frequency 
resolution of 0.0125 Hz. 20 averages were used with 75% overlap and a Hanning window was applied to all data 
blocks. 
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Fig. 2 Test grid for EMA. 
 
Point accelerance frequency response functions (FRFs) acquired from EMA are shown in Fig. 3. The lowest mode 
occurs at 10.6 Hz and the highest amplitude within the range 10 Hz to 20 Hz occurs at 13.1 Hz. The lowest 
modes of vibration of this floor structure are quite high in frequency and are typical of a so-called high frequency 
floor [11]. Modal parameter estimation was carried out using the multiple reference orthogonal polynomial 
algorithm in ME’scope software. Tables 1, 2 and 3 show the estimated modes of vibration in the frequency bands 
4 – 20 Hz from each of the shaker locations and Figs. 4, 5 and 6 show the associated mode shapes. 
 

 
Fig. 3 Magnitudes of point accelerance FRFs at TPs 113, 208 and 304. 

 
 

Table 1 Estimated vibration modes for shaker at TP113. 
 

Frequency (Hz) Damping 
(%) 

Description 

10.6 2.40 Bending mode over Committee Room 
13.1 1.98 Bending mode over Committee Room 
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19.5 1.78 Bending mode over Committee Room 



 
Table 2 Estimated vibration modes for shaker at TP208. 

 

Frequency (Hz) Damping (%) Description 

12.0 4.44 Bending mode over Entrance Hall 
13.5 1.24 Bending mode over Entrance Hall 
15.3 0.48 Bending mode over Entrance Hall 
18.7 1.13 Bending mode over Entrance Hall 

 
Table 3 Estimated vibration modes for shaker at TP304. 

 

Frequency (Hz) Damping (%) Description 

13.0 2.81 Bending mode over Cloak Room 
15.3 4.09 Bending mode over Cloak Room 
17.8 1.21 Bending mode over Cloak Room 
19.2 0.641 Coupled mode over Cloak Room  

and Entrance Hall 

 
 

(a) (b) (c)  
 

Fig. 4. Estimated vibration modes at TP113 (at 10.6 Hz, 13.1 Hz and 19.5 Hz). 
 
 

(a) (b)  

(c) (d)  
 

Fig. 5. Estimated vibration modes at TP208 (at 12.1 Hz, 13.5 Hz, 15.3 Hz and 18.7 Hz). 
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(a) (b)  

(c) (d)  
 

Fig. 6. Estimated vibration modes at TP304 (at 13.2 Hz, 15.5 Hz, 17.8 Hz and 19.3 Hz). 
 
From modal testing, it can be seen that the lowest frequency modes of this floor (natural frequencies below 
19.2 Hz) are localized within each of the floor sections above the Committee Room and Library, Entrance Hall, 
and the Cloak Room. The floor section above the Committee Room and Library was chosen to study the 
effectiveness of the LQR controller. This is primarily because TP 113 within this floor section had the highest point 
accelerance FRF peak at 13.1 Hz. 
 
 
4.  REDUCED ORDER MODEL 
 
A detailed procedure of derivation of the ROM for any floor structure is presented in [7]. The mode order for 
producing the ROM in these studies has been chosen as 2 and the node points of mode 3 within this section of 
the floor (TPs 114 and 314) have been chosen as the locations of masses for the lumped parameter system, as 
shown in Fig. 7.   
 

 
 

Fig. 7. ROM for LQR controller design. 
 
From the mass normalized scaling of the mode shapes at TPs 114 and 314 for the first two modes of vibration of 
this section of the floor, the mass and stiffness matrices of the physical co-ordinates of Fig. 7 can be determined 

by: ( ) ( )
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of the mass matrix in the first iteration. The mass normalized modal matrix at TPs 114 and 314 and spectral 
matrix for the first two modes of vibration are shown in Eqs. 1 and 2. 
 

Mass normalized modal matrix:  






 −

=Φ

0178.00156.0

0209.00134.0
     (1) 

 Spectral matrix:    







=Ω

31.820

06.66
    (2) 
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The mass matrix derived from the first iteration does not yield the required diagonalization. By applying the 
generalized matrix for obtaining convergence, the adjusted mass and stiffness matrices are now presented in 
Eqs. 3 and 4.  
 

 Mass matrix    







=

0.18982.10

2.104.1718
M      (3) 

 Stiffness matrix    








++−

+−+

=

70267.172027.0

72027.079947.0

ee

ee
K   (4) 

 

For the 2-DOF lumped mass model in Fig. 7, Kg0.1898,Kg4.1718 21 == MM  and the off-diagonal terms 

can now be neglected; N/m72027.0;N/m78240.0;N/m77920.0 231 +=+=+= eKeKeK . Proportional damping 
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expression ( ) ( )
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For the SIMO control setup, a single actuator is sited at TP114 (corresponding to location M1 on the ROM).  
 
 
5.  ACTIVE CONTROL DESIGN 
 
This section presents the design of the LQR controller. Weights of the performance index are determined and 
proportional (kp) and derivative (kd) gains of the LQR controller are derived. Actuator and sensor dynamics (where 
dynamics of sensor refer to the integrator circuit) are presented. Performance of the AVC system with 
implementation of the LQR controller is assessed in simulations by using real human walking time histories 
obtained from treadmill walking tests. 
 
5.1. Weights of performance index 
 
Control design in optimal control is achieved by minimization of the performance index, J, in Eq. (6). The weights, 
Q and R, are determined by making use of Bryson’s rule [12]. Q is based on the threshold of human perception for 
continuous vertical vibration. This is given in Eq. (7). For output constraint control (OCC), R = 1 in these studies. 
 

( )dttRututQxtxNSxNxJ
f

o

t
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∫ ++= )()()()(

2

1
)()(

2

1
                 (6) 

Where:    x – n x 1 state vector  u – r x 1 control vector  Q, R – weights 
   A – n x n state matrix  B – n x r input matrix  
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.x

.x .x.x

.x ; y = Cx + Du } of the 2-DOF ROM used in the analytical studies and for determining optimal control 

where  term is obtained from Table 1. The derived state-space representation 

232



   



















+

+

+

+

=

719.3000

0719.300

001056.20

0001056.2

e

e

e

e

Q          (7) 

 
5.2. Proportional and derivative gains 
 
From the state-space matrix of the ROM in Eq. (5), and the weighting matrices Q and R, the optimal proportional 
(kp1 and kp2) and derivative (kd1 and kd2) gains can be evaluated using MATLAB software. These gains for the 
SIMO control structure are presented in Table 4. Fig. 8 shows a block diagram of a typical feedback control 
scheme with the LQR controller. The ideal integrator expressions are replaced by the sensor dynamics in Eq. (9). 
 

Table 4. Optimum proportional and derivative gains for SIMO control for Q with R = 1. 
 

R = 1 1pk  2pk  1dk  2dk  

Q 1920.4 -2671.6 2765.6 103.6 

 
 

 
                          pk  proportional gain  dk  derivative gain     

                           u(t)  actuator output signal                 y(t)  acceleration response 

   d(t)  input disturbance signal   

Fig. 8. Block diagram of typical feedback control scheme ( m(t)  = d(t) – u(t)). 

 
5.3. Actuator and sensor dynamics 
 
The actuator is an APS Dynamics model 113-HF. The sensors are piezoelectric accelerometers (Endevco Model 
7754A-1000). The saturation voltage is taken as Vs = 0.5 V. The controller hardware comprises of a PC with a 
National Instruments PCI-6036E DAQ Card installed. Velocity is calculated digitally by integration of the measured 
acceleration signal together with the computation of the control law. The actuator, having inertial mass of 13 kg 

each, can be described closely by the third order model in Eq. (8). ς A  and ωA  are the damping ratio and natural 

frequency of the actuator. KA and ε  are positive numbers. The natural frequency of the shaker is estimated as 

11.30 rad sAω =  (1.80 Hz). Velocity and displacement quantities are obtained digitally from the acceleration and 

DC corrections are applied. The integrator circuit can be closely modeled by the filter in Eq. (9). 
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5.4. Stability analysis 
 
The closed-loop stability of the system is investigated using the Nyquist stability theorem by plotting the contour of 

)()( ωω jGjK c  where s = jω [13, 14] as shown in Fig. 9. )(sKc  incorporates kp1, kp2 and kd1, kd2 (Table 4) and 

actuator and sensor dynamics in Eqs. (8) and (9). The closed-loop system is stable if the contour of )()( ωω jGjK c  

does not encircle the 01 j+− point when the number of poles of )()( sGsKc  in the right-hand s-plane is zero [14].  

 
 

Fig. 9. Nyquist contour of )()( ωω jGjK c for SIMO control for Q - GM = 15.9, PM = 48.2
0
.  

 

 
5.5. Performance assessment 
 
Fig. 10 shows the uncontrolled and controlled responses from analytical studies at M1 (corresponding to TP114 
on the test structure). Table 5 shows the results of the analytical simulations in Fig. 10 for the uncontrolled and 
controlled (for SIMO control) responses carried out using the gains established in section 4.2. Real walking 
excitation obtained from treadmill tests is used to provide the excitation [15]. This comprises of a single pacing 
frequency at 2.12 Hz in such a way that the first floor vibration mode might be excited by the fifth harmonic. A 
58.7 % reduction in the vibration level was predicted using SIMO control. 
 

Table 5: Simulation performance assessment for SIMO control to walking excitation 
 

 Analytical studies Experimental implementation 

 Uncontrolled SIMO Uncontrolled SIMO 

Walking at 2.12 Hz 
MTVV

 (1)
 (m/s

2
) 0.179 0.074 0.219 0.0987 

Reduction (%)  58.7 %  55.0 % 

  
(1)

 Maximum Transient Vibration Value defined as the maximum value of the 1s running RMS 
 
 

Real Axis

Im
a

g
in

a
ry

 A
x
is

-2 -1 0 1 2 3
-4

-3

-2

-1

0

1

2

3

4
0 dB

-10 dB
-6 dB

-4 dB

-2 dB

10 dB
6 dB

4 dB

2 dB

234



 
(a) Uncontrolled 

 
(b) Controlled – SIMO control 

Fig. 10. Uncontrolled and controlled (for SIMO control) responses at M1 
   
6.  RESULTS FROM EXPERIMENTAL IMPLEMENTATION OF ACTIVE VIBRATION CONTROL 
 
Walking tests were carried out using the same walking excitation frequencies noted in Section 5.5. Fig. 11 shows 
a photograph of the experimental setup. 
 
 

 
 

 
Fig. 11. Photograph of experimental setup 
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The walking path comprised of walking from TP14 to TP414. Fig. 12 shows the uncontrolled and controlled 
responses. The reductions in controlled responses with SIMO control structure was 55.0 %. The experimental 
results agreed well with the analytical predictions.  

 
(a) Uncontrolled 

 
(b) Controlled – SIMO control 

Fig. 12. Uncontrolled and controlled (for SIMO control) responses at M1 
 
7.  CONCLUSIONS 
 
With a suitable ROM, an LQR controller can be designed for mitigation of human induced vibrations in floors. This 
paper demonstrates the successful development and implementation of an LQR controller for suppression of 
human-induced vibrations in an in-service floor at the University of Sheffield. 55-60% reductions in vibration levels 
with the AVC on were noted in both the analytical studies and experimental implementation of the AVC system by 
making use of SIMO control. There was a good agreement between the analytical studies and experimental 
implementation of the AVC system.  
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NOMENCLATURE 
 
m Mass 
d Damping constant 
k Spring stiffness 
ξ0 Damping ratio 
p(t) Acting force on geophone 
f0 ,ω0 Natural (angular) frequency of the geophone 
U(ω), u(t) Voltage output of geophone in the frequency and time domain 
G Geophone sensitivity (generator constant) 
x(t) Relative displacement between geophone housing and geophone base 
xb Displacement of the base 
Rc Coil resistance 
R Equivalent resistance 
C Equivalent capacitance 
L Equivalent inductivity 
 
 
ABSTRACT 
 
The paper presents the first results obtained in a research project started in 2009. Goal of the project is the 
development of a multi-sensor wireless bridge monitoring system with sensors that are supplied by energy 
harvesting modules. Parallel to the hardware development one group of our research team develops the software 
for the online data handling and evaluation. Our research team consists of four groups: Structural Engineering 
Group, Sensor Group, Wireless Group and Algorithm Group. Each group contributes to the project. Currently a 
standard monitoring system with external power supply is running on a pre-stressed concrete bridge. Vibrations, 
cracks, temperature, and moisture of the five span bridges are constantly monitored for at least one year. This 
system shall be replaced by the new system. The paper presents the concept of the energy harvesting modules 
and the online algorithms used to evaluate the measurements. The results obtained so far from the currently 
running monitoring system will also be presented. 
 
 
INTRODUCTION 
 
Besides railway bridges there are actually over 120.000 highway and road bridges in Germany. According to the 
German Standard DIN 1076 [1] each of these bridges has to be visually maintained in pre-defined intervals 
between two and six years. Many of the bridges, especially pre-stressed concrete bridges, are currently in a 
condition which makes reconstruction urgently necessary. The costs for maintenance and reconstruction steadily 
increase and many local communes can hardly bear them. This is where the research project presented in this 
paper deals with. The idea is to develop a monitoring system that can reduce the costs for maintenance on the 
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one side and gain more information of the current health state of a bridge or any other structure on the other side. 
What we want to have is what we call a “nerve system” of a structure as it is meanwhile common in each modern 
care or plane. This nerve system shall also help to better understand the behavior of the structure. The 
development of new and the improvement of already available sensors alongside the frantic development of low 
power electronics and devices in last years seems to make such “nerve systems” possible. But it is and will be a 
great challenge for researchers all over the world to establish such systems. A major challenge is how we can 
easily gather data of a structure and how to store the data most effectively. The power consumption of such a 
nerve system should be as low as possible. Further issues are: which data should be monitored, how should the 
data be evaluated to get the relevant information, and how is this information to be interpreted so that the goal to 
simplify and improve maintenance and to reduce its costs can be achieved. The project presented here is a step 
in this direction. 
 
 
PROJECT CONCEPT 
 
The whole project/research team consists of four groups, each group contributes to the project in a special sub-
project. The four main sub-projects are. 

1. The Structural Engineering Group (the author of the paper and his co-workers) is responsible for the 
structures (the bridges) that should be examined. The group decides what kind of structural information 
has to be monitored, where and with which data acquisition schedule. It helps to find the sensors and to 
define its specification. The group defines the data evaluation process and helps in the developing the 
appropriate algorithms to “get most out of the data”. The group shall model the structure with an 
appropriate method (e.g. FEM) to prepare a guideline for the correct maintenance decisions. It is 
responsible for the data interpretation and has to propose the procedures to improve the maintenance of 
the structure. 

2. The Sensor Group [2] is responsible for the development of a self-sufficient sensor. That means, the 
group shall develop the sensor and the energy harvesting module to power the sensor attached to an 
independent data logger. 

3. The Wireless Group [3] has to develop a low power heterogeneous network system so that the data from 
the sensors and its loggers can be transmitted to a central data base. The group has to choose the 
appropriate method for the wireless communication. It is responsible for the whole communication 
concept within the project. 

4. The Algorithm Group [4] is responsible for the appropriate algorithms to evaluate the data obtained from 
the monitoring system. It has to develop the best possible data compression methods for local and global 
data storing and for the data transmission in the network. It helps the Structural Engineering Group the 
“get most out of the data” with the appropriate data presentation. 

 
An overview of the wireless monitoring concept that shall be developed together with the responsibilities of 
each group is shown in Figure 1. It consists of several layers: 
1. the sensors with its own energy supply through energy harvesting modules. 
2. the data loggers with its own energy supply by energy harvesting modules and special “intelligence”, e.g. 

data compression; additionally the loggers may have a wireless module connected 
3. the wireless network module – consisting of single modules for each sensor/logger 
4. the analysis layer where the data is prepared and evaluated by special algorithms 
5. the common data base for the whole system with its visual interface 
6. the decision layer where the state of the structure is determined and the appropriate reaction to that state. 
 
In the following paragraphs some of the first results of group 1 and 2 are presented. The algorithms currently 
used to evaluate the data are shortly described. 
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Figure 1. Overall concept of the research project 
 
 
SENSORS AND HARVESTING MODULES 
 
Since the project is the first step in the development of a multi-sensor wireless sensor system, at first a very 
simple vibration sensor was chosen that has several advantages. As sensor we (group 1 and 2) choose a 
geophone.  
This rather old fashioned sensor has the advantage that it needs no power supply at all to gather vibration data. 
The functional principal of the sensor is shown in Figure 2. 

 
 Figure 2. Components of a Geophone [5] and its principal – mechanical pendulum – electrical equivalent 
 
Actually a geophone is an electro dynamical device, very similar to a microphone, where a coil moves in the field 
of a permanent magnet. The structural system of the sensor represents a simple mechanical pendulum which can 
be very well described by a single degree of freedom system. The mathematical description of the pendulum can 
be found in many textbooks. Here only the governing differential equation in the time domain is given. 
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that represent the force on the geophone mass due to the movement of the base. There are several other forces 
that may have an impact on the geophone mass, e.g. air pressure that are neglected here. 
Since the permanent magnet is surrounded by a coil, suspended by springs that are connected to the case, a 
voltage is induced in the coil when the geophone base moves. The voltage can be calculated by Faraday’s Law  
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The sensor works like a generator. So the sensor itself could be used as an energy harvester which will be 
described below. The electrical equivalent of the whole system (Figure 2) can be easily derived [5]. 
The electrical equivalent can be used in the development and optimization of the harvester circuits in a simulation 
program like [6].  
 
A literature revue reveals that currently man attempt are made by researchers all over the world to develop 
energy harvesting modules. A lot of different physical effects are used, e.g. the piezoelectric effect, the 
electrostatic effect, the thermoelectric effect, the magnetostriction effect and the electrodynamic effect. We 
decided to use the electrodynamic effect because of its simplicity and because of the experiences we already 
have with different types of electrodynamic transducers. 
A first prototype of our energy harvester was build according to the principal of a geophone. Additionally, different 
geophones were used as harvesters, e.g. an SM-6, 4.5 Hz Geophone [6] and an LC 4, 1 Hz Geophone from [7]. 
Since this first prototype showed some disadvantages it was re-designed by the Sensor Group. Figure 3 shows 
the current development model. 

 

Principle 

 

Side view of harvester 

 

(tension spring will be replaced by compression) 

Coil between permanent 
magnets 

 

 
Figure 3: Re-designed harvester (generator) module 

 
Here the initial translational system was removed by a rotational system. The harvester = generator consists of 
two rotary arms that are fixed with a ball bearing to reduce friction. On the rotary arms a magnet and an additional 

x&

x&&

&
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moveable mass is attached. Two arms are used in order to produce a homogeneous magnetic field in which the 
coil is moved when the system is excided. The arms are supported by springs. The main harvesting principal is 
not changed. Even the differential equation (1) is equivalently assumed that the rotations are small compared to 
the length of the rotary arms. The re-design was made in order to improve the damping behavior of the harvester 
and to make it easier to adopt the resonance frequency of the harvester to predefined values. By this adoption the 
amount of energy that can be harvested on a particular bridge can be optimized which is obvious from the transfer 
function equation (4) for the output voltage. Figure 4 shows the transformed voltage output of a harvester with 35 
gram additional mass by which the system is tuned to a resonance frequency of 3.1 Hz. The system is excided by 
sinusoidal input signal with +/-0.5 mm displacement amplitude of the harvester base. In order to use this output, a 
special circuit is currently developed. 
 

 
 

 
 
LONG-TERM MONITORING PROJECT 
 
Parallel to the development of the sensor and harvester module a standard monitoring system was installed at a 
pre-stressed concrete bridge. The five span bridge, finished in 1996, is shown in Figure 6. It has a total length of 
230 m and the maximum width of the mid-span is 64 m. This bridge was chosen since it was recently checked 
(2008) according to [1] and it was found, that after the preceding major bridge check in 2002 large shear cracks 

Figure 4: Results obtained with harvester prototype 
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Crack Sensors 
Velocity Sensors 
Temperature Sensors 

have developed. The reason for the cracks could not be clearly determined so far. It was decided in 2009 that 
aided by a permanent measurement system especially the shear cracks should be monitored. The monitoring 
system that is currently installed in the bridge (Figure 7) consists of ten velocity transducers (geophones, SM-6, 
4.5 Hz [7]), six temperature sensors, six moisture sensors, and five crack width sensors. Additionally the air 
temperatures are measured by a special station. Via an UMTS module the whole data acquisition system can be 
controlled were ever an internet connection is available. In order to determine final transducer positions and the 
natural frequencies, damping values, and mode shapes that existed when the long term measurements were 
started a two day measuring campaign was executed. The measured and evaluated mode shapes, natural 
frequencies, and damping values are summarized in Figure 7. The installation of the first harvesting prototype on 
the bridge will be at the end of 10-2009. In the next weeks additional sensors will be integrated in the current 
measurement system to measure the pillar settlements. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mode Shape 1 
f1 = 2,21 Hz 
ξ = 1,32 % 
 

Mode Shape 2 
f1 = 3,45 Hz 
ξ = 1,47 % 
 

Mode Shape 3 
f1 = 4,17 Hz 
ξ = 1,35 % 
 

Mode Shape 4 
f1 = 5,79 Hz 
ξ = 2,39 % 
 

Mode Shape 5 
f1 = 6,82 Hz 
ξ = 1,75 % 
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Figure 6: The Friedensbrücke-Nord in Magdeburg on which the long term monitoring system is installed 

Figure 7: Measured mode shapes of the bridge when the long-term measuring program started 



 
 
DATA EVALUTATION 
 
Meanwhile the bridge monitoring system is running for about two month. The evaluated changes of the natural 
frequencies and temperatures of a time segment of two weeks can be seen in Figure 8. The evaluation is 
performed online during the measurements. The measurements and online evaluations were visually 
programmed in DASYLab [9]. The natural frequencies are evaluated with the help of a standard power spectral 
density analysis. The pikes of the natural frequencies are identified with an algorithm which is coupled to a modal 
analysis module. The frequency bands where the PSD pikes have to be identified come from this modal analysis 
module. The modal analysis module, which is a stand-alone-application is started during the measurement 
process from within DASYLab after each hour. This module has very sophisticated algorithms implemented to 
automatically identify the natural frequencies, corresponding damping values, and mode shapes. At the moment 
we use the commercial software product Artemis Extractor [10] as modal analysis module. Within Artemis the 
EFFD and SSI methods are use to find the frequencies and mode shapes. After Artemis calculated the 
frequencies form the data of the last hour the PSD Algorithm in DASYLab is adopted to search for the PSD pikes 
within the appropriate frequency bands. Several other online statistical evaluations are performed in DASYLab, 
e.g. maximum amplitudes of temperature, velocity, crack width. The crack width development is constantly 
checked within DASYLab. An alert is send via e-mail when a certain maximum value is exceeded. 
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Figure 8: Natural frequencies, temperature, and crack width changes from  07-24-2009 to 08-07-2009 



FURTHER STEPS 
 
Currently, an own modal analysis module is implemented by the Algorithm Group. Additionally, other algorithms 
shall be implemented to count the cars that pass the bridge and an algorithm to identify the car type (e.g. 
automobile, truck) by pattern recognition. 
The Wireless Group is testing several commercially available wireless modules. Based on the results obtained 
from the test and in coordination with the Sensor/Harvester Group own modules will be developed. 
In the near future the currently running long term monitoring will be enhanced by sensors that measure the 
settling of the bridge pillars. Additionally, other commercially available harvesting modules (solar based and 
others) will be tested on the bridge. 
At the time of the writing of the paper the shear reinforcement of the bridge that was actually built in the bridge is 
detected by different non-destructive methods (e.g. pulse induction method). 
Furthermore, an additional long-term monitoring project will be started at the end of 2009. Besides the sensors 
mentioned above strain gages, force transducers, and video cameras will be used. 
The statistics toolbox OptiSlang [7] with its state-of-the-art statistical algorithms will be included into the online 
data evaluation process to identify correlations between crack width, natural frequencies, damping, temperature, 
etc. 
The harvester prototype described above will be tested on the Friedensbrücke-Nord (Figure 6) at the end of 
October 2009. 
The Friedensbrücke-Nord has been modeled with ANSYS Workbench/Classic 12. The new elements for modeling 
pre-stressed concrete structures are used. This model is going to be optimized by the integration of the already 
mentioned statistic tool OptiSlang. 
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ƒ Natural Frequency of the system h Hankel matrix 
ξ  Damping coefficient j Number of columns in the Hankel Matrix 
ωk  Process noise Yf Future information of the Hankel matrix 
vk  Measured noise Yf

ref Past information of the Hankel matrix 
xk Discrete-time space state vector L,Q Factors from a LQ factorization 
yk Observation vector Λ Eigenvalues matrix 
A Discrete-time state matrix S Observability matrix 
B Discrete-time input matrix Ψ Complex modes shape matrix 
C Discrete-time output matrix Φ Eigenvectors matrix 
D Discrete-time direct transmission matrix λ Real eigenvalues or real eigen frequencies 
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ABSTRACT 

Operational Modal Analysis is currently applied in structural dynamic monitoring studies using conventional wired 
based sensors and data acquisition platforms. This approach, however, becomes inadequate in cases where the 
tests are performed in ancient structures with esthetic concerns or in others, where the use of wires greatly 
impacts the monitoring system cost and creates difficulties in the maintenance and deployment of data acquisition 
platforms. In these cases, the use of sensor platforms based on wireless and MEMS would clearly benefit these 
applications. This work presents a first attempt to apply this wireless technology to the structural monitoring of 
historical masonry constructions in the context of operational modal analysis. Commercial WSN platforms were 
used to study one laboratory specimen and one of the structural elements of a XV century building in Portugal. 
Results showed that in comparison to the conventional wired sensors, wireless platforms have poor performance 
in respect to the acceleration time series recorded and the detection of modal shapes. However, for frequency 
detection issues, reliable results were obtained, especially when random excitation was used as noise source. 

1. INTRODUCTION 

For most advanced economies, buildings represent one of the largest single investments of national resources. 
While recently built buildings are very important, there are other existent structures that require even more 
attention. The permanent study of ancient buildings, which represents the architectural heritage of a region, is a 
key aspect to modern societies since the impact of a possible loss is not only economical but also cultural. This 
work intends to contribute on the process of preservation of the architectural heritage. 

In this line, it is intended to evaluate possible damages and to perform structural monitoring according to the 
modern strategies of minimum repair and the use of non intrusive methods. On the latter, the advancements on 
Micro-Electro-Mechanical Systems (MEMS) and the wide range of alternatives on wireless communications are 
turning Wireless Sensor Network (WSN) technology into a promising candidate to develop new structural 
monitoring solutions for this research area. With this respect, the aim of this work was to rely on commercially 
available wireless and MEMS technology in real operational modal analysis case studies to evaluate their 
capabilities and state future research lines. 

The paper starts by describing the conventional wired based and wireless based sensors and data acquisition 
equipments (DAQ) used for structural dynamic monitoring works. Operational modal analysis is then overviewed 
by describing the SSI method as it was used as data processing tool in the experimental tests. Furthermore, two 
case studies where the WSN platforms were used to perform operational modal analysis are shown and 
discussed. Finally, a new WSN platform, which is being built as part of future developments, is presented as well 
as the conclusions. 

2. DYNAMIC MONITORING SYSTEMS FOR CIVIL ENGINEERING STRUCTURES 

During the past years significant hardware developments occurred for structural monitoring purposes. 
Conventional monitoring sensors used for these applications, involve a large number of wires (fiber-optic cables 
or other wired communication medium) and centralized data acquisition systems with remote connections. The 
fact that the conventional sensor platforms use wires increases the cost of the monitoring systems, creates 
difficulties in the maintenance and deployment in the field. In this line, the recent years have witnessed an 
increasing interest in a new technology based on WSN platforms as a low-cost alternative for being applied in civil 
engineering structures [1]. 

2.1 Wired Based Monitoring Systems 

The wired based systems (also called in this work as conventional systems) used for structural monitoring are 
composed by three parts: measurement sensors, data acquisition equipments and, in some cases, remote 
connection systems. The measurement sensors are connected with cables to the data acquisition systems which 
can also be remotely connected to a central station. 

The conventional measurement sensors used for dynamic identification tests are piezoelectric, piezoresistive, 
capacitive or force-balanced accelerometers. For data acquisition purposes, platforms with capabilities of medium 
sampling rates (around 2000 Hz) and Analog Digital Converters (ADCs) with resolutions over than 16 bits are 
chosen. In the case of the remote connection systems the most popular approaches include the use of IEEE 
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802.11a, b, and g standards or cellular data (such as CDMA, GSM/GPRS, EDGE, and so on) for communication 
purposes [2]. Figure 1 shows an example of piezoelectric sensors and USB data acquisition systems. 

 
(a) (b) (c) 

Figure 1 - Conventional equipments used for dynamic identification. (a) Accelerometers models PCB 393B12 and 
WR 799M [3], [4]; (b) and (c) USB data acquisition equipment models NI USB-9233 with 24 bits and NI SCXI-
1531 with 16 bits [5]. 

2.2 Wireless Based Monitoring Systems 

The use of wireless technology with embedded MEMS for structural monitoring was first proposed by [6], [7], [8] 
and, [9]. In those works, the authors proposed the integration of wireless communications with sensors to develop 
a near real-time monitoring system of structures. Since then, a lot of academic efforts to improve the technology 
have been made. 

The first WSN platform was developed by the University of California-Berkeley and subsequently commercialized 
by Crossbow [10] since 1999. Since then, this commercial technology has been constantly advancing. In Ref. [11] 
a compilation that highlights the state of the art of this type of sensors up to 2005 is presented and is resumed in 
Figure 2. 

 
Figure 2 - Overview of the state of the art of wireless technology for structural monitoring 
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A monitoring system based on WSN platforms with embedded MEMS is composed by three parts: 
1) Measurement units, 2) base station and, in some cases, 3) remote connection system. The equipments and 
the technology used for the third part of the system (remote connection) are, most of the times, the same as the 
ones used in the conventional systems. 

The measurement units are composed of several sensing interfaces with embedded MEMS. MEMS are an 
emerging technology through which miniature mechanical systems are built using the standard Integrated Circuits 
technologies on the same chip as the electronic circuitry. The main advantage of MEMS is that, because of the 
high effectiveness used in their fabrication process, these can perform measurements with relatively low cost and 
low power consumption [12]. There are several commercially available MEMS-based transducers like micro-
accelerometers, temperature, humidity and, pressure micro-sensors. 

Besides the obvious issues related to energy consumption, there are other aspects related to the measurement 
sensors and DAQ characteristics to consider when these platforms are being evaluated as an alternative of 
conventional systems. Commercial micro-accelerometers are primarily made based on the capacitive principle, 
are able to measure in 1, 2 or 3 axis configuration with a range of measurement from ±2 g to ±400 g and low 
resolutions (in comparison to conventional platforms). For operational modal analysis, platforms which have 
embedded microaccelerometers able to measure at least in a range of ±2 g with the higher resolution available 
should be chosen. Another important aspect to take into account are the DAQ systems embedded in the 
platforms. As it was previously shown, conventional systems have high resolutions over 16 bits; unfortunately, 
commercial platforms are only equipped with ADCs with low resolutions varying from 10 bits to 12 bits. 

3. OPERATIONAL MODAL ANALYSIS OF CIVIL ENGINEERING STRUCTURES 

For dynamic monitoring, the first and natural tendency of civil engineering researchers was to take profit from 
important previous developments made in the area of system identification and experimental modal analysis in 
the electrical and mechanical engineering. Depending on the excitation source, two different groups of techniques 
are currently used for performing structural dynamic monitoring, the Input-Output and the Output-Only techniques. 

Nowadays Output-Only techniques (also called operational modal analysis) in which the structures are excited 
just by ambient noise are desirable and commonly used due to the higher costs and difficulties involved in the 
Input-Output Tests [13]. Output-Only methods are based on the premise that wind, traffic and human activities 
can adequately excite structures. 

The main assumption of the Output-Only identification methods is that the ambient excitation input is as a 
Gaussian white noise stochastic process in a frequency range of interest. Due to the random nature of the 
excitation, the response includes not just the modal contributions of the ambient forces and the structural system 
but also the contribution of the noise signals from undesired sources. For this reason, the identification techniques 
must have the ability to separate the noise modes. 

Considering previous experiences, when dynamic monitoring works are performed, there is no perfect method 
that can be generally applied. However, the Stochastic Subspace Identification method (SSI) or its variants is the 
method that gives more reliable results in most of the cases and so, the one that is used in this work. 

The stochastic subspace identification (SSI) method was originally proposed by [14] and then modified (SSI-Data 
method) by [15]. The Data-Driven Stochastic Subspace Identification method (SSI-Data) is based on the 
stochastic space model theory from output-only measurement and has as focus the identification of the state 
matrix A and the output matrix C, which contains the modal information of the studied system. The SSI method 
uses robust numerical techniques such as QR-factorization, singular value decomposition (SVD) and least 
squares. The QR-factorization results in a significant data reduction, whereas the SVD is used to reject system 
noise. The method is summarized in Figure 3. 
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Figure 3 - Flow chart of the SSI-DATA method. 

4. OPERATIONAL MODAL ANALYSIS OF ANCIENT STRUCTURES USING WIRELESS PLATFORMS 

4.1 Sensors and Data Acquisition Equipments 

In this work, conventional wired monitoring systems with accelerometers, data acquisition equipments and 
commercial WSN platforms were used for performing the experimental studies. 

The conventional wired monitoring systems used the high sensitivity piezoelectric accelerometers model PCB 
393B12 [3]. For the conventional data acquisition equipment the NI-USB9233 platform [5] which offers ADC 
resolution of 24 bits was selected. 

For the WSN platforms, Crossbow technology [10] was chosen as they offer a low-cost solution and low power 
boards with embedded micro-accelerometers. 

Two case studies were carried out with the aim of comparing the performance of the WSN platforms with respect 
to the conventional wired based systems and assess the possibility of their use to perform operational modal 
analysis of civil structures. Details, results and comments of the tests are following shown. 

4.2 Case study I: Dynamic response of an inverted Pendulum 

A single degree of freedom structure represented by an inverted pendulum is one of the simplest examples that 
are used by civil engineers to explain the fundamentals of the dynamics of structures. In this work, this structure is 
also used as a tool to evaluate and understand the behavior of the commercial wireless based platforms and their 
utility for engineering works. 

The specimen consists in an inverted pendulum with 1.70 m high built by wood with steel plates in its top and 
base (Figure 4a). To perform a complete dynamic characterization of the pendulum, three conventional wired 
based one-axis accelerometers and three wireless + MEMS platforms working with their accelerometers only in 
one direction were used. These sensors were arranged in two setups where the node 1 was kept as common for 
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both measurements as shown in Figure 4b, Figure 4c and Figure 4d. For comparison purposes the wired and 
wireless systems were set for running in parallel. The data acquisition was done at a sampling rate of 128 Hz. 

 

 
 
 
 

 
 

Setup 01 
 

Setup 02 
(a) (b) (c) (d) 

Figure 4 - Description of the case study I. (a) Inverted Pendulum in the laboratory; (b) Close up of the wired and 
wireless based sensors arrangement; (c) Setup 01 description and; (d) Setup 02 description. 

The first analysis consists on the study of the performance of the wireless platforms with respect to the 
conventional sensors by means of the acceleration time series collected. With this purpose, tests under random 
excitation and under ambient noise were performed. The Figure 5 shows the recorded signal by mote 3 and by 
accelerometer 3 in both scenarios. 

(a) (b) 
Figure 5 - Time series collected by mote and accelerometer # 03 in the tests of the Pendulum. (a) Response 
under random excitation in Setup 01 and; (b) Response under ambient noise in Setup 02 

The results evidence the poor performance of the MEMS micro-accelerometers embedded in the wireless 
platforms for measuring vibrations with low amplitude. In the case when random noise was exciting the structure 
the maximum peaks detected by the wireless platforms vary in an range of 2 to 9 times while when ambient noise 
is used as source of excitation, the maximum peaks detected vary from 3 to 6 times with respect to the peaks 
detected by the conventional wired based accelerometers. 

Using again ambient and random noise as source of excitation, the second analysis performed in the specimen 
consists on the study of its dynamic properties. 

For determining the dynamic properties of the system the SSI method, which is implemented in the ARTeMIS 
extractor software [16], was used. In Figure 6 the stabilization diagram corresponding to the random excitation 
system is shown. The Table 1 shows a resume of the results of the wireless and conventional accelerometers. 
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(a) (d) 

(b) (e) 

(c) (f) 
Figure 6 - Stabilization diagrams of the analysis of the time series recorded under random excitation in the 
Pendulum tests. (a) (b) and (c) Results of the conventional wired based accelerometers; (d) (e) and (f) Results of 
the wireless platforms. 

Table 1: Results of the dynamic response of the Pendulum 
  Conv. Accelerometers Wireless Platforms   

 Mode ƒ (Hz) ξ (%) ƒ (Hz) ξ (%) ƒERROR (%) ξERROR (%) 

Excited 1 2.30 1.45 2.35  3.57 2.13 59.39 
2 2.71 1.57 2.68 2.94 1.12 46.60 

Ambient 1 2.26 0.82 2.41 9.82 6.22 -- 
2 2.63 2.12 2.83 10.42 7.07 -- 

According to the frequency content, the results show that the wireless platforms give accurate results, even under 
environmental noise. When the structure is lightly and randomly excited the modal identification is easy because 
the stable poles are properly aligned in the natural frequencies. In the case of ambient noise the dynamic 
identification becomes more complicated for the appearance of noise modes in the stabilization diagrams 
(stabilization diagrams are not shown in this work); however interesting results were also achieved. Due to the 
lack of synchronization algorithms implemented on the motes, information about the mode shapes is useless. 

4.3 Case study II: Dynamic Response of Monuments - The Chimneys at Paço dos Duques Building 

The Paço dos Duques Building was built between 1422 and 1433 by D. Afonso (bastard son of the king of 
Portugal D. Joao I) in Guimarães located at the north of Portugal. In the beginning the building was used as a 
residence of the “Duques de Bragança” and was inhabited from 1480 to 1807 [17]. In 1807 the building was used 
as barracks and in 1888 the Architects and Archeologist Portuguese Society considered it as a historical 
monument [18]. In 1937 the building was re-built with the base of the available information and also new structural 
elements were introduced which gave the recent impressive character to the building. The Figure 7 shows the 
view of the actual situation of the building and its original condition before the intervention in 1937. 
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(a) (b) 
Figure 7 - Paço dos Duques Building. (a) Actual situation [19] and; (b) Front view of the palace in 1935 [18]. 

One of the most important changes in the structure was the addition of chimneys. The original building had only 4 
chimneys and later in the intervention of 1937, 34 more chimneys were added. Since 2002 the building is under 
study and under restoration as well as preservation works. As part of those works, the structural analysis of the 
chimneys was considered due to the fact that those elements are the most damaged in the building. 

Based on the previous reliable results of the experiments in the pendulum (case study I), the use of the 
commercial wireless platforms for structural dynamic monitoring was explored. 

The dynamic response of one of the 4 original chimneys was studied using conventional and wireless platforms. 
The Figure 8 shows a general view of the restoration works that are being carried out and the wireless platforms 
placed in the studied chimney. 

(a) (b) 
Figure 8 - Chimneys at Paço dos Duques Building. (a) Current restoration works and, (b) Sensors location. 

The advantages of using wireless platforms were evidenced in this case study. In addition to the economical 
aspects, the fact that the wireless platforms are lighter in comparison to the conventional accelerometers allowed 
to place them in an easier way on the surface of the chimneys. The data acquisition process was also easier 
allowing a safer work in difficult zones such as the roof of the building. 

The Figure 9 shows the stabilization diagrams of the analysis of the time series recorded under random 
excitation. Table 2 shows the results of the identified frequencies using the conventional accelerometers and 
wireless platforms. 

(a) (b) 
Figure 9 - Stabilization diagrams of the analysis of the time series recorded under random excitation in the studied 
chimney at Paço dos Duques Building. (a) Results of the conventional wired based accelerometers and; (b) 
Results of the wireless platforms. 
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The results show small differences in the identified frequencies obtained by using the conventional and the 
wireless platforms. When the tests are performed with ambient noise (results are not shown in this work) the 
same frequencies could be identified but, as in the previous experience on the pendulum, with more difficulties as 
more noise modes appear in the stabilization diagrams. 

5. NEW WIRELESS PLATFORM TO PERFORM STRUCTURAL DYNAMIC MONITORING WORKS 

Since the strengths and weakness of the commercial wireless platforms were identified, current works are now 
oriented to develop a new platform to fulfill the requirements of the operation modal analysis of civil structures. 

The limitations of the commercial WSN platform for performing operational modal analysis can be synthesized in 
the following aspects: not enough resolution of the microsensors and DAQ systems embedded in the platforms, 
lack of synchronization algorithms, data loss issues and, no solutions available related to energy consumption. As 
a first stage of the developing works it was intended to board the first 3 aspects as, in this stage, long term 
monitoring is out of the scope. The last aspect will be considered in future stages of the research works. 

In this first stage, it was considered to specify, develop and produce a new sensing device capable of measuring 
low amplitude accelerations. It is also considered that the new device will be compatible with current commercial-
of-the-shelf WSN platforms capable of supporting standard communication protocols IEEE 802.15.4 protocol, as 
well as the OpenZB communication stack [20]. 

At the moment, the new wireless platform is under construction. With this new tool it is scheduled to perform 
future validation tests in laboratory specimens and also in real monuments. 

6. CONCLUSIONS 

This paper explores a new tool based on wireless technology with embedded MEMS sensors for performing 
operational modal analysis of structures. With this respect, commercial WSN platforms available in the market 
were chosen for being studied by comparing their performance against well known and tested conventional wired 
based systems. 

The results of the laboratory tests showed that these platforms have poor performance with respect to the 
acceleration time series recorded due to the low resolution of the microaccelerometers and DAQ systems 
embedded. The wireless platforms showed also poor performance for the detection of modal shapes. In the case 
of frequency detection, reliable results were obtained especially when the systems were randomly excited. 

In order to study the performance of the wireless platforms in the field, a second series of tests was carried out in 
the chimneys of a historical XV century monument in Portugal. Interesting results were achieved once again in the 
frequency detection task of the modal analysis process. In this case, very small differences were detected 
between the measured frequencies with conventional and wireless platforms. 

With the obtained results, the problems of the commercial wireless platforms and their application for civil 
engineering studies were identified. Future works are based on the development of a new wireless sensing board 
considering this time microaccelerometers and DAQ systems with higher resolutions and the implementation of 
standard communication protocols. 
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Table 2: Dynamic response of the studied Chimney at Paço dos Duques building 
 Conv. Accelerometers Wireless Platforms   

Mode ƒ (Hz) ξ (%) ƒ (Hz) ξ (%) ƒERROR (%) ξERROR (%) 

1 1.69 1.34 1.68  1.61 0.60 16.77 
2 1.77 4.22 1.71 0.72 3.51 -- 
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 CONSIDERATION ON STRUCTURE VIBRATION ISOLATION ASYMMETRY.  
TWO FUNNY CASES. 
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SUMMARY: Generally, in the vibration structure isolation the solutions take in consideration symmetry of the 
isolation elements placement in the structure the separation from adjacent surrounding structures. But there are 
situations when, accidentally, may appears hidden links bypassing one or more isolation elements by hard 
stiffness links, creating an asymmetry of the isolation system.  
One of this isolation, accidentally asymmetryzed, usually creates large vibration levels of the whole structure, 
sometimes dramatically, as in the paper case study. A vertical axis ventilator for burning gases, serving a tall 
chimney in a power plant, being placed the roof of the aggregate building, is isolated from surrounding structure, 
supporting his metallic box frame structure on a string of the helical spring boxes, symmetrically placed along the 
metallic structure foot. A fanny hidden mistake in the time of the spring boxes placement, had created a 
mechanical asymmetry, occurring dramatically vibration levels, which was analyzed by our research team, the 
results being presented in the present paper.  
A second, the same funny case, is presented: two air compressors fixed on massive concrete foundation, being 
mechanic identically present large different in vibration motion distribution, due to an asymmetric characteristic 
distribution of elastic pad from compacted gravel.  
 
KEYWORDS: vibration, isolation, mechanical asymmetry 
 
1. ON ASYMMETRY IN STRUCTURE VIBRATION ISOLATION   
 
The importance of the symmetry in vibration isolation may be clearly confirmed by a simple structure (Fig. 1), a 
rigid beam Be with a lumped mass m placed on its middle length of 2a, isolated by two springs placed in the both 
end of the beam, A and B, of stiffness k1 in point A and of stiffness k2 in point B. The two end point allow to have 
the linear motions of law x1(t) and x2(t), so the linear motion of the middle point of the beam Be, where is 
considerate placed a lamped mass m is of the law motion x(t)=(x1(t)+x2(t))/2, solution of the differential equation  

   ( ) ( ) ( ) ( ) ( )
 −
 + + + − =

+  

2
1 2

1 2
1 2

k k
mx t cx t ( k k ) x t Q t

( k k )
       (1) 

where ( )cx t  is the damping force acting on mass m, and Q(t). the excitation force. 
 

 
 

Figure. 1 Illustration of an isolation asymmetry to simple vibration structure 

 
 

Figure. 2 Variation of the natural frequency fn function 
of mechanical asymmetry ratio k2/k1 

 

 
From cinematic conditions, the two laws of motion, x1(t) and x2(t) are gf forms,  
    = − = +1 2x ( t ) x( t ) ( t )a; x ( t ) x( t ) ( t )aϕ ϕ     (2) 
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where, from dynamic equilibrium, the angular rotation motion of the beam is 

      
( )−

=
+

1 2k k
( t ) x( t )

( k1 k2 )a
ϕ      (3) 

For a mechanical symmetry of the vibration structure in Fig. 1 the two stiffnesses are equal, k1=k2=k. and from (2) 
and (3) results, x1(t)=x2(t)= x(t) and ϕ(t)=0, the beam motion being a translation vibration 
The natural frequency of the system (1) is of the form 
 

    

   −   = + − 
 +
 
 

2
1

22 1
n

12
2

k 1
kk k1f (1 )
k2 m k ( 1)
k

π
     (4) 

which of mechanical symmetry become of form =n
1 2kf

2 mπ
. As example, considering, m=1kg and k=1000 N/m, 

the value of natural frequency is fn=5.033 Hz. 
Now, considering that, by accidental coupling with a hard stiffness link in point A, its stiffness increasing k1>k2 the 
natural frequency according to (4) increasing function of ratio k1/k2 asymptotic to fn=7.1 Hz, at k1/k2>10, (Fig. 2). 
In this condition, from (2) and (3) results 

     = ≈ =1 2
1( t ) x( t ); x ( t ) 0; x ( t ) 2x( t )
a

ϕ     (5) 

For an excitation force Q(t) as it comes from a rotative unbalance rotor, of moment (mre), 
      ( ) ( )= 2

rQ t m e 2 f sin( 2 ft )π π     (6). 
and a transient starting speed, from the rotation frequency, of value f=0, to the working frequency of the constant 
value f=fw the sweeping low is considered of the form 

    
( )

( )

 
= − → ≤ 

 
= → >

w s
s

w s

1 tf t 1 cos( ) f to t T
2 T

f t f to t T

π
     (7) 

where Ts is the transient time to fw. 
 Figures 3a and 3b present, graphically, the transient frequency f(t) and the corresponding excitation force Q(t) for 
a transient time Ts=2 seconds, during frequency it is rising from 0 to .working value fw=8 Hz. 
  

 

 
Figure 3a Time history of transient frequency variation 

 from f=0 to f=fw =8 Hz 

 

 
Figure 3b Time history of transient transient excitation 

force Q(t)’  
 

For the two cases, of mechanical symmetry, (k1 =k2=1000N/m), and of mechanical asymmetry (k1 >>k2), in the 
figure 4 are graphic presentation the time history, x2(t) of the point B responses during 10 seconds , first two being 
considered of the transient speed. It is evident that, for the same excitation, in the asymmetry case, (k1 >>k2), the 
vibration levels are more highest, as in case of mechanical symmetry (k1 =k2) 
So, for a structure optimal isolated by design, using elastic elements, placed symmetric along to separation 
planes with other surrounding structures present low vibration levels. But accidentally can appear hard elastic 
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hidden coupling, which may change, dramatically, dynamic response of the isolated structure, usually with large 
vibration level, sometime dangerous for integrity of the structure and connected surrounding structures.  

 
Figure 4 Time histories of the beam,(Fig.1), response with symmetry and asymmetry of vibration isolation 

 
2. TWO CASES ANALYZED 
During long time of our team in field vibration investigation we met a lot of professional interesting and even 
exciting problems, as two which are presented below, related to asymmetry accidentally arising in vibration 
isolation of a structure. 
 
2.1. A ventilation aggregate for burn gases serving a tall chimney  
An funny case was met one time when we was calling from a thermo power plant to investigate a ventilation 
aggregate which at the first start after his built, presented dangerous vibration levels, in contrast with other the 
same aggregate serving the six tall chimneys to eliminate the burning gases coming from steam boilers.  

 

 
 

Figure 5 Vibration Isolation system for a vertical centrifugal ventilation aggregate serving a tall chimney in a thermo power 
plant: a) general view; b) system of vibration isolation and c) building technological aspects.  
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For this thermo power plant the general designer proposed a new solution for burn gases evacuation to 
atmosphere through the tall chimney: the ventilation aggregate to be placed on the roof of the turbo machinery 
building, of 90 m high. The motivation was related to efficiency of the burn gases elimination, but a lot of problem 
where arise during working time.  
The aggregate, composed from, an electric motor Me of 3.2 MW at 500rot/min acting, by a coupling Cu the 
ventilator Ve are vertical axed on a metallic frame box Fb, which is isolated from an auxiliary metallic frame Af,. by 
a string of helical spring boxes Sb, placed symmetrically on perimeter of the contact boundary. The auxiliary 
metallic frame is fixed on the turbo machinery building roof and allows horizontal motion of  the ensemble Fb and 
Af elastic in horizontal plane, the vibration transmissibility being law. 
The burn gases content high density of abrasive particle, which excavate non-uniform the blades of the ventilator 
rotor creating high level of mass unbalance, and after a short period of running had occurs a lot of major faults, 
the main being a premature failure of the superior slide bearing of electric motor Me. 
By vibration complex measurement, performed by the team of Vibration Testing and Research Laboratory of 
University “ Polithnica” Timisoara” were determinate the vibration distribution along the ensemble metallic 
structure Afs motor electric Me and the house of the ventilator Ve.the vibration motion distribution being plotted in 
figure 6.   
 

 
 
 

Figure 6 Vibration motion distribution along ensemble structure Fb and motor Me 
, corresponding to first   

 

 
 
 

 
 

Figure 7 Time history of horizontal vibration 
motion for point A on the motor Me 

The time history of one vibration signal recorded on motor Me (point A) structure look as in the figure 7, which 
present clearly two harmonical components. The second harmonical being correlated with the dynamic 
misalignment of the aggregate vertical axis, occurring from bolted rigid coupling, Cu. The technical solution to 
decrease the vibration levels along to aggregate ensemble was by replacing the bolted rigid coupling with a 
Periflex toroidal coupling more elastic as bolted coupling. 
After this successful application solution for a next new built aggregate we were called to find out what is cause of 
more high level vibration arising again. When we come in the site to record vibration on the aggregate structure 
the operator was worry to put on the aggregate being convinced to be a disaster so large vibration occurring in 
the single time when they tried to put on. In this situation we tried to determine the natural frequencies in 
possibility of a resonant effect tuned by rotation frequency of the aggregate axle.  
Existing a another structure Ads ,(fig 5a), closed, by span s, to  frame box Fb structure using a lever Lv we did a 
impulsive force to frame box, Fb , expected to record a law level free decay vibration signal , containing the modal 
components of vibration system, frame box Fb on the string of the helical spring blocks. But the signal recorded 
didn’t look as a free vibration, it was as a impulsive one which explained that something rigid links is connected to 
elastic suspension. It was a funny surprise finding, in an hide space a pipe (Ph, Fig. 5 b and c) instead of  one 
spring block (Sb), creating a fixed point connected between the two structures Fb and Af so the suspension being 
strong asymmetrically, so, normally, the fear of operator was real. 
Situation created occurs from technology applied during the frame box built direct to the site, which in built time is 
placed on a string of pipes, of length h0, which after all the aggregate was made, the spring blocks extended at 
the same high h0 are placed between two structure, then by firing all the pipe being cutting and eliminated, the 
entire weight of aggregate, (40 tone), is supported by symmetric placed of helical spring blocks, which are 
compressed to high h. 
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 Of course, after cutting and elimination the hide pipe sector all was ok, remaining only the situation amusement 
and keeping in mind: don’t hurry! 
 
2.2. Different vibration distributions of two mechanical identically air compressor aggregate. 
  
 Another analyzed an interesting case was the vibration of the two air compressors aggregate in an oxygen 
station (fig.8) The two aggregates and foundations were the same, but one of them has presented more large 
vibration levels as the other.  

 
Fig. 8 Illustration of a multicilinder air compressor  

 
A multi-cylinder compressor, as a five stage air compressor 1 (Figure 8) is composed from two parts, law 
pressure stage (cylinders I, II and III) and high pressure stage (cylinders IV and V), both being driven by an 
electric machine 2, and seating on a massive the concrete foundation 3..  
The massive block foundation is used for two reasons: to machine axis line stiffening and to diminishing machine-
fundation vibration excited by residual inertial unbalanced forces F1…. F5 acting on machine,. The levels of the 
vibration depending of the dynamical characteristics of the isolation of the supported pad of foundation 4 and of 
inertial mass and moments of the rigid block foundation 3  
Considering the perturbation forces F1…….F5 for both ensemble are the same for both compressor aggregate, 
first supposition, to explain the large difference between vibration of the two aggregate, it was focus on the 
integrity of the concrete foundation verify which as a massive mass must to has vibration rigid body  motions. In 
case of a possible hidden crack the significant deviation from the rigid body motions may occurs. 
To determined the distribution of vibration was measured the vibration motions components, wxi(t) wyi(t) and wzi(t), 
in a lot of points Pi along the ensemble machine massive foundation. For a rigid body motion the vibration 
distribution is of law   
    = +i o{ w ( t )} { w ( t )} [ R ]{ ( t )}ϕ       (8) 
where the column matrix vector 

    { }=
T

i xi yi zi{ w ( t )} w ( t ) w ( t ) w ( t )      (9) 
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o{ w ( t )} being the same column matrix vector of a given point of the ensemble, in this case the foot geometric foot 
center O of the rigid foundation,  

     { }=
T

x y z{ ( t )} ( t ) ( t ) ( t )ϕ ϕ ϕ ϕ       (10) 
the column matrix vector of rotation laws around of reference frame Oxyz axes, and  

.      
− 

 = − 
 − 

i i

i i i

i i

0 z y
[ R ] z 0 x

y x 0
      (11) 

the position matrix of point Pi 
The vibration distribution law (8) can be extended to amplitude distribution 
     = + Φi c,s o c,s c,s{W } {W } [ R ]{ }      (12) 
Index c, and s being related with the terms in cos and sin. 
The values of foot amplitude vibration motion distribution, for first harmonic amplitude is given in the below table 
  

Agregate no. 1 Agregate no. 2 
 cos(ωt) sin(ωt)   cos(ωt) sin(ωt)  

Wox 0,56 -0,84  
µm 

Wox 1,77 -0,10  
µm Woy -1.70 0,87 Woy -1,77 -0,68 

Woz -8,35 2,88 Woz -12,13 -3,03 
Φx -4,40 -2,00  

µm/m 
/ 

Φx -6,44 -6,38  
µm/m / Φy -0,35 -0,13 Φy -0,52 -1,75 

Φz 0,04 -0,42 Φz 0,04 -0,42 

 
and the illustration of vibration motion distribution is geven in figure 9.  

 
Figure 9 Illustration of massive foundation vibration motion distribution for two aggregate  

 
The value difference between the experimental measured vibration distribution along the both aggregates and the 
vibration distributions identified by laws (8) were small, so that the idea of the cracked aggregate no 2 foundation 
was eliminated. It was assumed by the oxygen station staff that by harrying works in gravel compaction time they 
not respected exactly technological prescription of designer.conclusion: Ones again don’t hurry!  
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ABSTRACT: A new algorithm to extract influence sequence has been introduced. Using the resulting influence 
sequences, a way to identify the axle loads of moving vehicles has been introduced. The approaches are based 
on an optimal linear filter design theory. The algorithms make use of the strain time histories of a bridge deck plate. 
The performance of the algorithm has been examined experimentally for a folded deck plate on Yongjong Grand 
suspension bridge. It turns out that the algorithms are feasible and economical while some further works for the 
accuracy improvement are expected. 
 
 
 
INTRODUCTION 
 
Information regarding the overweight trucks on a bridge could be used in many applications. The applications 
include planning, economic and enforcement of the bridge. For such purposes, many Bridge Weigh-In Motion 
(BWIM) systems [1-4] have been developed and instrumented in the field after the first pioneer work by Moses [5].  
 
The Moses-based BWIM systems utilize a set of static moment influence sequence for the dynamic responses of 
a bridge. Thus, the system errors significantly rely on the accuracy of the influence sequence. However, to date, 
there is no systematic algorithm to extract the influence sequence in the field. In addition, the dynamic responses 
of the bridge girders are often affected by the global system loading conditions. Thus, the applications to long-
span bridges are strictly limited because there are always many truck loads on the bridge that are able to affect 
the system accuracy. Furthermore, the BWIM system utilizing the response of the bride girders has poor accuracy 
for the estimation of single axle weight, while the good accuracy could be achieved for the gross weight estimation.  
 
To resolve such drawbacks, this study attempts to develop a systematic algorithm to extract the influence 
sequences through a field test. In addition, this study investigates a way to use the responses of deck plates 
instead of girders. This is because the responses of deck plates are very local and sensitive to single axle loads.  
 
 
EXTRACTION OF INFLUENCE SEQUENCE 
 
Consider a truck that has three wheel loads as shown in Fig.1.  As the truck moves over the deck plate of a 
bridge, the bending moment M(t) of the deck plate at the location ‘A’ becomes a function of time. If the truck 
keeps a constant velocity of v in the considered region, the bending moment could be expressed as a function of 
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space ‘x’,  
 
M(x) = w1I(x − s1) + w2I(x − s2) + w3I(x − s3) (1) 
 
where, I(x) denotes the moment influence at the location x. The terms wi and si denote the ith wheel load and 
location, respectively. It is noted that the moment function can be expressed as a linear combination of a set of 
the sith shifted basis of I(x).  

 
 

Fig.1 Moment influence sequence 
 
In general, the nth discrete sample of the bending moment M(n) among total N samples and total L wheel axles 
can be expressed by 
 
M(n) = ∑ w(k) I(n − k)N−1

k=0  (2) 
 
where, w(k) denotes the wheel load at the sample k. Note that the number of nonzero element in the wheel load 
sequence {w(k)} is only L. The mean-square value of the error between the measured moment M(n)∗ and 
M(n) is 
 
e = ∑ �M(n)∗ − ∑ w(k) I(n − k)N−1

k=0 �2N−1
n=0   (3) 

 
Since this is a quadratic function of the moment influence, the minimization of the error yields a set of linear 
equations: 
 
∑ γww (p − k) I(N−1

k=0 k) =  γwM∗(p)   for  p = −N + 1,⋯ , 0,⋯ , N − 1  (4) 
 
where, γww (k) is the autocorrelation of the wheel load sequence {w(k)} and γwM∗(k) is the cross correlation 
between the measured moment sequence {M(n)∗} and the wheel load sequence {w(n)}. Note that seeking I(k) 
in Eq.(4) is an optimal linear filter design problem and the optimal linear filter, in the sense of minimum mean-
square error, is called a Wiener filter [6]. In general, Eq. (4) can be expressed in the form as 
 
 𝚪𝚪ww 𝐈𝐈N = 𝛄𝛄wM∗  (5) 
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A

s2

s3

I(x-s3)

I(x-s1)

I(x-s2)

M(x)

v

w1

w2

w3

x

x

x

x

×

×

×

=

+

+

Deck plate

Cross beam

264



 
where, Γww  is a (2N-1)×(2N-1) Toeplitz matrix with elements γww (p − k)  and 𝛄𝛄wM∗  is a (2N-1)×1 cross 
correlation vector with elements γwM∗(p). The solution for the optimal coefficients of the moment influence 
sequence is  
 
𝐈𝐈N =  𝚪𝚪ww

−1  𝛄𝛄wM∗     (6) 
 
 
EXTRACTION OF AXLE LOADS 
 
Assume that the moment influence sequences I(n) have been identified from Eq.(6) and the moment sequences 
M∗(n)  have been measured. Then Eq.(3) is a quadratic function of the wheel load sequence w(n) , the 
minimization of the error yields the set of linear equations: 
 
∑ γII (p − k) w(N−1

k=0 k) =  γIM∗(p)   for  p = −N + 1,⋯ ,0,⋯ , N − 1  (7) 
 
where, γII (k)  is the autocorrelation of the moment influence sequence {I(k)}  and γIM∗(k)  is the cross 
correlation between the measured moment sequence {M(n)∗} and the moment influence sequence {I(n)}. In 
general, Eq. (7) can be expressed in the form as 
 
𝚪𝚪II  𝐰𝐰N = 𝛄𝛄IM∗  (8) 
 
where, ΓII  is a (2N-1)×L matrix with elements γII (p − k) and 𝛄𝛄IM∗ is a (2N-1)×1 cross correlation vector with 
elements γIM ∗(p) while 𝐰𝐰N  is a L×1 desired wheel load vector. Since the number of sample N is much larger 
than the number of wheel axle L, Eq.(8) becomes over-determined matrix equation. Then the optimal solution for 
the wheel load vector can be achieved by  
 
𝐰𝐰N =  �𝚪𝚪II

T 𝚪𝚪II�
−1 𝚪𝚪II

T   𝛄𝛄IM∗     (9) 
 
It is can be shown that the Mose’s algorithm [5] is a special case of Eq. (8), in the sense of the collocation method, 
because a set of L equations at the wheel load locations agrees with the Mose’s system equation.  
 
 
FIELD APPLICATIONS 
 
Field Test Setup 
 
The proposed algorithms has been examined through Yongjong Grand suspension bridge that lies on the 40.2 km 
long expressway linking Seoul metropolitan and the Incheon international airport in Korea. The 550 m long bridge 
has a center span of 300 m and side spans of 125 m. The self-anchored suspension bridge has two 107 m high 
towers and the 35 m wide double decks to carry a six-lane highway on the upper deck and four-lane highway and 
double-track railway on the lower decks. The lower decks consist of two independent deck plate sections. Each 
lower deck plate section carries two-lane highway as shown in Fig. 2.  
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Fig.2 Sensor map 
  
The considered test bed consists of a set of the rectangular regions that are surrounded by two girders and two 
cross beams. The sensors are placed at two stations on Lane 1 as depicted in Fig.2. One is entering station ‘A’ 
and the other is leaving station ‘B’. For each sensor station, the four strain gauges are placed at the center span 
of the rectangular deck plate. Using a half-bridge connection to improve the signal to noise ratio, only four strain 
gauge signals, A1, A2, B1 and  B2, are recorded. In addition, a signal C1 of the cross beam using two strain 
gauges are recorded when a truck passes by.  
 
As shown in Fig.3, the deck plate consists of folded steel plate, and the strain gages are attached on the convex 
parts. As shown in Fig.4, two trucks are used for the verification task. One is unloaded three-axle truck and the 
other is fully loaded four-axle truck. To record the strain gauge time history, the NI Compact-RIO data logger has 
been used with the sampling rate of 2000Hz.  
 

  
Fig.3 Sensor attachment on the deck plate of bridge 
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Fig.4 Field tests 



 

 

 
Table 1. Measured static axle weight of calibration trucks 
 three axle truck  (kN) Four axle truck (kN) 
First axle 
Second axle 
Third axle 
Fourth axle  

48.608 
73.206 
70.756 

89.572 
80.654 
90.846 
90.356 

Gross weight 192.570 351.428 
 
 

Evaluation of Influence Sequence 
 
To apply this proposed identification algorithm for moment influence sequence, a strain time history has been 
captured for an arbitrary two wheels truck with a wide wheelbase. The speed of the target truck is obtained by 
inspecting the strain time history. It turns out 93.78km/h. Since the signal energy of the measured strain time 
history lies below 40Hz, the measured signals have been filtered with a low pass digital filter of 60Hz.  
 
For total number of sample N=2401 and total number of axles L=2, the 4801×4801 Toeplitz matrix Γww  and the 
4801×1 cross correlation vector 𝛄𝛄wM∗ in Eq. (5) have been constructed. The desired moment influence sequence 
vector 𝐈𝐈N  has been obtained through Eq. (6). The resulting moment influence sequence is shown in Fig.5. As 
depicted in Fig.6, the measured moment sequence agrees very well with that predicted by the estimated influence 
sequence. It can be confirmed that the proposed algorithm works very well in the field condition.  
  
 

 
(a)                                              (b) 

Fig.5 Extracted moment Influence sequence: (a) Sensor B1; (b) Sensor B2. 
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(a)                                             (b) 

Fig.6 Comparison between measured and predicted moment sequences: (a) Sensor B1; (b) Sensor B2. 
 
 
Evaluation of axle loads  
 
To examine the accuracy of the proposed algorithm for the single axle load identification, two calibration trucks 
shown in Table 1 pass by the test stations. For the strain time samples of N=1123, the over-determined matrix ΓII  
and the cross correlation vector 𝛄𝛄IM∗ are constructed and the desired axle load vector 𝐰𝐰N  is obtained by Eq. (9). 
The estimated moment sequence with the identified individual axle loads has been compared in Fig.7. Total eight 
tests are repeated. The first four cases are for the passage of the three-axle truck and the other four cases are for 
the four-axle truck.  
 
The estimated results and their errors with respect to the static axle load in Table 1 are compared in Table 2. The 
variation of errors in the gross weight is much smaller than those in the single axle weight. The maximum errors 
for the three-axle truck and the four-axle truck have occurred at Case 2 and Case 8, respectively. One possible 
explanation is that the constant velocity condition has not been satisfied because the strain time histories between 
the entering station and the leaving station are different. The truck driver might put the brake pedal at the leaving 
station to keep the ordered constant velocity. Also, it should be reported that the time shift of the influence 
sequence si has high sensitivity to the system accuracy.  
 

 
(a)                                             (b) 

Fig.7 Comparison between measured and predicted moment sequences: (a) 3-axle truck; (b) 4-axle truck. 
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No. (Km/h) (m) First Second Third Fourth (kN) 
1 69.36 4.57 50.339 

(-3.56) 
68.588 
(6.31) 

73.568 
(-4.02) 

- 192.525 
(-0.31) 

2 73.67 4.53 46.054 
(5.26) 

63.746 
(12.92) 

67.283 
(4.91) 

- 177.083 
(7.73) 

3 71.17 4.55 52.213 
(-7.42) 

66.804 
(8.75) 

75.665 
(-6.94) 

- 194.681 
(-1.44) 

4 70.89 4.62 51.636 
(-6.23) 

70.891 
(3.16) 

74.530 
(-5.33) 

- 197.057 
(-2.67) 

5 71.45 5.87 82.626 
(7.75) 

81.173 
(-0.64) 

86.071 
(5.26) 

92.370 
(-2.23) 

342.240 
(2.29) 

6 78.49 5.84 86.980 
(2.89) 

85.532 
(-6.05) 

80.253 
(11.66) 

93.615 
(-3.61) 

346.380 
(1.11) 

7 77.48 5.86 90.246 
(-0.75) 

87.247 
(-8.17) 

82.274 
(9.44) 

94.507 
(-4.59) 

354.275 
(-1.15) 

8 75.66 5.81 91.545 
(-2.2) 

88.698 
(-9.97) 

91.301 
(-0.50) 

102.563 
(-13.51) 

374.107 
(-6.81) 

* the value in brace denotes a percentage error. 
 
 

SUMMARY AND CONCLUSIONS 
 
Unlike the girder responses of a bridge, the deck plate response has very local and sensitive to single axle load. 
To use these advantages, the identification algorithm of the moment influence sequence has been newly 
proposed. With the similar concept, the new algorithm for the axle load identification has been proposed. To 
examine the feasibility and accuracy of the proposed algorithms, a set of field tests has been conducted.  
 
Based on the experimental results, the following three conclusions could be made. First, the proposed algorithm 
for the influence sequences is very systematic and it works very well in a field condition as confirmed in Fig. 6. 
Second, the proposed algorithm for the identification of single axle load using the deck plate responses seems to 
be feasible and economic. Third, the accuracy improvement of the proposed axle load identification algorithm is 
expected for the commercial applications. To improve the accuracy of the proposed approach, the wondering 
effect of truck passage should be considered. In addition, the axle location parameter also simultaneously 
identified with the axle loads. This is necessary because the sensitivity of the axle locations is considerable if the 
deck plate responses are used.  
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SUMMARY: In the paper is analyzed the dynamical interaction between air flow and a two components wind 
flowmeter, consisting from a rigid cylinder clamped to a double direction elastic element, with two strain gage 
sensors mountings. The output sensors signals are proportional with induced wind force components on the two 
sensors orthogonal sensitivity axes, components which allow to be determined both, wind speed and direction. 
Interaction between wind and elastic coupled rigid structure induce self excited vibration of structure at critical 
speeds of the flow around the cylinder, occurring high level perturbation components in the output flowmeter 
signals. Based on a coupled flow - structure system of equation are simulated the self excited vibration in the 
frequency range of interest, 0 to 30 Hz, domain of wind flow. Finally are analyzed by experimental data the 
response of the flowmeter to different wind flow including the strong gusts. 
 
KEYWORDS: wind flowmeter, self excited, wind gust 
 
1. WIND PARAMETERS MEASUREMENT METHODS 
1.1. General considerations 
The wind induces complex loads to the structures, placed in the free air conditions, as: buildings, industrial 
installations, communication antennas, and many others. These structures have to be designed to support wind 
loads of maximum intensity of placed area, including, strong gale, at mean speed 22 to 25 m/sec, and storm at 30 
to 35 m/sec. But in the majority of time it is necessary to record wind, to know the frequency spectrum which is 
necessary to define dynamic excitation on structure. In this case is necessary to be used a wind sensor of which 
modal frequency domain to be more high as the wind spectrum. A wind spectrum is usually located in the low 
frequency band, of 0-to 30 Hz, so, the value of first modal frequency of the wind sensor has to be located two or 
three more times high. 
A type of this sensor is presented in the figure 1, [1], a bidirectional flowmeter composed from a light cylinder 1. of 
aluminum, connected, by a rod 2 to a sensor body 3, on which are profiled by milling two elastic lamellas ax and ay 
of which planes are rectangular axed between. Placing the flowmeter transversal on direction of the wind stream, 
given by velocity vector V

r
, the force vector F

r
, induced by wind to cylinder, is parallel to vector V

r
, and the 

magnitude can be approximate  
2

F
VF C hD
2

ρ≈      (1)

where CF is a coefficient of proportionality called the shape factor. For cylinder the factor CF is not a constant for 
all wind speeds, but depends of Reynolds number, and cylinder geometry D and h. 
The two components Fx and Fy, of the force F

r
, parallel to orthogonal axes Oxx and Oyy give two bending 

moments around this two axes  
ix x iy yM L F sin ; M L F cosα α= =      (2)

and corresponding to bending stresses σix and σiy on the lamellas ax and ay faces, where are applied two strain 
gages, 

iyix
ix iy

MM
;

W W
σ σ= =      (3)

where W is the geometric moment of inertia of the transversal sections of lamellas ax and ay. 
Having recorded the stress signals σix and σiy the value of wind velocity result of the form, 

22
iyix

F x

2V W
C hD L L

σσ
ρ

⎛ ⎞⎛ ⎞⎛ ⎞⎜= ⎜ ⎟⎜ ⎟⎜ ⎜ ⎟⎝ ⎠⎜ ⎟⎝ ⎠⎝ ⎠
y

⎟+ ⎟      (4)
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and direction of the wind, relative to sensor frame oxy, by position angle 

y ix1

x iy

L
tan

L
σ

α
σ

− ⎛ ⎞
= ⎜⎜

⎝ ⎠
⎟⎟        (5) 

 

 
 

Figure 1 Illustration of bidirectional strain gage flowmeter, [1] 
 
1.2. Perturbation in interaction flow elastic clamped flowmeter body 
In the immediate vicinity of a bounding surface between fluid and structure (cylinder, figure 2a), due to viscosity of 
fluid the distribution of velocity is special one. Flow in this layer, called boundary layer, can be either laminar or 
turbulent. There is a point Pds of flow separation where the velocity vector ur  falls almost to zero. The fluid flow 
becomes detached from the surface of the object, and instead takes the forms of eddies and vortices. Also the 
distribution of the pressure in the boundary layer is the special one, resulting drag force F

r
  

 

 
Figure 2 Illustration of 2D flow in boundary layer of a cylinder  

 
Unsteady separation of the flow can developed repeating pattern of swirling vortices, (illustrated in figure 3), the 
frequency of vortices being of the form  

v t
Vf S
D

= .     (6) 
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St is the Strouhal number, for a cylinder, St=0.2.  

 
 

Figure 3 Illustration of Karman vortex street periodicity (∆t=0.1 
sec) 

 
 

Figure 4 Constant speed 
displacement x of the vortex 

 
 
The displacement law x(t) of the vortex street is linear in time, (figure 4) of constant speed, different of stream 
speed V. Periodicity of vortex create a periodicity of pressure distribution at surface of the structure (in this case 
the cylinder), resulting a transversal periodic force, approximated by an empirical harmonic form, 

2
v v v

1F ( t ) C V Asin( 2 f t )
2
ρ π=      (7) 

When the structure is elastic one, or it is elastic connected to a fixed structure, as in case of the flowmeter, 
(sensor body 3, elastic rotations by laws θx(t) and θy(t)), the dynamical equations of the structure are coupled with 
the equations of the flow control volume, a space defined relatively around the structure space, where the 
influence of the structure shadow. By deformation of the structure a quantity of fluid, in flow, energy is transferred 
to structure, which coming into self vibration, and for a critical value of fluid velocity Vc the energetic transfer is 
maxim accepted by, vibration motion being “locking-in” by one of natural frequency of the structure, as, illustrated 
in figure 5 

 
Fig. 5 Illustration of “locking –in” effect 

 
Considering a rectangular reference frame OVfA, OV being axis of velocity. Of axis of frequency and OA axis of 
amplitude, sweeping the velocity along it axis at a special value called critical speed  

     c1 1
t

DV f
S

≈       (8) 

where f1 is the value of structure first natural frequency. Raising more the flow velocity V, the vibration frequency f 
is keeping strictly the same value f1 and amplitude is raising from point 1 to 2, point 2 corresponding to a second 
critical speed Vc2 when the vibration steady state jump suddenly from point 2 to point 3, corresponding to a 
harmonical vibration, tuned by frequency f2 of the second mod, which is as an attractor.  
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2. SIMULATIONS 
2.1. Simulation problems  
In view to design an optimal bidirectional flowmeter, by above technical solution it was simulated the interaction of 
the wind at different speed resolved numerically the Navier Stokes equation in a Reynolds transport form, coupled 
with the elastic connected structure. 
As software was used ANSYS CFX, in the Reynolds-stress turbulence model. Is a simulation which involving two-
way Fluid-Structure Interaction, where the fluid is solved in CFX and the solid is solved in the ANSYS. The two 
solvers are coupled on the entire solution process in order to model the interaction between fluid and solid. The 
ANSYS Multi-field solver, using the MFX setup is used for coupling the two solvers. CFX uses a unique hybrid 
finite-element/finite-volume approach to discretizing Navier-Stokes equations. 
The spatial domain is discretized into finite control volumes using a mesh. The governing equations are integrated 
over each control volume. Fluid domain was discretized in 129797 elements and structure domain was discretized 
in 3971 elements. 
 In the figure 7a are plotted the time histories of the stress σx(t), corresponding to bending deformation of the 
elastic lamella ax, due to load Fy, induced by wind, of constant speed at V=5,10,20, and 30 m/sec at direction 
α=00. σx(t) represents the bending stress of the mid point Ox of lamella ax, on which the strain gage T1x, T2x, T3x 
and T4x montage is glued. In the figure 7b are plotted the time histories of the stress σy(t), corresponding to 
bending deformation of the elastic lamella ay, due to load Fy, induced by wind, of constant speed at V= 0.5,10,20, 
and 30 m/sec, at direction α=900. In both figures, during first 0.2 sec, it can be observes a transient processing, of 
two stress components, one of free decay, by natural frequencies of the flowmeter, and second component, a 
constant one corresponding to constant value of wind speed.  

 

 
 
 
 

Figure 6 Strain gage montages 
for bidirectional flowmeter 

measurement 

 
Figure 7a Time history of bending stress σx around axis oxx 
(figure 6), for four simulated wind speed V=5,10,20 and 30 

m/sec, at direction α=00  
 

 
Figure 7b Time history of bending stress σy around oxy (figure 
6), for four simulated wind speed V=5,10,20 and 30 m/sec, at 

direction α=900

 
From plot of strain σx,y against speed V (figures 8a and 8b), as expected, it is observes a nonlinear dependent of 
two variable, as,  

2
x y y=0.0115(0.097V +V ); ( 0 )σ = 0α    (9) 
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obtained by the interpolation using data from figure 8a, and from figure 8b 
2

y x x=0.0133(0.089V +V ); ( 90 )σ = 0α    (10) 

For the both forms, the coefficients of V represent ≈≤10% of V2 coefficients, so that, the empirical square forms 
(1) and (7) can be considered as practically satisfied. 
In the case of an experimental wind speed measurement it is necessary to be known the characteristic Vx,y as 
function of the stress σx,y by the transformation  

2
y,x y,x x,y y,x2

x,y y,x y,x y,x y,x y,x
y,x

b b 4 a
b V a V to V

2a

σ
σ

− + +
= + ⇒ =    (11) 

 this characteristic being plotted in figure 8c. 

 
Figure 8a) Flowmeter 

characteristic, stress σx, - speed 
of direction α=00

 
Figure 8b) Flowmeter 

characteristic, stress σy, - 
speed of direction α=900

 
Figure 8c) Flowmeter 
characteristics, speed Vx,y - 

stress σxy - 
 

 
2.2. Flowmeter simulation response to a variable wind speed 
Figure 9a presents a simulated sequence of time history wind speed V(t) composed from two component, the 
constant one of value Vc=30 m/sec and second one, a random variable of root mean square values Vrms, and 
frequency spectrum plotted in figure 9b.  
 

 
Figure 9a Time history of a simulated wind speed of 
two components: a constant one of value Vc=30 m/s 
and a random component of value Vrms=2,5 m/s 
(figure 9b plot frequency spectrum)  

 
Figure 9b Frequency spectrum of 
random wind component (figure 9a) 

 

 
Figure 10a Time history of strain gage 
montage signal σx(t) 

 
Figure 10b Time history of strain gage 
montage signal σy(t) 
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The direction of the wind blow, (direction of vector V
r

) was programmed at value α=450. For these input data 
results, by simulation, the bending stresses σx and σy, which are considered as recorded, by the two strain gages 
montages. The time histories of the two signals σx(t) and σy(t)  are plotted in figures 10a and 10b. 
Taking in consideration, the characteristics equations (9-10) and transformation equation (11), in figure 11a is 
plotted the time history of resulting, by simulation, wind speed component Vy(t), of the mean value Vmy=20.66 
m/sec and of the mean square root Vyrms=8.93 m/sec. 
 

 
Figure 11a Time history of a simulated wind speed 
component Vy(t) 

 
Figure 11b Frequency spectrum 
of wind speed component Vy(t) 

 
The same plots are given, in figures 12a and 12b, for the simulated Vx(t) component, and, finally, being plotted, in 
figures 13a and 13b the wind speed V(t)  
 

2
x y\V( t ) V ( t ) V ( t )= + 2     (12) 

considered as be experimental recorded. 
 

 
Figure 12a Time history of a simulated wind speed 
component Vx(t) 

 

 
Figure 12b Frequency spectrum 
of wind speed component Vx(t) 

 
Now, comparing the figures, 9a and 9b with 13a and 13b, which should be the same, it is find out very small 
deviation between the speed mean values, Vc=30 m/sec of simulation input data, and Vm=30.501 m/sec of output 
simulation. Also, there are large deviation in the variable components Vrms=2,5 m/sec, of input data, and 
Vrms=7.636 m/sec of output simulation, normally, because the frequency band of excitation (figure 9b) is located in 
spectral band of the first two natural frequencies of 75 and 82 Hz, determined by applying algorithm [2].  
The instant angle direction α(t), of the blowing simulated wind is determined by equation  
 

y1

x

V ( t )180( t ) tan
V ( t )

α
π

− ⎛
= ⎜⎜

⎝ ⎠

⎞
⎟⎟      (13) 

of which time history is plotted in figure 14a. 
The mean value αm during 0.5 seconds is 46.2 Deg, close to input simulation constant of the value of 45 Deg. The 
large instant deviation α(t)- αm occurs due to dynamic resonant effects, as above motivation. This effect can be 
diminishing applying low pass filtering process in frequency domain of wind blowing, 0 to 30 Hz (figure 14b) [3] 
The filtering may be applied direct to output signals σx(t) and σy(t), perturbation components being eliminate in this 
phase of the signal process 

276



 
Figure 13a Time history of a simulated wind speed 
V(t) 

 

 
Figure 13b Frequency spectrum 
of wind speed V(t) 

 
Figure 14a Illustration of instant angle 
direction α(t), of the blowing simulated wind 

 
Figure 14b Time history of angle α(t) 
filtered by a low band pass filter 0 to 30 
Hz  

 
3. EXPERIMENTAL TESTS AND CONCLUSIONS 
3.1. Wind parameters measurement on a building roof  
One of the flowmeter application was to record the wind parameters on a building roof were is placed a parabolic 
dish parabolic antenna, on a tall metallic pillar (figure 15). The main aim of this setup was to determine wind load 
induced on the antenna structure. In parallel to load are recorded the wind speed components, using the 
flowmeter above analyzed. In figure 16 is plotted the time history of a 280 seconds sequence, including a strong 
gust.  

 
Figure 15 Illustration of the flowmeter 

placed on a metallic pillar on a building roof. 

 

Figure 16 The time history of the speed wind 
V(t) recorded  during of 280 seconds by 

flowmeter  
The gust extension in figure 17 is a turbulent flow from two speed components 

x x xu ( t ) u ( t ) u ( t )= + %      (14) 

xu ( t )  being the meaning component, and  the variable component, implied in the Reynolds equation xu ( t )%

2 2 2
i i i i i i i

1 2 3 i i2 2 2
1 2 3 i 1 2 3

u u u u u u u1 pu u u F A ; ( i 1,2,
t x x x x x x x

ν
ρ

⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂∂
+ + + = − + + + + =⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠

3 )   (15) 

governing the turbulent flow.  
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The two components xu ( t )  and , plotted in figure 17, are separated from recorded signal using a 
moving block mediation of band T (figure 17),[3]. 

xu ( t )% xu ( t )

The gust sequence recorded by the flowmeter, of average speed ≈10 m/sec, is multiplied, for simulation to a 
strong gust flow, three times more, resulting, for 3.2 seconds of processing the displacement x(t) (figure 18) of the 
upper point P on the flowmeter (figure 15)   
 

 
Figure 17 Illustration of the two components. 

xu ( t )   separation from  xu ( t )% xu ( t )

 

 
Figure 18 Time history of the displacement x(t) in 

point P (figure 15) during gust (figure 17) 
 
3.2. Testing antenna and flowmeter in the open air carried at different transport speed 
 
In view to test the antenna and flowmeter to loads induced by air strong flow, high of V=10 m/s, the antenna and 
flowmeter were placed on a car roof (figure 19), so, it was possible, in this situation of car power, to reach the 
maximum speed  of the car at 70 km/h (≈20 m/sec).  
 

 
Figure 19 Illustration of the flowmeter 
placed with parabolic antenna on a 

car roof   

 

Figure 20 Time history of the antenna reaction force Fx(t), 
induced by the air flow, for four different velocity of the car 

40, 50, 60 and 70 km/h.   
In the figure 20 are presented the plotted, mean xF ( t )  and xF ( t )%  components, of the antenna horizontal reaction 
force Fx(t), against relative air stream. In spite of no car constant speed the records were useful to be analyzed, 
having the air stream measured by flowmeter [1] 
 
REFERENCES 
 

 
[1] Simoiu D, “Theoretical and Experimental Studies on Mechanical Structures Loads Induced by Wind. 

Application on Parabolic Dish Antenna”. PhD Thesis, University “Politehnica” of Timisoara 2008, ISBN 
978-973-625-645-5. Politehnica Press.  

[2] Cioara T, Gh., “On a Curve Fitting Algorithm for Modal Parameter Estimation “, Proc.6th Int. Modal 
Analysis Conference, Orlando, USA p.717-723, 1988 

[3] Cioara T, Gh, “Vibration measurement”, Lectures, electronic edition, (in Romanian) 

278


	Dynamics of Civil Structures, Volume 4
	Preface
	Contents
	Characterization of a Strongly Nonlinear Laboratory Benchmark System
	A non-destructive technique for the health monitoring of tie-rods in ancient buildings
	Estimating Effective Prestress Force on Grouted Tendon by Impact Responses
	Experimental Investigation of Dynamic Load Estimation Using Small-Scale Testing
	PREDICTION OF PRESTRESS FORCE ON GROUTED TENDON BY EXPERIMENTAL MODAL ANALYSIS
	Finite element model selection using Particle Swarm Optimization
	A Force Identification Approach for Multiple-Degree-of-Freedom Systems
	Model Updating by Combining Substructure Energy Functions and Subset Selection
	Dynamic Identification and FE Updating of S. Torcato Church, Portugal
	Modal Properties of a High Rise Building Under Construction
	Model Updating for a 183m of Reinforced Concrete Chimney
	Finite Element Model Updating and Dynamic Design of Spot Welded Structures
	Experimental Evaluation of Mass Change Approaches for Scaling Factors Estimation
	Structural Dynamics of a Frame Including Axial Load Effects
	Experimental investigation of the pre-tension effects on the modal parameters of a slender pre-tensioned concrete beam
	System Identification of a Three-Story Infilled RC Frame Tested on the UCSD-NEES Shake Table
	Damage Identification of a Three-Story Infilled RC Frame Tested on the UCSD-NEES Shake Table
	Defect Detection in Concrete Members
	A Comparison of Direct Velocity, Direct and Compensated Acceleration Feed-back Control Systems in Mitigation of Low-frequency Floor Vibrations
	Practical Implications of Optimizing an Active Floor Vibration Controller
	Dynamic Testing and Analysis of a Football Stadium
	Verification of Crowd Dynamic Excitation Estimated from Image Processing Techniques
	Mathematical modelling of near-periodic jumping force signals
	LQR controller for an in-service floor
	Development of a Wireless Bridge Monitoring System With Energy Harvesting Modules
	Operational Modal Monitoring of Ancient Structures using Wireless Technology
	CONSIDERATION ON STRUCTURE VIBRATION ISOLATION ASYMMETRY. TWO FUNNY CASES.
	Evaluating Axle Loads of Moving Vehicle Using Bridge Deck Plate Responses
	SELF EXCITED VIBRATION OF A CYLINDRICAL BODY WIND BIDIRECTIONAL FLOWMETER.



