


For other titles published in this series, go to
www.springer.com/series/8922

Conference Proceedings of the Society for Experimental Mechanics Series

http://www.springer.com/series/8922


  



Tom Proulx
Editor

Time Dependent Constitutive Behavior

Proceedings of the 2010 Annual Conference on Experimental 
and Applied Mechanics

and Fracture/Failure Processes, 
Volume 3



Printed on acid-free paper 

Springer is part of Springer Science+Business Media (www.springer.com) 

All rights reserved. This work may not be translated or copied in whole or in part without the written permission of the publisher (Springer Science+Business 
Media, LLC, 233 Spring Street, New York, NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection 
with any form of information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or 
hereafter developed is forbidden. 
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are not identified as such, is not to be taken as an 
expression of opinion as to whether or not they are subject to proprietary rights. 

USA

Tom Proulx

tom@sem1.com

Editor

Society for Experimental Mechanics, Inc.
7 School Street
Bethel, CT 06801-1405

 
Springer New York Dordrecht Heidelberg London 

ISSN 2191-5644 e-ISSN 2191-5652

 The Society for Experimental Mechanics, Inc. 2011

ISBN 978-1-4419-9498-1 e-ISBN 978-1-4419-9794-4 
DOI 10.1007/978-1-4419-9794-4 

Library of Congress Control Number: 2011926997

©

mailto:tom@sem1.com
http://www.springer.com


Preface

Symposium on Time Dependent Constitutive Behavior and Failure/Fracture Processes 
represents one of six tracks of technical papers presented at the Society for Experimental 
Mechanics Annual Conference & Exposition on Experimental and Applied Mechanics, held at 
Indianapolis, Indiana, June 7-10, 2010. The full proceedings also include volumes on: Dynamic 
Behavior of Materials, Role of Experimental Mechanics on Emerging Energy Systems and 
Materials, Application of Imaging Techniques to Mechanics of Materials and Structures, 
Experimental and Applied Mechanics, along with the 11th International Symposium on MEMS 
and Nanotechnology.  
 
Each collection presents early findings from experimental and computational investigations on 
an important area within Experimental Mechanics. The current volume on the Symposium on 
Time Dependent Constitutive Behavior and Failure/Fracture Processes includes studies on: 
 
Characterization and modeling of behavior at multiple scales; viscoelasticity, viscoplasticity; 
transport, chemically and electronically active processes; multiphase and biomaterial 
systems; thermodynamics; shape memory; mechanics of testing; dynamic rate-dependent 
behaviors; large deformations; residual stresses; time (rate)-dependent damage and failure; 
time (rate)-dependent polycrystalline, single crystal and nanocrystalline behaviors; multifunctional 
materials; mechanics of processing; design methods; environmental interactions; experimental 
methods and techniques; linear and non-linear time-dependent behavior; time (rate)-dependent 
composite materials of all types; numerical analysis; physical aging; rheological properties; 
temperature, pressure, and moisture effects on time dependence; damping. 
 
The papers in the Symposium address constitutive, time (rate)-dependent constitutive and 
fracture/failure behavior of a broad range of materials systems, including prominent 
researchers in both applied and experimental mechanics. Solicited papers involve non-negligible 
time-dependent mechanical response in cases incorporating non-mechanical fields. Papers 
address modeling and experimental aspects of the subject areas. 
 
The organizers thank the presenters, authors and session chairs for their participation in this 
symposium. 



 vi 
 
The Society would like to thank the organizers of the track, H. Jerry Qi, University of Colorado; 
Richard B. Hall, Air Force Research Laboratory; Hongbing Lu, University of North Texas; 
Gyaneshwar P. Tandon, University of Dayton Research Institute; Bonnie R. Antoun, Sandia 
National Laboratories; Y. Charles Lu, University of Kentucky for their efforts. 
 
Bethel, Connecticut               Dr. Thomas Proulx 

Society for Experimental Mechanics, Inc 
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ABSTRACT 
 
A cross-linked polymer capable of reforming broken bonds is considered a healable polymer.  One such polymer, 
2MEP4FS, has previously been shown to regain full toughness under ideal fracture and healing conditions.  Here, 
a more purified 2MEP4FS polymer is characterized using thermal and mechanical techniques and compared with 
the previous 2MEP4FS polymer.  Differential scanning calorimetry (DSC) confirms the presence of the thermally 
reversible Diels-Alder bonds necessary for healing.  Dynamic mechanical analysis (DMA) establishes mechanical 
properties and the glass transition temperature.  Fracture tests are conducted using the double cleavage drilled 
compression (DCDC) geometry.  Compression drives symmetric cracks up and down a rectangular column of 
material with a central through-thickness hole.  Correlating the applied stresses and crack lengths with a finite 
element model, critical stress intensity factors are estimated.  The cracks are healed with a thermal treatment and 
light pressure, and the sample is retested.  Over the course of multiple fracture and healing cycles, changes in the 
critical stress intensity factor are used to establish healing efficiency. 
 
Keywords: polymer, healing, fracture, crack, DSC, DMA, DCDC 
 
EXTENDED ABSTRACT 
 
A healable polymer, 2MEP4FS, is experimentally studied using thermal and mechanical techniques.  The polymer 
was designed by Wudl et al. as a modified version of a previously reported polymer, 2MEP4F [1].  The product of 
a Diels-Alder reaction between monomers 2MEP and 4FS, 2MEP4FS contains thermally reversible cross-linking 
bonds that can be reformed after fracture.  This healing ability is not found in traditional cross-linked polymers like 
epoxy. 
 
Testing has previously shown 2MEP4FS capable of complete mechanical recovery after a fracture event [2].  
Under ideal conditions, macrocracks were healed and regrown numerous times with no significant changes in the 
critical stresses required for crack propagation.  Some tests even indicated the material was tougher after healing. 
 
Current work seeks to confirm these results for material made from a new batch of monomers synthesized and 
purified using a different procedure than [2].  Typically, retesting the material would not be necessary, but the new 
monomers are believed to be more chemically pure.  Current batches of 2MEP are observed to be a brighter 
white color [3].  Regarding 4FS, the previous purification process was determined to be incomplete and a new 
process was developed.  The purity of the new monomers was confirmed using NMR.  Monomers from [2] are not 
available for conclusive chemical characterization and comparison. 
 
Differential scanning calorimetry (DSC) is used to verify the presence of reversible bonds in the current polymer.  
Several milligrams of cured 2MEP4FS are heated in a sealed pan at a known temperature rate, and the amount 
of heat energy required is recorded.  At the end of the test, when the polymer is at the peak temperature, the 
sample is removed and quenched in a bath of liquid nitrogen. By rapidly cooling the sample, separated reversible 
bonds will not be able to reform.  Retesting the sample yields an exothermic peak around 80°C, where the bonds 
have gained sufficient mobility to reconnect. 
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Dynamic mechanical analysis (DMA) gives the complex modulus of the material as a function of temperature, 
from which the glass transition temperature can be extracted.  A single cantilever clamp tests a rectangular block 
of material using fixed-fixed bending.  For a 1 Hz prescribed displacement oscillation, the storage modulus and 
glass transition temperature are observed to be slightly higher than the results presented in [2]. 
 
The healing potential of the current 2MEP4FS polymer is evaluated using the double cleavage drilled 
compression (DCDC) fracture test [2,4,5].  The test applies uniaxial compression to a column of material with 
rectangular cross-section and central through-thickness hole.  This loading and geometry creates regions of 
tension at the apex and base of the hole, leading to symmetric mode I cracks.  As the applied displacement is 
increased, these cracks propagate in a stable manner up and down the specimen.  Once the cracks have grown 
to a sufficient length, the DCDC test is stopped and the healing process [2] is initiated.  Light lateral pressure is 
applied to bring the crack faces together and the sample is heated to 85°C.  After a period of 30 minutes, the 
pressure is released and the temperature is increased to 95°C for another 30 minutes.  The sample is allowed to 
slowly cool to room temperature overnight before DCDC fracture testing and healing are repeated (Figure 1). 
 
By correlating the lengths of the cracks during each DCDC test with the measured forces, the fracture toughness 
of the material is estimated [6].  The crack length and force data are correlated with a set of finite element models, 
and internal energy, energy release rate and fracture toughness are calculated.  After the sample is healed and 
retested, the healing efficiency is defined by the ratio of the new fracture toughness to the virgin fracture 
toughness. 
 
The initial series of DCDC tests are conducted using the DMA sample repurposed for DCDC testing.  The results 
are not ideal, with healing efficiencies well below the 100% observed in [2].  The healing pressure, times and 
temperatures are varied with some improvement.  The virgin fracture toughness of the current 2MEP4FS polymer 
is slightly larger than [2]. 
 
The DMA results and estimated DCDC fracture toughness indicate improved monomer purity may increase some 
material properties.  Higher purities should translate to more cross-linking bonds, which would have this effect.  
More DCDC tests with a larger, dedicated sample are needed to give a better indication of healing potential. 
 

b c d a 

Figure 1.  Crack morphology during a typical DCDC test and healing cycle: (a) the sample is pre-cracked and 
ready for testing; (b) the cracks start to grow; (c) the test is stopped; and (d) the sample is healed. 
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ABSTRACT 
 

The present work deals with the crack growth behavior in polymeric foams under mixed-mode loading conditions. 
Polymeric foams are anisotropic materials and cracks generally propagate under mixed-mode conditions. Due to 
the anisotropy of the material crack kinking occurs even though the applied load is perpendicular to the crack 
plane. The strain energy density criterion is used for the determination of the critical load of crack initiation and 
crack growth path under mixed-mode loading. A stress analysis of the plate is performed by a commercial finite 
element computer program. Results are obtained for the fracture trajectories for various polymeric foams. The 
study takes place within the frame of linear elastic fracture mechanics of anisotropic media.  
 
 

Introduction 
 
Cellular materials have extensively been used in sandwich construction due to their excellent properties, such as 
high specific modulus and strength, low weight, good thermal insulation and low cost. The mechanical behavior of 
cellular materials has been studied in [1-4]. It was found that the compressive stress-strain behavior of PVC cellu-
lar foams consists of an initial relatively small and stiff elastic regime, an extended stress plateau regime and a 
final regime in which densification of the material takes place. In the stress plateau regime the cells of the foam 
collapse, while the average stress remains almost constant during the instability spread through the material. Axi-
al compres l-
lapse the material is densified and its stiffness increases. As a consequence of such behavior foams change their 
volume during plastic compression. This is contrary to dense solids which are incompressible during plastic de-
formation. On the contrary, the uniaxial stress-strain behavior in tension is nonlinear elastic without any identifia-
ble yield region.  
The objective of this work is to study the mixed-mode crack growth behavior in a cross-liked polymeric foam under 
the commercial name Divinycell H250 with a density of 250 Kg/m3. The case of a plate with a crack perpendicular 
to the applied uniaxial stress is analyzed by finite elements. The results of stress analysis are coupled with the 
strain energy density theory to obtain crack growth trajectories for various values of the angle of orientation of the 
axes of anisotropy of the material with respect to the loading direction. 
 
 

Mechanical Characterization of Foam Materials 
 
The study will include many types of fully cross-linked PVC closed-cell foams under the commercial name Diviny-
cell H80, H100, H160, H250 with densities of 80, 100, 160 and 250 kg/m3, respectively, and balsa wood. Figure 1 
shows the stress-strain curves of Divinycell H250 in tension and compression. Note that the uniaxial stress-strain 
behavior in tension is nonlinear elastic without any identifiable yield region. In uniaxial compression the material is 
nearly elastic-perfectly plastic in the initial stage of yielding. Mechanical properties of materials studied are shown 
in Table 1. All Divinycell H80, H100, H160 and H250 materials exhibit axisymmetric anisotropy with much higher 
stiffness and strength in the cell (3-direction) than the in-plane direction. The ratio of the stiffness in the cell (e-
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direction) to the in-plane direction is of the order of 1.5. The anisotropy of balsa wood is more pronounced with the 
above ratio equal to 42. All materials display different behavior in tension and compression with tensile strengths 
much higher than corresponding compressive strengths. 
 
 

 
 

 
 

Fig. 1: Stress-strain curves of Divinycell H250 PVC foam, in tension and compression. 
 
 

Strain Energy Density Criterion 
 

The basic quantity in the strain energy density theory for crack problems is the strain energy density function 
dW/dV, which can be put in the form [5-7]: 
 

 
r
S

dV
dW

  (1) 

 
where S is the strain energy density factor and r is the distance measured from the crack tip. 
 
For plane elastic problems under conditions of plane stress the strain energy density function is given by 
 

 .
dV
dW

xyxyyyxx2
1

  (2) 

 
where x, y, xy are the stress  and x, y, xy are the strain components. 
 
The strain energy density factor S is given by [5-7]: 
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and  
 

1 2
1 2

K Kk k . (6)

 
ij are the compliance coefficients of the anisotropic material relating stress and strain, K1 

and K2 are the stress intensity factors which dictate the stress field in the neighborhood of the crack tip, z1 = x1 + 
iy1, z2 = x1 - iy1 are complex numbers, and the other coefficients are related to the anisotropic behavior of the ma-
terial [4-6]. 
 
 
Consider a plate with a through-the-thickness crack of length 2a that is subjected to a uniaxial stress  perpendi-
cular to the crack plane. The ax  

ij ij  refereed to the 
system xy by the following equations [5-7] 
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Fig.1 A cracked plate with a crack perpendicular to the applied load at an angle with the direction of the axis of 
material orthotropy of the material 

 
 
According to the strain energy density theory unstable crack growth takes place in the radial direction along which 
S becomes minimum. This condition is mathematically put in the form:  
 

.S,S 00 2

2

  (8) 

 
c of initial crack growth. 

 
Unstable crack growth occurs when Smin c) takes its critical value Sc which is an intrinsic material parameter, that 
is,  
 

 .SS ccmin (9)

8



 
 Equations (8) and (9) will be used for the determination of the critical quantities at crack instability for the 
case of Fig. 1. 
 
 

Results 
 
Results were obtained for an orthogonal plate with a crack perpendicular to the applied uniaxial stress. The axis of 

lysis of the plate was 
performed by the ABACUS computer program. Figs 2 and 3 present the finite element idealization of the speci-
men in the vicinity of the crack tip. Fig. 4 presents the contours of strain energy density function near the crack tip. 
Note that due to material orthotropy the contours are not symmetrical, but inclined with respect to the crack axis. 
Fig. 5 presents the variation of strain energy density function dW/dV along the circumference of a circle centered 
at the crack tip for  = 0, 300 and 600 l-
ues of the angle of initial crack growth. Fig. 6 presents the variation of c versus the 
the axis of material orthotropic symmetry with respect to the crack axis. Note that the critical angle c increases 

of material symmetry. 
 
 
 
 

Fig. 2 Finite element mesh near the crack tip 
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Fig. 3 Detailed mesh 

 

0 

10



 

-180 -120 -60 0 60 120 180
 (degrees)

0.0

0.4

0.8

1.2
dW

/d
V(

x1
0-3

kN
 m

m
/m

m
3 )

=0=30

=60

c

 
 
 

Fig. 5 Variation of strain energy density function dW/dV versus polar angle  around the circumference of a 
circle surrounding the crack 0 and 600. Crack grows in the direction of local minimum of strain  

energy density function 
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Fig. 6 Critical angle of crack growth c versus angle  of orientation of axes of material symmetry with respect to 

the crack axis 
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Conclusions 
 
The crack growth in polymeric foams which present mechanical anisotropic behavior was studied. The case of a 
cracked plate subjected to a uniaxial stress perpendicular to the crack plane with the axes of material anisotropy 
at an angle with respect to the crack plane is analyzed. From the results of stress analysis in conjunction with the 
strain energy density theory the mixed-mode crack growth behavior of the plate was obtained. Results for the an-
gle of initial crack growth for various orientations of the axes of anisotropy of the material with respect to the load-
ing direction were reported. 
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Abstract   
 
While developing experimental and computational tools for analyzing crack path selection and failure loci in 
adhesively bonded joints, we have initially applied these tools for studying crack paths in pre-notched monolithic 
blocks of polymethyl methacrylate (PMMA), a common material for conducting brittle fracture experiments.  
Specimen configurations similar to the compact tension specimen but of varying length/width ratios were used to 
explore the effect of the T-stress on destabilizing the crack from growing straight along its original direction.  
Asymmetric versions of this geometry were also used to determine the effect of imposed mode mixity on crack 
path selection.  These test configurations provided useful data for checking the robustness of the computational 
software based on a meshless local Petrov-Galerkin formulation of the boundary-value problem.  The PMMA was 
assumed to be linear elastic, homogeneous and isotropic.  A crack was assumed to initiate when the maximum 
principal tensile stress reached a critical value and propagate in the direction of the eigenvector of this stress.  
Effects of the mode-mixity on the crack propagation have been studied.   

Introduction  
 
Crack trajectories in adhesive bonds and brittle materials under mixed-mode loading are of interest in applications 
in biomedical implant, microelectronic, transportation, and energy devices and machinery.  PMMA (polymethyl 
methacrylate), a transparent polymer, is the material used in the current study on crack propagation.   PMMA has 
been employed in numerous studies to observe crack trajectories [1-5] in a range of specimen geometries 
including semi-circular bend (SCB), four-point bend (FPB), Brazilian disc (BD), and diagonally loaded square 
plate (DLSP).  The current work covers a first series of tests to explore crack trajectories under mixed-mode 
loading of monolithic PMMA specimens.    
 
Using angled-cracked plate specimens, Smith et al. studied the mixed-mode fracture response of PMMA blocks 
(and brittle materials, in general) and explained crack trajectories in terms of the sign of the T-stress [3].  The T-
stress, an important nonsingular term in Williams expansion[6] of stresses near a crack tip,  is tangent to the 
crack, depends on the specimen geometry and loading conditions, and governs the stability of the growing crack.  
Aliha et al., using four specimen geometries, demonstrated the geometry dependence of the measured fracture 
toughness, and explained the dependence using the sign of the T-stress [1].  The mode mixity was varied from 
pure mode I to pure mode II through changes in the angle of the initial crack for various specimens, and the 
corresponding fracture toughness was computed.  The crack trajectories for a series of SCB specimens were very 
instructive, showing a straight crack for pure mode I (initial crack inclination angle = 0o) and ending with a crack 
kink for mode II (initial crack inclination angle = 50o) [1].   
 
For the current study, experiments were conducted on notched PMMA blocks that were similar to compact 
tension (CT) specimens, but had varying length/width ratios to explore effects of fracture mode mixity and the T-
stress.  The findings of these tests can provide an understanding of crack propagation in monolithic and isotropic 
materials and validate computational models being developed.  For the numerical studies, the meshless local 
Petrov-Garlekin formulation of the boundary-value problem using the symmetric smoothed particle hydrodynamics 
(SSPH) basis functions for the trial solution was employed.  Values of various parameters in the weight (or the 
test) function were optimized by studying the mode-I fracture problem for which analytical solution is known.  
Results of the computational studies were used to compute the stress concentration factor (SCF), the stress 
intensity factor (SIF), and the T-stress for simple tensile deformations of a square plate with a hole at the center.  
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The same software was used to analyze test configurations, and computed results were compared with the 
experimental findings.  The software was also used to design experimental configurations that will give desired 
mode-mixity.       

Experimental Study Using PMMA 
 
Fracture tests were conducted on CT and modified CT specimens of 12.7 mm thick PMMA sheets.  All tests were 
conducted on an Instron 5800R machine using a 5kN load cell.  With one arm of the CT specimen fixed by the pin 
and the clevis, the other arm of the specimen was displaced downwards by the loading clevis. 
 
CT Specimen Tests 
A standard CT specimen (recommended in ASTM D 5045), shown in Fig. 1, has the thickness B=12.7mm (1/2’’), 
w=25.4mm (1’’) and a=12.7mm (0.5’’) [7].  Tests on the CT specimens were conducted using a crosshead 
displacement rate of 10 mm/min, as recommended in ASTM D5045.  To ensure consistency in KIc values for all 
the specimens, sharp initial cracks were necessary.  The sharp initial cracks were produced by driving a wedge 
into the specimens.  The initial cracks were made carefully with a razor blade and a wooden hammer after 
machining the notches.  The blade and two shims were inserted in the notch to center the blade and to keep it 
parallel to the centroidal axis of the notch.  Then, gentle hammer blows were applied to the back of the blade, 
initiating a tiny crack, only a few millimeters in front of the blade, and avoiding a large initial crack, propagating too 
far into the specimen.  A picture of three specimens, prior to the tests, is shown in Fig. 2. 
 
Relationships between the load and the crosshead displacement for three specimens are exhibited in Fig. 3.  
From these results, the average value of KIc was determined to be  1.056 ± 0.029 MPa .  As expected, the 
crack trajectories remained straight.   
 

 
 

Fig. 1.  PMMA CT Specimen with w=25.4mm (1’’) and a=12.7mm (0.5’’); B, specimen thickness = 12.7mm 
(0.5’’).  (All dimensions in mm). 
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Fig. 2. Notches and Initial Cracks before the Tests. 
 
 
 
 

 
 

Fig. 3. Load-Extension Curves for the three CT specimens. 
 
 
Effect of Notch Asymmetry on Crack Path Trajectory 
Unlike specimens described above that had a notch placed along the horizontal centroidal axis, specimens with 
the notch and the starting crack not located along the horizontal centroidal axis(“modified” or “asymmetric” CT 
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specimens) were also tested.   The ratio of the specimen height above the notch to that below it is 2 (cf. Fig. 4.), 
and an unloaded specimen is shown in Figs. 4 and 5.   In the asymmetric specimen, the mode mixity initiated as 
soon as the crack started propagating. Also, the diameter of the holes was reduced to 3.2mm (1/8’’) to make room  
 

 
 

Fig. 4. PMMA asymmetric CT specimens with w=25.4mm (1’’), a=12.7mm (0.5’’), and the ratio of the 
specimen height above the notch to that below is 2; B, specimen thickness = 12.7mm (0.5’’).  (All 

dimensions in mm). 
 

 
Fig. 5a.  Asymmetric CT specimens with notch and initial crack  

 
for the notch in the narrower arm of the asymmetric geometry.  Because of the mode mixity, the crack path was 
inclined in the direction of the smaller arm (on the top in Fig. 5b).  However, the crack path changed direction and 
became straight (almost perpendicular to the right edge in Fig. 5b) when the crack approached the edge.  
Additional details on this observation will be discussed in the section on the numerical study and comparisons will 
be made with the computed results. 
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Fig. 5b.  Asymmetric CT Specimen with Crack after Test. 
 
 
Effect of Ratio of Specimen Length / Crack Length on Crack Path Trajectories 
The ratio of the specimen length and the initial crack length (w/a) was expected to be important for crack stability.  
Accordingly, PMMA specimens with different values of w/a were tested.  The crack length (a) was varied from 
12.7mm (0.5’’), to 25.4mm (1’’), and 38.1mm (1.5’’) while the value of  w=101.6 mm (4’’) was kept constant; thus 
w/a equaled 8, 4, and 2.67.  The other dimensions were the same as those for the CT specimen.  The crack paths 
are shown in Fig. 6. 
 

 
 

Fig. 6. Trajectories of the crack path of the specimens with different initial crack lengths  
(From top to bottom: a=12.7mm, 25.4mm, and 38.1mm.) 
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As the ratio, w/a, was varied from 8, to 4, and 2.67, the crack path became curved and deviated towards one side.  
The curvatures of the three crack trajectories were almost the same.  For specimens with a=25.4mm and 
38.1mm, (w/a   4), the crack curved to one side quickly as soon as propagation started.  However, when the 
initial crack length, a, was 12.7mm (w/a=8), the crack propagated along a straight line for almost 20mm before the 
deviation started.  This suggests that, for small crack lengths, the T-stress is negative and the crack is stable 
initially.  When the crack length increased to some critical value, the T-stress turned positive, destabilizing the 
crack, and the crack deviated to one side.  Additional details will be shown and discussed when test results are 
compared with those from numerical simulations. 

Numerical Studies         
 
Both the finite element (FE) and meshless methods were employed in the numerical studies; the former used the 
commercial software, ABAQUS™, and the latter our in-house developed computer code.   
 
Finite Element Analysis 
The X-FEM (extended finite element method) implemented in ABAQUS™ v.6.9 using 4-node plane strain 
element, CPE4R, was employed to analyze deformations of the asymmetric CT specimen used in the 
experimental studies [8, 9].  Assigned boundary conditions simulated as closely as possible those likely to occur 
in the test configurations.  With the loading points shown in Fig. 7a, the following boundary conditions were used 
in the numerical work. 
 
Load point 1: fixed in x and y directions: ux= 0, uy= 0; 
Load point 2: fixed in the x-direction and y-displacement prescribed: ux= 0, uy= -1 mm. 
 
From tensile tests on PMMA at a strain rate of 0.00014/s and room temperature, Elices and Guinea [10] obtained 
the following average values: Young’s modulus  = 3000 ± 30 MPa, yield limit stress 0.2 = 43.9 ± 0.7MPa, 
rupture stress = 74.9 ± 0.2MPa, and Poisson’s ratio = 0.4; these values were used in our simulations.  The 
maximum principal stress of the damage initiation was set equal to  0.2 = 44 MPa.  Damage evolution was based 
on fracture energy ( = = 2( /(1 2)) = 312.2 / 2), linear softening, and mixed mode behavior of power law 

[10].    X-FEM results are show in Figure 7b and will be discussed after meshless methods are introduced.  
 
Analysis of the Problem by the SSPH Method  
Meshless methods were introduced in 1970’s, and include the Smooth Particle Hydrodynamics (SPH) method 
[11], Element-Free Galerkin method (EFGM) [12-14], Reproducing Kernel Particle Method (RKPM) [15], Meshless 
Local Petrov-Galerkin (MLPG) [16], Modified Smoothed Particle Hydrodynamics (MSPH) [17, 18] and Symmetric 
Smoothed Particle Hydrodynamics (SSPH) [19, 20].  Like the FE and the boundary element methods, meshless 
methods are used to find an approximate solution of an initial-boundary-value problem with the difference that no 
element connectivity is needed in a meshless method.  Various meshless methods differ in the construction of 
basis functions for the trial solution.  
 
The EFGM [12-14] has been used to study linear elastic fracture mechanics (LEFM) problems and uses basis 
functions found by the moving least squares (MLS) method.  However, it employs a background mesh to 
numerically evaluate various integrals appearing in the weak formulation of the problem and thus is not truly 
meshless.  The enriched basis functions [21] are used to capture the stress singularity near a crack-tip without 
having a very fine distribution of particles (nodes) there.  The computational efficiency can be improved by using 
an appropriate weight or test function [22] and basis functions that better capture singularity of fields near the 
crack tip [23]. Advantages of the SSPH method are that spatial derivatives of the trial solution are computed 
without differentiating the basis functions, and the stiffness matrix is symmetric.  Our implementation of the SSPH 
method does not have the enriching terms to capture the stress singularity.  We thus use a fine particle 
distribution around the crack tip.  Additional details of the numerical scheme are provided in [24] where results for 
the CT specimen are also included.  
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Fig. 7a. Boundary conditions for the asymmetric CT specimen used while analyzing deformations with the 

commercial software ABAQUS™ 
 

 
 

Fig. 7b. Comparison of computed and experimental crack trajectories for an asymmetric CT specimen  
[The curve denoted by “SSPH Method” will be dicussed in the next section.] 

 
 
Analysis of deformations of the Double edge notched (DEN) specimen by the SSPH Method 
Since the T-stress is expected to play a significant role in the analysis of the crack problem, we first describe 
results for the mode-I problem obtained by the SSPH method.  Deformations of the standard DEN specimen with 
H=3mm, B=1mm, the crack length ratio (a/B) = 0.2, E = 70GPa and 0.3 have been analyzed.  The specimen 
is subjected to a uniform axial traction S as shown in Fig. 8. Because the specimen geometry and the boundary 
conditions are symmetric about the x2-axis, deformations of only the right-half of the specimen are studied.  The 
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analytical expressions for the stress field near the crack-tip are [25]: 
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where ,r  are the cylindrical coordinates of a point with the origin located at the crack tip. From Eq. (1), the T- 
stress along the crack tip, obtained by setting 0 , is given by 
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Fig. 8.  Double edge notched (DEN) specimen and particles distribution of half model 

 
The computed value,  -0.501S, of the T-stress agrees well with of the  -0.508S obtained by Kfouri [26]. 
 
Analysis of deformations of the Double Cantilever Beam (DCB) specimen by the SSPH Method 
The crack trajectories computed by the SSPH method for the DCB specimen shown in Fig. 9 were compared with 
those found experimentally.   Dimensions and material properties for the DCB specimen are: length, 

mmW 4.25 , mmH 5.302 , mma 7.12 , 10.3E GPa and 35.0 .    A plane strain state of deformation 
was assumed to prevail in the DCB. 
 
We employed the crack initiation criterion used by Erdogan [27], i.e., a crack initiates when the maximum principal 
tensile stress reaches a critical value and it propagates in the direction of the eigenvector of this stress.  In 
cylindrical coordinates with the origin at the crack-tip, the stress fields near the crack-tip are [27] 
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Fig. 9 Double cantilever beam specimen 
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where rr ,  and r  are, respectively, the radial, the circumferential and the shear stresses, IK and IIK  are 
the Mode I and the Mode II stress intensity factors, respectively, and T is the non-singular axial stress. The crack 

propagation angle 0  is found from 0
or equivalently from
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Once the crack initiation criterion has been met, the crack is propagated through the distance 0.02a .   Thus the 
crack propagation analysis may be summarized as follows: 
Step1. The displacement, strain and stress fields are determined by using the SSPH method. 
Step2. The SIFs are evaluated using the interaction integral based on the results of step1. 
Step3. The crack propagation angle 0  is determined from Eq. (6).  

Step4. The crack is advanced by 0.02a in the direction that makes the angle 0  with the horizontal axis.   
Step5. Repeat steps1 through 4 until the desired load has been applied on the end faces of the specimen.   
 
In Fig. 7b, we have compared the computed crack path with that found experimentally; and it is clear that the two 
crack trajectories agree well with each other.   
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Conclusions 
 
The compact tension PMMA specimens were tested in mode I with a displacement rate of 10 mm/min, and the 
value of KIc was found to be 1.056 ± 0.029 MPa .  A set of asymmetric DCB (modified CT) specimens, with the 
notch and the initial crack not located along the specimen center line, were tested with the goal of investigating 
crack trajectory deviations due to the mode mixity introduced at the beginning of the crack propagation.  Referring 
to Figs. 4 and 6, the crack first propagated in the lengthwise direction of the specimen, then, briefly, in a 
transverse direction, followed by the lengthwise direction, and finally nearly perpendicular to the long edge of the 
specimen.  Direction changes in the crack trajectory may be attributed sign switches in the T-stress.   
 
The effect of the specimen length to the initial crack length ratio, w/a, was also studied by testing the modified CT 
specimens with w/a = 8, 4 and 2.67.  For the modified CT specimen with w/a  4, the crack deviated quickly when 
propagation started.   However, for the specimen with w/a = 8, the crack propagated in a straight line for almost 
20 mm before it deviated.  These results are in qualitative agreement with those of Aliha and Ayatollahi 
determined from mixed-mode tests on semi-circular beam specimens of PMMA [1].  
 
Deformations of pre-notched specimens were also analyzed by the X-FEM implemented in the commercial 
software, ABAQUS™, and the meshless SSPH method implemented in the in-house developed computer 
software.  As should be clear from the results plotted in Fig. 7, the crack path predicted by the SSPH method is in 
better agreement with that found experimentally than the crack path computed using the X-FEM.  However, this 
needs to be checked for several test configurations before the superiority of the SSPH method over the X-FEM 
can be ascertained.   
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Abstract 

Linear viscoelastic behavior of amorphous and semi-crystalline Poly(ethylene teraphtalate), PET, was 
experimentally investigated. Micromechanics models were used to predict the elastic and plastic 
behavior of semi-crystalline polymers successfully, however the viscoelastic behavior still difficult to be 
predicted with such models. Difficulties lie on the used numerical methods and also on the 
understanding of the properties of the amorphous phase. In this paper we tried to first simplify the 
Laplace Carson-based method by using a pseudo-elastic method that ovoid the numerical difficulties 
encountered before. The time-dependant problem is so replaced by a frequency-dependant set of 
elastic equations. To validate the new approach, Poly(ethylene threphtalate) (PET) with different 
crystallinity fraction (Xc) were prepared and characterized. Based on our experimental results 
(properties of the amorphous PET and semi-crystalline polymers) micromechanical model were used 
to first predict the viscoelastic properties of the semi-crystalline polymers and also to predict the 
changes on the viscoelastic properties of the amorphous phase when the crystallinity fraction 
increases. Good agreement between the predicted and experimental results of the low crystallinty 
fraction sample (Xc=17%). However for high crystallinity (Xc=24% and Xc=35%) prediction based on 
the identified amorphous phase as an input for the micromechanical properties failed to fit the 
viscoelastic behavior of the semi-crystalline polymer. Based on the dynamic mechanical analysis 
(DMA) experimental data, changes on the glass transition temperature of the amorphous phase were 
observed, which could confirm the change of the viscoelastic properties of the amorphous phase upon 
crystallization. This result confirms the effect of confinement due to the presence of the crystalline 
phase on the prediction of the viscolelastic behavior of semi-crystalline polymer using 
micromechanical models.    

 

Mechanical  

Keywords: Semi-crystalline polymer, Amoprhous phase, Confinement, Viscoelasticity, 
Micromechanical modeling. 

Introduction 

 

Micromechanics models were used for composite materials and recently for semi-crystalline polymers. 
Micromechanics models were thoroughly used to predict the plastic behavior of semi-crystalline 
polymers [1-6].  Recently the prediction of the elastic behavior was subject to an intense interest either 
to estimate macroscopic properties[7-10] or try to shed light on some paradoxes behavior of polyolefin 

Proceedings of the SEM Annual Conference
June 7-10, 2010 Indianapolis, Indiana USA

©2010 Society for Experimental Mechanics Inc.

for Experimental Mechanics Series 15, DOI 10.1007/978-1-4419-9794-4_5, © The Society for Experimental Mechanics, Inc. 2011
33T. Proulx (ed.), Time Dependent Constitutive Behavior and Fracture/Failure Processes, Volume 3, Conference Proceedings of the Society 



polymers [11]. However difficulties on applying micromechanics to predict viscoelastic behavior of 
semi-crystalline polymer still not overcome.  Unlike elasticity, viscoelastic behavior assumes an 
evolution of the mechanical properties (Young’s modulus e. g.) Vs. time. This dependence could not 
be taken on account using standard micromechanical model. Numerical techniques were introduced to 
solve this issue. For composite materials Schapery [12] proposes to use the collocation method 
coupled with Laplace-Carson inversion transformation technique. In a recent study Brener et al. [13] 
used the collocation method constraints conditions to predict composite material behavior. The same 
concept on constraints coupled with the collocation method were used for semi-crystalline polymer 
shows the limit of the micromechanics model to fit the viscoelastic behavior of semi-crystalline 
polymer[14]. The confinement of the amorphous phase that was not taken on account was suspected 
to be the origin of the differences between the experimental data and the model prediction. 

In this paper based on different approach to represent the viscoelastic properties the effect of the 
confinement on the mechanical properties of the amorphous phase was studied. Based on the 
hypothesis of the modeling the results will be correlated with the literature results.   

Materials and methods 

2 mm thickness PET Extruded plate from ISOSUD was used in this study. Samples were cut and 
annealed at T=110 °C for different period of time. Three crystallinty fractions were prepared (17, 24 
and 35%) DSC run were carried out to determine the glass transition temperature and the crystallinity 
of each sample. DMA tests using a METRAVIB DMA 150 machine were carried out at 90°C. above 
the glass transition temperature of the amorphous PET is about 80°C. DMA experiments were carried 
out over four decades; from 0.01 to 100 Hz (Figure 1) 
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Modeling 

In a previous papers [8, 11, 14] we used micromechanics models to predict elastic AND viscoelastic 
properties of semi-crystalline polymers (PP, PE and PET). For elasticity the differential scheme 
appears the well adapted to predict the elastic properties of such material. However the viscoelsatic 
properties prediction presents some numerical difficulties due to the collocation method. In order to 
overcome those difficulties caused by the use using the Laplace-Carson and the collocation method to 
replace the time dependant problem to pseudo-elastic one, we propose to consider as the viscoelastic 
properties the complex modulus E* instead of the loss and elastic ones (E’ and E” respectively). 
Coupled with the bulk modulus derived from the PVT diagram, that we suppose constant at a chosen 
temperature, we replace the time dependant problem by a frequency-dependant elastic one. The new 
problem consists on a set of elastic equation for each considered frequency (in this study we covered 
four decades (0.01 to 100 Hz). As we have an elastic problem, the differential scheme will be used to 
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predict the mechanical properties of PET for different crystallinty fractions.  The crystalline phase will 
be considered as the filler with a shape ratio of 2-2-1. These values are the results of previous work [8, 
14]. 
 
Discussions 
The amorphous phase will be considered as isotropic viscoelastic (figure 1) and the crystalline phase 
as elastic anisotropic[8].  Applying the described procedure for the semi-crystalline polymer, an 
acceptable agreement between prediction and experimental data was found for the low crystalline 
fraction (Xc=17%) as presented in figure 2.  and based on the experimental data of the amorphous 
phase (figure 1) and the crystalline phase  
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Fair predictions however were found for the higher crystalline fraction (Xc=24% and 35%). The same 
limitations of the modeling were encountered for PET below Tg[14] and also in the case of amorphous 
PET filled with glass beads. In both cases, even though the length scale is not the same, the 
confinement of the amorphous phase due to the presence of crystalline lamellae in the case of semi-
crystalline polymers and the glass beads in the composite materials, is suspected to be at the origin of 
the differences between the experimental data and the model prediction. The confinement effect 
concept and its effect on the mechanical properties of the amorphous phase were introduced to fit the 
elastic properties of PET using bi-layered representation[10].  

A representation of Tan(delta), representative of the glass transition of the amorphous phase, shows 
clearly that for high crystallinity ( 24% and 35 % in our case) two peaks could be considered Moreover 
a shift of the main peak is seen (figure 3).  
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This two aspects could lead to the conclusion that the glass transition temperature rate increased with 
increasing cristallinity which is confirmed by Illers and Breuer [15]. Using the Differential scheme, an 
estimation of what should be the amorphous phase modulus was conducted (Figure 4) 
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Conclusion 

This study shed some light on the confinement effect which the amorphous phase is subject to due to 
the increase of the crystallinty fraction. This effect is limited for low crystallinity (Xc=17%) and 
increased for higher crystallinty (Xc=24 and 35%). This effect was not taken on account in 
micromechanics models which could be the reason for the fair capability of such models to predict the 
macroscopic mechanical properties of semi-crystalline polymers such PET. The new approach based 
on a frequency dependant problem helped overcoming the difficulties encountred in previous work 
using the Laplace-carson method coupled with collocation method.   
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The ductile failure in metals has long been associated with void nucleation, growth and coalescence. 

Many micromechanics-based damage models were developed to study the effects of the voids sizes, shape and 
orientation to the nucleation, growth and coalescence of voids [1-2]. However, the experimental methods to 
quantitatively validate these models were lacking. In this work, the ductility and the microstructural characteristics 
of the voids in high strength aluminum is investigated. The particular material interested in this work is high 
strength rolled Aluminum 7075-T7351.  

 
Both smooth tension and notched tension specimens were designed to study the mechanical properties 

along different orientations. The smooth tension specimens are designed along the longitudinal (LA) and short 
transverse (ST) directions to study the mechanical properties in different orientations. The specimens are 
cylindrical with gage length of 1.0 inch and diameter of 0.25 inch. The stress versus strain curves for the tension 
specimens are shown in Figure 1. It clearly shows the anisotropy in the mechanical properties, especially ductility. 
This material has much higher ductility in longitudinal (rolling) direction than the short transverse direction.  
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Figure1. Stress versus strain curves along longitudinal and short transverse directions 

 
Notched tension specimens with four different radii of R1 = 0.039 inch, R2 =0.078 inch, R3=0.195 inch, 

R4 =0.390 inch were designed to introduce different levels of stress concentration. It has been known that the 
geometry of the notch affects the stress triaxiality which promotes the voids growth [3]. The load versus 
displacement curves of the notched tension specimens with R2, R4 are shown in Figure 2 (a) and (b). The data 
also clearly shows the anisotropy of ductility in these two orientations.  
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Figure2. Load versus displacement curves along longitudinal and short transverse directions for notch 
radii (a) R2 and (b) R4 

 
The smooth tension specimen was loaded till failure. The fractured specimen was then sectioned 

perpendicular to the loading direction to microscopically study the voids size, shape. These cross sections were 
cut as close as possible to the failure surface. The cross section surface was then mechanically polished till 1 
micron finish. Figure 3 (a) shows the optical image of an area on the cross section and (b) shows the AFM 
scanned image of the voids. Both images clearly showed the voids and the size of the voids ranges about 5 to 10 
micrometers. 

                                                                         

                                                                                     
 

Figure 3. (a) Optical image of the cross section with voids; (b) AFM scanned image of the voids 
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ABSTRACT 

To exploit new hybrid nickel-based superalloys, physics-based computational models are needed to 
predict material properties and describe material behavior during exposure to complex life cycles. Such models 
will allow an iterative assessment of microstructural morphology as related to mechanical properties prior to 
production of large-scale test specimens or components, thereby reducing development time and cost. 
Development of these models is currently hindered by a gap in the understanding of local deformation behavior at 
the intra- and intergranular level. A new in-situ experimental methodology is being developed to characterize local 
strain heterogeneities in nickel-based superalloys that have a relatively fine grain size (dave<50μm). Initial work 
has been performed on Rene 104 that was heat treated to produce two sets of samples with a similar grain size 
but different γ’ distributions and grain boundary morphologies. One sample set had planar boundaries and a 
bimodal γ’ distribution, the other set had serrated boundaries and a trimodal γ’ distribution. Progress has been 
made towards implementation of a suitable speckle pattern for digital image correlation (DIC). Quasi-isostatic 
room temperature tensile tests were performed in a scanning electron microscope, with images acquired at 
regular strain intervals. This preliminary data was qualitatively analyzed using Correlated Solutions VIC-2D 
software. The data for the serrated boundaries indicates that there are indeed interesting strain heterogeneities 
being developed that are related to grain orientations, boundary relationships to the tensile axis and other 
boundaries.  

 

INTRODUCTION 

With existing nickel-based superalloys it will be difficult to achieve the performance requirements of future 
turbine disc designs. This is due to conflicting property requirements at the bore (center) and rim of the disc. At 
the bore, strength and fatigue resistance are optimized with a fine-grained microstructure, while at the rim 
damage-tolerance and creep resistance are optimized with a coarse-grained microstructure [1]. For existing alloys 
and processing methods, these competing design requirements are extremely difficult to achieve using a single 
alloy composition and microstructure. 
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  One method to address this problem is to develop hybrid superalloys that are both compositionally and 
microstructurally adaptable, that can tailored to meet the different temperature and stress demands required in 
different regions of the component [2, 3]. To exploit these new hybrid systems, physics-based computational 
methods are needed to predict material properties in the gradient regions, and describe material behavior during 
exposure to complex life cycles. 

Currently, development of physics-based deformation models for high-temperature alloys systems is 
hindered by the type of validation data that can be provided via traditional testing techniques. Traditional tensile 
and creep tests determine averaged bulk properties, but provide limited insight into local deformation behavior. 
Even with post-testing microstructural evaluation, only a limited understanding can be gleaned relative to how 
local strain accommodation is controlled by variations in the microstructure. This makes it difficult to apply the 
experimental data collected to computational models of both traditional and hybrid alloys. Therefore, novel 
experimental techniques are required to characterize the local deformation fields produced during creep of these 
materials.  

This paper highlights progress made towards the development and utilization of an in-situ, elevated-
temperature tensile frame that operates inside of a scanning electron microscope to characterize the local 
deformation behavior in Ni-based superalloys. This work includes characterizing the microstructure of samples 
prior to testing, development of a speckle patterning technique for digital image correlation analysis of 
deformation fields, set-up of the test frame and preliminary results.  

EXPERIMENTAL PROCEDURES 

1.1 Materials 

Prior to testing any hybrid alloys, in-situ testing procedures are being developed using a traditional Ni-
based superalloy. The alloy selected was the γ’ strengthened alloy Rene 104 (15wt% Cr,18.2% Co, 3.8%Mo, 
1.9%W, 1.4%Nb, 3.5%Al, 3.5%Ti, 2.7%Ta, 0.03%C, 0.03%B, 0.05%Zr, bal Ni) [4]. Samples of Rene 104 were 
heat treated to produce samples with two different microstructures. The first heat treatment produced a “standard” 
microstructure consisting of relatively planar grain boundaries, while the second heat treatment produced a 
microstructure consisting of a serrated grain boundary structure, as shown in Figure 1 [5, 6]. Previous work has 
indicated that serrated boundaries have beneficial effects on fatigue crack growth resistance [6].  

 
Figure 1. SEM backscatter electron images of the (a) standard heat treatment produces planar grain 

boundaries, (b) while the second heat treatment produces a serrated boundary structure. 

1.2 Sample preparation 

Following heat treatment, samples were electrical discharge machined to have a gage length of 1.78 cm, 
and nominal rectangular cross-section of 0.31 cm by 0.081 cm. Tensile samples were prepared for scanning 
electron microscopy (SEM) analysis using conventional polishing techniques, culminating with a final vibratory 
polish using 0.02 μm colloidal silica. Once polished, four microhardness indents were placed at the corners of a 
0.01 cm2 square centered in the middle of the gage section. These hardness indents indicate the location of the 
speckle pattern needed for in-situ testing, and assist in post-experiment registration of microstructural data with 
the local displacement maps. Other samples were prepared for γ’ particle morphology and distribution analysis. 
These samples were cut parallel and perpendicular to the tensile loading direction and were mounted and 
polished similar to tensile samples. For these metallographic samples, after final polishing step the  γ’ particles 
were revealed using a selective etchant (2ml HF, 30ml HNO3, and 50ml lactic acid).  
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1.2.1 Characterization techniques 
Electron backscatter diffraction (EBSD) mapping was used to characterize grain size and grain orientation 

with respect to the tensile axis. EBSD was conducted on an FEI ESEM XL-30 SEM using EDAX TSL orientation 
image mapping system. Grains were defined as containing at least 5 data points, with less than 5° misorientation 
between adjacent data points. Twin boundaries of Σ3 orientation were not included in grain area calculations. 
Grain size distributions were determined using techniques developed by Payton for converting 2-dimensional 
grain information into 3-dimensional grain information [7]. Analysis of grain size distributions were conducted for 
each processing type using at least 2000 grains, ASTM standard E112 recommends at least 250 grains be 
counted to determine mean and standard deviation [8]. 

SEM images for particle analysis were conducted in an FEI Sirion XL-30 FEG-SEM nominally set at 
15keV using ultra-high resolution, backscatter imaging mode. Particle size distributions were determined using 
image analysis techniques following procedures developed by Payton et al. [7, 9].  An average particle area was 
determined and linear particle size was calculated by converting area to cube length.  

1.2.2 Speckle patterning 
Correlated Solutions Inc. VIC-2D digital image correlation (DIC) software was used to analyze local 

deformation fields. In order to characterize intragranular deformation of the Rene 104 microstructure, digital 
images needed to be acquired at 1500x magnification, which necessitated the use of an SEM. Therefore, the 
speckle pattern needed for DIC had to be applicable for electron imaging. The DIC software produces optimum 
accuracy when the minimum speckle size is at least three pixels, and a greater number of speckles per grain 
produces a more detailed characterization of the strain distribution within each grain [10, 11]. Based on the typical 
pixel size of SEM images taken at the required magnification and limiting the image acquisition time to less than a 
minute in time, a random pattern was generated using square speckles with a size range between 0.25 and 0.6 
μm. 

Electron beam lithography was used to fabricate the desired pattern. This technique uses a focused 
scanning electron beam to locally expose photo-resist on the sample surface, which results in the point-by-point 
construction of the desired pattern [12]. Once exposed, the resist is developed and metal or dielectric can be 
deposited onto the sample surface. After deposition the developed resist is lifted off to reveal the pattern. 
Following standard clean-room procedures, 4 A PMMA resist was spin coated onto the sample surface. Once 
coated, the sample was exposed at 50 keV with a dose of 800 uC/cm2 using a Vistec EBPG 5000 electron beam 
lithography machine. The resist was then developed in a 9:1 mixture of methyl isobutyl ketone and isopropyl 
alcohol. The location of the speckle pattern on the sample surface was determined by the microhardness indents 
placed on the surface before EBSD analysis, as shown in Figure 2. A Denton 502A evaporator was utilized to 
deposit 10nm of titanium followed by 140nm of gold onto the surface. Once coated the developed resist was lifted 
off the sample using an acetone bath, leaving a pattern of gold speckles on the sample surface, Figure 3. 

 
Figure 2. EBSD map of the standard heat treated microstructure showing the location of the 

microhardness indents used for applying the speckle pattern.  In this image each color represents a 
particular crystal orientation as indicated by the inserted inverse pole figure.  
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Figure 3. SEM secondary electron image of the Au speckle pattern created by e-beam lithography 

1.3 Experimental test set-up 

An Ernest Fullam® in-situ tensile stage was employed for this study. The stage is able to apply loads up 
to 4448 N, heat the specimen to temperatures up to 1200°C, provide measurements of load and crosshead 
displacement, and allows for EBSD acquisition while the sample is mounted in the test frame. The data 
acquisition system provided with the test frame was used to acquire load and displacement data every 30 
seconds. Initial tensile testing was conducted at room temperature, and the total strain accumulated during each 
test was approximately 5% at a strain rate of 5x10-5 s-1. Secondary electron images were collected at 
approximately 0.2% strain intervals.  SEM operating parameters were as follows: 20kV accelerating voltage, dwell 
time of 10μsec, and an image size of 2048x1768 pixels, which corresponds to an image acquisition time of 37sec.  
Images were taken at 1000 and 1500x magnification at resolution of 6.7 or 10 pixels/μm.  

Elevated temperature image acquisition capabilities of the SEM were tested by imaging a specimen 
which was incrementally heated to 600°C. At 100°C intervals the sample was held at temperature for 3 to 5 
minutes before backscatter and secondary images were acquired using the same SEM operating parameters as 
discussed previously.  

Correlated Solutions VIC-2D software was selected for conducting digital image correlation techniques for 
determining local strain distributions. Analysis was conducted using 35x35 pixel subset size and spacing between 
subset centers of 5 pixels. No distortion corrections were conducted for strain analysis, thus, the data presented 
in this paper is qualitative in nature. 

RESULTS 

1.4 Microstructural characterization 

1.4.1 Grain size 
The standard heat treatment produced an average 3-D grain size of 415 μm2, while the serrated heat 

treatment produced and average 3-D grain size of 371 μm2. The distribution of grain sizes is presented in Figure 
4. The grain size distributions of these two processing types are very similar, indicating that the major difference 
between processing types are their boundary morphologies, as seen in Figure 1.  The boundary serrations still 
need to be characterized in accordance with work by Mourer et al. [6]. 

1.4.2 γ’ morphology and distribution 
The standard heat treatment produced a bimodal γ’ distribution consisting of spherical tertiary γ’ 

precipitates that are typically less than 20 nm (true distribution undetermined), and cuboidal secondary γ’ 
precipitates that are 160 ± 30 nm in width, Figure 5. The serrated heat treatment produced a trimodal γ’ 
distribution with small spherical secondary γ’ 86 ±18nm, large dendritic shaped γ’ in the grain interiors, and 
globual γ’ along the grain boundaries Figure 5. 
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Figure 4. Grain size distributions for both the standard and serrated Rene 104 microstructures 

 
 

Figure 5. SEM backscatter images of the (a) bimodal γ’ distribution of the standard microstructure as 
compared to the (b) trimodal γ’ distribution of the serrated microstructure. 

1.5 High temperature imaging 

SEM imaging at incremental temperatures indicates that backscatter imaging in this microscope is only 
possible to about 300°C, above which thermal radiation causes excessive signal noise ratios – an effect which is 
consistent with other studies [13, 14]. Secondary images showed minimal visible degradation in quality up to 
600°C, though specimen cleanliness is important consideration. Organic deposits on the sample surface (dirt, 
acetone, etc.) charge more readily at elevate temperature and obscure the true sample features. This experiment 
indicates that for elevated temperature testing above 300°C the speckle pattern for DIC must produce good 
secondary imaging contrast. 

1.6 In-situ strain mapping 

Bulk measurements of load and displacement were used to calculate the engineering stress and strain 
curve, which is shown in Figure 6.  Here, sample displacement was obtained by measuring the cross-head 
displacement, and system compliance (i.e. elastic deflection of the load train) was not accounted for, thus, the 
stress-strain curves in Figure 6 are not accurate in the elastic regime. Nonetheless, the raw data shows that the 
serrated samples have higher yield strength then the standard samples by 10%. 

Local strain data of the serrated sample, as calculated with the VIC-2D software, is presented for different 
bulk strain levels in Figure 7. The figure also shows the initial EBSD microstructure overlaid with the speckle 
pattern in the initial image, and the initial EBSD microstructural boundaries overlaid with the strain fields. None of 
the local strain levels at the end of the test are at or above the bulk strain levels calculated from crosshead 
displacement, indicating three possible problems: (a) the load cell is compliant and contributing to the cross-head 
displacement readings, (b) the sample slipped in the grips during testing, and or (b) spatial and drift distortions in 
the SEM images are high enough to cause inaccuracy in the quantitative assessment of local strain 
measurements [15, 16].  

45



Qualitatively, the local strain field maps indicates that some of the grain triple points act as strain 
localization sites, while other triple points show no appreciable strain build-up. The calculated Schmid factors for 
the grains oriented for {111}<110> slip under tensile loading along the horizontal axis indicates that due to the 
high symmetry of the face centered cubic system very few grains are oriented for hard slip, with low Schmid 
factors.  This is indicated by grains that are blue or green in color in Figure 8 (b).  With this limited data set, it is 
seen that most regions of no deformation occur at triple points, or boundaries between favorably and unfavorably 
oriented grains.  There does not appear to be as definitive relationship between areas of maximum strain, but 
grain boundaries appear to play a dominant role.  A more detailed analysis of grain orientations is needed to 
determine correlations between strain field characteristics and local microstructure. 

 
Figure 6. Bulk stress-strain data for standard and serrated heat treated samples 

              
Figure 7. Local strain maps overlaid with the initial EBSD grain information (exx) at selected points along 

the stress-strain curve shown in Figure 6. bulk strain levels (as indicated in Figure 6). The loading 
direction is along the x-axis 
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Figure 8 (a) Final strain distribution as compared with the (b) Schmid factor for {111}<110> slip.  Blue and 
green grains are those that have low Schmid factors for octahedral slip 

CONCLUSIONS 

The ambient temperature data shows there are strain heterogeneities observed in this alloy at the grain 
size level that cannot be directly linked to Schmid factors. There appears to be a relationship between the 
extreme strain values and proximity to grain boundaries and grain boundary triple points, this is consistent with 
another ambient temperature study on a similar nickel based superalloy [17].  Future work includes set-up of the 
resistance heating equipment for conducting high temperature experiments, 600-800°C.  For these high 
temperature conditions slip by {111} <112> partial dislocations should be predominate. 

This study also indicates that the lithography pattern created was too dense to facilitate imaging at low 
enough magnifications to have a statistically significant representation of grain orientations and grain boundary 
triple points. At lower magnifications the discreet pattern was not longer recognizable and interference fringes are 
produced. The lithography pattern needs to be optimized to allow for SEM images at desired magnifications and 
testing temperatures. In addition, we would like to develop procedures for depositing hafnia speckle patterns, in 
order to have a pattern that is compatible with high-temperature testing between 600 and 800°C, as other studies 
have shown that gold and platinum speckles exhibit transient behavior on the surface of Ni-based superalloys at 
temperatures above 500°C [18].  Another needed modification is the placement of special markers (numbers, 
different shapes, etc) to help the researcher manually overlay the strain images with EBSD grain images taken 
after testing. Also, a series of lines parallel and/or perpendicular to the tensile axis needs to be added if grain 
boundary sliding contributions are to be examined [19].  

Following calibration of the equipment for high temperature testing using conventional nickel based 
superalloys, the system will be utilized to probe heterogeneities in hybrid nickel based superalloys.  Testing will be 
conducted on two different hybrid alloys, a dual heat treatment turbine disc and a bonded turbine disc [3, 4].  The 
dual heat treatment disc has a very shallow microstructural gradient, while the bonded disc has a very sharp 
microstructural gradient.  This full field in-situ technique should help facilitate better understanding and in turn 
modeling of deformation behavior in these gradients in microstructures. 
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High fidelity finite element modeling of coupled thermal-mechanical failure processes in complex systems 
requires, as a precursor, high quality experimentation on several levels.  The materials must be characterized 
such that the entire range of loading parameters is encompassed.  Meaningful validation experiments must be 
developed that allow for the steady, incremental ascension of validation towards system level complexity and, 
eventually, predictability.  This paper describes a combined experimental/modeling effort towards validating failure 
in pressurized, high temperature systems. 

Instrumented, fully coupled thermal-mechanical experiments were conducted to provide validation data 
for finite element simulations of failure in pressurized, high temperature systems. The design and implementation 
of the experimental methodology is described in another paper of this conference [1].  Experimental coupling was 
accomplished on tubular 304L stainless steel specimens by imparting mechanical loading by internal 
pressurization and thermal loading by side radiant heating. Additionally, mechanical characterization experiments 
of the 304L stainless steel tube material was completed for development of a thermal elastic-plastic material 
constitutive model used in the finite element simulations of the validation experiments.    

The tubular 304L stainless steel material was characterized in tension at a strain rate of 0.001/s from 
room temperature to 800°C.  The tensile behavior was found to differ substantially from 304L bar stock material 
characterized in a prior study, with the plasticity characteristics and strain to failure differing at every test 
temperature.  This data, shown in Figure 1, emphasizes the importance of characterizing material of the exact 
form that will be used in the validation experiment.   
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Fig. 1.  Comparison of 304L stainless steel tensile behavior with material form   
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The first generation validation specimen, shown in Figure 2, was machined from the 89 mm (3.5 in.) 
diameter tube with a wall thickness of 6.35 mm (0.25 in.). Specimens had an overall length of 355 mm (14 in.) and 
a reduced gage section with a wall thickness of 1.27 mm (0.05 in.).  Specimens were instrumented with an array 
of thermocouples and validation experiments were conducted with various ramp rates of the thermal and 
mechanical (pressurization and axial load) loads.  Figure 3 shows the thermal response of a specimen during the 
experiment.  Pressure was ramped at a rate of 72 psi/min. from 40psi, and temperature at 32 degrees/minute 
from room temperature.  A compressive axial load was ramped to compensate for the pressurization loading the 
fixtures.  Specimen failure occurred after 1188 seconds, at a pressure of 1498 psi.  A photograph of the failed 
specimen is shown in Figure 4.  The loading inputs and measured thermal response were used in coupled finite 
element analyses to predict failure; the predictions were extremely close at 1213 seconds and 1533 psi.  The next 
generation of validation experiments uses a similar geometry with additional complexity of a secondary reduced 
section.   
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Fig. 3.  Measured thermal response of specimen  Fig. 2.  Validation specimen in fixtures  
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ABSTRACT  
 
Recrystallization is the process by which a strained microstructure is replaced by a strain-free set of grains 
through nucleation and growth.  A constitutive model for recrystallization has been developed within the 
framework of an existing dislocation-based rate and temperature-dependent plasticity model.  The theory includes 
an isotropic hardening variable to represent the statistically stored dislocation density, a scalar misorientation 
variable related to the spacing between geometrically necessary boundaries, and a variable that tracks the 
recrystallized volume fraction.  The theory has been implemented and tested in a finite element code.  Material 
parameters were fit to data from monotonic compression tests on 304L steel for a wide range of temperatures and 
strain rates.  The model is then validated by using the same parameter set in predictive simulations of 
experiments in which wedge forgings were produced at elevated temperatures.  From the forgings, tensile 
specimens were machined and tested.  Model predictions of the final yield strengths compare well to the 
experimental results.   

 
 
1.  Introduction 
 
During high temperature manufacturing processes, metals undergo microstructural changes that can greatly 
affect material properties and residual stresses.  Some of the physical mechanisms that influence the strength of 
a material are strain hardening, recovery, recrystallization, and grain growth [1,2].  If the deformation conditions 
such as temperature and strain rate are not controlled properly during forging, welding, rolling, or other processes, 
the final part may have inadequate strength or residual stresses that could be detrimental to the life of the part [3].  
In order to be able to optimize manufacturing processes using computational capabilities, it is necessary to have a 
physically-based constitutive model that captures the dominant strengthening and softening mechanisms.  Such a 
model with predictive capabilities can be used in an optimization scheme to reduce the number of design 
iterations required to produce a part that meets all strength and microstructural requirements. 
 
Recrystallization is a complex, inhomogeneous process in which nucleation and growth of new strain-free grains 
replace the worked microstructure of a strained material [4,5].  Recrystallization is due to the motion of grain and 
subgrain boundaries.  As the boundaries move, they sweep away the dislocation structure, leaving a strain-free 
material with a very low dislocation density.  The nucleation of a new recrystallized grain is believed to be due to 
                                                 
* This work was performed at Sandia National Laboratories.  Sandia is a multiprogram laboratory operated by Sandia 
Corporation, a Lockheed Martin Company, for the United States Department of Energy under contract DEAC04-
94AL85000. 
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the growth of an existing deformation-induced subgrain [6].  At elevated temperatures, a subgrain with a lower 
level of stored energy will preferentially expand at the expense of neighboring subgrains.  The driving force for 
recrystallization is the difference in energy between the deformed and recrystallized state [7].  If the expanding 
subgrain reaches a critical size, it becomes a stable recrystallized grain. 
 
In the current work, no critical criterion was utilized to initiate recrystallization.  Rather, the kinetics of 
recrystallization are modeled based on the mobility of grain and subgrain boundaries under the driving force 
provided by the stored energy in the dislocation structure.  The internal state variable theory is capable of 
modeling both static as well as dynamic recrystallization [8], although a simplified version is presented here since 
we are primarily concerned with static recrystallization for high-rate forgings.  The paper is organized as follows:  
first, the constitutive model will be described.  Next, results from parameter optimization will be presented.  
Finally, a comparison between model predictions and experimental results will be provided. 
 
 
2.  Constitutive Model 
 
A treatment of the kinematics and thermodynamics of the model used here will be published in a future work.  
Here, for simplicity,we will give a condensed treatment in which we provide the set of equations for the 
constitutive model for the simplified case of uniaxial stress. 
 
For uniaxial stress, let  represent the only non-vanishing component of the Cauchy stress tensor and  
represent the axial component of the Eulerian strain tensor.  After making approximations for small elastic strains, 
it can be shown that the model reduces to the following set of equations, written here in the current configuration: 
 
 pE  (1) 

 

( )

( ) sinh 1
( )

n

p f
Y

 (2) 

 1 1X X  (3) 

 1 2 2
1 1

1 1 1
m

X

c
bB a

X XX e e c c X X  (4) 

 1 1( ) ( ) p
X d XH R  (5) 

 1 1/
1 1

r p
X Xh  (6) 

 
Equations (1) and (2) provide the elasticity relation and the flow rule for the plastic strain rate.  Equation (3) 
averages the isotropic hardening variable, , between the unrecrystallized and recrystallized volume fractions, 
where the isotropic hardening variable in the recrystallized volume fraction is assumed to be zero.  Equation (4) 
describes the kinetics of recrystallization through a variable, X, that represents the volume fraction of 
recrystallized material.  Equation (5) is the evolution equation for the isotropic hardening variable in the 
unrecrystallized volume fraction, which has a hardening minus recovery format based on [9].  The last equation, 
based on [10], tracks a misorientation variable, 1 X , in the unrecrystallized volume fraction.  1 X  is inversely 
related to the average spacing between geometrically necessary boundaries.  The stored energy due to the 
dislocation structure, represented by 1 X  and 1 X , drives the recrystallization kinetics.  The mobility of 
subgrain boundary motion increases with misorientation angle, which increases as the spacing between 
geometrically necessary boundaries decreases. 
 
The model in this form is only valid for static recrystallization, where the isotropic hardening variable in the 
recrystallized volume fraction is assumed to be zero.  For dynamic recrystallization, the recrystallized material will 
continue to harden with increased strain.  For a treatment of the model form capable of both static and dynamic 
recrystallization, see [8]. 
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3.  Model Performance 
 
Material parameters were fit to data from monotonic compression tests on 304L steel for a wide range of 
temperatures and strain rates.  Three types of test data were included in the set used for parameter optimization.  
Stress-strain data from single-stage compression at constant strain rate and temperature is shown in Figure 1.  It 
should be noted that although the nominal temperature is held constant, the specimen will heat somewhat due to 
plastic dissipation.  This effect is neglected in the work presented here, but will be included in future work.  Figure 
2 shows stress-strain data from two-stage compression tests in which the first stage was performed at elevated 
temperature, followed by a quench after approximately five seconds, and then the second stage was done at 
room temperature.  Figure 3 contains recrystallized volume fraction data from single-stage compressions tests 
followed by various hold times before quenching.  The data was determined from microstructure from etched 
samples of the compression specimens.  
 
Sixteen parameters were optimized.  The results from the parameter optimization for the three types of data are 
shown in Figures 1 through 3.  The model captures the material response quite well over the full range of 
temperatures and strain rates. 
 
 

 

 

 
 

Figure 1.  Stress-strain data from single-stage compression tests. 
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Figure 2.  Stress-strain data from two-stage compression tests. 
 
 

 
 

Figure 3.  Recrystallized volume fraction data from compress-and-hold tests. 
 

 
4.  Validation 
 
The theory has been implemented and tested in Adagio, Sandia’s implicit mechanics code [11].  The model is 
then validated by using the same parameter set in predictive simulations of experiments in which 304L stainless 
steel wedges were forged with a HERF machine at Precision Metal Products, Inc.  The wedge was held at 1600F, 
compressed to a final height of one inch by a platen traveling at a rate of approximately 20 ft/s, and then 
quenched to room temperature.  From the flattened forgings, tensile specimens were machined and tested.  
Figure 4 shows the wedge specimen dimensions. 
 
In the simulation, we assumed a coefficient of friction of 0.1 between the wedge and the platens.  Figures 5 and 6 
show the evolution of plastic strain and recrystallized volume fraction as the wedge is compressed between the 
two platens and then held at temperature for 20 seconds.  Figure 7 compares the model predictions of the final 
yield strengths to the initial yield strengths found experimentally.  Due to uncertainty in how long the wedge was 
held at temperature before it was quenched, results are shown for three different hold times.   
 
The model does a fairly good job of predicting the final strength, although it slightly underpredicts the peak 
strength.  This may be due to the fact that the model parameters were determined using compression data, 
whereas the validation data is from tension tests; stainless steel 304L has a lower yield strength in compression 
[12].  There is uncertainty in the simulation predictions due to the fact that we do not know for sure how long the 
wedge was held at temperature before it was quenched.  For this reason, we show the results for hold times of 
10, 15, and 20 seconds.  The most accurate predictions are seen at a hold time of 10 seconds, but the most 
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accurate profile shape is at 15 seconds.  At 15 and 20 seconds, the right side of the wedge has started 
recrystallizing, which decreases the final yield strength. 
 
Future work includes performing uncertainty quantification on the most important simulation parameters, doing 
mesh and time step convergence studies, and including the effects of conduction and heat generation due to 
plastic dissipation in coupled thermal-mechanical simulations. 
 

 
 

Figure 4.  Wedge specimen dimension and machined tensile specimens. 
 
 

 
 

Figure 5.  Evolution of plastic strain as the wedge is compressed between the two platens. 
 
 

 

 

 
 

Figure 6.  Recrystallized volume fraction at 10, 15, and 20 seconds hold time. 
 
 

  
 

Figure 7.  Comparisons between predictions and experimental results. 
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The increased demand for Liquefied Natural Gas (LNG) as a fuel 
source in the U.S. has prompted a study to improve our capability to predict 
cascading damage to LNG tankers from cryogenic spills and subsequent fire.  
To support this large modeling and simulation effort, a suite of experiments 
were conducted on two tanker steels, ABS Grade A steel and ABS Grade EH 
steel.  A thorough and complete understanding of the mechanical behavior of 
the tanker steels was developed that was heretofore unavailable for the span 
of temperatures of interest encompassing cryogenic to fire temperatures.  
This was accomplished by conducting several types of experiments, including 
tension, notched tension and Charpy impact tests at fourteen temperatures 
over the range of -191 ºC to 800 ºC.   

The large range of test temperatures required the use of different 
specimen geometries, test frames and experimental techniques.  For 
instance, tensile characterization for cold temperatures, room temperature to 
-191 ºC, were conducted on an MTS 880 20 Kip test frame using a 3.18 mm 
(0.125 in.) diameter tensile specimen inside an environmental chamber.  
Gaseous liquid nitrogen (LN) was used to cool the chamber and specimens 
and strain was measured with a 12.7 mm (0.5 in.) extensometer for 
temperatures as low as -140 ºC.  LN in its liquid state was used to cool 
submerged specimens and strain gages were used to measure strain 
below -140 ºC.  A photograph during cold temperature testing is shown in 
Figure 1.   

Fig. 1.  Cold temperature test setup  

Tensile characterization at elevated temperatures to 
800 ºC were conducted on an MTS A/T 50 Kip test frame 
using 8.9 mm (0.35 in.) diameter specimens heated within a 
three zone high temperature split tube furnace.  Strain was 
measured with a 23 mm (0.9 in.) extensometer fitted with long 
alumina rods that directly contacted the specimens but 
allowed the extensometer to remain outside the furnace.  A 
photograph during elevated temperature tensile testing is 
shown in Figure 2.  

The Charpy impact test results are shown in Figure 3; 
the ductile-brittle transition temperature was measured at 
about -50 ºC for both steels.  A comparison between the room 
temperature tensile behaviors of the two ABS steels is shown 
in Figure 4.  Also shown is the measured variation in the Grade A steel from two locations in the same large plate 
of material, locations are denoted as plate A and plate B.  Upper and lower yield points were observed in both 
steels, this phenomenon occurred at every temperature from the coldest temperature through 300 ºC, except 100 
ºC. The tensile behavior of the ABS Grade A material as a function of temperature is shown in Figures 5 and 6.  
Serrated flow was observed at room temperature through 400 ºC, except again at 100 ºC. These serrations are 
attributed to dynamic strain aging.  Also noteworthy is the increase in flow stress that occurs from room 
temperature through to between 300 ºC and 400 ºC.   This increase is typical in materials that exhibit dynamic 
strain aging. 

Fig. 2.  Elevated temperature test setup  
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Fig. 5.  Cold temperature tensile behavior of ABS Grade A steel    
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ABSTRACT 
During highly dynamic and ballistic loading processes, large inelastic deformation associated with high strain 
rates leads, for a broad class of heterogeneous materials, to degradation and failure by localized damage and 
fracture. However, as soon as material failure dominates a deformation process, the material increasingly 
displays strain softening and the finite element predictions of ballistic response are considerably affected by the 
mesh size. This gives rise to non-physical description of the ballistic behavior and mesh-dependent ballistic limit 
velocities that may mislead the design of ballistic-resistant materials. This study is concerned with the 
development and numerical implementation of a novel coupled thermo-hypoelasto-viscoplastic and thermo-
viscodamage constitutive model within the laws of thermodynamics in which an intrinsic material length scale 
parameter is incorporated through the nonlocal gradient-dependent damage approach. It is shown through 
simulating plugging failure in ballistic penetration of high-strength steel targets by blunt projectiles that the length 
scale parameter plays the role of a localization limiter allowing one to obtain meaningful values for the ballistic 
limit velocity independent of the finite element mesh density. Therefore, the proposed nonlocal damage model 
leads to an improvement in the modeling and numerical simulation of high velocity impact related problems. 
 
 
INTRODUCTION 
In light of the increasing requirements for lightweight vehicular and personal protection systems in many 
industries (e.g. military, defense, and space), low-density advanced composite materials are highly desirable. 
Examples of those materials are metallic alloys, ceramics, and polymers with heterogeneous microstructures 
reinforced with hard, stiff, and/or soft particles (inclusions) at decreasing microstructural length scales that range 
in size from few nanometers (e.g. carbon nanotubes) to few microns (e.g. ceramic or metallic oxide particles). The 
focus of this study is on the use of those materials to increase the ballistic performance of structural systems 
under high impact damage loading conditions. Therefore, it is imperative to develop very effective constitutive and 
computational models that can be used in guiding the design processes of those advanced materials under 
ballistic loading conditions. The development of such models is also motivated by the large time and money cost 
of conducting ballistic experiments on such advanced materials such that physically-based and effective 
theoretical and computational models, as an adjunct to experimental work, can save a lot of this cost and also 
provide important insights about their ballistic behaviors that are not accessible by experimental routs. Moreover, 
the accuracy and computational effectiveness of these models are crucial for designing better materials. 
Therefore, the focus of this paper is on the development of these modeling techniques that specifically address 
one main important issue: the finite element mesh-dependent ballistic limit velocity predictions. Mesh sensitivity is 
one of the most critical problems of numerical codes, especially for the analysis of damage localization and 
failure. As the perforation analysis of a steel plate by a projectile is the most typical impact problem, it is very 
important to understand the variation of fracture mechanism of projectiles and target plates according to the 
change of mesh density. This issue cannot be addressed sufficiently when using the classical (local) plasticity or 
viscoplasticity (rate-dependent plasticity) and damage or viscodamage (rate-dependent damage) theories due to 
the absence of explicit intrinsic material length scale measures in their constitutive equations. Recently, Abu Al-
Rub and co-authors [1-4] successfully used the nonlocal damage theory to solve the mesh-sensitivity problem. 
Explicit (via the nonlocal gradient-dependent theory) and implicit (via the viscosity) intrinsic length scales of 
material are introduced as a remedy of the mesh sensitivity problem where those length scales act as localization 
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limiters. This framework is also used here to solve the high energy impact of steel targets by blunt deformable 
projectiles. The enhanced nonlocal gradient-dependent theory formulates a constitutive framework on the 
continuum level that is used to bridge the gap between the micromechanical theories and the classical (local) 
continuum theories. They are successful in explaining the size effects encountered at the micron scale and in 
preserving the well-posedeness of the initial boundary value problem governing the solution of material instability 
triggering strain localization. Moreover, viscosity (rate dependency) allows the spatial difference operator in the 
governing equations to retain its hyperbolicity and the initial boundary value problem is well-posed. Model 
capabilities are preliminarily illustrated for the dynamic localization of inelastic flow in adiabatic shear bands and 
the perforation of Weldox 460E steel plates with by a deformable blunt projectile at various high impact speeds. 
 
 
NONLOCAL MICRODAMAGE CONSTITUTIVE MODEL 
The micro-damage model used to predict material behavior under dynamic loading conditions was earlier 
presented in [1]. Thus, only the main equations will be given in the following. The model is based on the nonlocal 
gradient-dependent theory. It includes the von Mises yield criterion, the non-associated flow rules, isotropic and 
anisotropic strain hardening, strain rate hardening, softening due to adiabatic heating and anisotropic damage 
evolution, and finally a path dependent equation of state. The stress-strain rate relationship in the spatial and 
damaged configuration is given by 
 

   : :vp vd Td d d A ,   1 1: :M M ,    
1

2 1 1 1 1M  (1) 

 

where   indicates co-rotational objective derivative,  is the corotational rate of Kirchhoff stress tensor, d  is the 
total rate of deformation,  and  are the forth-order undamaged and damaged elasticity tensors, respectively, 
T  is the rate of absolute temperature,   is the damaged thermal expansion coefficient, and 1  is the second-

order identity tensor.  and A  are given by the following relations: 
 

 2e e devK G1 1 I ,  
1 1

1: : : : : : TM MA M M  (2) 

 
where eK  is the bulk modulus and eG  is the shear modulus. The viscoplastic rate of deformation, vpd , the 

viscodamage rate of deformation, vdd , and the nonlocal second-order damage tensor, , are give as follows:     
 

 vp vp fd , vd vd gd , vp vdf g
Y Y

 (3) 

 
The potentials f  and g  are the nonlocal viscoplastic and viscodamage conditions given, respectively, by 
 

 13 1
2 : 1 ( ) ][1 ] 0[ ][ nmvp

yp mf Y R p T TX X  (4) 

 21: 1 ( ) [1 ] 0[ ][ ] nmvd
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where  is the effective deviatoric stress tensor, ypY  is the initial yield strength (at zero absolute temperature, 

zero plastic strain, and static strain rate ), mT  is the melting temperature, R  is the nonlocal isotropic hardening 

stress, X  is the nonlocal anisotropic hardening stress, 2
3

vp vp
ij ijp d d  is the rate of the effective accumulative 

viscoplastic strain, m  and n  are material constants, v  is the relaxation time, the non-local damage forces Y  
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and K  are, respectively, characterizing the viscodamage evolution and the viscodamage isotropic hardening 
forces, l  is the initial damage threshold, and r  is the nonlocal damage accumulation.  
 
 
The nonlocal evolution equation for the isotropic and kinematic hardening in the undamaged configuration, are 
given as:   

 1 2 2
12R R R   with   1

12 1
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 (6) 
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The evolution equations for the nonlocal viscodamage isotropic and kinematic hardening functions are given by 
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The nonlocal strain energy release rate is given by 
 

 
1
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2
a

T TMY M  (10) 

 
where i  (i=1-4) are material length scale parameters which should be obtained from gradient-dominant 

experiments (e.g. indentation tests, bending tests, or torsion tests) [5]. ik , ih , and ia  are material constants that 

can be identified from conventional tests (e.g. uniaxial tension test). In this study, the material length scales i  
(i=1-4) are assumed equal and physically interpreted as the average free-path for dislocations, such that the 
following expression has been derived in [6] based on dislocation mechanics arguments: 
 

 * *exp 1
qp

o o B oU k T  (11) 

 
where o  is the fundamental vibration frequency of the dislocation, 1p  and 2q  are material constants 

defining the shape of the short-range obstacle, Bk  is the Boltzmann’s constant, oU  is the referential activation 

energy at zero absolute temperature, *  is the undamaged thermal stress from Eq. (4), which is a function of 
strain p , strain rate p , and temperature T ,  
 

 11* [ 1 ( ) ][1 ]][ nmvp
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and *

o  is the referential thermal stress for the intact material at which dislocations can overcome the obstacles 

without the assistance of thermal activation. Furthermore,  has the following expression [7]: 
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where d  is the mean grain size or mean particle (inclusion) size, D  is the mean inter-particle spacing in particle 
reinforced composites or other characteristic size, p  is the effective plastic strain, and 1a  is the strain-hardening 

rate (see Eq.(6)2). This equation shows that  decreases with the effective plastic strain, increases with the grain 
size or inclusion size, decreases with the ratio of D d , and decreases with the strain-hardening rate. It also 
shows that  decreases from an initial value d  at yielding to a final value 0  which corresponds to the 
classical local plasticity or damage limit at very large values of D , d , or p .     
 
The thermodynamic pressure stress P  for a shock compressed solid is given as follows: 
 

 1 ig
vP c T ,  

( 1)exp 1 exp 1 1 1 1ig
r r vT T c  (14) 

 
which gives the equation of state necessary for high-impact loading. The equation of state accounts for 
compressibility effects (changes in density) and irreversible thermodynamic processes. p vc c  is the ratio of 

the specific heats, where pc  and vc  are the specific heats at constant pressure and constant volume, 

respectively.  is the nominal volumetric strain, and igT  is chosen to have the form of ideal gas temperature with 

rT  is the room temperature,  is the entropy, and r  is the reference entropy. The increase in temperature is 
calculated using the following heat equation: 
 
 : ( : ) :vp vd e e e
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where o  is the reference density and  is the heat fraction. 
 
In this development we base the failure criterion on the nonlocal evolution of the accumulated micro-damage 
internal state variable, , and the equation of state for the thermodynamic pressure. It implies that for    
 

 ij ij c
  and/or cutoffP P  (16) 

 
the material loses its carrying capacity, where || ||c  is the critical damage when catastrophic failure in the 

material takes place and  cutoffP  is the pressure cutoff value when tensile failure or compressive failure occurs. 
 
The proposed model is implemented in the well-known commercial finite element program ABAQUS/Explicit [9] 
via the user material subroutine VUMAT. Now we conduct a numerical simulation of the experimental tests 
presented in [8] for a blunt projectile made of hardened Arne tool steel impacting a 12mm thick circular plate 
made of Weldox 460 E steel. The circular target plate of 500 mm diameter is examined here for different projectile 
velocities. For simplicity, the projectile is modeled as a bilinear elastic-plastic strain rate-independent von Mises 
material with isotropic hardening. The nominal length and diameter of the hardened projectile are 80 mm and 20 
mm, respectively. The target plate is fully clamped at the edge boundary, while the projectile is given an initial 
velocity for all simulations. The experimental results in [8] indicated the problem involving shear localization and 
plugging for blunt projectiles. The numerical solution using the present model is mesh size independent and 
converges monotonically towards a limit solution when the number of elements over the target thickness becomes 
sufficiently large. The proposed model can predict the shear localization behavior with no finite element mesh 
dependency. 
 
The plot of the initial configuration of one of the FE analysis is shown in Fig. 1. Due to symmetry and in order to 
reduce the simulation time, an axisymmetric problem is solved, where a four-node 2D axisymmetric element with 
one integration point and a stiffness based on hourglass control is used, and the mesh is somewhat coarsened 
towards the boundary. 
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Two- and three-dimensional simulations are presented in Figs. 2 and 3. This is done in order to make sure that 
both types of simulations yield the same results and no dependence on the type of analysis is encountered. 
Numerical plots showing perforation of the target plate by a blunt projectile at impact velocity close to the ballistic 
limit of 200m/s are shown in Figs. 2 and 3. The contours of accumulated viscoinelastic strain are plotted on the 
deformed mesh. It can be seen that limited inelastic deformation occurs outside the localized shear zone. These 
plots clearly demonstrate that the numerical model qualitatively captures the overall physical behavior of the 
target during penetration and perforation as compared to the experimental results in Fig. 1. Moreover, the 2-D and 
3-D simulations agree very well. Notice also that in these plots, only a part of the complete target plate is shown. 
High-speed camera images showing perforation of the target plate at impact velocities close to the ballistic limit 
are shown in Fig. 4, where the numerical simulations are in very well agreement with the simulations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  Two-dimensional numerical simulation of perforation of the target plate by a blunt projectile of initial
impact velocity of 200 m/s plotted as contours of accumulated viscoinelastic strain at different times. 

15 st 45 st 60 st 75 st 105 st

Projectile 

Target plate 

Fig. 1. Finite element mesh plot of the axisymmetric initial configuration just before impact. 
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Figs. 5(a) and 5(b) shows the impact versus the predicted residual velocity curves for various number of elements 
through the plate thickness when compared to the experimental data in [8]. Fig. 5(a) shows the current model 
predictions when assuming a zero length scale 0  (i.e. local damage), while Fig. 5(b) shows the predictions 
with the nonlocal damage model. It is very clear that mesh sensitivity is most distinct close to the ballistic limit 
such that the predicted ballistic limit velocity (i.e. at zero residual velocity) when assuming 0  is mesh 
sensitive. At higher impact velocities, the results are far less affected by the mesh size. However, this mesh 
sensitivity is alleviated to a great extent when using 0  (i.e. nonlocal damage). Also, it is seen from Fig. 5(a) 
that the ballistic limit velocity decreases as the number of elements through the thickness increases. Therefore, 
when conducting the ballistic failure simulations using a local damage model, one does not know which mesh 
density will yield meaningful values for the ballistic limit velocity, which may mislead the design of ballistic 
protective systems. The proposed nonlocal damage model successfully predicts meaningful values for the ballistic 
limit; of course, when mesh of sufficient density is used. Also, the nonlocal theory can be used in reducing the 
computational time by using coarser meshes. 
 
 
 

 

Fig. 4.  High-speed camera images showing perforation of the target 
plate at impact velocities close to the ballistic limits with a blunt projectile; 
after [8]. 

Fig. 3. Three-dimensional numerical simulation of perforation of the target plate by a blunt projectile of initial
impact velocity of 200 m/s plotted as contours of accumulated viscoinelastic strain at different times. 

15 st 45 st 60 st 75 st 105 st
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CONCLUSIONS 
A coupled thermo-hypoelasto-viscoplastic and nonlocal gradient-dependent thermo-viscodamage continuum 
model is utilized in this paper for simulating the ballistic behavior of heterogeneous materials with length scale 
effects. It is concluded in this paper that an explicit material length scale parameter should be incorporated into 
the local theories of viscoplasticity and viscodamage in order to predict meaningful values for the ballistic limit 
velocities independent of the finite element mesh density. Although the presented constitutive equations 
incorporate length scale parameters implicitly through the viscosity, they are insufficient in predicting mesh 
objective results of the ballistic behavior of high-strength steel targets impacted by blunt projectiles in which shear 
plugging due to plastic and damage localization is the dominant mode of failure. This mesh sensitivity is more 
significant at impact velocities close to the ballistic limit velocity and increases as the target thickness increases. 
This is attributed to the larger plastic and damage localization as the target thickness increases. Hence, in case of 
absence of experimental data to check the ballistic results from a specific mesh density, one cannot know if the 
local model underestimates (conservative) or overestimates (unconservative) the value of the ballistic limit 
velocity. However, an explicit length scale parameter through the nonlocal damage theory sufficiently alleviates 
the mesh sensitivity of the ballistic limit velocity allowing one to precisely determine the ballistic limit velocities and 
describe the overall physical ballistic behavior of targets using numerical simulations. Moreover, it can be 
concluded that the ballistic limit prediction from the nonlocal theory is a slightly conservative one since it takes into 
consideration the current damage at a specific point as well as the effect of the surrounding damaged region at 
that point. Therefore, this desirable feature provided by the nonlocal theory does lead to an improvement in the 
modeling and numerical simulation of high velocity impact related problems such that numerical simulations could 
be used in the design process of protective systems against high speed impacts and in providing physical 
understanding of the ballistic and penetration problem. 
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ABSTRACT 
 
This paper gives an overview of different testing facilities and the mechanical material behavior including 
monoaxial and multi axial testing under high rate loading . Special emphasis is laid on difficult loading conditions 
and loading states such high temperature and high strain loading ( >1200°C, >1) and multiaxial impact tests. 
The impact behavior of selected materials is shown and compared under different loading conditions. 
Furthermore, a distinction is made between virgin and manufactured material behavior (e.g. welding) or pre-
damaged materials. Specifically, if the influence of the manufacturing history is investigated, under certain loading 
states the impact material properties show a dramatic difference compared to the virgin state of the material. 
Some examples of different material behavior under the conditions previously described are given.  
 
 
INTRODUCTION 
 
It is well known, that the material behavior of construction materials is dependent on strain, strain rate and 
temperature. Moreover, the knowledge of the dynamic behavior of materials is of interest, if processes like cutting 
or forming operations are investigated. For many engineering applications, the mechanical impact behavior of 
materials and components also plays an essential role. 
 

 
 

 
Figure 1: Dynamic loading of a canon shot on a  Navy ship structure .  
 
For example, consider a deployed naval ship operating in rough sea conditions, the loading of this ship`s structure 
by a canon fire can be described as a time dependent strain loading (Figure 1). In reality, the loading is measured 
by strain gages. If the amplitude of the strain-time signal is multiplied with Young's modulus (Hooke’s law), one 
may find a stress value significantly exceeding the material flow stress as known from quasistatic and 
standardized experiments. Hence, if the assumption is valid the ship must be deformed plastically. However, , an 
examination of the strain-time signal shows a complete return to its initial state, which clarifies, that the whole 
event was purely elastic. Investigations under dynamic tensile loading using a universal hydraulic testing machine 
show that  the large strain rate sensitivity of the flow stress of the ship building steel , during the impact by canon 
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firing, is enhancing the flow stress above that (elastic) value, what was measured on the stringer at the high strain 
rate. Thus, the ship is not being deformed plastically during maneuver operations or its deployment.  
 
However, the knowledge of the material behavior under loading conditions matching the intended use  is of 
special importance in design and construction. Thereby, the material behavior must be known over a wide range 
of strains, strain rates and temperatures. A variety of different experimental techniques exist to determine the 
dynamic behavior of materials under defined loading conditions and loading states.  
 
 
IMPACT TESTING  CAPABILITIES 
 
Of the experimental work on impact material behavior  described in the literature, mostly Hopkinson bar testing is 
mentioned. However, a variety of different experimental techniques exist to determine the dynamic behavior of 
materials under defined loading conditions and loading states.  
For the characterization of the mechanical behavior of materials investigations over a wide range of strains, strain 
rates and temperatures are required. Additionally, different loading types may lead to different material behavior 
even if only monoaxial loading is mentioned and must be considered in material investigations and constitutive 
modeling. In Figure 2 a summary of different loading types under monoaxial and multiaxial loading is given. 
 

 
Figure 2: Testing capabilities needed for impact dynamic material characterization. Testing facilities in blue are 
available at Nordmetall GmbH. 
 
For dynamic impact testing of materials only a small amount of universal testing machines in comparison to 
quasistatic loading are available. Especially, accurate force-time measurements are a great challenge for such 
type of machines. Due to the large mass which have to be accelerated during testing, the force-time signals often 
show large ringing and lead to increased uncertainties in the determination of the real material behavior.  
However, different special designed devices for certain applications of dynamic testing of materials exist, e.g. 
Hopkinson bars for compression and tensile testing, rotating wheels for tensile loading or drop weight towers for 
compression or flexure loading.  
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tension -190 … 1250
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servohydraulic
(tension, compression + torsion, TU 

Chemnitz)
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gas gun (compression + shear) RT
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hopkinson (tension + torsion) RT

charpy Impact test -190 … 600
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fracture toughness K [Nmm-2/3 s-1] -190 … 400

triaxial

gas gun – penetration simulator RT
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compression and hydrostatic compression 
(TU Chemnitz) RT

servohydraulic (tension, 
compr. + torsion + hydrost. compr.) RT

tension + tension + tension -190 … 600
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For modeling of the constitutive behavior of materials uniaxial data are mostly sufficient for the application of 
simple phenomenological equations and for  the description of flow stress and strain hardening behavior (e.g. 
Johnson-Cook [1], Zerilli-Armstrong [2]). If failure is going to be considered uniaxial experiments are not sufficient 
for the characterization of the material behavior. Both flow stress and failure are significantly influenced by strain, 
strain rate and temperature. Therefore, the material must be investigated using a broad range of loading 
conditions. In addition, compared to flow stress behavior, failure is largely influenced by stress state (especially 
stress triaxiality). Hence, multiaxial testing by using stress concentrators like notches (Charpy impact test) or 
cracks (fracture toughness) are necessary. Additionally, complex and defined stress states e.g. observed during 
forming processes have to be considered using combined loading states, e.g. multiaxial tensile testing 
superimposed by hydrostatic pressure, whereby all the tests have to be performed at high loading rates (Figure 
2).  
 
Additionally, most of the materials studied under impact dynamic loading are not loaded monoaxially in later use. 
Most applications are characterized by a complex geometry which normally leads to a complex loading state 
showing stress concentrations and high stress triaxialities. To investigate the impact  component behavior , high 
quality dynamic measurement data (especially for force and deformation measurements) is required. Additionally, 
a large amount of impact energy is needed for the dynamic deformation of components. This has lead to the 
design and development of new testing facilities which are capable of meeting the new demands of dynamic 
component testing.  
 
The following chapters demonstrate how special emphasis is put on high strain, high strain rate and high 
temperature testing using high speed torsion loading and multiaxial material and component testing using high 
energy mechanical testing devices for tensile and compression/flexure loading.  
 
 
HIGH SPEED TORSION TESTING 
 
The parameter identification of constitutive equations nowadays used in finite element analysis of forming or 
cutting processes are mostly based on monoaxial experimental data from high rate and in some cases high 
temperature compression or tensile tests. Thereby, the strain reached in tensile or compressive deformation of 
materials is limited and does not match real forming or cutting process, where plastic strains larger than  = 2 or 3 
can be observed (e.g. [3], [4]). Especially the stress softening behavior due to recrystallization processes during 
deformation cannot be measured by compression or tensile tests. 
 
Using torsion loading this mismatch can be overcome, because no geometrical instability or friction effects lead to 
limited plastic deformation of the material , only the deformation capability of the material itself. Performing torsion 
tests to reach high plastic strains is familiar in material testing and characterization. To ensure a good 
predictability of material behavior in real engineering processes like rolling or turning the material behavior has to 
be known at high strain rates and high temperatures. To solve this challenge a new universal torsion testing 
machine was designed in cooperation between Nordmetall GmbH and Chemnitz University of Technology (Figure 
3). The machine can be used for quasistatic tests by using an electrical drive for loading the specimens as well as 
for impact dynamic tests using an integrated flywheel construction.  
 
For quasistatic tests the specimens are fixed at both ends. Using a high power electrical drive, the specimen is 
loaded until failure of the material occurs. The torque during deformation is measured using a calibrated and 
adjusted load cell. The deformation is measured either by strain gages applied directly on the specimen and/or by 
an incremental gage of the machine. Dynamically, the force measurement is based on the principles of one 
dimensional wave propagation effect and the Hopkinson principle. Thereby, the specimen is fixed directly on the 
Hopkinson bar instrumented with strain gages. The lower end of the specimen stands free. To ensure an impact 
loading of the specimen a rotating wheel is accelerated by an electrical drive until a desired velocity is reached. 
Using a specially designed clutch device, the rotation is launched to the lower end of the specimen and the 
material is loaded by an impact torsion load. Due to the high mass of the flywheel and its rotation the stored 
energy is sufficient to deform the specimen until fracture. Thereby, shear rates of approximately 300 s-1 can be 
reached, whereby a high signal quality of the load measurement can be assured. For both experimental setups, 
an inductive heating system can be integrated into the process and high temperature investigations up to 1300°C 
can be performed. Hence, high strain, high strain rate, and high temperature material behavior matching real 
cutting or forming processes can be obtained.  
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Figure 3: Combined static and impact dynamic universal testing machine. 

 
 

Figure 4: Flow stress evolution of a low alloyed steel at high strains, high shear rate and high temperatures: 
Comparison of experimental data and modeled data using Hensel-Spittel approach [3].  
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In Figure 4 an example for the behavior of a low alloyed steel at high strain rate and high temperature torsion 
loading is shown. It can be seen that the plastic deformability of the material is increased significantly from =2 at 
800°C to =10 at 1200°C. From the experimental data the transition from elastic to elastic-plastic behavior as well 
as strain hardening behavior can be evaluated. One of the great advantages of the torsion test is shown in Figure 
4. After reaching a stress maximum, the onset of recrystallization in conjunction with decreasing measured flow 
stresses can be found. Thus showing that  the onset of softening is strongly dependent on strain, strain rate and 
temperature.  
 
Additionally, from Figure 4 a comparison between experimental measured and modeled data using Hensel-Spittel 
(eq. 1, [5]) approach can be evaluated as described in their publication.  
 

   (1) 
 
It can be seen, that experimental and modeled data show a good agreement over the whole range of plastic 
strains and temperatures. Even the flow stress decrease due to recrystallisation processes can be predicted using 
Hensel-Spittel approach. Based on these data, a good prediction of the process behavior e.g. in rolling processes 
using finite element analysis can be expected. It should be emphasised, that most of the common constitutive 
equations used in finite element simulations like Johnson-Cook or Zerilli-Armstrong cannot predict dynamic 
recrystallisation phenomena. Hence, not only experimental data are required that matches real process behavior 
but also equations used for the constitutive description of the material behavior under such conditions must  fulfill 
these requirements.  
 
 
HIGH SPEED MULTIAXIAL TESTING 
 
Until now only monoaxial material behavior of a virgin material was investigated and discussed. In real 
engineering applications mostly multiaxial loading occurs. Additionally, materials used in technical products and 
components normally pass through a variety of different manufacturing steps including forming, as well as cutting 
and joining technologies. Furthermore, the material or component behavior might be changed during its life cycle 
use. This may be caused by alteration or fatigue processes, especially in automotive and automobile industry, 
processes like welding or glueing play a key role in manufacturing today`s innovative products. Howeverless is 
known about the dynamic behavior of components under a multiaxial dynamic loading.  
 
A new experimental test setup was designed and built at Nordmetall GmbH (www.nordmetall.net) to investigate 
the material behavior under a multiaxial dynamic loading condition and to include the influence of manufacturing 
history (welding etc.) and pre-damaging due to fatigue in life cycle use compared to virgin material properties. 
Special focus is laid on a critical biaxial tensile-tensile stress state, which might occur for example under blast 
loading of structures and vehicles or even under crash conditions. Normally, component testing under such 
conditions for automotive applications is performed at high impact velocities (10-20 m/s) that are obtained by a 
drop weight device having large drop heights. Thereby, high quality force-time measurements during deformation 
can not be obtained. This is because the large ringing of the signals that are superimposed on the output signal 
cannot be filtered out. Therefore we enhanced the weight and reduced the drop height and the impact velocity 
and get undisturbed signals. The falling weight of 4t provides sufficient energy during the test to deform most of 
the materials to fracture.  
 
The test setup used for dynamic biaxial tensile-tensile loading of steel plates is shown in Figure 5. The plate is 
fixed on the top of a steel tube and impacted by a semi-spherical punch on the top site. During deformation the 
deflection is measured by an incremental gage. The force-time characteristic is measured directly on the punch.  
A high speed deformation field measuring system technique was applied in order to measure the real deformation 
behavior of the steel plate during impact loading. Thereby, the three dimensional local deformation field at the 
bottom of the steel plate is measured during the entire process, from onset of plastic flow to fracture.  
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Figure 5: Experimental test setup for high speed biaxial tensile-tensile-tests of steel plates including high speed 
deformation field measuring system. 

For the tests, three different states of the steel plates (plain, pre-notched and cracked, welded stringer ) of the 
same thicknesses and two different materials were used. The results of the dynamic biaxial tensile-tensile tests 
are summarized in Figure 6 and Figure 7.  

 

Figure 6: Failure characteristics for  two different materials at different pre-treatment states after biaxial testing. 
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Shown in Figure 6 are the recovered biaxially loaded specimens. For both materials no failure was observed for 
the plain steel plate. All the energy provided by the falling weight was absorbed by the material as plastic 
deformation. If the material is pre-damaged, either by a mechanical or a metallurgical notch (1mm deep fatigue 
crack or welded stringer), both materials fail during biaxial tensile-tensile loading. For material II a straight crack 
propagated through the whole specimen, whereas for material I branching occured during crack propagation. If 
the measured force-time signals are compared (Figure 7), one finds the highest strength for material I, if the 
material is tested in this virgin state (plain condition). If pre-damaging of material I occurs, the measured 
maximum forces are decreased dramatically. Only a sixth to a seventh of the initial maximum load can be 
sustained until the material fails. For material II a similar decrease of the maximum load was observed. However, 
although material II is weaker in plain condition, it can be observed that the smaller influence of mechanical or 
metallurgical notches of material II leads to a better performance compared to material I.  

 

Figure 7:  Force-time behavior of two different materials with different stress-states at dynamic biaxial loading. 

Until now, material behavior is mostly considered in its virgin and un-damaged condition. To ensure a high level of 
reliability and safety of engineering products and systems the influence of manufacturing processes and their 
influence on the final mechanical properties of engineering materials have to be considered as well.  

HIGH SPEED TENSILE TESTING USING A FLYWHEEL WITH A HIGH STORED ENERGY 

Based on the experience obtained from drop weight tests with high stored energy, the principle was transferred to 
a new flywheel device. This rotating wheel with a comparably low velocity but a high stored energy due to a 10 t 
mass flywheel can impact specimen with a maximum velocity of 12 m/s. This new innovative testing machine at 
Nordmetall GmbH enables dynamic investigations of large engineering components ensuring that a high quality 
measurement of the force-time signal is obtained. A schematic picture of the machine is shown in Figure 8. The 
functionality follows the principles of commonly known rotating wheel devices (e.g. [6]), but provides a high 
amount of energy for the dynamic deformation of high strength and/or high deformable and/or large parts and 
specimens. Hence, a new quality of material and component input data for finite element analysis as well as for 
the experimental verification of numerical results can be expected. 
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Figure 8: Rotating wheel device of Nordmetall GmbH with a high amount of stored energy of 110KJ by a 10 t 
flywheel (Ø2 m) for dynamic component testing of engineering materials.  

CONCLUSIONS 

This paper a short contains a short overview about different testing facilities and the material behavior including 
monoaxial and multiaxial testing under high rate loading. Specifically the overview concerns discussions of 
difficult  loading conditions and loading states such as high temperature and high strain loading ( >1200°C, >1) 
and multiaxial impact tests. Special emphasis was laid on the influence of the manufacturing history of a material 
on the dynamic properties under biaxial tensile-tensile loading.  A dramatically decrease of the deformability and 
loading capacity was observed, if the material being tested contains  a pre-damaged state by a metallurgical or 
mechanical notch.  
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ABSTRACT 
 
The use of lighter and impact resistant materials, such as polymers, in vehicular systems is an important 

motivation for the automotive industry as these materials would make vehicles more fuel-efficient without 
compromising safety standards. In general, polymers exhibit a rich variety of material behavior originating from 
their particular microstructural (long molecular chains) behavior that is strongly temperature, pressure, and time 
dependent. To capture such intricate behavior, a number of polymer constitutive models have been proposed and 
implemented into finite element codes in an effort to solve complex engineering problems (see [1] for a review of 
these models). However, developing improved constitutive models for polymers that are physically-based is 
always a challenging area that has important implications for the design of polymeric structural components. 

 
The work describes the development of a material model for amorphous polymers based on a 

thermodynamic approach with internal state variables. The modeling approach follows current methodologies 
used for metals [2], and departs from spring-dashpot based models generally used to predict the mechanical 
behavior of polymers. To select the internal state variables, we used a hierarchical multiscale approach for 
bridging mechanisms from the molecular scale to the continuum scale. At this point of the work, we emphasize 
that molecular dynamics simulations results are mainly used as qualitative information for the continuum model. 
The continuum constitutive model applied a formalism using a three-dimensional large deformation kinematics 
and thermodynamics framework. The model predictions are then compared to compression, tensile and impact 
test data for a thermoplastic polycarbonate deformed at RT and at different strain rates.  

 
 Figure 1 presents the comparison between the model prediction and the experimental data for uniaxial 
compression at RT and different strain rates. All the curves show the expected features of the mechanical 
response for PC at temperatures below the glass transition: an initial linear elastic response followed by a non-
linear transition curve to global yield, then strain softening and subsequent strain hardening. The model predicts 
well the mechanical behavior for both loading and unloading. 
 

 
(a) 

 
(b) 

Figure 1: Comparison between model prediction and experimental data of PC in uniaxial compression at RT for 
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different strain rates: (a) 0.0005/s, and (b) 0.001/s. 

 
Figure 2 displays the model predictions on tensile tests at 0.0005/s and 0.01/s. We can notice that the numerical 
simulations predict qualitatively the test results for the different regimes. However, the model seems to 
underestimate the yield peak and the softening/hardening response. 
 

 
(a) 

 
(b) 

Figure 2: Comparison between model prediction and experimental data of PC in uniaxial tension at RT for 
different strain rates: (a) 0.0005/s, and (b) 0.01/s. 

 
Figure 3(a) displays a comparison of the force-displacement curve between the model prediction and the impact 
test for a velocity of 3 mm/s. Figure 3(b) displays the stress contour at the maximum of deflection. As depicted in 
the figure, the numerical simulation result is in good agreement with the test data. 
 

 
 

Figure 3: (a) Comparison between model prediction and experimental data for impact at 3 mm /s; (b) Stress 
contour at the maximum of deflection 
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ABSTRACT: The examination of the accuracy for a split Hopkinson pressure bar method with viscoelastic input 

and output bars (viscoelastic SHPB method), which is one of the methods of evaluating the dynamic properties for 

viscoelstic materials, is executed. The key-point for accurately determining the dynamic properties of low 

impedance materials lies in how to measure the moderate size of reflected and transmitted waves. Moreover, the 

loading at both ends of the specimen should be equal each other in this method. Polymethyl methacrylate (PMMA) 

bars are used as the input and output bars. The viscoelastic properties of PMMA are approximated to a 3-element 

solid model in advance through preliminary wave propagation experiments. The same model is used as the 

mechanical properties of specimens, and the value of the instantaneous modulus is changed. The shape of waves 

at the boundary and the gage position of the input and output bars as well as the specimen are analyzed using the 

Elementary theory. The stress distribution in the specimen is also examined. It is found that the dynamic properties 

of viscoelastic materials can be evaluated with good precision by viscoelastic SHPB method when the ratio of the 

input / output bars and the specimen of mechanical impedance is about 10-20%. Then, the viscoelastic SHPB tests 

are actually performed. The complex compliance of the specimens which represent the characteristics of materials 

is obtained. The dynamic properties of the specimen satisfied the condition obtained by the previously mentioned 

analysis can be evaluated with high accuracy. 

1. INTRODUCTION 

The history of split Hopkinson pressure bar method (SHPB method) is very old. It was developed to examine the 

impact plasticity of metallic materials by Kolsky in 1949 [1]. The SHPB method consists of holding a thin cylindrical 

specimen of a test material between input and output bars made of elastic metal. The applications to polymers or 

composite materials have been extended, and the SHPB method with viscoelastic input and output bars is widely 

used as a technique of evaluation of the dynamic properties of their low impedance materials. When polymeric 

materials are used for input and output bars, it becomes necessary to correct measured waveforms to take into 

account the attenuation and dispersion generated by the wave propagation. Wang et al. [2] first researched a 
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viscoelastic SHPB technique. Much research has been reported [3]-[5] about viscoelastic SHPB technique with low 

impedance materials at high strain rate. However, it is not clear that the accuracy of the viscoelastic SHPB method 

depends on the materials used. Therefore, the applicable condition of the specimens which can be evaluated by 

the viscoelastic SHPB method is clarified by both the experiments and the numerical results in this work. 

2. WAVE PROPAGATION IN VISCOELASTIC BARS 

Based on the Elementary theory, a longitudinal strain pulse ),( x  propagating in a thin viscoelastic bar can be 

written as following expression in the frequency domain: [6] 

xikx )}(exp{),0(),( ,      (1) 

where x ,  and i  are the coordinate along the rod axis, angular frequency and imaginary unit, respectively. 

The strain waves of arbitrary points can be calculated by Eq.(1). The attenuation coefficient  and the wave 

number  are the functions of k , and are related to the complex compliance as 
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where  is the material density. The complex compliance  is defined by the ratio of strain to stress as )(J
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When a 3-element solid model shown in Fig.1 is used especially, the real part  and the imaginary part 

 of the complex compliance are expressed as follows: 
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3. VISCOELASTIC SPLIT HOPKINSON PRESSURE BAR METHOD 

3-1 Correction of Waveform

Figure 2 shows a viscoelastic SHPB setup. A specimen is sandwiched between viscoelastic input and output bars. 

Strain gages  and  are situated on the input and output bars, respectively. A compressive wave generated by 

an impact of a striker bar propagates along the input bar toward the specimen, and is measured as an incident 

pulse  by the strain gage . Some part of the incident pulse is reflected at the bar / specimen interfaces, 

and is measured as a reflected pulse . also by the strain gage . The remaining wave penetrates the 

specimen and is measured as a transmitted pulse  by the strain gage . Let ,  and 

 be the Fourier transforms of the measured on the strain gages ,  and , respectively.  
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Fig.1 3-element viscoelastic model 
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78



Based on Eq.(1), the following equations can be derived for correcting the individual strain pulses to be the 

waveforms at the interface A or B (bar / specimen interfaces): 

})(exp{)()( 1
A likii ,      (5) 

})exp{()()( 1
A likrr ,      (6) 

})exp{()()( 2
B liktt ,      (7) 

where l1 indicates the distance between the interface A and the strain gage , while l2 denotes the distance 

between the interface B and the strain gage . The signs in exponential terms of Eqs.(6) and (7) must be pluses 

because reflected and transmitted pulses should be corrected in the opposite directions of their wave propagation. 

Making use of Eq.(5) to (7), the incident and reflected pulses can be corrected to be those at the interface A, while 

the transmitted wave can be corrected to be the value at the interface B. By applying the Fourier inverse 

transformation to Eqs.(5) to (7), corrected waveforms of incident, reflected and transmitted pulses in the time 

domain can be obtained as )(A ti , )(A tr  and )(B tt , respectively. 
3-2 Stress and Strain of Specimen

In a conventional SHPB method using elastic bars, stress S  and strain rate S  of a specimen are given by 

S

B
t

A
r

A
i

S A
AtttE

t
2

)}()()({
)( ,      (8) 

l
tttEt

B
t

A
r

A
i

S
)()()(

)( ,      (9) 

where , E  and A  denote Young’s modulus, density and cross-sectional area of the input and output bars, 

respectively.  and  show length and cross-sectional area of the specimen. Applying the Fourier 

transformation, and replacing the Young's modulus  by reciprocal of the complex compliance 

l sA

E )(J  of the input 

and output bars [7], we find the following equations for obtaining stress and strain of the specimen in the frequency 

domain: 
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When the stress in the specimen is uniform, the loads at the interface A and B are equal.  

)()()( BAA
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Then, the stress and strain of the specimen are given from substituting Eq.(12) into Eq.(10) and (11). 
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It is found that the stress and strain of the specimen can be calculated by the transmitted and reflected waves, 

respectively. When the Fourier inverse transformation is applied to Eq.(13) and (14), the stress and strain of the 

specimen in the time domain )(ts  and )(ts  can be obtained. 
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3-3 Evaluation of Viscoelastic Properties

The complex compliance of a test material can be calculated as the ratio of strain to stress of the specimen: 
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4. ANALYSIS OF WAVEFORMS USING ELEMENTARY THEORY 

4-1 Reflection and Transmission at Interface 

Consider uniform elastic bars  and  which contact at the interface as shown in Fig.3 [8]. When the incident 

wave )(ti  reaches the interface, some part of wave is reflected to the medium  as )(tr  and the rest is 

transmitted to the medium  as )(tt . Assuming the force equilibrium and continuity of particle velocity at the 

interface, )(tr  and )(tt  are obtained in terms of )(ti . Then, by applying the Fourier transform to their 

equations, the following equations for a viscoelastic medium in the frequency domain are obtained. 
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where  and A  represent the cross section of the bar and the material density correspondent to the medium 

, respectively.  is the functions of c , and denotes the propagation velocity of medium . Similarly, , A  

and correspond to the medium . Fractions in right sides of Eq.(16) and (17) are defined as the coefficients of 

reflection 

c

irR /  and the coefficients of transmission itT / , respectively. 

4-2 Calculation of Wave Propagation in Viscoelastic SHPB Method 

Figure 4 shows the calculated values of the strain wave propagation in input / output bars and a specimen in the 

frequency domain. Let the reflectivity and transmittance when a strain wave propagates from the input / output bars 

to the specimen be  and T , and let them when a strain wave propagates from the specimen to the input / 

output bars be  and T , respectively. When the same material is used for input / output bars, 

R

R R  is equal to 

 by Eq.(19). Based on Eq.(1), the terms of waveform change after propagating in the distance ,  and  

are expressed by follows, respectively: 
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where  and s  indicate the attenuation coefficient of input / output bars and a specimen,  and  denote 

the wave number of input / output bars and a specimen, respectively. 

k sk

A compressive wave at the strain gage  in the frequency domain assumed to be )(i  as shown in Fig.4. 

The wave reaches the interface A as )(1 iB , and part of it is reflected as )(1 iRB  and the rest is 

transmitted as )(1 iTB . Thus, the wave propagates repeating the reflection and transmission. Consequently, 

after propagating enough, the superposed wave signal )(r  and )(t  measured by the strain gage  and 

 can be calculated as follows: 
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Moreover, the stress )(A  and )(B  at the interface A and B can be calculated as following forms: 
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where  is the complex compliance of the stress bars. Applying the Fourier inverse transformation to Eq.(19), 

(20) and Eq.(21), (22), the strain and the stress in the time domain can be obtained, respectively. 

J

4-3 Reflected Wave and Stress at Both Ends of Specimen 

The input and output bars in the present SHPB method assumed to be made of PMMA. The viscoelastic behavior 

of PMMA was examined by preliminary experiments, and was identified by 3-element solid model 1E 4.17 GPa , 

4.40 102E 1 GPa and 2 2.25 MPa s shown in Fig.1. The mass density of PMMA is 1180 kg/m3. The length 

and the diameter of the input / output bars are 1800mm and 20mm. The length and the diameter of the specimen 

are 7.5mm and 15mm, respectively. That is, the slenderness ratio of specimen 0.5 which is widely used in 

SHB method. The distance  and  are 700mm and 50mm. Figure 5 indicates the strain wave at the gage 

position  as the initial condition. This is the waveform measured in the actual experiment by using the striker 

with the diameter of 15mm and the length of 100mm. The velocity of the striker bar is about 10m/s. Based on the  
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previously mentioned calculation method, reflected wave and stress at both ends of specimen are examined by 

changing the length and the characteristic value of the specimen. The specimen is also approximated to a 

3-element solid model, and the parameter of  is only changed. 1E

Figure 6 shows the reflectivity at the interface A (solid line) and the stress distribution in the specimen (dotted line). 

The horizontal axis denotes the ratio of the characteristic values of the input / output bars to that of the specimen, 

the left vertical axis indicates the ratio of the peak value of  to that of  and the right vertical axis is the 

ratio of the peak value of  to that of . The smaller the characteristic value of the specimen, the bigger the 

reflected wave is measured. The specimen of which the characteristic value is small has to be used in order to 

measure the bigger reflected wave. On the other hand, the smaller the characteristic value of the specimen, the 

bigger the difference of the load at both interfaces of the specimen is. The specimen of which the characteristic 

value is big has to be used in order to displace the specimen uniformly.  

r i

B A

It is necessary for the Viscoelastic SHPB Method to use the experimental condition in which the specimen is 

deformed uniformity and the reflected wave of suitable size are measured. When the ratio of the characteristic 

values of the stress bar to that of the specimen is about 10%, 0.99 and the error is about 1%. If the ratio 

of the characteristic values is lower than 10%, the error suddenly grows and the difference of the load at both 

interfaces of the specimen generates. In addition, when the ratio of the characteristic values is about 20%, 

0.03. If the ratio becomes lower than 20%, the value of  gradually grows and bigger reflected 

wave comes to be obtained. Consequently, the appropriate experimental conditions of the Viscoelastic SHPB 

Method is 10 20% in the ratio of the characteristic values of the stress bar to that of the specimen. 

AB /

ir / ir /

5. VISCOELASTIC SPLIT HOPKINSON PRESSURE BAR TEST 

The same sizes as the input / output bars and specimen in the analysis are used in the viscoelastic test. A 

polypropylene is tested as the specimen of one example. Figure 7 shows the experimental strain histories. Using 

Eqs.(5) to (7), the measured incident, reflected and transmitted strain pulses are corrected to be those at the 

interface A or B in the frequency domain. The stress and strain of the specimen is calculated by Eqs.(10) and (11). 

Then, the complex compliance of the specimen is obtained by Eq.(15) as shown in Fig.8. The white and black plots 

in the figure show  and . The vertical bar indicates the standard deviation. Frequency dependence of the 

complex compliance can be approximated as the solid lines depicted in the figure by use of the 3-element 

viscoelastic model. Viscoelastic parameters of the model determined by a graphical method are also given in the  

1sJ 2sJ
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figure. It is found that the 3-element viscoelastic model provides reasonable estimation of the dynamic behavior of 

the material.  of the input / output bars and the specimen are 4.17 GPa and 4.51 101E -1GPa, respectively. The 

ratio of each  is about 11%, and its value meets the requirement obtained by the analysis. Consequently, the 

dynamic properties of the specimen in the condition determined by the analysis can be evaluated at high accuracy 

in the viscoelastic SHPB method. 

1E

6. CONCLUSIONS 

The conclusions obtained from the present study are summarized as follows: 

 The technique for calculating the waveforms in the viscoelastic SHPB method was proposed using the wave 

propagation analysis based on the Elementary theory. 

 It was clarified that we have to use the experimental condition in which the ratio of the characteristic values of the 

input / output bars to that of the specimen is about 10 20% in the viscoelastic SHPB method. 

 It was found that the viscoelastic properties of the specimen in the condition determined by the analysis can be 

evaluated at high accuracy in the actual viscoelastic SHPB tests. 
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ABSTRACT 
The general idea of this paper is to produce TiB2 (ceramic particles) reinforced steel matrix composites. 
These ceramic particles are the best reinforcements for steel matrix composites because of their high 
thermal stability at higher temperature, high modulus of elasticity, good wetability, low density and their 
relative stability with steel matrix. This type of new composite family has received much attention as 
potential structural materials for their high specific strength and stiffness. Therefore, there is a significant 
interest in developing iron and steel matrix composites and evaluating dynamic behaviours due to their 
potential usage in automotive industry in future. Final purpose of this paper is to use of the steel sheet for 
the manufacturing of the lighted structure and manufacturing processes of this sheet. 
Titanium carbide and titanium diboride TiB2 reinforced steel matrix composites was therefore 
characterised by optical and scanning electron microscopy. Dynamic behaviours of the base metal and 
welded specimens have been tested to simulate under the impact-crash test conditions. 
 
Keywords: Steel matrix composites; Ceramic particles-TiB2; Dynamic crash test; Welding 
 
 
1. Introduction 
 
Recently, Metal Matrix Composites (MMCs) have received much attention in manufacturing engineering 
as potential structural materials for their high specific strength and stiffness [1-2, 3-6, 7-12]. Even if most 
of the work on MMCs is directed towards novel and light-weight engineering materials, there is also 
considerable interest in developing iron and steel matrix composites. Essentially, iron and steel matrix 
composites reinforced with TiB2/TiC ceramic particulates have been the focus of intensive investigation, 
due to their ease of fabrication, low costs and isotropic properties. Potentially, they have good wear 
resistance with an excellent combination of low density and high toughness values [1, 4, 5]. For this 
reason, by making of fresh, ultrafine and stable ceramic reinforcements, the MMCs can demonstrate 
outstanding mechanical properties [6]. Among various ceramic particulates, titanium carbide (TiC) and 
titanium diboride (TiB2) are possible materials because of their excellent properties, such as high 
hardness, low density, high melting temperature, high modulus, good wear and corrosion resistance [5, 7, 
10-12]. Effectively, this material is a very attractive application in automotive industry (for environmental 
car due to light and high toughness properties). However, several limitations associated with the use of 
pure TiC and TiB2 were found in literature [5-7, 9-12]. The high thermal expansion coefficient of TiC could 
lead to significant stresses across the preforms in the local reinforcing region, while the very high reaction 
heat released during the formation of pure TiB2 could cause different types of pores in the matrix. In a first 
mode of realization, the weight contents expressed in percentage, titanium and boron of steel are such 
as:  
2.5%  Ti  7.2%            (1) 
and also 
(0.45 x Ti)-0.35%  B  (0.45 x Ti) + 0.70%       (2) 
The second relation is written in an equivalent way  
-0.35  B  (0.45 x Ti)  0.70         (3) 
When  
B - (0.45 x Ti)  0.35          (4) 
The precipitation of Fe2B is much reduced, which increases ductility 
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This type of new composite steel is different from ultra high strength steels since here the specific 
stiffness is increased by at least %20. This is an important factor where stiffness is the design criterion 
mainly in car industry. These steels are prepared by continuous casting using actual industrial practices.  
This study entails two major themes. The first theme concerns microstructural evolution of the composites 
sheets as base and welded structures due to their potential usage in automotive industry in future. The 
second theme aims well understanding of the relation between microstructure and mechanical properties, 
notably weldability and ductile brittle transition temperature of these steel matrix composite (TiB2-RSMCs) 
sheets that recently invented and developed by ARCELOR Research Group – France [1]. 
Introducing these new composite steels in cars will reduce of the total weight. This is a major interest in 
general context of reduced fuel consumption and CO2 emissions for the new design of future car. In fact, 
for minimum mass design, it should be changed either Young's modulus, E and or Density,  for specific 
stiffness (according to the Ashby’s Diagram, performance index, Ip = E/ ). As shown in Figure 1, it seems 
that the best solution for design of stiffness of parts (Buckling for example); Young's modulus, E, can be 
improved by using the ceramic reinforced composites, MMC [2]. In this Figure, among other ceramic 
particulates, TiB

2
 appears to be the best reinforcement for weight reduction. This conclusion is based on 

mechanical and thermodynamic considerations as found both of the values for TiB2 (E = 565 GPa, = 

4,52 g/cm3). Typical microstructure (base metal) and stress-strain curve were indicated in the former 
report as given in the Figure 2 with work hardening evolution depending on the true strain [3]. 
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Figure 1a) Comparison of the potential weight reduction of different systems: steel/ceramics and b) 
Evolution of Performance index, Ip depending on Young's modulus, E and or Density [2] 
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Figure 2 Typical microstructure (base metal) and stress-strain curve with work hardening evolution 
depending on the true strain [2] 

 
2 Experimental conditions 
 
Initially, the plate materials with a thickness of 2 and 3mm were made of special continuous casting by 
ARCELOR Research Group-France. After that only one fusion line welded by Gas Tungsten Arc (GTAW) 
process has been applied on the sheets. Two different compositions given with a code of 95A and 105 A, 
were examined. The values of carbon and manganese are 0.04% and 0.40% respectively.  
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Basically TiB2 ceramic particulates were used as reinforced materials in the iron matrix. All other details 
can be found easily in the documents [1, 3]. 
First of all a detail metallographic analysis has been carried out. Evolution of TiB2 ceramic particulates 
were observed in the weld bead-metal (WM) and Heat Affected Zone (HAZ) and Base Metal BM with 
surface percentage porosity, etc. Secondly, micro hardness and micro indentation tests have been done 
on the polished metallographic specimens. Micro hardness test were measured on the Schimadzu 
machine across the welds under 200g of load (HV) for both of the compositions. Micro indention study 
has been carried out on the standard instrument: MHTX S/N: 50-0121 with system and measurement 
parameters given here; 
Contact Fn: 10 mN, Approach speed of indenter: 25 %/min, Acquisition rate: 10 Hz, Linear Loading 
for maximal load: 1000 mN and also Loading & Unloading speed: 2000 mN/min finally dwell time: 
5s. Micro indentation results were compared with that of the numerical analysis carried by using 
ABAQUS Code.  
Finally, for toughness evaluation of the TiB2-RSMCs, impact –crash- tensile tests (ITT) have been carried 
out at different temperatures on the test specimens with a special geometry containing a smooth part 
(BM) and notched part (WM) with a special device mounted on an impact pendulum [7, 8]. Fracture 
surfaces of the broken specimen with ITT were analysed by means of Scanning Electron Microscope 
(SEM) to understand the damage behaviour of the TiB2-RSMCs specimens under crash. 
 
3 Results and Discussion 
 
3.1 Microstructural evaluation 
 
The microstructural evaluation of the results showed that different mechanisms of evolution of 
reinforcements in steel matrix were effective. First of all, this evaluation gave us information on the size 
effect and distribution of the ceramic particulates in the matrix. The morphology of the ceramic 
particulates and the matrix has been evaluated in metallurgical point of view. This information has allowed 
understanding the cohesion and wetability of the ceramic particulates with matrix. 
Generally, TiB2 ceramic particulates grew in hexagonal prismatic or rectangular shape. The micrographs 
given in Figures 3 and 4 show the morphology and distribution of TiB2 reinforcements produced in steel 
matrix given in three different zones (Weld Metal, WM, Heat Affected Zone, HAZ and also Base Metal, 
BM) for the codes 95A and 105A respectively.  
 

     
a) 95A, etched WM   b) 95A, etched BM   c) 95A, WM-Fusion Line-HAZ 

     
d) 95A, Weld bead and detail of the liaison zone         e) detail of Base Metal 

 
Figure 3 Evolution of the microstructure of TiB2-RSMCs specimens for the composition of Code: 95A In 

three different zones: WM, BM and also HAZ with liaison zone 
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     a) 105A, etched, WM   b) 105A, etched, BM           c) 105A, WM-Fusion Line-HAZ 

 
Figure 4 Evolution of the microstructure of TiB2-RSMCs specimens for the composition of Code: 105A In 

three different zones: WM, BM and also HAZ 
 
In fact, solubility of iron in the TiB

2
 remains less than 4 % it means that system Fe/TiB

2
 keeps intact the 

mechanical properties of TiB
2
. 

In the system Fe-B-Ti, TiB
2
 precipitates in steel by eutectic solidification (this avoids the primary 

precipitation of borides in the liquid metal). (Volume fraction is variable between 13 % and 15 %, eutectic 
composition). These values were found with the surface percentages of the TiB2 ceramic particulates 
calculated by image analysis found for two compositions of the codes 95A and 105A. Weld Bead, after 
solidification, gives regularly a dendritic structure for both of the compositions. This type of structure is 
always developed around the ferrite nuclei. This solidification type gives a eutectic nature that is adapted 
to high volume continuous casting process.  
 
 
3.2 Evaluation of micro hardness and micro indentation and impact tensile behaviour 
 
Micro hardness measurements are shown in the Figures 5a and 5b. as the mean values for three 
different zones (BM, HAZ, and WM). Each zone contains the mean values of 5 measurements taken from 
the each zone for two compositions. It seems that the steel composition – code 105A gives the higher 
values than that of the steel composition – code 95A. Probably, this case is related to the population of 
TiB2 particles distributed in the matrix that is a little bit higher than that of the composition – code 95A. 
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Figure 5 Micro hardness values measured on the three different zones, BM, HAZ and also WM, a) for the 
code-95A and b) for the code-105A 

 
Additionally, the measurements values of micro indentation have been summarised in the Table 1 for 
each zone (BM, HAZ and WM) of two compositions and micro indentation values were taken only on the 
ceramic plates. This test gave useful information about the Young modulus and critical hardness values in 
each local zone. Evolution of micro indentation test during the penetration has been also established 
depending on the applied load. In this case, useful information can be obtained by means of the evolution 
of applied force with time that can be obtained more detail information about the mechanical properties of 
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the each zone of the steel matrix composite. Typical micro indentation prints taken on the matrix and also 
on the TiB2 ceramic particulates have been shown in the Figures 6a and 6b.  
Evolutions of micro indentation during the penetration have been indicated depending on the applied 
load. Naturally, indentation curves (loading/unloading curve) for both of these compositions can be drawn 
from these evaluations. These curves give an easily analysis for the elasto-plastic zones separately 
during the micro indentation. 
The next idea after the micro indentation test is to see the levels of the stress distribution just under the 
indenter as a function of the applied load. By this way, the plastic zone in the local zone where the 
contact with indenter occurred. A numerical study has been carried out by using ABAQUS code. 
Numerical application was given here only for the steel code 105A.  
Figure 7 indicates the stress field distributions for “S11” and “S22” just under the micro indenter in the 
contact zone during the last increment loading step respectively. Here, the site of the plastic zone on the 
contact axis but well under the contact area (typical observation of “Hertz” point). Thus it is easy to obtain 
the curve for the evolution of the plastic energy depending on the time during the loading and unloading 
step as indicated in the Figure 6. 
 

Table 2 Micro indentation results given for three different zones (BM, HAZ and WM) 
Base Metal Code 95A Code 105A Heat Affected Zone Code 95A Code 105A
Depth (μm) 4.75 4 Depth (μm) 3.8 3.7 

Indentation HV 222 307 Indentation HV 298 315 
Young Modulus (GPa) 160 278 Young Modulus (GPa 180 218 

 

Weld Metal Code 95A Code 105A Only ceramic TiB2 Code 95A Code 105A
Depth (μm) 3.4 3.4 Depth (μm) 1.5 1.2 

Indentation HV 345 334 Indentation HV 3188 2998 
Young Modulus (GPa) 202 232 Young Modulus (GPa 360 369 

 

    
a) 95A, loading-unloading    d) 105A, loading-unloading 

Figure 6 Evolution of micro indentation during the penetration depending on the applied load showing by 
indentation (loading-unloading) curves for the steel codes 95A, and 105A 

 
Finally, true displacement levels have been indicated as a function of true distance just at the contact 
zone in the Figures 8a and 8b for different increments during the loading - unloading steps respectively. It 
is very useful tool for evaluation of the critical value for the passage to the plastic zone for each local area 
of the tested materials. 
Finally, in order to study the mechanical damage and evaluate the toughness evaluation of the TiB2 
reinforced steel matrix composites (TiB2-RSMCs), impact – crash - tensile tests (ITT) have been carried 
out at different temperatures on the test specimens with a special geometry. As indicated in the 
experimental section, the specimens including a smooth part (BM) and notched part (WM) with a special 
device mounted on an impact pendulum [8]. All other details for this type of test technique can be found in 
the references 8 and 9. According to the testing conditions and material toughness, fracture occurs in one 
of these two zones with a very sharp transition [8, 9].  
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Figure 8 Stress fields “S11” (left) and “S22” distribution under the indenter for the steel code 105A in the 

contact zone at the last increment loading step 
 
 

   
Figure 7 True displacement versus true distance curves in loading step (left) and in unloading step (right) 

for different increments at the contact zone 
 
The Figures 9a and 9b show the evolution of the Ductile – Brittle Transition Temperature (DBTT) of the 
different grades of TiB2 reinforced steel matrix composites. Thus, for the steel code 105A, the DBTT are 
found to be around -13°C and -30°C for the thicknesses of 3 mm and 2 mm respectively. Energy levels at 
the fracture cases vary between 20J and 60 Joules respectively for this series. These results are related 
basically the surface percentage of the TiB2 reinforced plates in the steel matrix. It means that the higher 
surface percentage and heterogeneous distribution of the TiB2 reinforced plates in the steel matrix gives 
the lower resistance to the impact conditions and naturally gives a weak ductile-brittle transition 
temperature. Meanwhile, these values are determined to be -5°C and -39°C for the steel code 95A, for 
the thicknesses of 3 mm and 2 mm respectively. The higher resistance to impact conditions with the steel 
code 95A is observed for the reasons discussed just above in this text. Energy levels at the fracture 
cases vary between 20J and 60 Joules respectively for this series. 
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Figure 9 Ductile Brittle Transition diagram, DBTT of TiB2 reinforced steel matrix composites for the 
specimens taken from the steel code of 95A and 105A in case of two thicknesses (welded joints, GTAW) 
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Only for information about the dynamic damage behaviour after the impact tensile test, the fracture 
surfaces of the broken specimens for the codes 95A and 105A were analysed by Scanning Electron 
Microscopy, SEM (Figures 10a and 10b). SEM pictures show typical cleavage surface in case of brittle 
fracture of the specimens. There is quasi no porosity and there is any debonding of the TiB2 particles 
from steel matrix on the studied specimens (Figures 11a and 11b). However, very small secondary cracks 
just under the fracture surfaces in some of the specimens (only for the code of 105A). 
 

     
 

Figure 10a Fracture surfaces of the steel code 95A obtained after impact-tensile-crash test: Ductile 
fracture (left) and Brittle fracture showing a cleavage surface (right) 

 

    
 

Figure 10b Fracture surfaces of the steel code 105A obtained after impact-tensile-crash test: Ductile 
fracture (left) and Brittle fracture showing a cleavage surface (right) 

 
 
4 Conclusions 
 
-TiB2 particulate reinforced MMCs sheets were successfully manufactured as proposed in the in the 
reference 1 Patent (ARCELOR MITTAL-RESEARCH).  
-In the system Fe-B-Ti, TiB

2
 precipitates in steel by eutectic solidification, this avoids the primary 

precipitation of borides in the liquid metal. 
-Weldability of this new steel family has a big potential success in manufacturing engineering 
-Weld bead shows finer eutectic structure. 
-There is no abnormal evolution in HAZ (e.g. grain growth) 
-Preliminary works suggest that this product (originally developed for the car industry) should find other 
applications for all of the structures designed by stiffness (ex: energy domain, road transport and 
railway...). 
 
 
Acknowledgement 
This project “ANR-ADRERA” is going on. The financial support by the ARCELOR-MITTAL Research 
Group, France is gratefully acknowledged. 
 

91



   
a) 

      
b) 

Figure 11a) Composite steel sheet Code 105A EDS Analysis on the fracture surface (Brittle cleavage) 
and b) secondary crack observed under the notch (left) and in the weld part (right) 
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ABSTRACT 
 

A nonlinear viscoelastic nanoindentation analysis was conducted for polyvinyl acetate (PVAc) with a glass 
transition temperature of 29 °C. Nanoindentation using an MTS Berkovich nanoindenter was made on PVAc at 
different depths. The load-displacement curves were determined using nanoindentation. A nonlinear viscoelastic 
model was implemented in ABAQUS/Standard Code to analyze the nonlinear visceoasltic behavior of PVAc 
under nanoindentation. The effects of nonlinearity on the load-displacement curves, as well as on the indent 
impression were investigated.  

1. Introduction 

Nanoindentation is an effective technique to measure mechanical properties of small amounts of 
materials which would be a challenge for conventional tests. It is also an effective measurement technique to 
characterize material behavior at micron/submicron scale and can be applied to heterogeneous materials with 
mechanical properties varying spatially. Nanoindentation measurement involves 3D stress state and nonlinearity. 
Despite the fact that nanoindentation technique for measurements of some properties of elastic-plastic materials 
has been well established [1], nanoindentation on viscoelastic materials is not fully understood especially in 
nonlinear viscoelastic region. Polymers with low glass transition temperature, i.e. Polyvinyl acetate (PVAc) which 
has Tg=29°C, often shows negative unloading slope, giving nagative contact stiffness under nanoindentation. In 
this case, elastic solution is not applicable.  

In this investigation, nonlinear viscoelastic properties of PVAc were determined by nanoindentation tests. 
Load-displacement curves were recorded using nanoindentation at different indentation depths. 
ABAQUS/Standard code with user defined subroutine was used to analyze the nonlinear viscoelastic behavior of 
PVAc under nanoindentation. 

 

2.  Nonlinear Viscoelastic Model  

Three dimensional, nonlinear viscoelastic Burger’s model for variable stress is expressed as:  
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The components of the total strain tensor are the summation of elastic, steady creep, and transient creep 
components, 
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where n  is the number of Voigt units as shown in Figure. 1.  

Eqs. (2) and (3) can also be written in integral form: 
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Figure. 1  Nonlinear Burger’s model 

 

A simple, stable integration operator for these equations is the central difference operator:  
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where  f  is some function, tf  is its value at the beginning of the increment, f  is the change in the 

function over the increment, and t  is the time increment.  

Jacobian matrix  of the constitutive model, with  being the stress increments and  being the 

strain increments, can be derived by applying this to the above rate-dependent constitutive Eqs. (1)-(3).   

Applying the central difference method to the elastic strain component as depicted in Eq. (1), yields 
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 The stress and strain vectors for 3-D problem as defined in ABAQUS are 
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 Therefore the elastic compliance matrix (
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 Similar procedure is applied to Eq. (2) for steady creep component, gives 
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The compliance matrix of steady creep ( 
kl

s
ij ) can be written as 
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Finally for the transient creep component as defined in Eq. (3),  
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The compliance matrix of transient creep (
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 From Eq. (4), total compliance is 
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 By inversing the total compliance matrix, system stiffness matrix (Jacobian matrix) 
kl

ij  can be 

obtained from Eq. (11).  

It should be noted that above Jacobian matrix takes into account of only the elastic deformation and 
creep deformation induced by stress increment. It can be seen from Eqs. (6) and (9), aforementioned creep strain 
is just a small part of the total steady and transient creep strain. The rest of the creep strain is developed over the 
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time period of the time increment and controlled by stress status. An artificial stress increment is introduced to 
include this creep strain into the system equation. This part of creep strain can be extracted from Eqs. (6) and (9) 
as  
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A stress increment C  is then added into the system equation to account for the creep strain in 
Eq. (12), with C being the Jacobian stiffness matrix calculated from Eq. (11). 

 

3. Nanoindentaion Measurements on PVAc 

An MTS Nano Indenter XP system was used for the nanoindentation measurements. This indenter can 
reach a maximum indentation depth of 500 m and a maximum load of 500 mN. The displacement and load 
resolutions are 0.2 nm and 50 nN, respectively. Berkovich indenter tip, made of single crystal diamond, was used 
in this investigation.  The nanoindentation tests were conducted in the air at room temperature (23°C) under a 
relative humidity about 50%. Figure 2 shows the load-displacement curves from nanoindentaion with 0.05 mN/s 
loading/unloading rate of different loading time.   

 
Figure 2. Load-displacement curves from nanoindentation (0.05mN/s)  

 

4. Simulation of Nanoindentation on PVAc: 

  In this simulation work, a 3D rigid Berkovich indenter tip model using shell elements was created. 
Because of symmetric geometry structure of indenter tip, only 1/6 of entire PVAc sample is needed the simulation 
which takes shorter time to run than the entire model case. The symmetric boundary conditions were applied on 
the PVAc sample to obtain the identical boundary condition as entire model was used. The Berkovich indenter tip 
and PVAc part are shown in the Figure 3. A user defined subroutine code for ABAQUS/Standard [2] was 
developed based on the algorithm introduced in the section 2. To explore the nonlinear viscoelastic material 
properties of PVAc, an inverse problem has been solved to obtain the parameters for the nonlinear viscoelastic 
model as mentioned previously. Different parameters were used as input for the material model to run the 
simulation, and output load-displacement curves were compared with the experimental results.  By adjusting the 
input parameters of material model, the simulation output curves are able to agree with the experimental results 
for some certain parameter values.[3] These values were determined as the parameters for the nonlinear 
viscoelastic model. After a reasonable agreement was reached, the same parameters were used in different 
loading /unloading time cases were simulated as well to indicate the viscoelastic response of the material model.  
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Figure 4 illustrates the load-displacement curve comparison between simulation results and experiment 
data at 50s, 75s, 100s and 125s loading/unloading times. All the simulation curves agree well with the 
experimental results which show the capability of this nonlinear viscoelastic model to describe the properties of 
PVAc. The input parameters obtained from simulation which output the agreeable curves with experimental 
results were listed in Table 1. while steady creep parameters ms=0.75. The stress and displacement distribution 
along the loading direction from simulation are shown in Figure 5. It is worthy to note that the residual stress and 
displacement still exist after unloading of the indenter tip. This is associated with the viscoelastic response of 
material.  

 

 
Figure. 3   FEA simulation model: Berkovich indenter using rigid shell element and 1/6 symmetric PVAc 

sample 
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(a)                                                                                     (b) 

 
(c)                                                                                     (d) 

Figure 4.  Simulation result (a) 50s loading/unloading time.(b) 75s loading/unloading time.(c) 100s 
loading/unloading time. (d) 125s loading/unloading time. 

 

Table 1. Transient creep parameters 

 

 N=1  N=2  N=3  N=4  N=5  N=6  N=7  N=8  

Ct  0.23  0.1  0.1  0.05  0.05  0.05  0.05  0.05  

mt  0.1  0.15  0.15  0.25  0.3  0.3  0.3  0.3  

T  (s)  0.25  3  50  100  125  150  250  300  
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(a)                                                                        (b) 

 

 (c)                                                                        (d) 

Figure 5. Simulation results. (a). Stress z (GPa) distribution after loading. (b). Stress z (GPa) 
distribution after unloading. (c). Displacement ( m) along z axis after unloading. (d). Displacement ( m) 

along z axis after unloading. 

 

5. Conclusion 

Nonlinear viscoelastic Burgers model can be implemented in ABAQUS/Standard simulation with a user 
define subroutine to analyze nanoindentation experimental results. Simulation results were compared to 
nanoindentation experiments with reasonable agreement at different indentation depth. Results show that the 
model could possibly simulate the indentation depths from 800 nm to 1500 nm. 
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2. Theoretical analysis 
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3. Finite element computations 

3.1 Details of the computational modelling.
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Example A. Indentation of a cylindrical indenter with irregular shape into a 

composite substrate.  
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Example B. Indentation of a cylindrical indenter into a substrate containing one 

particle.  
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3.2 Results and discussions
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ABSTRACT 
Instrumented indentation is a powerful tool for probing small-
as polymers, composites, and biomaterials [1-3]. Since many soft materials deform viscoelastically, it is important 
to develop robust analysis methods for obtaining viscoelastic properties from indentation measurements.  
Extending the early work by such pioneers as Lee [4], Radok [5], Lee and Radok [6], Hunter [7], Gramham [8], 
and Ting [9], a number of authors have recently proposed methods for determining viscoelastic properties from 
indentation measurements [10-33].  In this presentation, we will discuss our recent results on modeling 
instrumented indentation in linear viscoelastic solids [34-40]. We will first examine the relationships between initial 
unloading slope, contact depth, and viscoelastic properties for various loading conditions, including load- or 
displacement-control [35-37]. We will then discuss several commonly used methods, such as the "hold-at-peak-
load" and "hold-at-the-maximum-depth" techniques [38]. We will also evaluate methods for obtaining storage and 
loss modulus using dynamic indentation using either spherical or pyramidal indenters [39]. Furthermore, we will 
discuss a set of newly proposed methods for measuring shear relaxation modulus and creep compliance using 
axisymmetric indenters of power-law profiles [40]. Results on indentation in viscoplastic solids will also be 
presented. These investigations may help improve instrumented indentation techniques for measuring mechanical 
properties of soft materials. 
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ABSTRACT 

Nanoindentation was conducted on sand grains to measure the Young’s modulus, hardness, and fracture 
toughness of individual sand grains. An inverse problem solving approach was used to determine the stress-strain 
relationship of sand by allowing finite element simulated load-displacement relationship to agree with 
measurement data. A cube-corner indenter tip was used to induce cracks emanating from the corners of the 
indenter tip to measure the fracture toughness. X-Ray Diffraction (XRD) technique was used to determine the 
crystal structure of sand grains. 

1. Introduction 
 
As a granular material, sand is conglomerate of discrete particles held together (but not bonded) with 

significant void space (50-64%) in between. Mechanical properties of sand grains, such as the Young’s modulus, 
hardness, fracture toughness, and stress-strain relationships are of particular importance since their individual 
behavior dictates the overall behavior of the sand at macro scale.  Moreover, the mechanical properties of the 
grains can vary with the mineral composition of sand, size, defect structure, and crystal orientation. The effect of 
grain size is due to the fact that larger grains would contain higher number of defects in the form of voids and 
ridges as well as cracks which may yield mechanical properties different than the smaller grain sizes. Furthermore, 
since the smaller sand grains usually stay at top layers and may affect more by wind while larger sand grains 
usually settles at bottom that may affect more by pressure which may cause different crystal structures and 
mechanical properties of sand grains with different sizes. 

 
Nanoindentation technique is widely used to extract mechanical properties of small volume of materials. 

In this investigation, we have carried out nanoindentation tests using a Berkovich indenter on six different size 
groups of sand grains and recorded the load-displacement data. Young’s modulus and hardness were obtained 
directly from the MTS Testworks software output based on the analysis of unloading segment using the method 
developed by Oliver and Pharr [1]. The representative stress-strain curves for different size samples were 
obtained, corresponding to the representative modulus and hardness obtained, for solving an inverse problem to 
determine the stress-strain relationship using FEM. Cubecorner nanoindenter tip was also used to generate 
cracks for measurement of fracture toughness. In all the cases the indent impressions were obtained using (MTS) 
NanoVision module. The lengths of the cracks developed were used to determine the range of fracture toughness 
values for the sand grains. Statistical analysis was conducted to determine the variability in the mechanical 
properties of sand grains. 
 
2. Sand sample characterization 

 A sample of Eglin sand was washed and subsequently dried in an oven. The sample sand used for 
nanoindentation has widely distributed sizes. Multidirectional shaker was used to determine the size of the sand 
grains. The sieves use metal wire cloth with A.S.T.M. E-11 standard sieve series. To separate different sizes of 
the sand, the sand agglomerate is vibrated through a series of progressively smaller sieves that are stacked on 
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top of one another. After 10 minutes shaking time, the sand that falls through a mesh is given the designation of 
passed weight and the sand that remains on top of that mesh is designated as remaining weight. The passed 
weight versus grain size curve was plotted to obtain the sand size distribution curve as shown in Figure 1. 

 
Figure 1. Size distribution curve of sand grains 

In order to detect the crystal structure of sand grains, x-ray diffraction (XRD) tests were conducted on 
sand grains with different sizes. The XRD results were shown in Figure 1. The diffraction patterns of six sizes of 
sand grain samples are demonstrated in Figure 2 (a). Since the sand grains samples are randomly selected, the 
intensity values may vary for different batches thus are not given in the figure. Although most of the diffraction 
peak angles are same, there are some differences between these six patters which indicate sand grains with 
different sizes may have different crystal structures caused by different material constituents, defect structure etc. 
Comparing sand diffraction data against the database maintained by the International Centre for Diffraction Data, 
it is found the 0.212 mm size sand grain pattern can almost fully match the quartz diffraction pattern (Figure 2 (b)).  

 
(a)                                                                 (b) 

Figure 2 (a) X-ray Diffraction pattern of Eglin sand grains.(b) X-ray Diffraction pattern comparison of quartz and 
0.212 mm Eglin sand grains 

The sand grains were embedded in an epoxy matrix and mounted in a sample holder. The samples were 
wet polished using an alumina abrasive powder (from Buehler Inc.) in water slurry. To obtain a smooth surface 
suitable for nanoindentation, the maximum abrasive size used in the final polishing was 50 nm. Figure 3 shows a 
polished sand surface with different grains oriented in different directions. 
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Figure 3.  Magnified image of polished sand grains in an epoxy matrix 

 

3. Nanoindentation tests in sand grains 

An MTS Nano Indenter XP system was used for the nanoindentation measurements. This indenter can 
reach a maximum indentation depth of 500 m and a maximum load of 500 mN. The displacement and load 
resolutions are 0.2 nm and 50 nN, respectively. Both Berkovich and cube-corner indenter tips, made of single 
crystal diamond, were used in this investigation.  Nanoindentations were made on flat, polished sand grain 
surfaces under constant rate of loading.  

 
Nanoindentations were carried out on 6 different sizes of sand grains with one test per grain. Young’s 

modulus and hardness were obtained using the slope of the unloading curve and the values of load and contact 
area at maximum indentation depth. These were a direct output from the nanoindentation software. The 
distributions of modulus and hardness values are plotted in Figures 4 and 5, respectively. Six sizes of sand grains 
were embedded into the epoxy and polished separately. Nanoindentation measurements were conducted on 
these six samples. Table1 listed the Young’s Modulus and Hardness of sand grains with different sizes from 
nanoindentation. 

 
Using Weibull distribution function, we determined the median value (corresponding to P50 value) for 

Young’s modulus of the six sizes of sand grains to be 97.44 GPa, 102.08 GPa, 108.9 GPa, 80.82 GPa, 77.48 
GPa and 71.48 GPa respectively and hardness to be 13.21 GPa, 14.62 GPa, 15.55 GPa, 11.83 GPa, 10.92 GPa 
and 10.91 GPa respectively. Scattering in the data is attributed to different types of sand grains due primarily to 
variations in the material constituents, defect structure, and crystal orientations.  
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                                           (a)                                                                          (b) 

   
                                           (c)                                                                          (d) 

 
                                            (e)                                                                          (f) 

Figure 4(a): Weibull plot of Young’s modulus from nanoindentations on 0.6 mm sand grains. (b): Weibull plot of 
Young’s modulus of 0.5mm sand grains. (c): Weibull plot of Young’s modulus of 0.425 mm sand grains. (d): 
Weibull plot of Young’s modulus of 0.3mm sand grains. (e): Weibull plot of Young’s modulus of 0.212 mm sand 
grains. (f): Weibull plot of Young’s modulus of 0.15 mm sand grains. 
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Figure 5(a): Weibull plot of hardness from nanoindentations on 0.6 mm sand grains. (b): Weibull plot of hardness 
of 0.5 mm sand grains. (c): Weibull plot of hardness of 0.425 mm sand grains. (d): Weibull plot of hardness of 0.3 
mm sand grains. (e): Weibull plot of hardness of 0.212 mm sand grains. (f): Weibull plot of hardness of 0.15 mm 
sand grains. 
 
 It is well known that sand grains would generally behave in a brittle material under load. In order to estimate 
the fracture toughness, a formula derived by Pharr et al. [2] was used, 
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where  is an empirical constant which takes into account, the geometry of the indenter tip (for a cube-corner tip  
= 0.032). Before proceeding with the nanoindentation on sand grains, a sample test was run on a standard fused 
silica sample (results not included here). The average value for fracture toughness obtained was 0.6 MPa-m0.5 
which is in reasonable agreement with the value reported for fused silica by Harding  (1995) [3]. 
  
 For sand, the values of the elastic modulus (E) and hardness (H) were obtained using the Berkovich 
nanoindenter tip prior to indenting with a cube-corner tip. Since we are interested in the ratio of E/H from the 
nanoindentation tests, we obtained an average value for the ratio as 8.5. In Eqn. (7), c is the crack length and can 
be determined from the surface scans obtained (two of the scans along with inverse images) are shown in Figure 
6. Both 3D inverse images and 2D nanoindentation residual images are shown for details on the crack formation 
and fracture. It may be noted that due to slight errors in the alignment and inhomogeniety of the sand grain, it is 
rather difficult to induce three cracks with equal length. When there are differences between the crack lengths 
from the same indent, we have taken the average crack length for a particular indent. The histogram of the 
fracture toughness values obtained is shown in Figure 7(a) and the Weibull distribution in Figure 7(b). From the 
Weibull distribution, median value for the fracture toughness observed was 2.32 MPa-m0.5 (range 1.3 to 4.0 MPa-
m0.5). 

 

 
Figure 6: 2D residual surface profile and 3D inverse image showing cracks generated after nanoindentation using 

a cube corner tip at maximum load of 60 mN 

 
Figure 7(a): Distribution of fracture toughness for nanoindentations on different sand grains 
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Figure 7(b): Weibull plot for fracture toughness from nanoindentations on different sand grains 

4. Stress-strain response of Eglin sand grains 

To determine the material properties parameters for granular sand material, nanoindentation experiment 
was modeled using FEM. To predict the elastic-plastic properties, von Mises yield criteria was used along with 
isotropic hardening to simulate the deformation characteristics of a sand grain. The plastic behavior under 
compression was assumed to satisfy the power law (Ramberg-Osgood) relationship between true stress and 
strain as  

  for  (2) 
where n is the work hardening exponent, K is the reference stress value, and  is the equivalent strain,

pyijij , where y  is the yield strain and p  is the plastic strain. The von Mises equivalent stress 

is given as, ijij2
3

.  

Within the linear elastic limit, 
E , for y           (3) 

where E is the Young’s modulus. In this work, ABAQUS V6.8-4 standard [4] was used to perform the calculations, 
assuming finite deformation characteristics. However, it is time consuming if the calculation only depends on 
fitting the simulation output with the experimental results since there are only a few parameters can be measured 
using nanoindentation, e.g. Young’s modulus and parameter coupling effect might also increase the difficulty to 
obtain the reasonable values of material parameters, e.g. exponent of power law equation and yield stress. 
Therefore, a more efficient method should be concerned to overcome these problems. [5] reported a method to 
extract the stress-strain curve of single crystal materials by FEM simulation based the nanoindentation data. Their 
work is based on a relationship between hardness and flow stress first provided by Tabor [6] which is shown as 
the equation (4) 

   (4) 
where C  is the “constraint factor” depending on the angle, , of indenter and flow stress is a characteristic value 
of plastic strain. The characteristic strain ( char) is able to be obtained for a given indenter angle. There have been 
several efforts to obtain the stress-strain curve by relating the hardness to stress and the indenter angle to 
characteristic strain. The power law equation of stress-strain relationship can be written as  with 
the assumption linear elastic up to the yield strength. By combing equations (2), (4) and taking the logarithm, the 
hardness can be expressed as a function of E, y, C  and char, which is shown as equation (5), 

 (5) 

where the unknown values are only exponent n and yield stress y for a given indenter angle. In this work, finite 
element simulation is used to solve the inverse problem to obtain the values of n and y for the different size Eglin 
sand grains. Young’s modulus, E, and hardness, H can be measured from nanoindenation experiments. We used 
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C  and char values reported in [5] to calculate the input parameters n and y for the FEM simulation. As mentioned 
previously, nanoindentation simulation results may be affected by parameters coupling, but based on equation (5) 
the two unknown parameters are dependable to each other, therefore, we just need to estimate one parameter 
and another value can be obtained using the equation automatically. In this case, only one parameter is estimated 
for the model’s input and parameter coupling effect between yield stress and exponent has been considered. 
 

The configuration for the FEM simulation of nanoindentation is shown in Figure 8. The Berkovich indenter 
was simulated based on its three sided pyramidal geometry. Because of the Berkovich indenter’s axisymmetric 
geometry, only one sixth of the entire model was used in this simulation to concern the computational time. The 
displacement history from the experiment was given as input for the FE analysis. Poisson’s ratio which was taken 
as 0.18 was used in this simulation and the values of Young’s Modulus which is close to P50 value has been 
selected for different sizes. Also, the corresponding hardness values are substituted into equation (5) to calculate 
the unknown parameters. The different yield stress values were used to calculate the exponent value for the 
power law equation which is the input for the plastic behavior of sand. The output of the FE analysis was the 
resulting reaction force or load. This numerical load was plotted versus the displacement into the surface, to give 
load-displacement curve from the simulation. The mesh size selected was tested for convergence of the load-
displacement curve. By changing the yield stress values for different size samples and compare the simulation 
output with experimental results until the reasonable agreement was reached, we can adjust the two unknown 
material parameters. The best-fit parameters were then used to determine the effective stress-strain relationship 
for the Eglin sand grain sample.  

  

 
Figure 8 Side view and top view of axisymmetric Finite Element Analysis model for nanoindentation on 1/6 

spherical sand grain using berkovich tip 
 

It should be noted that the maximum strain up to which the stress-strain curve is valid, using this 
approach, is limited by the strain produced by the nanoindentation test [7]. No cracks were observed by 
examining the indent impressions (for the Berkovich indenter tip) obtained from Nanovision. Thus, the continuum 
plasticity material model was justified. As stated earlier, we used an inverse problem solving approach to 
determine the stress-strain relationship of sand at granular level by correlating the FEM simulated 
nanoindentation load-displacement data with the measured results. From the Figure 9, we can see the simulation 
results agree with the experimental results reasonably well. For all these six different sizes samples, and based 
on the representative experimental data P50, the values for yield stress and exponent of power law equation are 
about 2 ~ 3GPa and 0.99 ~ 1.15 respectively. These values with the measured Young’s Modulus values can be 
used as the material parameters for the elastic-plastic constitutive model for Elgin sand grains.  
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(a)            (b) 

 
   (c)          (d)  

 
   (e)           (f) 

Figure 9 Comparison of experimental and simulation results for different size samples. (a): 0.6 mm sand grains. 
(b): 0.5mm sand grains. (c): 0.425 mm sand grains. (d): 0.3mm sand grains. (e): 0.212 mm sand grains. (f): 0.15 
mm sand grains. 
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In order to assess the granular level mechanical behavior of sand, nanoindentation tests were conducted 
on individual sand grains to characterize their mechanical properties, namely, Young’s elastic modulus, hardness, 
fracture toughness, and stress-strain relationship. Properties of six sizes of sand grains were concluded to obtain 
the size effect. As can be expected, a wide variation in the granular properties of sand was observed. Larger sand 
grains were found to have larger Young’s modulus and hardness. The overall Young’s modulus for the Eglin sand 
grains was found to be 90.38 GPa (range 33.4 to 119.8 GPa), hardness to be 12.84 GPa (range 4.2 to 20.3 GPa 
and fracture toughness to be 2.32 MPa-m0.5 (range 1.3 to 4.0 MPa-m0.5). Power-law was used to represent the 
homogenized and isotropic stress-strain behavior for sand at the granular level. However, the variation in the 
property value indicates that sand at granular level is very inhomogeneous and not isotropic due to different 
material constituents, defect structure, and crystal orientations. Need exists to establish the linkage between 
nanoindentation measured properties of sand grains with the observed macro properties for correct prediction of 
bulk behavior of sand. The data reported here can be used for mesoscale (granular) simulations of sand in which 
the individual sand grains would have different properties with the distributions obtained in this study. 
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The importance of developing the capability to accurately and predictively model failure under combined 
thermal and mechanical loadings can not be overstated.  Development of the necessary constitutive and failure 
models relies heavily on laboratory experiments that provide detailed information at several levels, from material 
characterization to laboratory scale validation experiments of increasing complexity, eventually leading up to full 
scale validation.   This work is part of an interdisciplinary program that seeks to develop solutions to a large class 
of coupled thermomechanical failure problems.  Coupled thermal-mechanical experiments with well-defined, 
controlled boundary conditions were designed and implemented through an iterative process involving a team of 
experimentalists, material modelers, computational developers and analysts.   

First the basic experimental premise was selected: an axisymmetric tubular 
specimen mechanically loaded by internal pressurization and thermally loaded 
asymmetrically by side radiant heating, shown schematically in Figure 1.  Then 
several integrated experimental-analytical steps were taken to determine the 
experimental details, with the caveat that the resultant thermal and mechanical 
loading profiles realistically represent actual component type of loadings.  The 
boundary conditions were mostly thermally driven and were chosen so they could 
be modeled accurately; the experimental fixtures were designed to ensure that the 
boundary conditions were met.  Every experimental design choice required input 
from and collaboration with the modeling and computation team members. 

Designing the experimental thermal application system occurred as an 
evolutionary process, starting with simple heating methods and incrementally 
advancing to the final system that utilized fully programmable, integrated radiant 
heating system developed in our laboratory that can impart any type of desired 
heating profile.  The system enables constant heat flux as the thermal input by 
radiantly heating an Inconel shroud that secondarily applies heat to the specimen.  
Figure 2 shows the thermal application system in use. 

The mechanical system is incorporated into a large four-post 220 Kip MTS 
servohydraulic test frame (see Figure 2) that allows axial displacement and load control of the tubular specimen 
during heating and mechanical pressurization.  Electronic pressurization control was programmed through an 
external channel of the MTS system and applied using a series of regulators via a Nitrogen gas bottle.  
Preliminary, uncoupled analyses were used to size the specimen diameter, height and thickness with 
experimental consideration of maximum pressure loads and fixture design. Iterations of analyses and experiments 
were used to efficiently determine heating parameters including lamp and heating shroud design, set off distance 
between the lamps and shroud and between the shroud and specimen, obtainable ramp rates, and the number 
and spatial placement of thermocouples.  Coupled thermal-mechanical analyses were then completed to finalize 
the specimen design.  Cooled, pressurizing specimen fixtures were developed that allowed mechanical and 
thermal function while maintaining the desired boundary conditions.  A schematic of the fixtures is shown in 
Figure 3.  Specimens were made of from 89 mm (3.5 in.) diameter 304L stainless steel tube, with an overall 
length of 355 mm (14 in.) and a long reduced section to achieve desired wall thickness.  Specimens were painted 
with Pyromark™ paint to maintain a known surface emissivity and were instrumented with at least sixteen 24 
gage Type K intrinsic thermocouples, locations were provided by the thermal modeling team.  Specimen 
deformation and dimensional changes were measured in-situ with optical photography methods.  Figure 4 shows 

Fig. 1.  Axisymmetric 
tubular specimen with 
side radiant heating 
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a side view of an instrumented specimen 
during testing.  Note the shroud on the left, 
the cooling and pressurization tubes top 
and bottom and the thermocouples 
attached to the front, back and sides of 
the specimen.  

A fully automated, coupled 
thermomechanical failure test bed has 
been developed and successfully tested 
and used for complex experimental 
investigations of failure.  Examples of 
results obtained with this capability are 
described in [1]. 

 Fig. 2.  Thermal application with radiant heating from quartz lamps  
 

 

 

  

 

 

 

 

 

 

 
 
 
 
 

 
 
 

water cooling

Nitrogen gas 

Fig. 4.  Photograph of instrumented 304L 
stainless steel specimen during testing  Fig. 3.  Schematic of cooled, 

pressurizing fixtures  
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1 Abstract

The high strain rate response of ultra high molecular weight polyethylene (UHMWPE) laminae and laminates is
of interest to support computational modeling of applications where impact damage may occur. In this study, the
efficacy of utilizing time-temperature superposition principles (tTSP) to determine the high strain rate response
of UHMWPE composites is investigated. Constituent and composite tensile properties are measured at various
temperatures and strain rates. Testing was completed at thermo-rheologically equivalent temperature-strain rate
combinations to evaluate the effectiveness and limitations of the shifting approach. Analysis of modulus and failure
data indicated that at the composite level, tTSP may not be applicable, while at the lamina level tTSP may be
applicable, therefore high strain rate properties are estimated.

2 Introduction

UHMWPE composites are used in applications requiring lightweight materials that are very strong and have favorable
properties at high strain rates. However, measuring strain rate dependent properties at the strain rates is not possible
using standard servo-hydraulic test equipment.

One of the original developers of the Spectra fiber, Prevorsek, first determined the properties of Spectra 1000 fibers
to be strain rate dependent by conducting testing at rates from 10−2 and 102 s−1 and demonstrating that elastic
modulus increases with strain rate [7]. Tan, et al. (2006) used a Split Hopkinson bar to develop constitutive properties
of Aramid fibers (also used in high-strain rate applications) at high strain rates and traditional tensile test methods
at quasi-static strain rates. They found that Twaron aramid fibers are strain-rate sensitive, both in constitutive
properties and failure mechanism [9].

More recently, Koh et al. (2007) performed high strain rate testing of SpectraShield laminates using a tensile split
Hopkinson bar. Samples consisted of 7mm wide, 25mm gage length [0,90] SpectraShield product. They found that
up to strain rates of 400 s−1, there is an increase in stress and stiffness at failure and a decrease in strain with an
increase in strain rate. At strain rates greater than 400 s−1, this trend reverses, reducing failure stresses and stiffness,
and seeing an increase in failure strain. The study cites SEM images of broken filaments that undergo ductile and
shear failure, as opposed to the brittle failures seen below 400 s−1 (and above quasi-static strain rates )[4].

Time-temperature superposition (tTSP) is based on the principle that the properties of certain materials at various
strain rates may be estimated by performing tests at corresponding (but differing) rates and temperatures. It is used
on time-dependent materials to estimate their properties on time scales much longer or shorter than is convenient or
possible to test at. Stiffness or compliance data taken at different temperatures may be shifted left or right along a
time scale to create a master curve. This master curve can then be used to predict the behavior of the material at
time scales or strain rates that are not physically achievable on test equipment [3]. While it is only directly applicable
to amorphous polymers, tTSP has also been applied to failure mechanisms by Miyano et al., who successfully shifted
composite strength data over time to predict long-term durability in graphite fiber/vinyl ester (GFRP) laminates
[5].

In 2007, Alcock et.al. investigated the effects of temperature and strain rate on the mechanical properties of highly
oriented polypropylene (PP) tapes and all-PP composites. The authors analyzed strain rate and temperature effects
on tensile modulus and strength and developed master curves for each. In this case, it was found that different shift
factors were used to shift modulus and strength, indicating that different mechanisms contribute to these failures.
These master curves were used to predict the constitutive behavior of the tapes and composites at various strain
rates, including those that are difficult to achieve with physical testing. The author notes that the PP composite is
a complex system, and is difficult to model as a thermo-rheologically simple material [1].
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Alcock used the Arrhenius equation to determine aT , the factor relating time and temperature. The Arrhenius
equation is generally accepted as applicable to amorphous polymers [2], though Alcock has applied it to a more
complex polypropylene composite. To apply the Arrhenius equation, a constant thermal activation energy, Ea, is
defined. The shift factor between two temperatures is therefore defined as

ln(aT ) =
Ea

R

(
1

T
− 1

Tref

)
(1)

where R is the universal gas constant, Tref is the absolute reference temperature, and T is the absolute temperature
at which the shift factor is to be computed [1].

In this paper, temperature and rate dependence is investigated for UHMWPE fiber, lamina, and laminates, and
time-temperature superposition is applied to estimate high strain rate properties.

3 Sample Preparation

For this paper, Spectra S3000 fibers, S3000 unidirectional material (not commercially available), and SpectraShield
3124 laminates were used. The unidirectional samples are referred to as lamina, and the SpectraShield 3124 samples
are referred to as laminates.

3.1 Fiber Processing

Single S3000 UHMWPE fibers were laterally separated from tows using forceps, taking care to minimize twisting,
bending, or kinking of the fibers. Attempts at bonding fibers to cardboard tabs were unsuccessful due to the low
surface friction and high strength of the fibers. Instead, fibers were wrapped and bonded to 2 mm cylindrical
cardboard mandrels, leaving a 10 mm gauge length.

3.2 Lamina Processing

Sheets of Honeywell pre-preg, the precursor to the commercial SpectraShield product, were created in a unit process-
ing testing lab, with all Spectra fibers oriented in one direction and evenly distributed on a sheet of silicone paper,
then sprayed with the proprietary Kraton matrix. To create lamina panels, multiples of these sheets were placed
with the fibers facing each other, then pressed at approximately 116 ◦C and 18 MPa, and held for 10 minutes.

3.3 Laminate Processing

Sheets of the Honeywell commercial SpectraShield 3124 product (which has a lay-up of [0,90]) were cut to the desired
dimensions and stacked in the desired configuration. Panels were pressed at 4.79 MPa (with the sides unconstrained)
and heated from room temperature to 125 ◦C. Once the temperature stabilized, the pressure was increased to 19.15
MPa and the temperature brought to 128.9 ◦C. The panels were held at this temperature for approximately 15
minutes, and then were allowed to cool under pressure.

4 Testing Procedure

4.1 Creep Compliance Testing

A TA Q800 DMA was used to conduct creep compliance tests of fiber, lamina, and laminates. Fiber specimens were
wrapped around adhesive-coated cardboard mandrels and gripped in the thin-film fixture on the DMA with a gauge
length of approximately 10mm. Laminate specimens were cut from larger panels using a razor blade to dimensions
of approximately 20 mm by 6 mm and gripped with a gauge length of approximately 8mm. A creep compliance
temperature sweep program was set up for which the temperature of the sample was varied from -80 ◦C to 40 ◦C at
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10 ◦C increments. A tensile load of 0.14 N for fiber samples and 15 N for lamina/laminate samples was applied and
the elongation of the sample was measured for 10 minutes.

4.2 Fiber Testing

Fiber tensile testing was conducted in the same TA Q800 DMA with attached furnace and liquid nitrogen cooling
chamber. The mandrel-wrapped fiber specimens were gripped in the thin-film fixture and the fibers were loaded at
constant strain rate to failure. Tensile tests were carried out at temperatures between -100 ◦C and 25 ◦C at strain
rates of 5x10−4 s−1 to 5x10−2 s−1.

4.3 Lamina/Laminate Testing

Lamina and laminate tensile tests were conducted using an MTS hydraulic load frame equipped with a liquid-nitrogen
cooled temperature chamber , shown in Figure 1. For room temperature testing, the temperature chamber was not
activated, and the temperature for all tests was between 24.5 ◦C and 25.5 ◦C.

Figure 1: MTS load frame with temperature chamber and lamina sample with extensometer attached.

5 Results

The initial test plan was to develop a master curve and shift factors from tensile testing alone. To complete this, a
matrix of fiber and lamina tests at a wide range of sub-ambient temperatures and various strain rates was developed.
As Figure 2 shows, though overall trends may be evident, there was too much scatter in each data set to accurately
construct a master curve. Similar scatter exists in the tensile modulus and strain at failure data for all sample
types.

The next iteration of the tTSP plan was to perform a creep compliance temperature sweep to construct a master
curve and shift factors, and then apply those shift factors to tensile data. The assumption here is that the same
mechanisms governing the behavior of the material in creep are governing the tensile properties, specifically elastic
modulus, tensile strength, and strain at failure.

A shifted plot of laminate creep compliance data is shown in Figure 3 below. The accompanying shift factors are
shown in Figure 4. This same method was used for all other fiber, lamina, and laminate samples. Some resulting
shift factors are shown in Figure 5.

To verify that these creep compliance shift factors can be applied to tensile data, such as tensile strength, tensile stress
at failure, and tensile modulus, samples were tested at room temperature and at a lower temperatures corresponding
to a one- and two-decade shift, and at strain rates 10 and 100 times slower. The two resulting data sets should be
comparable if the assumption of creep compliance equivalence is valid. From Figure 6, we can see that the fiber
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Figure 2: Lamina stress at failure vs. strain rate at various temperatures.

Figure 3: Shifted creep compliance of a laminate sample.

tensile strength at equivalent rate/temperature combinations is comparable. Additionally, the Weibull distribution
of the strength for these ”equivalent” sets are comparable, as shown in Figure 7.

Figures 8 and 9 contain strength and elongation at failure data from many different lamina and laminate tests.
All data not from room temperature has been shifted using the creep compliance shift factors determined for that
material. Laminate strength has been estimated from lamina strength based on the strength of the number of fibers
in the direction of loading.

Note that the solid line is a linear regression of log(shifted strain rate) and strength of 53 specimens tested at a
variety of strain rate-temperature combinations. The dashed lines represent a 68% prediction interval on future
values of strength. The error bars on each data point represent one standard deviation of uncertainty [6].
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Figure 4: Shift factors associated with the master curve in Figure 3.

Figure 5: Shift factors for lamina taken from creep compliance data.

6 Discussion

It should be noted that we give data for strain at failure for lamina and laminate samples, but not single fibers. This
is due to both our gripping and strain measurement methods. For fiber testing, we rely on crosshead measurement
to determine strain. Despite the fact that our fibers are wrapped, bonded, and gripped, some fiber slipping does
occur at high loads. As a result, we have little confidence in our measurements of strain at failure.

One of the largest sources of uncertainty for the lamina and the laminate tensile testing was in the use of the
temperature chamber to bring the sample to the desired temperature. The material has been demonstrated to have
anisotropic thermal conductivity [8]. While the chamber is cooled, the grips are heated by the hydraulic oil in the
load frame. The result is uncertainty in the true temperature of the sample. This uncertainty is accounted for in the
error bars on the shifted strain rate measurements. In contrast, the DMA chamber used for creep compliance and
fiber tensile testing is very small and the grips reach the same temperature as the sample, with a degree of control
better than 0.1 ◦C

Another source of uncertainty in the laminate tests was that some of the specimens appeared to have failed in shear
rather than in the normal direction. It is well documented in composites that there is a critical off-angle at which
a unidirectional specimen is dominated by shear failure instead of normal failure. Because of the extremely large
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Figure 6: Fiber stress at failure vs. strain rate at various temperatures.

Figure 7: Weibull Distribution of fiber strength for three thermorheologically equivalent strain rate/temperature
combinations.

ratio of fiber stiffness to matrix stiffness in our composite, the off-angle is very small, and it is impossible to align
the specimen in the grips such that every test results in a normal failure.

A third source of uncertainty is the process of shifting the creep compliance data to create master curves. When
Alcock et al. (2007) shifted their failure data, they cautioned that using an Arrhenius activation energy constant to
describe the tTSP behavior of his poly-propylene composite was a simplification of a more complex material system.
They further cautioned that only amorphous polymers can be directly shifted using an activation energy approach to
tTSP, and that although their shifted data appears valid, it is possible that large deviations are present in strain-rate
ranges far from those tested [1].
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Figure 8: Strength master chart.

Figure 9: Strain at failure master chart.

7 Conclusions

There is potential in using time-temperature superposition values from creep compliance testing to shift tensile
properties. Assumptions about how to measure the shift factors made prior to the tensile testing were later challenged,
which resulted in changing the shifted strain rates. These shifted strain rates did not align as well with the room
temperature rates, so a direct comparison of the data sets is not possible. In the future, it is recommended that a
more exhaustive test of this method be undertaken, involving several different rate and temperature combinations. To
be statistically significant, a large number of tests must be performed at each rate-temperature combination.

It was also observed that as levels of complexity are added to the material system, the rate-dependent behavior of
the material becomes more complex. A lamina system containing only fibers in one direction is much simpler than
a cross-ply system. The up-turn in creep compliance over time for each temperature is much less pronounced for
lamina than for laminate, resulting in a smoother master curve that the researcher may have more confidence in.
The data presented in this study should be further investigated and validated by using the various composite system
models to utilize fiber data to predict lamina and laminate properties.
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ABSTRACT: Moisture plays a significant role in influencing the mechanical behavior and long-term durability of 
polymer matrix composites (PMC’s). The common methods used to determine the moisture diffusion coefficients 
of PMCs are based on the solution of Fickian diffusion in the one-dimensional domain. Fick’s law assumes that 
equilibrium between the material surface and the external vapor is established instantaneously rather than over 
an extended period of time. A time dependent boundary condition has been shown to improve correlation with 
bulk diffusion measurements, but has not been verified experimentally. Surface moisture content in a toughened 
quasi-isotropic laminate system, [0/±60]s, was analyzed using Nuclear Reaction Analysis (NRA). It was found that 
the moisture content increased nearly linearly with time. 
 
 
MOISTURE ABSORPTION MODELS: Numerous diffusion models have been proposed over the years to model 
hygrothermal effects in polymers beginning with Fick [1] in 1855, who found that the flux of the solvent is 
proportional to the negative concentration gradient. The one dimensional form of Fick’s law is 

2

2

z
CD

t
C

 (1) 

0,,),()0,( tLzLzCzC i  (2) 

0),(),( ttCtLC L  (3) 

where D is the mass diffusion coefficient, z is the through thickness direction, and C is the volumetric moisture 
concentration. The subscripts i and L refer to the initial saturation concentrations, respectively. 
 
 
The value of the diffusion coefficient, D, is found from weight-gain data. The weight gain for the sorption and 
desorption of fluids in composites do not always concur with Fickian diffusion. Long and Richman [2], have used a 
time-dependent boundary condition to explain the non-Fickian behavior where the moisture content at the 
boundary (±L) was 
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Weitsman expanded the time-dependent boundary condition with [3]  
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Models incorporating a time-dependent boundary condition have obtained improved correlation with experiment. 
Unfortunately, the authors of these approaches did not have experimental techniques to measure the surface 
moisture content directly. 
 
 
RESULTS: Surface moisture content in a toughened quasi-isotropic laminate system, [0/±60]s, was analyzed 
using Nuclear Reaction Analysis (NRA) [4]. The control environment consisted of D2O vapor at 80% RH and 
60oC. The exposure temperature (60oC) was below the glass transition temperature of the composite (Tg = 
195oC). Samples were soaked for different intervals of time (1 day, 2days, 4 days, etc.) and traditional gravimetric 
analysis was performed in addition to the surface moisture concentration measurement using NRA. Figure 1 
shows the NRA measured surface moisture content as a function of time. The moisture content is linearly 
increasing with time indicating a time dependent boundary condition. Some samples at longer times show a lower 
surface moisture concentration. A similar discrepancy was also observed in gravimetric analysis indicating a 
specimen preparation issue. Further studies are being conducted to correlate the measured moisture content with 
the proposed boundary conditions (4) and (5). This correlation will provide an enhanced description of the 
boundary, which in turn will improve the diffusion predictions involving complex geometries. 
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Figure 1. A plot of surface moisture concentration as a function of time 
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ABSTRACT 
 
A new strain rate dependent material and failure model referred to as the M2C Model was generated suitable for 
modeling the static and dynamic material behavior of fiber reinforced composites. The M2C consists of an 
orthotropic viscoelastic constitutive model in combination with an enhancement of the Failure Mode Concept 
(FMC) of Cuntze for dynamic loading conditions and was implemented into the finite element Code LS-DYNA3D 
as user defined material model. A [0°|90°] glass fiber reinforced composite was investigated under different types 
of loading and loading directions within seven orders of magnitude of strain rate. The finite element results are 
compared with experimental results. In the principal loading directions and under arbitrary loading conditions an 
impressing agreement was achieved. 
 
 
1 INTRODUCTION 
 
Due to their excellent mechanical properties Fiber Reinforced Composites (FRC) are applied in a wide and 
growing field of applications, e.g. avionic industry, sports industry, ballistic protection etc. In the last decades the 
dimensioning and design processes of composite structures are increasingly based on numerical methods. It is 
generally known that the material behavior of FRC is dependent on the loading direction and on the rate of strain 
[1-3]. For isotropic materials the strain rate dependent material behavior is often investigated and known and high 
quality databases can be found in the literature. Compared to isotropic metallic materials constitutive modeling of 
FRC is more complex. For anisotropic materials complete and high quality investigations of the strain rate 
dependent material behavior are rare. Due to the different components of fibers and matrices and the different 
laminate layups a direct comparison to the material behavior of fiber reinforced composites is difficult. For 
isotropic materials many constitutive models are implemented in finite element analysis codes whereas only 
simple constitutive material and failure models are available for anisotropic materials. 
 
For close to reality structural numerical simulations profound and high sophisticated strain rate dependent 
material and failure models are required. In this report a new strain rate dependent material and failure model for 
fiber reinforced composites the, so called M2C model, will be presented. 
 
 
2 MATERIAL BEHAVIOR AND CONSTITUTIVE MODELING 
 
For fiber reinforced composites different principal strategies for constitutive modeling are used which can be 
separated into micro and macro mechanical based models, Fig. 1. 
 
On the micro mechanical level the different components (fibers, resin, interface) are treated separately. The 
anisotropic structural behavior is achieved by combination of several isotropic material models with its appropriate 
geometric constraints. Well known strategies for modeling the anisotropic material behavior on the micro level are 
known in the literature for example the Method of Cells (MoC) from Aboudi [4, 5], or the Representative Volume 
Model [6]. Micro mechanical material models are less suited for modeling the global structural answer of a 
composite part due to the immense numerical effort. Furthermore, the strain rate dependent behavior of the 
components must be known. The experimental investigation of the constitutive parameters are difficult and often 
not unique. 
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micro mechanic level (1) meso mechanic levels (2 and 3) homogenized continuum (4) 

  

 
Fig. 1: Different scales of modeling for fiber reinforced composites (FRC). 

The meso mechanic level is obtained by homogenizing the material properties in one composite layer or multiple 
separated layers, in which the anisotropic material properties have to be directly included in the constitutive 
formulations. A furthermore smearing over two or more composite layers leads to the homogenized continuum. 
For the meso mechanic level or the homogenized continuum different theoretical continuum based approaches 
can be found in the literature. The variety of available material models in the literature is immense so only the 
basic theoretical approaches can be summarized. Viscoelastic material models are generally used to describe the 
long time material behavior or the material behavior under cyclic loading. Viscoplastic material models are often 
used to model the strain rate dependent material behavior of composites under off-axis loading. From 
experimental tests the calculation of the constitutive parameters is considerable easier and unique. Material 
models in the meso scale or based on the homogenized continuum are suited for modeling and calculating the 
structural material answer of composite parts. 

In Fig. 2 the principal strain rate dependent material behavior of a [0°|90°] glass fiber reinforced composite in 
different loading directions is summarized. 

  
Fig. 2: Principal strain rate dependent material behavior of a [0°|90°] glass fiber reinforced composite 
in different loading directions. 
(a) principal stress-strain curves in fiber-, thickness direction and under interlaminar shear loading. 
(b) principal stress-strain curves under intralaminar shear loading. 

Under quasi-static compression loading, the material behavior is linear-elastic until failure (exp. q-s.), Fig. 2a. the 
Young’s modulus increases with increasing strain rate. Under dynamic loading higher stresses are measured 
compared to quasi-static loading. Also the compression strength increases under high strain rate loading. The 
depicted principal stress-strain behavior in Fig. 2a is measured in fiber direction, thickness direction and under 
interlaminar shear loading and can very accurately be modeled with viscoelastic (VE) material models. 
Viscoplastic (VP) material models are used to describe time dependent flow processes of materials. When the 
material behavior under quasi-static loading conditions is purely elastic, e.g. in fiber direction, plastic flow is 
excluded in the constitutive equation. In these loading directions the stress-strain behavior is independent on 
strain the rate of strain. 
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The material behavior in Fig. 2b is typical for a intralaminar shear loading of a [0°|90°] reinforced composite 
(±45° to the fibers). The material obeys a distinct non-linear stress-strain behavior under quasi-static and dynamic 
loading conditions due beginning and successive growing internal damage mechanisms at small strains. Large 
shear deformations up to 0.2 with remarkable shear stresses are reached. The intralaminar Shear modulus is less 
strain rate dependent compared to loading in fiber direction. For modeling the global material behavior under 
intralaminar shear loading viscoplastic (VP) constitutive models are suited. Viscoelastic models are less suited 
because the plastic material behavior can not be described. 
 
Considering all different main loading directions it can be ascertained that viscoelastic material models are in 
general best suited to describe the strain rate dependent material behavior of fiber reinforced composites. 
 
 
3 DEVELOPMENT OF THE M2C MODEL 
 

3.1 Constitutive orthotropic viscoelastic material model 
 
The M2C model is a combined strain rate dependent constitutive material and failure model. The constitutive 
model is based on an orthotropic viscoelastic formulation. With the assumption of the Boltzmann Superposition 
principle a continuous stress history can be formulated with a hereditary-integral 

 (1) 

where  is the stress tensor and  is the strain tensor.  includes the material properties and is referred to 
as the relaxation function. The relaxation function consistent with the “fading memory hypothesis” can be written 
in form of a Prony series where the  are the relaxation times. 

 (2) 

This formulation is equivalent to a generalized Maxwell model. Insertion of equation (2) in (1) and an arbitrary 
strain history leads to the stresses 

 (3) 

Equation (3) contains the complete strain history and is therefore not suited to be implemented into a finite 
element analysis code. A transition to calculate the stress increment  due to a strain increment  
with the time step size  leads finally to 

 

(4) 

The total stress increment due to an arbitrary strain history is now dependent on the 
 

- elastic stress increments 
- viscoelastic stress increments in the time step including their partial relaxation 
- viscoelastic stresses of the previous time step  with corresponding relaxation 

 
Equation (4) is implemented as user defined material model into the finite element code LS-DYNA3D. The 
Number of Maxwell branches was chosen with . From experimental tests the values for the relaxation times 
were fixed with  s …  s. 
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3.2 Development of a strain rate dependent Failure Model suited for FRC 

In literature for anisotropic materials approximately 1000 different failure models are known. They can be divided 
into mathematical and physically based formulations and are formulated for the unidirectional layer of a FRC. The 
ancestor of all anisotropic failure models was Hill (1948), [7]. In the following decades many mathematical based 
failure criterions have been developed, amongst others Tsai-Hill, Hoffmann and the well known Tsai-Wu failure 
criterion. The advantage of all these failure models is their simplicity. Only one single equation has to the solved. 
All fracture events are treated similar and no information about the occurring failure mode can be concluded 
leading to imprecise calculations of the material strength. 

With physically based failure models a better strength evidence of FRC has been achieved because the different 
failure conditions are considered separately. Hashin [8] is regarded as the ancestor of all physically based failure 
criterions. The World Wide Failure Exercise (WWFE) in 1998 showed that the new “action plane failure model” of 
Puck [9] and the Failure Mode Concept (FMC) of Cuntze [10-12] are the best suited failure models for 
unidirectional layers of FRC under quasi-static loading [13]. The FMC of Cuntze is a global failure criterion based 
on irreducible tensor invariants and separates five different failure modes, Fig. 3 (a) and 3(b). Each failure mode 
is related to one failure mechanism and one material strength value. The formulation of the FMC is equivalent to a 
“series failure system model” accumulating the adjacent so called Stress Efforts of each interacting failure mode 
to the total Stress Effort. The failure envelope of a unidirectional glass fiber reinforced layer in the  stress 
space is presented in Fig. 3 (c) with the appropriate constitutive formulation where the parameter m represents a 
material dependent interaction coefficient. Failure occurs when the total Stress Effort is greater than 1.0. 

 
Normal Failure Modes Shear Failure Modes 

 
 

Failure envelope in the  stress space 
Fig. 3: Normal and Shear Failure Modes in a unidirectional FRC layer and resulting FMC failure 
envelope in the  stress space under quasi-static loading after Cuntze. 

The FMC, formulated for a single unidirectional layer, was generalized by Cuntze for orthotropic fabric materials 
and separates nine different failure modes. The FMC for orthotropic fabrics was extended by Mayer and Meyer 
[14-16] for multidirectional layers to model the strain rate dependent material strength behavior. The strain rate 
dependent FMC is implemented as user defined subroutine into the finite element code LS-DYNA3D. 

In figure 4 the principal strain rate dependent material strength of the [0°|90°] glass fiber reinforced composite in 
the  stress space is presented. It is obvious that the principal strength in thickness direction  and the 
interlaminar shear strength  increase under high strain rate loading and the material fails when the strain rate 
dependent total Stress Effort reaches the value of 1.0. Three different failure modes occur, interlaminar tension 
failure (delamination), interlaminar shear failure and compression failure in thickness direction. From experimental 
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investigations the material strength in all principal loading directions is known in a functional dependency of strain 
rate. 

 

 

Fig. 4: Extension of the FMC by Mayer and Meyer. Principal strain rate dependent material strength in 
the  stress space and FMC formulation implemented into LS-DYNA3D. 

The M2C-Model is the combination of the orthotropic viscoelastic constitutive model and the strain rate dependent 
FMC. In addition a dynamic enhancement of the Hill model referred to as the M2H model was also implemented 
into the finite element code LS-DYNA3D. 

4 Material Testing 

The strain rate dependent mechanical behavior of a [0°|90°] glass fiber reinforced material was investigated within 
seven orders of magnitude of strain rate from quasi-static loading  to impact rates of strain  

 in the principal loading directions which are denoted as fiber direction(s), thickness direction, under 
intra- and interlaminar shear loading. For quasi-static and quasi-dynamic material testing a universal and a servo-
hydraulic testing device were used. The dynamic material behavior at  and  were 
performed using a drop weight tower, Fig. 5 and a Split-Hopkinson-Pressure Bar. Cylindrical specimen with an 
aspect ratio of L/D =1.0 were tested. For interlaminar shear loading a special shear hat specimen was applied. 
The specimens were instrumented with strain gages. The interlaminar shear deformation was measured with a 
high-speed electro-optical extensometer, Fig. 6. 

 
Fig. 5: Drop weight tower and schematic diagram, Nordmetall GmbH. 
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Fig. 6: Electro-optical extensometer and Split Hopkinson Pressure Bars, Nordmetall GmbH. 

5 RESUTLS AND DISCUSSION 

5.1 Experimental results: Material behavior in fiber direction 

The strain rate dependent material behavior in fiber direction under compressive loading is presented in Fig. 7. 
The material behavior under quasi-static loading is linear-elastic until failure. Three strain rate effects can be 
observed. The Young’s modulus increases with increasing strain rate from 34.3 GPa under quasi-static loading of 
approximately +55% up to 53 GPa at stain rates of . With increasing strain rate the slope of the 
stress strain curves in the nonlinear region decreases stronger with increasing strain and strain rate. The 
compressive strength in fiber direction increases in the order of approximately +90% compared to quasi-static 
loading. 

The failure of the material begins when damage between the fibers and the resin occurs. This leads to a local 
kinking of fibers and fiber bundles resulting in a local micro delamination. The so called micro-shear buckling 
mechanism recurs in adjacent layers so that on the global scale an interlaminar shear band occurs inclined at 45° 
to the loading direction. The wedge effect induces global delamination. 

 
Fig. 7: Strain rate dependent material behavior in fiber direction under compressive loading and 
specimen after testing 

5.2 FEA results in comparison with experimental test data 

The constitutive material parameters in all the principal loading directions are calculated from the viscoelastic 
overstresses compared to the quasi-static stress-strain curves with a least squares fitting procedure. The 
experimental tests in the principal loading directions are simulated using the strain rate dependent M2C model 
within LS-DYNA3D and compared to the experimental test data. 
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In order to check the accuracy of the M2C model the experimental tests have been simulated with the finite 
element code LS-DYNA3D. Therefore, exact numerical models of the testing devices are generated. The 
numerical results are compared with the experimental test data. Fig. 8 depicts the static and dynamic material 
behavior in fiber direction. The constitutive parameters are summarized in table 1. 

 
Fig. 8: FEA results with the M2C model in fiber direction at different rates of strain compared to 
experimental test data. 

The numerically calculated stress-strain curve in fiber direction of the experimental test in the drop weight tower at 
strain rates of  can excellently be represented with the M2C model. At strain rates of  the 
calculated stress strain curve at strains  0.006 is nearly linear until failure compared to the experimentally 
measured material behavior. In the experiment, onsetting internal damage mechanism and beginning failure are 
leading to a slightly declining stress-strain-curve. Fig. 9 shows the viscoelastic overstresses compared to the 
quasi-static loading case. 

The M2C model is perfectly suitable to describe the strain rate dependent compressive strength, within a deviation 
of less than 3% compared to the real test, table 1. 

Table 1: Constitutive parameters in fiber direction. Comparison experiment with the M2C Model. 

Fiber direction Compression test, =50 s-1 Compression test, =1000 s-1 
 E1 [GPa] Strength [MPa] E1 [GPa] Strength [MPa] 
Experiment 46.2 415 55 527 
M2C (FEA) 46.8 403 50.5 534 
Delta [%] +1.3 -2.9 -8.2 +1.3 

In thickness direction and under interlaminar shear loading the M2C model is suitable to represent the strain rate 
dependent material and strength behavior in similar accordance compared to the results of the experimental tests. 
Due to the distinct nonlinear material behavior under intralaminar shear loading the M2C model is only capable to 
represent the dynamic shear stress-shear strain at small shear strains because plastic deformation cannot be 
depicted within a viscoelastic constitutive equation. But the M2C model is suited to predict the strain rate 
dependent intralaminar shear strength in good accordance to the experimentally measured material behavior. 
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5.3 Validation of the M2C Model with 10° and 80° out of plane off axis tests 

With previously unknown dynamic loading conditions the accuracy of the M2C model is validated. Two cylindrical 
out of plane off-axis specimen with fibers inclined 10° and 80° to the loading direction are tested in the drop 
weight tower. A combination of stresses in fiber and thickness direction with superimposed interlaminar shear 
stresses occurs in the specimen. The numerical calculated and experimentally measured material behavior with a 
fiber orientation of 80° to the loading direction is presented in Fig. 9. In order to point out the differences of the 
new developed strain rate dependent physically based M2C model to a second new mathematically based strain 
rate dependent Hill criterion referred to as M2H model was generated. Both material strengths are depicted in 
Fig. 9. 

 
Fig. 9: Material behavior under dynamic out of plane off-axis loading with fibers inclined 80° to the 
loading direction. Comparison of M2C model with experiment. 

Even under previously unknown dynamic loading conditions an excellent agreement between the M2C model and 
the experiment is obvious. The developed M2C model is capable to predict precisely the onset of failure under 
combined compression in thickness direction with superimposed interlaminar shear loading. The specimen show 
an interlaminar shear failure. The dynamic Hill failure criterion in the M2H model predicts a material strength which 
is 76% lower than the real test because internal frictional effects that increase the material strength are only 
included in the physically based M2C model, see also Fig. 3 and Fig.4. 

This comparison shows that the M2C model is suitable to describe the material behavior and the onset of failure 
under arbitrary loading conditions. 

5.4 Specific features of the new developed physical based M2C Model 

Physically based failure models exhibit the advantage that they provide detailed information about the failure 
position and the occurring failure mode. The strain rate dependent material behavior under interlaminar was 
investigated with a rectangular interlaminar shear hat specimen. The M2C model is capable to separate all nine 
possible occurring failure modes in multidirectional laminates. Figure 10 depicts the Total Stress Effort and 
dominant failure modes in the specimen at maximum load tested at a shear strain rate of  and the 
corresponding orientation of the fibers. For the failure of the specimen two failure modes tension failure in 
thickness direction (delamination) and interlaminar shear failure are dominant. 
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Fig. 10: Total Stress Effort and dominant failure mode in a rectangular shear hat specimen. 
 
The corresponding dominant failure mode (equivalent to the maximum value of the particular stress efforts) 
indicates a shear failure mode. The new M2C model assures the precise prediction of the failure position and the 
occurring failure mode. This feature is essential for designing and dimensioning processes. 
 
 
6 SUMMARY 
 
A new orthotropic viscoelastic constitutive material model in combination with a new physical based strain rate 
dependent failure model referred to as the M2C model, was developed and implemented into the finite element 
code LS-DYNA3D. The static and dynamic material behavior of a [0°|90°] glass fiber reinforced composite was 
investigated under different types of loading and within seven orders of magnitude of strain rate from  = 10-4 s-1 
to  =103 s-1. The numerical results of the M2C model in the principal loading directions show an excellent 
accuracy compared to the experimental test data. 
 
A validation of the M2C model under previously unknown dynamic loading conditions was successful. It can be 
concluded that the presented model allows for close to reality calculations of the strain rate dependent material 
behavior and a precise prediction of the strain rate dependent onset of failure. Simultaneously, the M2C model 
ensures the precise prediction of the failure position and the occurring failure modes in structural parts made of 
fiber reinforced composites. 
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ABSTRACT Thermoplastic Polyamide (PA) is known as Nylon®, and its FRP are one of the engineering 
plastics. It is very important for them to reveal accurately the visco-elastic behavior. Furthermore, PA is a crystalline 
polymer, and it is necessary to consider the effect of crystallization on mechanical properties. The purpose of this 
study was to make clear the effect of crystallization and fiber volume fraction on creep behavior of PA and its 
composites. The creep test was performed using the materials which adjusted crystallinity on each fiber volume 
fraction. As a result, these materials conformed to Arrhenius type of time-temperature superposition principle, and 
these effects on creep behavior had the time retardation effect. To compare the creep behavior on these effects, 
we made the grand master curves for crystallinity and fiber volume fraction. Obtained two grand master curves 
were compared each other, the shapes of these curves are similarly, and we can superposed them. It is therefore, 
the creep behavior including each conditions have the same behavior. Using these curves and shift factors, we can 
calculate the creep behavior, and be able to estimate the creep behavior with the effect of arbitrary time, 
temperature, crystallinity and fiber contents. 
Key words: Polyamide, Creep analysis, Time-temperature superposition principle, Polymeric Composites, 
Crystallization, Crystallinity 
  

Introduction 
Polyamide (PA) is known as Nylon® and used in many fields of human being. Some PA is used as a string for the 
operation and some PA is used in the field of mechanical engineering. In our living life, it is important that we keep 
the reliability of materials, and we have to consider about the creep behavior of materials. Creep behavior can be 
described in terms of visco-elastic behavior. Since this behavior greatly influences the reliability of structures, it is 
very important to understand and control in materials design. Plastics and their FRP’s are used in various 
environments; it must be comprehended about the influence factors on creep behavior. The influence factors on 
creep behavior are, for example, time, temperature, fiber contents on composites, crystal of polymers occurred by 
the molecular chains rearranged and so on. These factors were researched by many researchers. Previous 
studies have investigated the effects of fiber contents on the creep behavior of polycarbonate (PC), glass fiber 
reinforced-polycarbonate (GFRPC), poly (propylene-co-ethylene) (PPE) composites, and Carbon fiber reinforced 
thermoplastics as polyamide [1-5]. The effect was shown to be equivalent to the strengthening of the resin matrix. 
The effect of crystallinity on creep behavior was researched, too [6-8].  
 
In our previous research [9-14], it became clear that the effects of influence factors, which are physical aging, fiber 
volume fraction, crystallinity and crystal grain size, on creep behavior. These effects have been enabled to 
describe as the value of shift factors which was calculated from making master curves of these factors. These shift 
factors shows the retardation effect on creep time by the influence factors. It was revealed that the effect of the 
crystallinity and the fiber contents has a similar influence on the creep behavior. Therefore, the purpose of this 
study is to expand the possibility of a new material design by understanding the relation between the crystallinity 
and the fiber contents, and to analyze the creep behavior of PA that considers fiber contents and crystallinity. 
 

Linear visco-elastic theory 
Creep deformation was evaluated according to visco-elastic theory using the creep compliance function DC(t). This 
value is based on the linear visco-elastic equation for creep strain as follows: 

0
( ) ( , )

t

C
dt D t T d
d

     (1) 

where, (t) shows the temporal response of the amount of creep strain, and DC(t,T) shows the temporal response 
of the creep compliance at temperature T with external force acting.  

Proceedings of the SEM Annual Conference
June 7-10, 2010 Indianapolis, Indiana USA

©2010 Society for Experimental Mechanics Inc.

159
for Experimental Mechanics Series 15, DOI 10.1007/978-1-4419-9794-4_25, © The Society for Experimental Mechanics, Inc. 2011
T. Proulx (ed.), Time Dependent Constitutive Behavior and Fracture/Failure Processes, Volume 3, Conference Proceedings of the Society 



 
By the way, in order to calculate creep deformation based on a visco-elastic theory, it is necessary to determine 
DC(t) of the time region ranging from several seconds to several years on all temperature conditions, but it is 
actually difficult. Therefore, time-temperature superposition principle is used for accelerated test. To make the 
master curve of creep compliance can describe the creep behavior of long region. To produce a master curve of 
creep compliance, the creep compliance curves were shifted horizontally until they completely overlapped the 
curve of the reference temperature. Then the shift factors were gotten by making a master curve and it shows the 
amount of shifting and the retardation effect on time. In this study, because it is assumed that this superposition 
principle can be also applied to other influence factors than temperature, the creep analysis based on the 
time-temperature superposition principle was carried out.  
 

Materials and Experimental Procedure 
PA (LEONA1300S) and GFRPA (15G15, 1300G) were used and they were made by Ashahikasei Co. Ltd., (Japan). 
The weight fractions (volume fractions) for the glass fiber used as test specimens were 0% (0%), 15% (7%) and 
33% (15%), which are denoted hereafter as G0, G7 and G15, respectively. The dimension of specimens is 
60×10×2.5mm. It was reported that the crystallinity can be adjusted by heat treatment with changing the holding 
temperature and time [15], [16]. In this study, the crystallinity of the PA and GFRPA was adjusted by changing the 
heat treatment time from 0 to 10 hours. 
 
A densimetry test performed to calculate the crystallinity of materials. Densimetry test was carried out using the 
water substitution method by AX-120 analytical balance (SHIMADZU, Co., Ltd.,). The crystallinity was calculated 
by using the following equation (2) from the obtained density. 
 
 
           (2) 
 
 
 
 
 
 
In case of GFRPA, the density only of the resin was calculated from the density of the composite by using the 
following equation (3). 
 
           (3) 
 
 
 
 
 
 
Three points bending test was performed to examine mechanical properties of the material. Used three points 
bending test machine was TCM-5000C made by MINEBEA Co., Ltd., which is universal materials testing machine 
of Instron type. The cross head speed was 0.5mm/min. The span length was 40mm. 
 
Three-point bending creep test was carried out in silicon oil surroundings using Temperature Deflection under 
Loading Machine, HDT VSPT Tester S-3M (TOYOSEIKI Co., Ltd.,). The span length is 40mm. The applied loads 
were 10% load of their static bending strengths measured by three points bending test. The test temperatures were 
40, 50, 60, 70 and 80ºC, and test time is 1000min. Struik recommended producing master curves from momentary 
creep data only, i.e., from creep test data such that tt  ta/10, where tt is the test time and ta is the length of the aging 
treatment. Based on this recommendation, the creep test performed after heat treatment for ta (10 × tt) is called the 
short term method. Using this method, the results of the creep test differ slightly according to the effect of physical 
aging. However, we don’t need to consider the effect of physical aging during creep test. 
 

The effect of crystallinity on the creep behavior of PA and GFRPA 
Previous reports [17], [18] have the results of the creep behavior on them including the effect of time, temperature, 
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Fig. 1 (a) Creep compliance curves and (b) their master curve of PA      Fig. 2 Time-temperature shift factors of PA  
(crystallinity  = 33%)                                              with various crystallinity (Reference curve: 40ºC) 

 
fiber contents. These reports were discussed the application of the time-temperature superposition principle on PC 
and GFRPC. In those reports, the grand master curve of creep compliance was discussed, and the effect of fiber 
contents on creep behavior showed the retardation effect on time. In this study, to understand the effect of 
crystallinity on creep behavior of PA and GFRPA, creep test was carried out with the elevated temperature.  
 
We performed the three-point bending creep test using the short term method on PA and GFRPA at various 
elevated temperatures. To clarify the creep phenomena, creep compliance curves were drawn for each test 
temperature. The creep compliance curves of PA (Crystallinity:  = 33%) are presented in Fig. 1(a), which shows 
that a greater test temperature and increased creep test time resulted in higher creep compliance. To discuss the 
application of the time–temperature superposition principle, the master curve of creep compliance is given in Fig. 
1(b), for a reference temperature of 40ºC. To produce the master creep compliance curve, the creep compliance 
curves were shifted horizontally until they overlapped the curve for the reference temperature completely. The 
master curve was obtained by replacing the real time t for each shifted curve by the physical time t' at the reference 
temperature T0. The amount of the shift required to create the master curves is called the time–temperature shift 
factor. The shift factor curve for PA is plotted as an Arrhenius-type plot in Fig. 2. This curve is a straight line at 
temperatures above 40ºC, demonstrating that the creep phenomenon complies with the time–temperature 
superposition principle in Arrhenius mode. And other PAs have different crystallinity and GFRPA have the same 
tendency as PA, the time-temperature superposition principle in Arrhenius mode was applied on every specimen. 
 
Next, to confirm the effect of crystallinity on creep behavior, every master curve of PA were shown on the same 
graph in Fig. 3(a). It shows that a less crystallinity and increased creep test time resulted in higher creep 
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compliance. To confirm the effect of crystallinity on creep behavior, the grand master curve for crystallinity was 
drawn by shifting horizontally and vertically until they overlapped with the reference master curve. Figure 3(b) 
shows the grand master curve for crystallinity. It showed that the creep compliance curves of PA have different 
crystallinity are parts of the grand master curve, and the shape of the grand master curve is as same as the creep 
compliance curves have different crystallinity. This shows the same creep behavior as the arbitrary crystallinity. The 
movements of the horizontal and vertical direction are shown in Fig. 3(c). The movement of the vertical direction is 
based on the modulus of the specimens, and that of the horizontal direction is applied to the effect of the 
retardation on time. Crystal part makes the creep behavior delay, and it is thought that it is a cause that the mobility 
of the molecule decreases when the crystallinity improves, and the viscosity decreases. On GFRPA the same 
tendency was obtained, and creep deformation under arbitrary crystallinity can be estimated using only the master 
curve and shift factors on each fiber contents. 
 

The effect of fiber contents on the creep behavior of PA and GFRPA 
Next, the effect of fiber contents on creep behavior was discussed with PA and GFRPA which have the fixed 
crystallinity (  = 45%). The time-temperature superposition principle in Arrhenius mode was applied on these PA 
and GFRPA, too. The master curves of PA and GFRPA tested at the elevated temperature were shown in Fig. 4 (a). 
These curves were made by shifting the creep compliance curves to horizontal direction until they overlap each 
other. Figure 4 (a) shows that a less fiber contents and increased creep test time resulted in higher creep 
compliance. To confirm the effect of fiber contents on creep behavior, the grand master curve for fiber contents was 
drawn by shifting horizontally and vertically until they overlapped with the reference master curve (Referenced 
curve: Vf = 0%). Figure 4(b) shows the grand master curve for fiber contents. It showed that the creep behaviors of 
GFRPA are same as PA’s behavior and the creep behavior of PA and GFRPA depends on the PA resin’s behavior. 
The movements of the horizontal and vertical direction are shown in Fig. 4(c). The movement of the vertical 
direction is based on the modulus of the specimens by mixing fiber, and that of the horizontal direction is applied to 
the effect of the retardation on time.  
 
Possibility of long-term estimation of creep deformation with the effect of crystallinity and fiber contents 

We discussed the influence factors of crystallinity and fiber contents on creep behavior, and then these factors 
show two effects. One is the modulus change on materials, and the other is the retardation effect on time. That is 
the same effects on both factors. Then we tried to reveal the relationship of the both factors. In Fig. 3 (b) and Fig. 4 
(b), the shapes of these curves are looked similarly, so we tried to superpose each other to make the great-grand 
master curve. To make the great-grand master curve, we have to choice the reference curve. The reference curve 
was decided in consideration of the relation between two grand master curves as the curve of  = 32% and Vf = 0%. 
The crystallinity of the grand master curve for fiber contents is  = 45%, then the curve was shifted to the horizontal 
and vertical direction using the modulus and time shift factors for crystallinity by making the grand master curve for 
crystallinity. And we got the great-grand master curve as shown in Fig. 5. The great-grand master curve is smooth 
so the effects of crystallinity and fiber contents on creep behavior were the same and we could control the creep 
behavior using changing the crystallinity and fiber contents by using the great-grand master curve and the shift 
factors. 
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Estimation of the creep deformation 

Creep deformation under various influence factors can be estimated using only the great-grand master curve and 
shift factors. In previous report [14], the estimation method was explained. At first, it is necessary to obtain an 
approximate expression of the master curve. The approximate expression by the prony series that Schapery 
[17]-[19] had proposed was used and the expression is shown in expression (4). 

 
           (4) 
 
 

Ce  : Initial creep compliance, Ci : Relaxation modulus, i : Relaxation time 
 

The creep deformation was estimated based on expression (4). To estimate the creep behavior, the effects of 
influence factors shown in shift factors were built into expression (1). These shift factors were multiplied on the test 
time t, because these effects were shown as the retardation effects on time. Expression (5) shows the creep 
compliance with the effect of time, temperature and fiber volume fraction. 
.  

           (5) 
 
 Vf : Fiber volume fraction 
 

Expression (6) shows the creep compliance with the effect of time, temperature and crystallinity. 
 

           (6) 
 
 aCTR : Time shift factor for crystallinity, acTDc : Modulus shift factor for crystallinity 
 

By using expressions (4), (5) and (6), the creep deformation was estimated with the effect of time, temperature, 
crystallinity and fiber volume fraction. 
 
These expressions show that this creep analysis technique using the expression of great-grand master curves and 
shift factors of the influence factors are usefulness as the result of creep analysis that considered the influence 
factor on the creep behavior. In addition, the application of time- temperature superposition principle was certified 
with the effect of fiber volume fraction and crystallinity. 
 

Conclusion 
The estimation method of creep deformation considering the effect of influence factors was produced, and the 
application of time- temperature superposition principle was discussed on the effect of fiber volume fraction and 
crystallinity. The grand master curves for crystallinity and fiber contents were obtained with the shifting the master 
cures. Time and modulus shift factors for crystallinity and fiber contents show the effect of modulus on specimens 
and the retardation effect of creep behavior. Therefore, it will be able to estimate the creep behavior including the 
effect of reinforced fiber using these shift factors and great-grand master curve. It might be able to estimate the 
creep behavior including the effect of time, temperature, fiber volume fraction, and crystallinity. These results show 
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the applicability of the time-temperature superposition principle. Finally, we proposed how to estimate the creep 
behavior using viscoelastisity theory, including the effect of time, temperature, fiber volume fraction and crystallinity. 
Therefore, it should be possible to control the creep deformation by controlling temperature, the amount of fiber 
volume fraction, the effect of crystallinity. 
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Abstract 

 
The use life of a high temperature polymeric composite is  often reduced by the surface oxidation and ensuing 

degradation mechanisms. Oxidation and damage are closely coupled and oxidation accelerates after the onset of 
damage. Protective surface plies and coatings that decelerate or delay the oxidation-induced damage extend the 
useful life of high temperature composite structures. However, several earlier attempts were stymied by coating 
adhesion and durability problems. In this paper, we present a thermo-chemo-mechanical performance evaluation 
of lightweight metal thin film protective layers deposited on polymer matrix composites. The conceptual design of 
the barrier coating and the key step of fabricating metal top coats is described in this paper. The coating is applied 
on neat resins, lamina and laminates enabling the investigation of its effectiveness for oxidation and damage 
progression. 

 

1. Thermo-Oxidative Degradation in High Temperature Polymeric Composites 
 

Age-related degradation of High Temperature Polymeric Matrix Composites (HTPMCs) is a result of complex 
interactions between  time-dependent physical creep and relaxation processes,  temperature-dependent chemical 
degradation of polymer and interfaces and oxidation induced degradation [1]. Long term durability and 
performance of polymer matrix composites in high temperature environments is typically simulated using physical 
aging models [2-5] and with linear viscoelastic and time-temperature superposition models [6].  Inherent in the 
use of physical aging models is the assumption that the aging process is thermo-reversible, but non-reversible 
chemical aging, for example, chemical decomposition, hydrolytic degradation, oxidation, etc., can be equally 
significant.  Literature from several research groups [7-20] focused on modeling various aspects of physical and 
chemical degradation.   

Experimental characterization efforts [21-30] lead to understanding of microstructure evolution and mechanical 
behavior changes in composites. Majority of the reported work on the prediction of the long-term performance of 
HTPMCs has long been limited to physical aging [3,4,31] using visco-elastic and time-temperature superposition 
model frameworks. The thermal stability of the polymers is studied and enhanced by polymer chemists [32] by 
tailoring polymer backbones and end-caps which resulted in enhancing the chemical stability of the polymers. 
Understanding of mechanisms of age related degradation is now adequate and can lead to a comprehensive life 
and long-term durability prediction methodology for composite structures.  

Thermo-oxidative stability of the HTPMC is typically determined in practice by weight loss behavior of the 
composites specimens.  Use of a multi-scale approach to determine oxidative stability of composites with arbitrary 
fiber reinforcement structures from resin behavior has been of interest [16].  Figure 1 shows the schematic of one 
such multi-scale approach. As the fundamental mechanism based building block, the oxygen diffusivity, rate of 
oxidation reaction and damage evolution kinetics of the constitutent materials were determined in this framework. 
Although the computational framework can account for the degradation of all constituents, fibers are assumed to 
be diffusive but stable against oxidative degradation (Block A). This framework was applied to understand three 
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resin systems (PMR-15, BMI and AFR/PE-4) and the oxidation growth in these resins can be quantitatively 
predicted with time, temperature and pressure dependence.  The oxidation behavior of composites at the lamina 
and laminate scales has been studied using representative volume elements. (Block-B) This work focused on 
PMR-15 composites and analyzed the mechanisms leading to highly orthotropic oxidation growth. Oxidation and 
damage growth along the fiber axis of the composite is comparably higher than the transverse to the fibers due to 
complicated interaction of the fiber interphase behavior, oxidation induced stress states and low fracture 
toughness of the fiber-matrix interface and the unreinforced matrix regions [33].  The damage evolution (Block-C) 
in the resin and at the interface plays a key role in determining the oxidation growth and composite degradation.  

Figure 2 shows the oxidation and damage growth in a neat resin specimen. Noteworthy is the fact that the 
oxidation layer is deeper around the areas where discrete cracks are observed. Oxidation and damage growth are 
coupled processes with each accelerating the growth rate of the other. For unidirectional composites, the resin 
cure shrinkage, mismatches in the coefficient of thermal expansion of the fibers and matrix during the composite 
cure process give rise to localized micromechanical residual stresses and damage. At the lamina scale, the 
oxidation and damage growth in the transverse direction are low compared to that in the axial direction. The 
highly stressed fiber-matrix interphase regions and the interstitial (inter-fiber) matrix regions tend to oxidize and 
develop micro-mechanical damage at an accelerated rate. Micro-mechanical damage can cause additional 
permeation paths for oxygen and moisture deep into the composite. The presence of fiber sizing can have a 
strong influence on fiber-matrix interphase or interfacial properties [23,34-35] and can significantly affect the local 
diffusivity and/or thermal oxidative stability. 

 
 
 

A. OxidationModels for
PMR 15 [1,2],

BMI and AFR PE/4
Systems

B.Micro MechanicsModel
Oxidation induced Stress and
Deformation in PMR 15[3]

C.Damage Evolution and
Damage Diffusivity

InteractionModel for PMR 15

[1] Pochiraju and Tandon, JEMT, 2006
[2] Tandon, Pochiraju, Schoeppner, PDS2006
[3] Pochiraju, Tandon, Schoeppner,MTDM, 2008
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Figure 1: A multi-scale framework for thermo-oxidation modeling in HTPMCS. 
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Figure 2: Oxidation layer growth (lighter regions) and 

damage evolution in a neat PMR-15 resin at 343 C. 

The key findings from recent work on oxidative behavior of composites [1,16,33] can be summarized as 
follows: 

 Oxidation layer growth in a neat resin depends upon the relative dominance of the oxygen diffusion rate 
in oxidized region and the reaction rate in the un-oxidized region. Diffusivity, porosity and damage 
growth in the oxidized resin plays a critical role.  

 Chemo-mechanical models can be formulated for prediction of oxidation layer growth and can be 
quantitatively correlated with experimentation for both neat resins and unidirectional (UD) composites. 
Damage evolves in the oxidized zone in neat composites after several hours of exposure and oxidation 
layer is seen ahead of crack tips for all observations. There is material erosion from the edges typically 
after thousand hours of exposure causing inaccuracies in experimental measurements of oxidation 
growth and correlations with predictions. 

 Oxidation in fiber-reinforced composites is orthotropic with axial direction of fiber being the preferred 
oxidation growth direction. Transverse oxidation growth correlates with growth rates observed in neat 
resins after accounting for the microstructure. Close coupling is observed between discrete crack 
growth rates and oxidation layer growth rates in axial direction. Damage evolution characterization is 
critical to oxidation prediction in composite materials.   

 
In this effort, we are considering metal and metal-ceramic hybrid coating layers that decelerate oxidation and 

damage growth in high temperature aging environments.  
 

2. Hybrid Oxidation Barrier Coating Strategy 
 
Though complicated, tailoring of fiber reinforcement morphologies that meet the design requirements and 

development of practical manufacturing processes  may be achievable. In this effort, we hypothesize hybrid 
composite architectures with polymer matrix composite substrate that address high temperature stiffness, 
strength, creep performance and weight requirements with a environmental barrier coating.  The fundamental 
hypothesis is that enhancing fracture toughness of the coating layer that comprises of a impermeable metal layer 
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and a multi-functional bond layer will retard the microcrack growth and consequently oxidative degradation of the 
composite.    

 
 

Ceramic Nano-scale filler for 
Thermal expansion control 

Polymer or HTPMC Substrate

Surface modification for
Enhancing adhesion

Metal Diffusion Barrier
(Top Coat)

 
 

Figure 3: Use of ceramic nanofibers in the HTPMC to enhance oxidation resistance is as shown. The 
exposed surfaces will incorporate a thin nanofiber surfaces and the edges will use nanofiber reinforced 
polymer coatings. 

 
 
We designed a three layer coating system that serves as a diffusion barrier and has the necessary mechanical 

strength and durability comparable to the use-life of the composite.   
Figure 3 shows the general deployment of the coating layers on the composite structure. The structural 

geometry and fiber structure of the substrate composite can be designed based on the structural stiffness and 
strength requirements without concern for the oxidation performance. The oxidation performance is  
independently improved by reducing the soluble oxygen content available to the substrate.   The objective for 
using the top metal coat is to realize a ductile oxygen diffusion barrier with low boundary sorption. The material 
with low boundary sorption curtails the soluble oxygen concentration available to the polymer and hence reduces 
the oxidation reaction and degradation rate. However, the metal top coats inevitably lead to strong thermal 
expansion coefficient mismatch and in the absence of a chemical bonding mechanism between the metal coats 
and polymer substrate, the adhesion and durability of coating is minimal. Therefore, a second nano-fiber 
reinforcement layer is used as the transition layer to mitigate the thermal expansion mismatch and increase the 
interlaminar strength. In order to provide a scaffold for the nano-fiber reinforcement and enhance the mechanical 
bonding between the polymer and nano-reinforcement, the composite surface is modified with nano-scale 
abrasion.  

Since oxidation is a surface phenomenon and the fiber orientation at the surface determines the rate of growth, 
we consider two nanostructures for incorporation into the composite. The transverse surfaces require 
nanostructures that are incorporated over large surface areas. Surface veils with nano-fibers incorporated into the 
exposed ply or between the exposed and the second plies of the composite offer the potential to decelerate the 
oxidation growth as well as arrest the spread of micro-cracking into the thickness of the ply.  Large aspect ratio 
nanofibers that are spun into random mats with one or two diameter thickness will be used on the exposed 
surfaces to enhance the fracture toughness by bridging cracks and reducing the oxygen sorption and diffusivity.   

 This paper focuses on the metal diffusion barrier layer and nano-composite bond layer effort is not 
described. The design, fabrication and characterization of the three-layer system is currently in progress. 
 

3. Thermally Evaporated Metal Top Coats   
In this secion, we describe the processing and performance of the thermally evaporated metallic coatings on 

the surface of neat resins. Both thermo-oxidative and mechanical stability of the coating are considered.  
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3.1 Specimen Preparation 
The metal thin films are coated on the composite substrates using a thermal evaporator. Aluminum and 

Silver coatings are investigated. Thermal evaporation is a commonly used to coat substrates for moisture barrier 
and other applications. The process entails evaporating a metal source, called a “boat,” under high vaccum 
conditions. The specimens are placed in the evaporator and evacuated to high vacuum condition, typically in the 
range of 10-4-10-6 mbar. Substrates can be heated to promote epitaxial crystal growth. Pure metals or combination 
of metals can thermally evaporated at the same time. The deposition rate is controlled to achieve uniformity and 
quick coverage. The distance between the source and the substrate controls amount and uniformity of deposition. 
The evaporation rate is normally determined by vapor density and its propagation velocity. Sensors are deployed 
inside the chamber to determine composition and for controlling composition with evaporation rate adjustments. 
Thermal evaporation has low material efficiency, particularly for large area and long duration evaporation.  

Figure 4(a) shows the arrangement used in the thermal evaporator in this effort. The source is placed 
directly beneath the middle specimen. The source and the substrate holding the specimens were placed within a 
few inches. Figure 4(b) shows silver coated specimens. As 99.9% pure metals were used for coatings were shiny, 
oxidation free and demonstrated enough adhesion allowing handling and further aging experimentation.  

Initial aging experimentation showed that the Al coatings peeled off during the initial hours (< 50 ) of aging 
time indicating poor adhesion to the surface. Further investigation showed that the coatings were possibly porous. 
Therefore, further experimentation and thermal evaporation process tuning was restricted to silver specimens.  

 
 

  
 

(a)                                                                       (b) 

Figure 4: Surface of polyimide composite (a) before and (b) after coating. 

3.2 Surface Characterization 
The adhesion of the coating was observed to be strongly dependent on surface preparation and roughness. 

Neat resin specimens with smoother surfaces had less coating durability under isothermal aging and composites 
which had mold surface imprints exhibited higher coating adhesion. The surface roughness was studied under an 
Atomic Force Microscope. The surfaces roughness was determined before and after coatings for as 
manufactured composite surfaces.  The as-manufactured neat resins had an average surface roughness of 
approximately 200 nm  before coating and 50 nm after coating.  

Several neat resin specimens were roughened using fine grit abrasives to increase the surface roughness 
before coating. Figure 4 (a) shows the AFM image of the sandblasted surface. The average surface roughness 
increased to 5000 nm after sandblasting. The coated surface is shows in Figure 5(b) which has an average 
surface roughness of 1500 nm. 

Deposition of another layer of metal is an option further reduce the surface roughness and increase thickness 
of the metal layer. But, such the second layer increases the weight of the structure and alters the thermal 
deformation response of the layer. Use of a second interlayer material such as chromium which can enhance the 
adhesion of silver to the polymeric substrate is also a possibility. These variations are currently being 
investigated. 
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(a) 

 
(b) 

Figure 5: AFM characterization of the surface. Both  as-cast and roughened surfaces are studied 
to determine impact on coating adhesion. (a) Surface of roughened specimen (b) Same surface after 

coating with silver film 
 

3.3 Thermo-Oxidative Performance 
The coated surfaces were isothermally aged for upto 1700 hours. Aging temperature used was close to the 

typical working temperature for the material. The specimens were coated only on one side allowing the 
determination of the impact of coating on oxidation growth. The experimental procedure used for aging studies 
was reported in detail earlier [35]. Briefly, the specimens were baked in aging ovens in oxidative environment 
(air). The specimens were periodically removed, sectioned and placed back in the ovens. The sectioned pieces 
were mounted for optical microscopy. The oxidation layer sizes are determined by color changes in the specimen. 
Figure 6 shows the top and bottom surfaces of the aged specimen. The top is the coated side and the bottom is 
the uncoated side.  

 
 
 

 
Figure 6: Dark-field image of oxidation in a cross section perpendicular to the fiber direction in a 

uni-directional composite 
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Figure 7: Oxidation growth profiles for Al and Ag coated specimens. 

Figure 7 shows the oxidation growth on the top and bottom surfaces for the Al and Ag coated specimens. 
The oxidation layer size is similar on both sides for the Al coated specimens. Coating peel off was evident in 
these specimens during the initial hours of aging and the coating discolored and peel off entirely after 500 hours. 
The Ag coated specimen however shows some evidence of retardation of oxidation growth. The oxidation zone 
measurement in composite from optical microscopy is very coarse. Presence of damage also accelerates the 
oxidation growth. Therefore, the variability in oxidation zone size is high. As seen from the data for the uncoated 
side, the oxidation zone sizes have significant variation. The coated side however shows less variation indicating 
some arrest of damage due to oxidation. Although the results are strikingly conclusive, the effect of silver coating 
is definitely discernable in retardation of the oxidation growth. This motivates further optimization of the layer 
thickness and bond strength for metal coatings and the design of the nano-fiber inter-layers. 

4. Concluding Remarks 
This paper presents an experimental study on the effect of metal coating on the thermo-oxidation growth 

in high temperature composites. The oxidation behavior of the Silver coated surfaces is encouraging. They 
exhibited necessary ductility to withstand the thermally induced strains as well as the reduction in oxygen sorption 
and diffusion behavior.  

Aluminum, a preferred material composition from the perspective of lower density, did not exhibit the 
necessary durability, which resulted in poor retardation of oxidation growth and was ineffective. However, this 
may be a lower weight alternative if the process is optimized. 
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Abstract Recently, many green composites have been developed, and utilization of those materials have 

been is advanced. Because many biodegradable plastics usually show affinity to a human body, in this 

research, using cotton yarn and Polylactic acid (PLA), which is a typical biodegradable polymer, a green 

composite was developed as a medical substance. Although the mechanical properties of some 

biodegradable plastics were far lower than that of an engineering plastic. It is necessary to raise the 

mechanical properties of a biodegradable plastic to the level which is equal to metal medical material. 

Furthermore at the practical use, the influence from water absorption is strongly received. The material design 

of green composites using Cotton yarn/PLA has been done including the effect of water absorption.  

 

Introduction 

Recently, many green composites have been developed, and several sorts of utilization of them are advanced 

[1]. It was pointed out that elastic modulus of metal biomaterial was usually too higher than bone. Instead of 

metal medical materials, these materials were begun to use because escaping from the effect of Allergy to 

metal . The change from a metal biomedical material to green composites is tried. This main reason is for 

suppressing generating of the allergies by a metal ion.  In this research, using Polylactic acid (PLA) which is a 

typical biodegradable polymer [2, 3] and cotton yarn, a green composite which had unidirectional fiber 

orientation was developed, and also the mechanical properties were evaluated. Although the mechanical 

properties of the present biodegradable plastic were far lower than that of the general engineering plastic, the 

mechanical properties of the developed composite checked having exceeded them. Now, at the practical use, 

the influence from water absorption is strongly received. The time dependency of the degradation of tensile 

strength by water absorption was evaluated quantitatively. Moreover, from the observation of the fracture 

mechanism, it was shown clearly that fracture process is classifiable into the domain for which strength 

reduction depends on absorption moisture, and the domain of time accompanying the chemical degradation of 

material.  
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Experimental method and used materials 

Used biodegradable resin was Polylactic acid (PLA) and in this research, LACEA H-100J, which was made 

from Mitsui Chemicals Co., was used. Research on the affinity of PLA and a human body is done until now [4, 

5]. Molding pressure was 1.2MPa molding temperature was 180C and pressure holding time was 40min.  

The thickness of the molded plate was 3mm.  To research of the effect of liquid on the mechanical properties, 

pure water was chosen. The tensile strength and the elastic modulus of PLA are 28MPa and 1GPa, 

respectively. The reinforcement was a cotton yarn made from Kanebo Co. Since the strength of the yard was 

difficult to determine a cross-section area, it assumed that cross-section form was circular immersed in resin, 

and was calculated from the measurement value of the diameter. The fracture strength of the cotton yarn was 

320MPa. When composites were designed, it can attain to calculate the required amount of reinforcement by 

a mixture's law in many cases. In "mixture's law", the fracture strain of fiber is lower than matrix is assumed. 

On the other hand, in the case of this composition of the materials, since the tensile fracture strain of cotton 

yarn is more than twice as large as the fracture strain of resin, it is difficult for the calculation which uses a 

mixture's law for material design. Then, it is necessary to presume the fiber content from an experimental 

result. In this research, the contents of cotton yarn was widely changed, and it adjusted and created so that a 

volume fraction might be Vf=30%, Vf=46% and Vf=56%. In the examination, resin (Vf =0%) were added to 

these, and four kinds of fiber volume fraction were used. 

 

Development of green composites instead of metal-biomaterial for bone 

After performing an operation on a bone fracture part, in order to protect the repaired portion, bone plates 

which use a substitute bone are used.  Although the metal material is used as an alternative substance of this 

part, development of a nonmetallic substance is desired. Because the tools fixed in the shape of bridge 

construction on both sides of a fracture part were specifically used, it was assumed that tensile force acts on 

this component. For the purpose, the mechanical property about tensile deformation was measured. Moreover, 

it is secured sanitarily and it not only has the same mechanical properties as a bone in this material, but does 

not come to start the immunoreactions of a human body. Generating allergy is reported although metal 

material is most often used, and those many have sufficient mechanical properties. As a result of investigating 

the tensile strength of a general bone, it became clear that it was in the range of 80 to 114MPa. Moreover, it is 

reported that a period required for bony reproduction, the usable years of the bone for substitution, is less than 

2000 hours. From the above conditions, as for the development goal, tensile strength made 90MPa and 

usable years 2000 hours. However, since conduction of load is attained as bony reproduction progresses, the 

role of a support component decreases. Therefore, it carried out that strength fell to 10% within the period of 

2000 hours to approving.  

 

It decided to use PLA to which utilization is advanced as an engineering plastic for industry in a biodegradable 

plastic. It is known that PLA not only shows biodegradability, but cannot do an immune antibody. As a fault, the 

strength of a biodegradable plastic is a low thing as compared with it of a general-purpose plastic. The tensile 

strength of used PLA is 28MPa. This is about 1/3 of the strength needed this time. In order to raise this 
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strength, it tried to reinforce using cotton yarn. The reason for having used cotton yarn is that it can obtain 

easily. This combination is a material called a green composite. After winding cotton yarn to the unidirectional 

direction, the specimen plate was made by the immersion treatment of PLA resin solution. The tensile test was 

carried out using the specimen cut out from plate in the direction of fiber orientation. 

 

Fig. 1 (a) and (b) shows the change to the volume fraction of tensile strength and a tensile modulus which 

were obtained by the tensile test. The tensile modulus and strength of resin be expressed by a linear function 

to a volume fraction. From this, the mechanical properties of the unidirectional Cotton/PLA composite material 

were understood that it can calculate using a mixture's law. In other words, it was found that it is the material in 

which a materials design is possible. It was recognized that it can attain if tensile strength 90MPa of the 

fiducially point of a design is more than Vf=30% at least. And the modulus of composites of Vf =30% 

increases by 4 times as compared with it of used resin. In this material development, although tensile load is 

taken up as first theme, it is necessary to take into consideration deformation by compressive load, and the 

deformation to torsion load.  However, under the present circumstances, information required to determine 

these mechanical properties values is not fully acquired. 

 

 

 

 

 

 

 

 

 

 

 

 

   (a) Tensile strength of resin and FRPs                  (b) Tensile modulus resin and FRPs 

Fig.1 Tensile strength and modulus of Cotton/PLA composites 

 

The water absorption phenomena and degradation phenomena of pure resin 

When all material used in the human body, the change of mechanical properties becomes very important 

caused by water absorption especially. Moreover, PLA is a biodegradable plastic, and since it is rich in water at 

affinity, it needs to investigate change of the mechanical properties accompanying water absorption, and 

chemical nature in detail. However, as shown in Fig. 3, when immersion time exceeded 2000 hours, both 

tensile strength of wet specimen and again dryness of the wet specimen fell quickly.  It is assumed that not 

only absorbed water but chemical degradation advances from this after immersion of 2000 hours or more to 
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Fig. 2 Water absorption phenomena and tensile  Fig3 Tensile strength of PLA immersed and dried 

strength of immersed PLA resin until 2000 hours   after immersion treatment. Solid circle; wet specimen, 

                                    Open circle; dried material after immersion treatment 

 

degradation of mechanical properties according to the water in less than 2000 hours being assumed. Then, 

elution of the material accompanying water absorption was investigated. The specimens were dried 

completely after being immersed in pure water and the change of mass was measured. Fig. 4 showed the 

result of measuring the amount of reduction of mass and mass slightly decreased till 1500 hours, and later 

than it, rapidly decreased. It was assumed that the reason in which mass decreased is in elution. Although 

elution of polymer itself and elution of the decomposed material in the molecule of polymer were assumed by 

the cause of reduction in mass, in order to investigate the mechanism, analysis by FT-IR was carried out to it. 

Chemical degradation assumed generating in the portion of an ester bond C=O in main chain. Since the wave  

 

 

Fig.4 The change of mass loss according to immerse in pure water of resin at 40 C 
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number which shows C=O bond was about 1800cm-1, distribution of the range of 1900cm-1 was investigated 

from the wave number 1700-1 as shown in Fig.5 (a). Reduction of the area of the wave at about 1800cm-1 

accompanying water absorption shows decrease of number of an ester bond, and the amount of cutting of the 

ester bond which occurs in main chain in PLA resin increases. 

 

It measured in the area which opted for change of wave quantity according to the standard. Fig. 5 (b) shows 

the change of the area accompanying progress to pure water at immersion time. From change of the color of 

the material accompanying immersion treatment, it was checked till about 2000 hours that elution of the 

material from the surface takes place too. Moreover, when this time was passed, it turned out that elution of 

the material from an inside increases.  
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(a) Distribution of wave number     (b) Decrease of the ester bonding 

after immersion treatment           increasing immersion treatment 

Fig. 5(a), (b) Analysis of chemical degradation caused by water with FT-IR method  

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Comparison of tensile strength of specimen immersed in pure water and Ringer’s solution 
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Although degradation of PLA has been studied using pure water, when an alternative substance was used for 

a human body, it is necessary to consider the influence which a difference of pure water and humors has on

degradation phenomenon. Ringer's solution was used instead of humors, degradation of the strength of PLA 

was investigated, and it compared with the result in pure water. Fig. 6 shows the tensile strength by immersion 

time 4000 hours. Also when there was no difference in both results and the result of the examination by pure 

water was used for the inside of the body, it found that it was possible to use the result of this research.  

 

Degradation of Cotton/ PLA composites caused by water absorption 

Fig. 7 shows the process of degradation of the strength of Cotton/PLA composites of all the fiber volume 

fractions. The speed to which strength falls is accelerated while a fiber volume fraction increases. By the way, 

with resin material, the first domain to which strength falls gently by water absorption, and the second domain 

to which it falls rapidly by chemical splitting existed. Existence of these domains was investigated about the 

composite material. As a result, it became clear that in the volume fraction Vf = 46% or less of material, two 

domains existed. However, with the increase in a fiber volume fraction, the width of the first domain decreases, 

i.e., the time to the start of rapid strength reduction becomes short, and that of it is completely lost with Vf=56% 

of material. That is, it was found that strength reduction advances linearly with the increase in immersion time. 

The possibility of the materials design of the Cotton/PLA composites which can be used as an alternative 

material for 2000 hours on the assumption that such degradation occurs was examined. 

 

By the way, in cotton yarn and PLA composites, it turned out that the rate that a chemical degradation domain 

not only increases, but strength falls is accelerated with the increase in  fiber volume fraction. While 

strength improved with mixing of a fiber, it turned out that strength is remarkably influenced by water 

absorption. In order to perform an improvement in quality in the future, it is very important to investigate how 

water has influenced the process of destruction.  

                                                                                               

 

 

 

 

 

 

 

 

 

 

Fig. 7 Degradation of tensile strength after water          Fig. 8 Residual strength of water immersed  

immersion of Cotton yarn/ PLA                          Cotton yarn/PLA composites at 2000 hours 
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Fig. 9 Interface depending caused by water immersion  

observed using the electron microscope(SEM). 

 

In the case of cotton yarn / PLA composites used by this research, it was assumed that chemical degradation 

of resin and fiber are promoted by mixing of a fiber, or the interface around yarn was weakening by the water. It 

was assumed that chemical degradation of resin is promoted by mixing of a fiber, or a fiber and an interface 

become weak with water from this. In the case of thread, when water reduces the coefficient of friction 

between the single fibers which constitute thread, it is possible that tensile strength falls. However, in the case 

where immersion of the resin is carried out to thread, it does not become a factor which a single fiber is fixed 

and falls.  It is assumed from degradation of resin by a fiber being difficult to think that the interface around a 

fiber deteriorated. Moreover, it was not observed that fibers broke at lower strain and a crack occurs from the 

part. On the other hand, the pullout length of the thread increased from the fracture surface with the increase 

in immersion time. So, the interface of thread and resin on the cross section which cut the specimen was 

observed by SEM. Fig. 9 shows in the state of the interface of resin and yarn. In this figure, the crevice exists 

in the interface and it is shown that the interface debonding occurred. Although this debonding is propagated 

along with thread, a debonding makes resin generate a crack, and that crack starts progress in the rectangular 

direction to tensile stress. It was found that the effect of thread as a reinforcement not only decreases by the 

debonding generated in the direction of an axis of thread, but the crack which intersects perpendicularly in the 

yarn direction occurs from a debonding, and it reduces strength. By improving the adhesion strength between 

thread and resin as a future improvement, the indicator in which improvement in strength was still more 

possible was acquired. 

 

Finally, Fig. 8 shows the result of plotting the tensile strength in immersion time 2000 hours to a fiber volume 

fraction from Fig. 7. The figure shows that strength is increasing linearly to Vf. If this result is used, when the 

strength which is a design intention can create the material of 90MPa at more than fiber volume fraction 

Vf=50% and permits 10% of strength reduction during practical using, it turns out that it can attain about fiber 

volume fraction Vf=40%. From the result, this composite material showed clearly that it can be used as a 
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tailored material above. 

 

Conclusions 

The purpose of this research was to developed biodegradable bone plate of affinity for a living body instead of 

a metal bone plate. In this research, the green composite which used biodegradable resin as a matrix was 

created. PLA resin was selected as a matrix and general-purpose cotton yarn was used as reinforcement. The 

mechanical properties at the time of dryness of an alternative material which is needed for the design of 

composites, especially tensile strength were observed. Furthermore, in order to use material in a living body, it 

measured change of the tensile strength after being immersed in water till 4000 hours. In this research, the 

unidirectional orientation Cotton yarn strengthening PLA composites was created. The fiber volume fraction of 

the created composites was taken as from resin simple substance Vf=0% to 56%. As a result, if it was Vf=50% 

of a composites also on which conditions under dryness and moistness, it was shown that can change into 

metal material and it can be used.  As these conclusions, it was shown clearly that a materials design is 

possible with the used material composition. 
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ABSTRACT The advanced accelerated testing methodology (ATM-II) for the long-term life prediction of CFRP

laminates exposed to an actual loading having general stress and temperature history is proposed in this paper.

Three conditions as the basis of ATM -II are introduced with the scientific bases. The long term fatigue strength of 

CFRP laminate under an actual loading is formulated based on the three conditions.  The creep compliance and 

time-temperature shift factors of matrix resin, which perform an important role for time and temperature

dependence of long-term life of CFRP laminates, are also formulated based on the modified time-temperature

superposition principle. The applicability of ATM-II is confirmed by predicting the long -term fatigue strength of 

CFRP laminates for marine use.

Key words: CFRP, Life prediction, Viscoelasticity, Marine

1. Introduction

Carbon fiber reinforced plastics (CFRP) are now being used for the primary structures of airplanes, spacecrafts 

and others as well as ships, in which the high reliability should be kept during the long-term operation.  Therefore, 

it would be expected that the accelerated testing methodology for the long-term life prediction of CFRP structures 

exposed under the actual environments of temperature, water, and others must be established.

A strategy of accelerated testing is shown as the following steps, 1) data collections of accelerated testing, 2) 

durability design, 3) development of highly reliable structures.  First, the accelerat ed testing methodology should 

be established for polymer composites.  Our developed methodology will be generic and can be applied to 

centrifuge, generator, flywheel, aircraft, wind turbine, marine and automobile.
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In this paper, we propose an advanced accelerated testing methodology (ATM -II) which can be applied to the life 

prediction of CFRP laminates  exposed to an actual load and environment history.  First, three conditions as the 

basis of ATM -II are introduced with the scientific bases.  One of these conditions is the fact that the time and 

temperature dependence on the strengt h of CFRP laminates is controlled by the viscoelastic compliance of matrix 

resin.  Second, the formulations of creep compliance and time-temperature shift factors of matrix resin are carried 

out based on the modified time-temperature superposition principle.  And the formulations of long-term life of 

CFRP laminates under an actual loading are carried out based on the three conditions.  Third, the applicability of 

ATM-II for the long-term life prediction of CFRP laminates for marine use is confirmed under dry and wet 

conditions.

2. Advanced Accelerated Testing Methodology (ATM-II)

2.1 Concept of ATM-II

ATM-II is established with three following conditions,

(A) The time and temperature dependence of strength of CFRP is controlled by the viscoelasticity of matrix resin.

Therefore, the time-temperature superposition principle for the viscoelasticity of matrix resin holds for the strength 

of CFRP.

(B) The strength degradation of CFRP holds the linear cumulative damage law as the cumulative damage under 

cyclic loading.

(C) The failure probability is independent of temperature and load histories.

A key component of ATM-II is also the empirical observation (A), which has been demonstrated its applicability for 

various CFRP laminates and their structures.  Based on the condition (A), it is possible to calculate the strength 

variation of CFRP laminates by the viscoelastic compliance of matrix resin determined by the creep compliance of 

matrix resin and the history of load and temperature changed with time. With the condition (B), it is possible to 

calculate the strength degradation by load cycles undergoing to the linear cumulative damage law. With the 

condition (C), the reference strength and the failure probability can be obtained by measuring the static strength of

CFRP laminates at an arbitrary strain rate under room temperature.  The formulation for long-term fatigue 

strength of CFRP laminates  exposed to an actual load and environment history are conducted under the three

conditions of ATM-II.

The procedure for determining the materials parameters in the formulation of ATM-II is illustrated in Figure 1.

First, the change in compliance of viscoelastic matrix resin is measured over time at a constant temperature.  The 

tests are repeated for several elevated temperatures, which results in several compliance curves with the function 

of time.  The time-temperature shift factor are then determined by shifting the creep compliance curves for
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several temperatures into time scale to form a master curve of creep compliance at a reference temperature.  The 

time-temperature shift factor is thus the measure of the acceleration of the life of matrix resin by means of the 

elevated temperatures.  The next step is to obtain the creep strength master curves of CFRP laminates.  This 

step consists of two parts.  The first part is to determine static strength master curve of CFRP laminates  from the 

static loading tests conducted at a single strain rate and several elevated temperatures using the time-temperature

shift factor for matrix resin, and the second part is to convert the static strength master curve to the creep strength

master curve of CFRP laminates.  Third, the master curves of fatigue strength of CFRP laminates  at zero stress 

ratio are determined by conducting the fatigue tests at several stress levels, a single frequency, stress ratio (zero 

stress ratio) and temperature using static strength master curve.  Finally, the master curves of fatigue strength at 

an arbitrary stress ratio are determined by the creep strength master curve and the fatigue strength master curves 

at zero stress ratio.  Through these procedures, all of materials parameters in the formulations can be determined 

for the long-term fatigue strength at an arbitrary load condition in which the stress and temperature arbitrarily 

changed with time.

Figure 1 Procedure of ATM -II for CFRP laminates

2.2 Formulation of long-term fatigue strength of polymer CFRP laminates under actual loading

The long-term fatigue strength exposed to the actual loading where the temperature and load change with time can 

be shown by the following equation based on the conditions of A, B and C.
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The first term of left part shows the scale parameter for the strength at the reference temperature T0, the reduced 

reference time t0’, the number of cycles to failure Nf  = 1/2 and the stress ratio R = 1.
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The second term shows the variation by the viscoelastic compliance of matrix resin which depend on temperature 

and load histories.  The viscoelatic compliance can be shown by the following equation. (Condition A)
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where, Dc shows the creep compliance of matrix resin and σ(τ’) shows the stress history. t’ in the above equation 

is the reduced time at the reference temperature T0 and can be shown by the folowing equation.
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where, aTo shows the time-temperature shift factor of matrix resin and T(τ) shows the temperature history.

The third term shows the degradation by the cumulative damage under cyclic load.  The Nf  and R in this term

show the number of cycles to failure and the stress ratio at the final step, respectively. The kD shows the 

Accumulation index of damage defined as the following equation based on the condition (B).
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where ni and Nfi are the number of cycles and the number of cycles to failure at the loading of step i, respectively.

The forth term shows Weibull distribution as the function of failure probability Pf based on condition C.

3. Modified time-temperature superposition principle

The formulation for the master curve of creep compliance of matrix resin Dc in Equation (1) and the

time-temperature shift factor of matrix resin aTo (T) in Equation (3) should be performed for the long-term fatigue 

strength of CFRP laminates  under the actual loading.  The master curve of Dc can be represented by two 

tangential lines, whose slopes are mg and mr, respectively.  With these parameters, the master curve of Dc can be 

fit with the following equation,
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where t0‘ is an initial reduced time at a reference temperature T0. The tg‘ is the reduced glassy time at a reference 

temperature T0. The mg and mr are the parameters.
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The modified time-temperature superposition principle was proposed for the determination of reliable master curve 

for the creep compliance of matrix resin. The vertical shifting as well as the horizontal shifting should be 

performed for getting the reliable master curve of creep compliance of matrix resin.   The necessity of vertical shift 

was cleared theoretically and experimentally. The details of results are beyond the scope of this paper.

The horizontal time-temperature shift factor aTo(T) that is the amount of the horizontal shift, can be fit with the 

following equation,
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where G is the gas constant, 8.314×10-3 [kJ/(Kmol)], ΔH1 and ΔH2 are the activation energies below and above the 

glass transition temperature Tg, respectively,  and H is the Heaviside step function.  The vertical temperature shift 

factor, bTo(T), which is the amount of the vertical shift, can be fit with the following equation,

( ) ( ) ( ) ( ) ( )[ ] ( )[ ]TTTTbTTbTTTTbTbT −−+−+−−= gg20g1g01 H-1Hlog 0 ,                            (7)

where b1 and b2 are the slopes of two line segments below and above Tg.

Alternatively, the viscoelastic behaviors of matrix resin can be represented by the storage modulus E’ which can 

easily be measured with experimental devices such as the dynamic mechanical analyzer (DMA) conducted at 

various frequencies and temperatures.  Note that Dc can approximately be obtained from E’ by using

( ) ( )fEtD '1c = .                                                    (8)

where it can be considered that the frequency f is equal to the inverse of time 1/(4t).

4. Long-term life prediction of CFRP laminates under dry and wet conditions

The long-term fatigue strength for three kinds of CFRP laminates under dry and wet conditions are formulated by 

substituting the measured data in Equation (1).  Three kinds of CFRP laminates are plain woven T300 carbon 

fibers fabric/vinylester (T300/VE), plain woven T700 carbon fibers flat fabric/vinylester (T700/VE-F) and multi-axial

knitted T700 carbo n fibers fabric/vinylester (T700/VE-K) for marine use. These CFRP laminates were prepared 

under two conditions of Dry and Wet after molding.  Dry specimens by holding the cured specimens at 150oC for 2 

hours in air, Wet specimens by soaking Dry specimens in hot water of 95oC for 120 hours were respectively 

prepared.
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4.1 Creep compliance and time-temperature shift factors

The creep compliances at various temperatures under Dry and Wet conditions shown in the left side of Figure 2 

were shifted horizontally and vertically to construct the smooth master curve of creep compliance shown in the right

side of this figure.  The activation energy ΔH1 in the horizontal time-temperature shift factor aTo (T ) shown by 

Equation (6) and the parameter b1 in the vertical temperature shift factor bTo (T) shown by Equation (7) were 

determined through the construction of creep compliance master curve. Additionally, the storage moduli under

Dry condition measured at various temperatures in the relative high temperature range were also shifted

horizontally and vertically to construct the smooth master curve of storage modulus.  The activation energy ΔH2,

the parameter b2 and Tg in Equations (6) and (7) which are the parameters in the high temperature range were 

determined through the construction of storage modulus master curve.

The material parameters of Dc(t0’, T0), tg’, mg and mr in the creep compliance master curve shown by Equation 

(5) are determined by fitting the creep compliance master curves under Dry and Wet conditions shown in Figure 2.

Figure 2 Master curves of creep compliance of matrix resin under Dry and Wet conditions
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Figure 3 Horizontal and vertical shift factors under Dry and Wet conditions based on the modified time-temperature

superposition principle

4.2 Flexural  static strength of CFRP laminates under Dry and Wet conditions

The left side of each graph in Figure 4 shows the flexural static strength σs versus time to failure ts at various 

temperatures T for three kinds of CFRP laminates  under Dry and Wet conditions, where ts is the time period from 

initial loading to maximum load during testing.  The master curves of σs versus the reduced time to failure ts’ were 

constructed by shifting σs at various constant temperatures along the log scale of ts using the same

time-temperature shift factors for Dc and E’ of matrix resin shown in Figure 3. The flexural static strength for three 

kinds of CFRP laminates under both of Dry and Wet conditions were formulated by using Equation (1).  The 

formulated curves  of flexural static strength of all three kinds of CFRP laminates under both conditions agree well 

with the experimental data. It is cleared from Figure 4 that the σs for all of three CFRP laminates under both of Dry 

and Wet conditions strongly decreases with increasing time, temperature and water absorption and that the time, 

temperature and water absorption dependent behavior for the flexural static strength is just the same for three 

kinds of CFRP laminates although the scale parameters σs of static strength for three kinds of CFRP laminates at 

an initial reduced time at a reference temperature are clearly different from each other, because the carbon fibers 

and weave structure are different. It is concluded that the time, temperature and water absorption dependent 

behavior for the flexural static strength of CFRP laminates is perfectly controlled by the viscoelastic behavior of 

matrix resin.
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Figure 4 Master curves of flexural static strength of three kinds of CFRP laminates under Dry and Wet conditions

4.3 Flexural fatigue strength of CFRP laminates under Dry and Wet conditions

To construct the master curve of flexural fatigue strength σf, we need the reduced frequency f ' in addition to the 

reduced time to failure tf ' defined by the following equations

( )Taff T0' ⋅= , ( ) '
' ff

f
0 f

N
Ta

tt
T

==   (9)

where Nf  is the number of cycles to failure. The master curves of fatigue strength versus the reduced time t’ for

distinct Nf  can be constructed as depicted in solid curves in Figure 5. It is cleared from this figure that the σf of all 

three CFRP laminates strongly decreases with time to failure, temperature although the σf  decreases scarcely with 

Nf . The effect of number of load cycles on the flexural strength of these CFRP laminates is negligible small.

190



Figure 5 Master curves of flexural fatigue strength of three kinds of CFRP laminates under Dry and Wet conditions

5. Conclusions

The advanced accelerated testing methodology (ATM-II) for the long-term life prediction of CFRP laminates

exposed to an actual loading having general stress and temperature history was proposed in this paper. Three

conditions as the basis of ATM -II were introduced with the scientific bases. The long term fatigue strength of 

CFRP laminate under an actual loading was formulated based on the three conditions.  The creep compliance 

and time-temperature shift factors of matrix resin, which perform an important role for time and temperature 

dependence of long-term life of CFRP laminates, were also formulated based on the modified time-temperature

superposition principle. Finally, the applicability of ATM-II was confirmed by predicting the long-term fatigue

strength of CFRP laminates for marine use.
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ABSTRACT 
 
Nonmonotonic load-displacement curves obtained from buckled tubes and single foam cells subjected to 
displacement controlled uniaxial compression are due to negative stiffness of the structural elements in the post-
buckled regime. In the continuum limit, non-monotonic stress-strain curves obtained for elastomeric foams under 
volume controlled hydrostatic compression indicate negative incremental bulk moduli. Negative bulk moduli arise 
from cell rib buckling stabilized from collapse by the volumetric constraint. The objective of this work was to obtain 
an understanding of the material conditions necessary for non-monotonic constitutive behavior in open celled 
foam. For instance, amplitude degradation of the previously obtained incremental negative bulk modulus was 
observed after a small number of cycles. Commercial polyurethane foams with a pore size of 30 pores per inch 
(ppi) were subjected to quasi-static volume compression at strain rates of 5 x10-3 and slower as well as constant 
volume bulk relaxation tests at ambient temperature. Negative incremental stiffness was observed in two of three 
specimens cut from the same parent material, however the detailed behavior was highly specimen and cycle 
dependent. Time dependent tests disclosed power law behavior for constant volume bulk relaxation. Dynamic 
tests were affected by parasitic damping in the test apparatus and control electronics. Foams showing negative 
incremental bulk moduli will be used in future work as inclusions in positive stiffness matrices for the development 
of exterlibral composites. 
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I. Introduction 
 
The concept of negative stiffness has been shown to be a pathway to extremal material behavior. Negative 
stiffness is defined as a reversal in the usual directional relationship between casual forces and ensuing 
deformations [1]. The enhancing effects of negative stiffness were first demonstrated in a Reuss type composite 
composed of rubber tubes of positive stiffness in series with a tube in a post buckled state [2]. The composite 
structure possessed mechanical damping orders of magnitude above the base tube material. It is noted that 
unlike the negative structural stiffness associated with resonance of elements in metamaterials [3], in this case 
negative stiffness arises from stored elastic energy resulting from deformation of some of the composite tube 
elements into the post buckled regime. 
 
Extension of the lumped Reuss composite to distributed material systems has resulted in a number of metal 
matrix composites displaying effective behavior outside the bounds obtained from the usual composite theory. For 
these composites, negative stiffness was provided by ceramic inclusions undergoing ferroelastic phase transitions 
triggered through temperature changes. A number of anomalous mechanical behaviors were obtained including 
enhanced mechanical damping during torsion [4], broad damping peaks [5] and macroscopic material instability 
[6]. Most notably, transient dynamic Young’s Moduli greater than diamond were obtained for composites 
composed of barium titanate (BaTiO3) inclusions in a cast tin (Sn) matrix [7]. 
 
For the metal matrix composites, negative stiffness of the composite inclusions has never been measured directly, 
rather, it is inferred from effective composite behavior. Negative stiffness is not normally observed as it is unstable 
unless constrained either by surface traction or displacement control. As an further example of inference, 
nonmonotonic stiffness and enhanced damping were observed during the martenisitic phase transition of 
polycrystalline indium-thallium alloys when subjected to cooling rates on the order of 40oC/min [8]. Both of these 
effects were not observed in single crystals of the same material and can only be explained by considering the 
polycrystallite as a composite material. Portions of the polycrystallite constrain some of the grains giving rise to 
negative stiffness effects. For composites or polycrystalline materials, the effects of inclusion negative stiffness on 
the effective composite behavior are obtained from weighted averages between the constituent properties [1].  
 
Negative incremental structural stiffness has been measured in post-buckled tubes [2] and models of single foam 
cells [9]. A incremental negative material stiffness, or bulk modulus in the continuum sense, was observed (Fig. 1) 
for bulk foam during volumetric compression [10]. In all of these studies, displacement control was necessary to 
observe the instability after a range of applied strain. For the bulk foam, volume constraint was achieved by a 
large mismatch between the bulk modulus of the sample, K  50 kPa, and that of the water, K  2 GPa. Negative 
bulk moduli arise from cell rib buckling stabilized from collapse by the volumetric constraint. 
 
The present work is centered on understanding the dynamic properties of foam possessing negative incremental 
bulk modulus. The constitutive understanding will be used to guide the design of future foam composites having a 
negative stiffness phase. A secondary objective is to determine the cause of the loss of negative incremental 
stiffness with repeated cycling observed under quasi-static conditions (Fig 1b). Ultimately, we intend to (1) explore 
the range of allowable material structure which can give rise to negative incremental bulk modulus namely pore 
size, pore shape, and base foam material, (2) determine the dynamic range of observable negative stiffness 
(loading rate), (3) determine time dependent constitutive equations and (4) and measure the dynamic properties 
(complex moduli and mechanical damping) as a function of volumetric strain. In the present manuscript 
preliminary data is presented, current experimental difficulties are discussed and a path forward outlined.  
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Fig. 1. (a) Nonmonotonic behavior in a load-unload cycle of a 60 ppi, 3.5 cm diameter sphere in displacement 
(volumetric) control. (b) Cycle dependence in repeated tests. Adapted from [10]. 
 
 
II. Materials and Methods 
 
Foam specimens were sectioned from “Scotch Brite” (3M, Minnesota, USA) polyurethane foam. The foam was 
open celled, white in color and had an estimated pore size of 900 m. This pore size corresponds to ~30 
pores/inch (ppi). Visually, pores appeared to be iconic tetradecahedrons with little apparent anisotropy, however, 
pores in fact have an elliptical shape with an aspect ratio of 1.62. For compression tests, foam specimens had a 
volume of approximately 20 cm3.  
 
A volumetric compression chamber was built which could be held in a 25 kN servo-hydraulic MTS load frame. The 
test chamber was a 20 cm long acrylic tube with a 13 mm inner diameter and wall thickness of 5 mm. The tube 
was capped by 1 cm thick stainless steel covers. The top plate contains a piston to control volume with a cylinder 
diameter of 25 mm and total effective length of 7 cm (a total volume of 34.4 cm2). When installed in the servo-
hydraulic load frame, the bottom plate is rigidly held in the bottom grip, the top grip holds the piston. The working 
fluid was tap water at ambient temperature. Care was taken to eliminate as many air bubbles as possible from the 
system during filling, after installation into the load frame the system was cycled a number of times (without 
loading the sample) to bleed any air from the lines. To provide surface constraint, and hence volume compression, 
foam specimens were sealed inside thin rubber membranes (Durex Fetherlite Ultima, Norcross, Georgia) using 
electrical tape. An air escape tube, with access through the bottom plate, was also included. 
 
Water pressure was measured using an Impress (Berkshire, UK) DMP 331 (model# 110-0400-3-5-100-N40-1-000) 
pressure sensor which uses a stainless steel membrane for pressure measurement. The sensor has a 0-100 
mbar gauge pressure range corresponding to a 0-10 VDC output. Output voltages were recorded on an Agilent 
Technologies DSO7032A digital oscilloscope. Linear displacements of the piston were measured using the MTS’s 
linear voltage displacement transducer (LVDT) and native control electronics, to correlate in time the 
displacement signal was also recorded on the second channel of the scope.  
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III. Results and Discussion 
A. Incremental Negative Stiffness 
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Fig. 2 – First three foam cubes tested in volumetric compression. (a) Cube 1 did not display negative incremental 
modulus as compared to data from Moore et al. [10]. (b) Cube 2 displayed reversals, however, behavior was not 
consistent for repeated cycles. Test #4 from cube 1 is shown as a comparison to cube 2. (c) Cube 3 also 
displayed inconsistent reversals which shifted in strain ranges with repeated tests. Also shown in (c) are 
intentional closures of the air relief tube, marked by the arrows in test #9, to determine if the membrane was 
sealing air inside the specimen. 
 
Three cube foam samples were tested of roughly the same volume (18.1, 17.8 and 20.5 cm3) and cut from the 
same original piece of material. Cubes 2 and 3 displayed reversals in their pressure-volume compression curves 
indicating negative incremental bulk modulus (Fig. 2b,c). Cube 1 did not display a reversal (Fig 2a). It is noted that 
the pore size of the present specimens is 30 ppi or roughly twice as large as the 60 ppi foam specimens 
previously studied [10]. For cubes 2 and 3, reversals were different in both the character and strain range for 
repeated tests. Cube 3 showed rapid increases in bulk modulus which were thought to be caused by the 
membrane temporarily sealing the air relief tube, hence causing compression of the trapped gas. This was tested 
by intentionally closing the air relief tube with its connection valve, as indicated in test #9 for cube 3 in Fig. 2c, 
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resulting in a transition from the bulk foam behavior to the bulk modulus of air (~100 kPa). However, the onset of 
the change is instantaneous and the release nearly so, relaxing back to the foam behavior. It is still unclear 
whether the rapid increases in test 5-8 are indicative of the true foam constitutive behavior or are experimental 
artifacts. 
 
B. Dynamic Properties 
 
As the main thrust of this work is the determination of the dynamic properties of the foam, constant volume bulk 
relaxation and cyclic tests were conducted. For relaxation, power law behavior was obtained for low values of 
volumetric strain (Fig. 3a). The rise time of the volume compression pulse was rather long, and will be shortened 
in future tests. 
 
For cyclic loading, no results from the foam are presented. A number of experimental issues must be overcome 
before accurate results for the foam can be obtained. Most importantly, though sinusoids can be stipulated and 
obtained for the MTS cross head displacements, corresponding pressure measurements made in the water (no 
specimen) are not sinusoidal. This is apparent in Fig. 3b as bending of the sinusoids, which are present at every 
value of precompression and are likely due to sliding/rolling of the piston o-rings. Secondly, the displacement 
sinusoid lags the pressure signal due to phase errors incurred from the MTS signal conditioning. Considering the 
displacement is the control signal it must lead the pressure response for passive materials. The pressure signal is 
recorded directly from the pressure sensor, the displacement signal runs through the native MTS electronics 
before being recorded on the scope. The parasitic damping can be estimated from the phase lag ( t = 0.086 s) by 
tan  = tan(2 t/T) = 0.277, where T is the period of the sinusoidal wave. Removing or correcting this lag will be 
important to get accurate measurements of the foam tan . 
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Fig. 3 – (a) Power law bulk relaxation behavior of the open celled foam. The volume compression pulse is not a 
not a step function, hence data are not reported until several seconds into the test. (b) Dynamic loading of the 
water only, hence the machine response. The pressure response is not sinusoidal and leads the displacement 
control signal. The time shift is due to phase errors incurred from the MTS electronics. 
 
IV. Conclusions 
 
Negative incremental bulk moduli were observed in a large pore size, open celled foam during preliminary quasi-
static volumetric compression tests at strain rates on the order of 5 x10-3 /s and slower. However, the obtained 
behavior is not consistent between samples cut from the same parent material or for repeated cycles of each 
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specimen. Some rapid reversals in the pressure-volumetric compression curves may be due to sealing of the 
membrane from the ambient atmosphere. Constant volume bulk relaxation tests disclosed power law behavior for 
low volume compressions; more testing is required using step function inputs to quantify the behavior. Frequency 
tests need further investigation due to mechanical coupling in the piston and electronic phase errors.  
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ABSTRACT 

Time-dependent material functions of engineering plastics within the exploitation range of temperatures extend 
over several decades of time. For this reason material characterization is carried out at different temperatures 
and/or pressures within a certain experimental window, which for practical reasons extends typically over four 
decades of time. For example, when relaxation experiments in shear, are performed at different constant 
temperatures and/or pressures, a set of segments is obtained. Using the time-temperature and/or time-pressure 
superposition principle, these segments can be shifted along the logarithmic time-scale to obtain a master curve 
at a selected reference conditions. 

This shifting is commonly performed manually (“by hand”), and requires some experience. Unfortunately, manual 
shifting is not based on a commonly agreed mathematical procedure which would, for a given set of experimental 
data, yield always exactly the same master curve, independently of a person who executes the shifting process.  
Thus, starting from the same set of experimental data two different researchers could, and very likely will, 
construct two different master curves. 

In this paper we propose mathematical methodology which completely removes ambiguity related to the manual 
shifting procedures. Paper presents the derivation of the shifting algorithm and its validation using several 
simulated- and real- experimental data. 

Keywords: time-temperature (-pressure) superposition principle, master curve, algorithm for automated time-
temperature shifting, long-term behavior of polymers 

 

1. Introduction 

The shear relaxation modulus of polymeric materials typically exhibits three regions, which are determined by 
time (or temperature, or pressure), as schematically shown in Figure 1. The first region is called glassy, where the 
properties are constant and the material is hard and brittle. As one waits longer in time (or increases temperature, 
or decreases pressure), the test material enters the transition region, where the material properties drastically 
change. By waiting longer (or increasing temperature further, or decreasing pressure further) we come to the 
rubbery region, where the material behaves like a rubber. The modulus stays close to constant if the material is 
cross linked (e.g., rubbers), while in the case of non-cross linked materials (most thermoplastics), the material 
enters the flow region. In regard to this, the value of the modulus in the glassy state becomes, gG , and in the 

rubbery (or equilibrium) state, rG  (or eG ). These regions can be related to the volume behavior explained in [1], 
where the transition region is narrowed to the dashed vertical line. 
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Figure 1: Schematic representation of the shear relaxation modulus, ( )G t : 

 Four regions of ( )G t  for a polymer 

The curve, shown in Figure 1, usually extends over several decades of time, which are physically impossible to 
measure. For this reason, data are collected from experiments within a certain time interval, commonly called the 
experimental window, which typically extends over four decades of time [3]. When experiments are performed at 
different constant temperatures, and/or different constant pressures, a set of ( )G t  segments is obtained. Using 

the time-temperature ( )t T−  and/or time-pressure ( )t P−  superposition principle (if applicable), these segments 

can be shifted along the logarithmic time-scale to obtain the master curves schematically shown in Figure 2 [2]. If 
the superposition principle is valid, the master curves represent the long-term behavior of the material, at the 
chosen reference conditions, 0T  and 0P . 

 

Figure 2: Schematics of (a) t T−  superposition of ( )G t  for reference temperature 0 3T T= , 

and (b) t P−  superposition of ( )G t  for reference pressure 0 3P P=  
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This shifting is commonly performed “by hand”, and requires some experience. Unfortunately, »hand-shifting« is 
not based on a commonly agreed mathematical procedure which would, for a given set of experimental data, yield 
always the same master curve.  Thus, starting from the same set of experimental data two different researchers 
could, and very likely will construct two different master curves. Knauss W.G. [3] and Zhao J. et al. [4] presented 
the shift factors as function of temperature obtained by two different authors. They assumed that in spite of the 
scatter the data are precise enough. However, slight variations in the shift factors with temperature can influence 
on the accuracy of the master curve [5]. 

Along with “hand shifting” there are different numerical procedures for calculation of shift factors. Most of them are 
based on the least-square method where shift factors are determined by minimizing the sum of square errors in 
horizontal distances between adjacent segments in the overlapping area [5]-[8]. There are also algorithms which 
allow, for example, calculating shift factors iteratively [9], or by matching the first derivatives of neighboring curves 
[10], or by minimizing the total arc length of the master curve [11], etc. 

Practically, all of these methods include, as a preliminary step, fitting of the experimentally obtained segments. 
However, the approximating procedure by itself is not universal. The authors suggest variety of the interpolation 
functions starting from a simple linear fitting and finishing with multi parameter complex expressions.  

The shifting procedure is therefore one of the weakest points in the utilization of the time-temperature, or 
equivalently, time-pressure superposition principle. 

In this paper we propose simple mathematical methodology, which completely removes the previously mentioned 
problems related to shifting of the experimental data in the process of constructing the master curve at selected 
reference temperature and pressure conditions. Proposed algorithm predicts unique master curve and completely 
removes ambiguity related to different shifting procedures. 

For the simplicity reasons we will discuss the time-temperature shifting for the shear relaxation data. However, it 
is obvious that shifting procedure as such is independent of conditions at which the data were obtained, as long 
as the superposition principle is valid. 

 

2. The Shifting Algorithm 

Let us now assume that the experiments were performed at constant pressure 0P P= , and at  M different 

temperatures, i.e., { }; 1,2, ,jT j M= . Furthermore, let each of the M  measured segments be given with jN  

discrete datum points,  

( ) ( ){ },, , ; 1, 2, ,j j i i j i jG T t G G T t i N= = = .                                                 (1) 

Experimental data on relaxation modulus and creep compliance are commonly presented as a discrete datum 
pairs in a double logarithmic scale. Taking this in consideration the complete set of experimental data may then 
be expressed as 

( ) ( ) ( ){ }, ,, log log , log log ; 1, 2, , ; 1, 2, ,j i i j j i i j jT t G G T t t T j M i N= = = = = .            (2) 

Let us select the temperature Tκ  as a reference temperature, and the corresponding data measured at these 

conditions as a reference segment of the master curve, 

( ) { }, ,, log , log ; 1, 2, ,i iT t G t i Nκ κ κ κ= = .                                                (3) 
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To construct the master curve at the selected temperature Tκ  we need to shift all segments measured at 

jT Tκ> to the right, and the remaining segments, measured at  jT Tκ<  to the left along the logarithmic time-

axis, so as to obtain a “smooth” master curve, as schematically shown in Fig. 2. The shifting must be executed 
sequentially, starting with segments measured at 1T Tκ κ+ > , and 1T Tκ κ− < , until all of the segments are 

brought together. The individual horizontal shifts, ( )log ;ja T j κ≠ , obtained in this process represent a set of 

discrete values that describe the so-called time-temperature superposition principle, which is commonly modeled 
with the WLF model [1, 2]. 

The set of temperatures, { }, 1,2, ,jT j M= , at which relaxation or creep experiments are performed should be 

selected such that segments measured at two consecutive temperatures, e.g., Tκ , and 1Tκ +  will overlap 

sufficiently to allow effective construction of the master curve. The common “rule of thumb” is that this overlapping 
should be at least one logarithmic decade of time. 

The first datum point of the segment ( )1κ + , i.e., 1,1log Gκ + , and the last datum point of the segment κ , i.e., 

,log NG
κκ  represent strengths of the first and the last datum point in the window where the two segments overlap, 

as shown in Fig. 3. 

1κ +
κ

 

Figure 3:  Schematics of the shifting procedure 

The overlapping sets of two segments we denote as 

{ }1 1, 1, 1log , log ; 1, 2, ,n nG t n Uκ κ κ κ+ + + += = , and                                      (4) 

{ }, ,log , log ; , 1, ,n nG t n L L Nκ κ κ κ κ κ= = + .                                        (5) 
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The location of the last datum point of the set 1κ + , i.e., 
11, ,log logU NG G

κ κκ κ++ = , may be expressed as 

( )
1 1

1, 1 1,
1, 1, 1, 1,

1, 1, 1

log log
log log log log

log log
u u

U u u U
u u

t t
t t G G

G Gκ κ

κ κ

κ κ κ κ

κ κ
+ +

+ + +

+ + + +

+ + +

−
= + − ⋅

−
.                    (6) 

Whereas the location of the first datum point of the set κ , i.e., , 1,1log logLG G
κκ κ += , is given in the form, 

( ) , 1 ,
, , , ,

, , 1

log log
log log log log

log log
l l

L l l L
l l

t t
t t G G

G Gκ κ

κ κ

κ κ κ κ

κ κ

+

+

−
= + − ⋅

−
.                                (7) 

To construct the master curve at the selected temperature Tκ  we need to shift the segment measured at  1Tκ +  to 

the right along the logarithmic time-axis, so as to obtain the “smooth” master curve. Thus, in the ideal case, for all 
data within the Overlapping Window the condition 

( ) ( )1 1G t G t aκ κ κ+ += ⋅                                                                  (8) 

must be fulfilled. We may intuitively see that in the case of real data, which contain experimental error, and even 
more so for the synthetic data without an experimental error, we would obtain an optimal overlapping of the two 
curves when the shaded area between the two curves is equal to zero, see Fig. 3. Hence, 

1 0A A Aκ κ += − = ,                                                                    (9) 

where 

( ) ( )
( )

1 1
1, 1 1 1, 1

1 1, 1 1,
1

log log log log
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2

U
n n

n n
n

t a t a
A G G
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κ κ κ κ

κ κ κ

+ −
+ + + + +

+ + + +

=

+ + +
= ⋅ − , and (10) 

( )
1

, 1 ,
, 1 ,

log log
log log

2

N
n n

n n
n L

t t
A G G

κ

κ

κ κ

κ κ κ

−
+

+

=

+
= ⋅ − . (11) 

Combining equations (9) – (11), we may calculate the shift factor belonging to the segment measured at 1Tκ + , 

( )

( )

1

1

1
1, 1 1,

1, 1 1,
1

1 1

1, 1 1,
1

log log
log log

2
log

log log
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n n
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t t
A G G
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κ

κ κ

+

+

−
+ + +

+ + +

=

+ −

+ + +

=

+
− ⋅ −

=

−

,                       (12) 

which is equal to, 

( )
1 1

1, 1 1,
1, 1 1,

1
1

, 1,1

log log
log log

2
log

log log

U
n n

n n
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t t
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κ
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+
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                         (13) 
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This algorithm is valid for shifting the segments measured at jT Tκ> . For shifting those segments that were 

measured at jT Tκ<   we need to modify the algorithm as follows, 

( )
1

1

1

1
1, 1 1,

1, 1 1,

1
1, ,1

(log log )
log log

2
log

log log

N
n n

n n
n L
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A G G
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G G

κ

κ

κ

κ κ
κ κ κ

κ

κ κ
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−
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where 

( )
1

, 1 ,
, 1 ,

1

log log
log log

2

kU
k n k n

k k n k n
n

t t
A G G

−
+

+

=

+
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From the experience with the “hand-shifting” of response function segments we know that there are four main 
parameters that determine the goodness of the shifting procedure, i.e., (i) the size of the window on G-axis where 
the two segments overlap, i.e., size of the Overlapping Window (OW); (ii) the degree of segments inclination 
within OW, (iii) the magnitude of the experimental error present in the measured response function segments, and 
(iv) the number of (measured) discrete datum points per decade. 

In this paper we limit our analysis to the effect of the OW size, and the number of (measured) discrete datum 
points per decade on the goodness of time-temperature shifting. 

 

3. Examples and Discussion 

We examined the proposed automated shifting procedure on simulated experimental data (synthetic data) 
generated from the known discrete spectrum )(τH  using Lorentzian type of distribution [12], i.e., 

r

i

r

i

i
LL

i HH

+

==

τ

τ

τ

τ
τ

0

0

2
)( .                                                              (16) 

By changing the two parameters of the Lorentzian distribution, 0τ  and r , one can generate response functions 

with different degree of inclination. Parameter 0logτ  defines the location of the spectrum maximum along the 

logarithmic response-time-axis, whereas the parameter r  determines the width of the spectrum. For ∞→r  the 
Lorentzian distribution becomes a single line spectrum, and for 0=r  the so called “box” distribution, i.e., all 
spectrum lines have the same strength. The two extremes furnish response functions with the largest and the 
smallest inclinations that are possible for the time-domain response functions. Thus, by changing 0τ  and r  we 

may systematically analyze the effect of the response function inclination on the accuracy of time-temperature 
shifting. 

For the analysis presented here we have selected 0log 0.7τ = − , and 0.122r = , along with 1260gG MPa= , 

and 92eG MPa=  for the glassy and the equilibrium modulus, respectively. We have generated 61 spectrum 

lines, ranging from  log 15τ = −  to log 15τ =  seconds, i.e., two lines per decade. Strengths of the generated 
spectrum lines were normalized according to 
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According to this we have, 

( )61

1

( ) , ; 1, 2, 3, , 61
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τ τ
=

=

= − = .                                           (18) 

The spectrum is presented in Fig. 4. 

 

Figure 4: Relaxation spectrum modeled by Lorentzian distribution, 

with 0log 0.7τ = − , 0.122r = , 1260gG MPa= , and 92eG MPa=  

The simulated “experimental data” were then generated from 

( ) ( ) ( )
61 61

1 1

exp / 1 exp /
i i

e i i g i i
i i

G t G H t G H tτ τ
= =

= =

= + − = − − − .                                 (19) 

The spectrum and the glassy and equilibrium moduli which we have selected closely mimic the shear relaxation 
modulus of the standard PA6-BS400N produced by BASF. Comparison of the measured relaxation function [13] 

and the simulated data, at the reference temperature 0 50T C= , are shown as dots and continuous curves, 

respectively, in Fig. 5. 
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Figure 5: Comparison of measured and simulated data for PA6-400N at 0 50T C=  

The analysis to the effect of the OW size, and the number of (measured) discrete datum points per decade on the 
goodness of time-temperature shifting were performed within the OW that was positioned at the point of largest 

inclination of the response function, which at the reference temperature  0 50T C=  positioned roughly at 

( )0 2.57G T MPa= . We have used previously determined WLF constants, i.e., 1 225.35C = , and 

2 944.62C C=  to obtain the two segments that define the OW. In addition to the segment at the reference 

temperature 0 50T C=  we have selected the segment that corresponds to the temperature 1 62T C= . 

In order to mimic the real experimental data the two synthetic response function segments should contain 
experimental error. To implement this, we generated noisy data according to the following equation, 

( ), , 1i i iG Gκ κ θ δ= ⋅ + ⋅ , 1,i Nκ= ,                                                    (20) 

where iθ  are uniformly distributed random values, 11 ≤≤− iθ . Thus, the relative error for ,iGκ  in comparison 

with ,iGκ  does not exceed %δ . In our case the noise level, δ , was fixed to 5%.  Two such “experimental 

segments” with 10 datum points per decade and the OW size of 0.1 decade are shown in Fig. 6. 
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Figure 6: “Experimental segments” for 0 50T C=  and 1 62T C= , 

with 10 datum points per decade and the OW size of 0.1 decade 

 

3.1. The effect of the number of experimental datum points per decade 

We will first analyze the effect of the number of “experimental” datum pints per decade on the goodness of the 
automated shifting procedure. Since our OW (overlapping window) is defined along the ordinate, the density of 

“experimental” datum points per decade within the OW, GN , is expressed in respect to the ( )log G t  axis. The 

interrelation between the GN  and density along the tlog  axis tN  may be obtained from 

χ
t

G

N
N = ,                                                                             (21) 

where χ  indicates the inclination of the response curve. In our case inclination was 0.08χ = , which means that 

density along the ( )log G t  axis was larger than that in direction of tlog  axis. Since sampling of the data 

acquisition systems is performed along the time axis we will obtain larger density of data along the ( )log G t  axis 

for flat portions of the response function, i.e., where ( )log G t const≈ , which is beneficial for the proposed 

shifting algorithm. Figure 7 shows the ration between the relative total error, E , and the “experimental error”, δ , 
as function of density of datum points for three different sizes of overlapping window, i.e., 0.01OW decade= , 

0.1OW decade= , and 0.2OW decade= . This ratio shows how much the time-temperature shifting process 

performed with the proposed algorithm contributes to the overall (total) error that is present in the master curve. 
The “experimental error” in both segments was %5=δ . The maximum relative total error, E , of the 
reconstructed master curve was obtained by comparing the reconstructed master curve with the original 
theoretical response function calculated from the selected Lorentzian spectrum. 
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Figure 7: Effect of the datum points density on the error of the  automated time-temperature shifting for 
0.01OW decade= , 0.1OW decade= , and 0.2OW decade=  

The analysis presented in Fig. 7 shows that by increasing the density of “experimental data” one may 
substantially reduce the required size of the overlapping window, which is of paramount importance for 
decreasing the size of the experimental window and consequently the total required time for the time-dependent 
characterization of materials. From Fig. 7 one may conclude that an optimal density of datum points would be 
probably about 4000 datum points per decade. For this density of discrete data the contribution of the time-
temperature shifting to the overall error of the master curve is about 1.01 times larger then the corresponding 
“experimental error”, i.e., 1.01E δ= ⋅ , which is practically negligible. 

 

3.2. The effect of the Overlapping Window size 

Here we have systematically analyzed the effect of the overlapping window size on the error that adds to the 
experimental error due to the time-temperature shifting when performed with the proposed algorithm. The results 
are shown in Fig. 8. From this analysis we may conclude that the size of the OW may be as small as 0.01 
decade, or even less. Essentially the size of OW is limited with the magnitude of the “experimental error”, δ . It is 
intuitively evident that the OW size may not be smaller then the experimental error within the OW, providing the 
density of the discrete datum points is very large, i.e., tN → ∞ . 
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Figure 8: Effect of the OW size on the error of the automated time-temperature shifting for, 
110 /tN decade= , 210 /tN decade= , and 410 /tN decade=  

 

4. Conclusions 

In this study we proposed mathematical methodology which completely removes ambiguity related to the 
manual shifting procedures. Thus, using the proposed algorithm the shifting procedure becomes a unique 
solution. In addition, the proposed approach allows accurate error estimation caused by the shifting process. In 
this paper we analyzed the effect of the datum point density and the size of the overlapping window on the error 
magnitude caused by the shifting procedure. The results of the analysis may be nicely presented as a 3D 
diagram, shown in Fig.9. 

 

Figure 9: 3D diagram summarizing the effect of the datum points density and the size of the overlapping window. 
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Diagram presents the ratio of the relative total error, E , and “experimental error” , δ , as function of the density of 

datum points per decade along the logarithmic time scale, tNlog , and size of the overlapping window, OW . 

From the diagram we clearly see that the relative total error, E , becomes practically identical to the experimental 
error when log 3.5tN ≥ , i.e., accuracy of the master curve is essentially given with the accuracy of 

measurements. Hence, shifting has negligible contribution to the error of the master curve. 

These findings may be summarized as flows: 

(i) The error arising from the shifting process strongly depends on density of experimental data within the 
overlapping window  (OW), GN .Density of data within the OW is related to the density of data along the 

logarithmic time scale through the relation χ⋅= Gt NN , where χ  denotes the inclination of the 

response curve in )(log tLogGt − coordinate system. 

(ii) The ultimate density of datum points with the OW is 1000>GN . 

(iii) The size of the overlapping window is given with the relation, where ( )2 log 1OW δ≥ ⋅ + , where δ  

denotes the “experimental error”. 
(iv) The contribution of the shifting process to the total error of the master curve for 5000GN >  is equal to 

1.01E δ= ⋅  
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ABSTRACT  
 
Visco-elastic properties of polymers and elastomers are of fundamental importance to understand their 
mechanical behavior, especially dealing with dynamic and vibration problems. In this paper experimental results 
of a series of compression and tension tests on specimens of styrene-butadiene rubber and polypropylene plastic 
are presented; tests consist in cyclic loading at different frequencies, relaxation tests and creep tests. 
Experimental data are used to calibrate some linear viscoelastic models; besides the classical approach based on 
a combination in series or parallel of standard mechanical elements (springs and dashpots), a new method based 
on differential equations of fractional order (Fractional Derivative Model) is investigated. The two approaches are 
compared analyzing their capability to reproduce the experimental data. 
 
Keywords: viscoelasticity, fractional derivatives, elastomers, polymers. 
 
 
1. INTRODUCTION 
 
Polymeric materials are nowadays widely used in many and many applications, especially where light weight and 
low cost are expected. However, they are often called to carry out structural tasks; in such cases, their 
mechanical properties has to be accurately investigated as it happens for classical engineering materials. This 
class of materials are known to have time-dependent behavior, meaning that the constitutive relation between 
stress and strain is strongly influenced by time, even at room temperature; obviously, the correct modeling of this 
time-dependency is fundamental to obtain reliable results from analytical or FE computations involving elastomers 
or polymers. 
Typical situations where the phenomenon is evident are creep, relaxation and sinusoidal dynamic loading; they 
are schematically summarized in fig. 1. 
 

 
 

Fig. 1: types of test considered: a) cyclic, b) relaxation, c) creep. 
 

Proceedings of the SEM Annual Conference
June 7-10, 2010 Indianapolis, Indiana USA

©2010 Society for Experimental Mechanics Inc.

213
for Experimental Mechanics Series 15, DOI 10.1007/978-1-4419-9794-4_31, © The Society for Experimental Mechanics, Inc. 2011
T. Proulx (ed.), Time Dependent Constitutive Behavior and Fracture/Failure Processes, Volume 3, Conference Proceedings of the Society 

mailto:m.sasso@univpm.it
mailto:g.palmieri@univpm.it
mailto:d.amodio@univpm.it


 
The creep consists in a deformation that increases along time at constant stress, and can be described in integral 
form by the following equation, 
 

( ) ( ) ( ) ττστσε dtK
E

t
t

−+=
0

 (1) 

 
while relaxation is when stress changes during time at a fixed deformation, and is expressed as 
 

( ) ( ) ( ) ( ) ττετεσ dtFtEt
t

−+=
0

 (2) 

 
In equations 1 and 2,  is the strain,  is the stress, E is the elastic modulus, K and F are the creep and relaxation 
functions respectively. 
On the other hand, the study of the response of viscoelastic materials to sinusoidal loading leads to the definition 
of the dynamic elastic moduli, which in general are complex function of frequency; in fact, if a sinusoidal 
deformation * is applied to the material with frequency  
 

( ) ( )[ ] ( )titit ωεωωεε expsincos 00 =+=∗  (3) 

 
a phase displacement  is observed in the stress law * 
 

( ) ( )[ ] ( )[ ]δωσδωδωσσ +=+++=∗ titit expsincos 00  (4) 

 
It follows that the elastic modulus E*, expressed as the ratio between the complex stress and the complex 
deformation, is also complex: 
 

( ) ( )ωω
ε
σ

EiEE ′′+′== ∗

∗
∗  (5) 

 
The real and the imaginary part are usually referred to as the storage and loss modulus respectively, and are 
function of the loading frequency. Their ratio is related to the phase difference between stress and strain 
according to: 
 

( )
( ) ( )[ ]ωδ
ω
ω

tan=
′
′′

E

E
 (6) 

 
In this work, the aforementioned kinds of experimental tests have been carried out on a Styrene-Butadiene (SBR) 
rubber and on a Polypropylene (PP) plastic  by means of a servo-pneumatic testing machine. 
Cyclic deformation tests have been conducted at different frequencies, obtaining storage and loss moduli as a 
function of excitation frequency. On the other hand, data from creep and relaxation tests have been post-
processed in the frequency domain by Fourier transform, which permitted to use the constitutive equation in the 
complex domain in a manner similar to the case of cyclic loadings.  
The data have been successively fitted with several constitutive models based on standard linear solid elements 
(spring and dashpot); then, special emphasis is given to an emerging approach which uses fractional derivatives 
mathematics to describe the linear viscoelastic problem. 
 
 
2. LINEAR VISCOELASTIC MODELS 
 
In this work, a number of generalized lumped parameter models [1-6] and some models with fractional derivatives 
have been explored. In this section the main characteristics of this models are described. 
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2.1. Standard Linear Models (SLM) 
 
Consider a simple Maxwell element made of a spring and a dashpot, as shown in fig. 2a. 
 

 
Fig. 2: a) Maxwell element, b) Voigt-Kelvin element,  

 
Given the stiffness E and the viscosity , the differential equation relating stress to strain is: 
 

η
σσε +=

E
 (7) 

 
Turning to the frequency domain, eq. (7)  yields to the following expression for the complex modulus: 
 

222

2

222

22

ηω
ωη

ηω
ηω

+
+

+
=′′+′=∗

E

E
i

E

E
EiEE  (8) 

 

 
 

Fig. 3: Storage (E’) and Loss (E”) moduli for single Maxwell (a) and (b) Voigt models. 
 
which is represented in fig.3a as function of frequency, with the typical bell-shaped loss modulus, which intersects 
the S-shaped storage function at its inflexion point (corresponding to pulsation  = 1/  = E/ ). 
In order to obtain a good description of the viscoelastic behavior in a wide range of frequencies, a generalized 
Maxwell model (GM) has been adopted, consisting of a combination of a spring in parallel with 8 Maxwell 
elements and a damper, according to the sketch reported in Fig. 4. 
 

     
 

Fig. 4: Generalized models: a) Maxwell, b) Voigt. 
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The stiffness of the spring is purely real (storage) with modulus E0, while in the branch with dashpot only the 
stiffness is purely imaginary (loss) and equal to iωη0. For n parallel branches, the total stiffness is equal to the 
sum of the stiffness of individual branches so, recalling the complex stiffness of a Maxwell element given in (8), 
the global stiffness of the complex generalized model of fig. 4a can be written as: 
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Moreover, a generalized Voigt model (GV) has been used as well, consisting in a connection of 8 Kelvin-Voigt 
simple models (fig. 2b) in series plus a spring in parallel, conducting to the finale shape shown in fig. 4b. The 
global stiffness of the generalized model of fig. 4b is given by: 
 

( )
1

1
0

−
−∗ ++=

k
kk iEEE ωη  (10) 

 
2.2. Fractional derivative model (FDM) 
A model with fractional derivative is a sort of interpolation between the viscous and elastic behavior. It is known 
that a spring element connects the stress with the zero-order derivative of the deformation, while for a viscous 
element the stress depends on the first time derivative of the deformation. It is quite difficult to apply FDM in the 
time domain, but fortunately they are easy to deal with in the frequency domain. For this reason, the analysis of 
the mechanical response of these models have been performed in the frequency domain, provided that the 
transitions to the time domain and vice versa are possible through the forward and backward discrete Fourier 
transform. 
Extending a general constitutive equation for viscoelastic materials (based on integer order derivatives) to 
fractional orders of derivation [3], a generic type of equation is obtained in the form: 
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According to Riemann-Liouville definition [7], the n order derivative of a function f(t), with n∈R, 0 n 1, is defined 
as: 
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A fundamental property of the fractional derivative regards its Fourier transform (analogous property applies for 
the Laplace transform), in fact the following holds: 
 

( ) ( )[ ] ( ) ( )[ ] tfi tf ℑ=ℑ αω  (13) 

 
In practice, the equation (7) is defined by choosing a limited number of orders of derivation; in addition, some 
authors [8-10] introduce the constraint pn = qm, leading to the so called fractional Zener model, with M=N=1, 
p0=q0=0, p1=q1=α: 
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Applying the Fourier transform to (14) and exploiting the property given in (13), it is found: 
 

( )
( )αα

αα

ωλ
ωλ

i

iEE
E

+
+= ∞∗

1
0  (15) 

 
The trend of the storage and loss moduli as a function of characteristics parameters E0, E , λ, α  is shown in fig. 5. 
 

 
Fig. 5: Storage and Loss moduli for the fractional Zener model. 

 
The same principle of putting more elements in parallel or series can be applied with FDM also. Among various 
configurations here investigated, the simple configuration shown in fig. 6 seems to be sufficiently accurate in 
describing the experimental data of the three types of mechanical tests carried out, introducing only one further 
parameter, η0; it follows that in (15), the terms iωη0 has to be added. 
 

 
Fig. 6: FDM element in parallel with a linear viscous dashpot. 

 
For the sake of synthesis, data are not reported for other configurations analyzed, either because these models 
have provided worse results, or because they have yielded an accuracy very similar to that obtained with the 
configuration of Figure 6, but using a larger number of parameters. 
 
 
3. EXPERIMENTAL TESTS AND MATERIAL PARAMETERS IDENTIFICATION 
 
In this section we will discuss the experimental procedure for the characterization of commercial SBR rubber and 
Polypropylene plastic. The following tests have been conducted: 

- Compression tests on cylindrical SBR specimens (h:40mm, Ø: 20 mm); 
- Tensile tests on flat rectangular SBR specimens (see fig. 7); 
- Tensile tests on ISO 527-2 polypropylene specimens. 

It must be noted that, although both rubbers are classified as SBR, they are mould in different shapes and their 
composition are not necessarily identical, so must be treated as different materials. 
The SBR specimens have been subjected to creep, relaxation and cyclic tests; no cyclic tests have been carried 
out on PP specimens. Proper lubrication has been adopted between specimen and machine surfaces in the 
compression tests to reduce friction and barreling; in this way, the deformation has been considered uniform and 
the stress uniaxial. 
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The experimental apparatus for tests on rubber consists of a tensile uniaxial servo-pneumatic machine (Si-Plan®) 
with a LVDT and a 3 kN load cell for displacement and force evaluation; then, true stress and strain are easily 
computed. For PP specimens, the apparatus consists in a standard electro-mechanical machine (Zwick® Z050) 
equipped with a macro-extensometer for high precision measurement of the elongation within the gauge section.  
All tests were performed at room temperature (20 °C ). 
Both in the dynamic and in creep/relaxation tests, deformation was chosen within relatively small values (up to 5% 
in rubber and 2.5% in plastic), remaining in a region where the material behavior can be considered as linear. The 
cyclic tests have been performed from zero load up to the imposed maximum (instead of reversed cycles) to avoid 
specimen separation from grips or inflection. 
 

  
 

Fig. 7: tension on SBR (left) and PP (right) specimens. 
 
The dynamic tests were carried out (only for rubbers) at 6 different values of frequency between 10-3 and 20 Hz. 
The measured displacement and force show a phase shift that depends on the excitation frequency; performing 
the FFT of the stress and of the strain signals, the complex values * and * for the assigned excitation frequency 
are computed, enabling to determine the storage and loss moduli for that frequency accordingly to (5). The creep 
tests consisted in the application of a constant stress ( -0.47 MPa and +0.61 MPa for SBR, and +8.2 MPa for PP), 
and in the measurement of the deformation along time. Similarly, the relaxation tests consisted in the imposition of 
a constant strain (-4.8% and +7.8% for SBR and +2.3% for PP) and evaluation of subsequent stress decay. 
The fitting procedure for extracting the characteristic parameters of the three models treated was conceived as a 
minimization problem of an error function based on deviations between the experimental and numerical values. In 
particular, this error function encompasses the differences of all three types of experimental tests. In the cyclic 
tests the error is defined directly on the values of the  storage and loss moduli at different frequencies, in the 
creep and relaxation tests it is related to strain and stress respectively. In the latter two cases, the mechanical 
responses of the model have been computed in the frequency domain, then anti-transformed into the time domain 
obtaining temporal patterns of strain and stresses which are comparable with experimental data. The normalized 
error function to be minimized is in the following form: 
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where NR, Nc, Nω  are the number of samples for the relaxation, creep and cyclic tests. 
The results of the material parameters identification are shown in the following pictures by comparing the 
numerical and experimental curves. It must be noted that for each material, a unique set of parameters have been 
computed for every constitutive model. 
Figures 8a, 8b and 8c refer to cyclic, creep and relaxation tests respectively on cylindrical rubber specimens 
(compression); figures 9a, 9b and 9c refer to tensile tests, again on rubber; figures 10a and 10b show the results 
obtained in creep and relaxation test (in tension) carried out with polypropylene specimens. 
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a) b) 
c) d) 

  
Figure 8: comparison of experimental and numerical results for SBR rubber in compression 

a) creep, b) relaxation, c) storage modulus, d) loss modulus 
 

  
a) b) 
c) d) 

  
Figure 9: comparison of experimental and numerical results for SBR rubber in tension 

a) creep, b) relaxation, c) storage modulus, d) loss modulus 
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Tables from 1 to 3 resume the best fitting parameters for the constitutive models explained above, together with 
their error with respect to experimental data. 
By mere comparison of global normalized error, it is observed in general a good performance of the models 
adopted; in particular the GM gave the best global fitting for the rubber tests in compression, the GV was better 
for the tensile tests on rubber, and finally the FDM provided the best matching with experimental data on 
polypropylene. The worst cases are represented by the relatively poor matching of Maxwell curves with PP 
experiments, and Voigt curves with SBR compression data; the performances of FDM are more uniform within the 
three materials tested. However, another aspect, which probably represents the major advantage of FDM over 
other models, has to be considered, that is the number of parameters to be identified by the minimization 
procedure: FDM uses much less parameters than GM and GV, reducing the analytical effort especially with 
regard to the first attempt solutions, whose choice is often somewhat “exotic”.  

 

  
a) b) 

Figure 10: comparison of experimental and numerical results for Polypropylene in tension 
a) creep, b) relaxation 

 
Table 1: best-fitting parameters of the Fractional Derivative model 

 

 λ [s] E  [MPa] E0 [MPa] α η0 [MPa s] Err% 

SBR 
comp 

1.069 7.926 26.42 0.2607 0.1539 4.3 

SBR 
tens 2.14·10-4 2.486 31.43 0.1261 0.0915 6.3 

PP 
tens 4.54·10-4 -10885 13061 0.0075 67.2036 2.1 

 
Table 2: best-fitting parameters of the generalized Maxwell model 

 

 min max E0 η0 E1 E2 E3 E4 E5 E6 E7 E8 Err% 
SBR 
comp -1.35 4.07 2.27 2.68 1.90 1.85 2.03 0.94 1.23 0.387 9.06 0.161 3.7 

SBR 
tens -1.43 5.0 2.07 1.97 1.05 1.14 0.856 1.23 0.010 0.101 5.14 0.099 5.2 

PP 
tens -5.0 3.87 2.03 2.769 5.16 14.64 34.19 72.67 119.7 185.7 245.1 14.6 11.0 

 
Table 3: best-fitting parameters of the generalized Voigt model 

 

 min max E0 E1 E2 E3 E4 E5 E6 E7 E8 Err% 
SBR 
comp -1.92 3.33 7.83 13.87 599.9 127.9 25.13 16.74 568.0 4.38 46.9 9.5 

SBR 
tens -2.03 3.48 3.69 11.48 26.99 27.96 24.14 30.66 14.93 15.14 3.56 5.1 

PP 
tens 

-1.46 5.0 53.8 1092 2891 2949 2525 3000 1292 936.9 483.2 4.8 
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It was found in fact that FDM parameters are less affected by guess solution value adopted at the beginning of the 
minimization process (indeed, it is probably due to the limited number of coefficients), which could be performed 
as an unconstrained optimization; on the contrary, both GM and GV suffered of significant dependence on guess 
parameters (which are numerous and not easy to choose) and, furthermore, they required the adoption of a 
constrained optimization approach to prevent the algorithm from converging to unfeasible solutions (i.e. negative 
stiffnesses, that would mean negative relaxation/retardation times). 
 
 
4. CONCLUSIONS 
 
The work presented the experimental results of cyclic, relaxation and creep tests on time dependent materials like 
SBR rubber and Polypropylene plastic. All tests have been conducted in a range of relatively small deformations, 
so that material can be reasonably treated as linear viscoelastic. Besides standard linear methods such as 
Maxwell and Voigt models (in their generalized version), an emerging approach based on fractional derivative 
calculus has been investigated. Its results in terms of matching with experimental data are comparable, in some 
cases even better, than GM and GV responses, with the noticeable advantage of using much less parameters; 
this not only reduces the computational effort in coefficients identification, but also prospects a possible better 
transferability of such constitutive models to loading conditions significantly different from the testing ones.   
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ABSTRACT 

Mechanical function of tissues in health and disease is regulated through interactions of phenomena spanning 
across multiple length scales. The multiscale nature of tissue biomechanics should be incorporated into modeling 
approaches if a full description of soft tissue biomechanics is sought [1-4]. While gross changes in geometry are 
sufficient for quantifying tissue-level deformations, quantification of microstructural deformations is more 
challenging [5-6]. There have been some advances over the past decade [7], but there remains many issues 
regarding how best to characterize changes in microstructure. In this study, we examined the relation between 
deformation of bovine aortic tissue at the tissue- and microstructural scales, during uniaxial stretch and after loads 
are removed. Specifically, circumferential aortic samples were subjected to small and large stretches. Some 
specimens were chemically fixed during stretch, and others released to undergo free retraction before chemical 
fixation. Specimens were measured macroscopically before/after loading, sectioned and stained histologically, 
and analyzed to examine microstructure. Image-based analysis of histology images have been effective in 
quantifying microstructural changes in soft tissues [8-14] and served as guidance to assess tissue microstructure. 
At the tissue scale, it is observed that sample’s elongation is accompanied with width/thickness shrinkage in an 
isochoric manner. Microstructural investigations reveal straightening of (undulated) fibrillar network when tissue is 
stretched circumferentially; with variations different at inner and outer layers of wall thickness. Once recovered, 
samples exhibited larger permanent deformation toward outer layer, which possesses sparse elastic lamina. This 
study provides a microstructural basis for observations of local permanent stretch in artery tissues, and paves the 
way for further development of multiscale models of cardiovascular biomechanics. 

 

 

METHODS 

Aortas of 291±23 mm length were obtained from Angus male cattle (average age of 20-24 months) at a local 
abattoir. Proximally, each aorta was cut near the heart and, distally, above the abdominal bifurcation, and then 
transferred to the laboratory immersed in cold phosphate buffered saline. The tissue was carefully cleaned of 
large remnants of fat and attached connective tissues. Areas of the aorta containing vascular branch points and 
abnormalities were discarded. Circumferential specimens of 30mm× 10mm size were excised from the aorta, with 
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thicknesses naturally varying in 3-8mm range. The specimens were preserved in phosphate buffer (PBS) solution 
with protease-inhibitor additives (per 1 Liter of PBS: 1mM of EDTA-Disodium salt, 1mM of EDTA-Tetrasodium 
salt, 5mM of Benzamadine, 10mM of NEM, 1mM of PMSF) until being used. 

A custom apparatus was constructed to maintain specimens under controlled deformation over time and in 
solution. The apparatus consists of a frame and two movable clamps which can be secured at different distances 
apart on the stand, Fig. 1. Clamps were tightened over the tissue while relaxed. While one clamp was fixed, the 
second clamp was moved along the frame and secured at a known stretch. Some specimens were chemically 
fixed while held at a fixed stretch by immersing the clamps and tissue in fixative for 24 hours. For specimens to be 
tested after recovery from stretch, the specimen was released from the jig so it could retract for 45 minutes and 
then fixed for 24 hours. 

 

 

 

 

 

 

Fig. 1- Custom apparatus used to apply and hold 
the deformation of aortic specimens. 

Fig. 2- Images acquired to analyze changes in specimen dimensions during tissue 
deformation. A ruler was included in the images to calibrate length measurements, carried 
out by the software ImageJ. Figure shows the width of the specimen before loading and 
after deformation recovery, (a) and (b), respectively; and the thickness of the specimen 
before loading and after deformation recovery, (c) and (d), respectively. 

 

To quantify the tissue-scale changes in the specimens, images were acquired of specimens at each of the stages 
of unstretched, stretched, and after recovery (Fig 2). These images were analyzed using ImageJ software (NIH, 
Bethesda, MD) to obtain width and thickness measurements of each specimen. 

For tissue fixation, we used a modified fixative solution consisting of 10% bleach and 15% formaldehyde in 
deionized water to better fix the elastin and collagen [15,16]. After fixing the microstructure, specimens went 
through paraffin-embedding tissue processing stages and sectioned and stained histologically. Histologic sections 
were made transverse to the layers to better describe the fibrillar orientation, and stained using a protocol which 
was a modification of Masson’s trichrome with Verhoeff’s hematoxylin [17,18]. In this protocol, the elastin is 
stained dark blue, the collagen is stained light blue, and proteoglycans are stained red. In a separate study, we 
sought to quantify the microstructural conformations seen in the histology images using different image-based 
techniques [11].  

 

 

RESULTS 

Different specimens at the unstretched state, under different levels of stretch, and after recovery from deformation 
were examined for microstructural measurements. Given the drastic change in the density of the elastin network 
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between inner and outer layers of the wall thickness, we separated our analyses into inner and outer layers of the 
aortic wall thickness. Figure 3 shows histology of an unstretched specimen (a), of specimens under 1.4 and 2.0 
stretches (b) and (c), respectively, and of specimens after recovering from 1.4 and 2.0 stretches (d) and (e), 
respectively. Figure 4 shows images from outer regions of the wall, corresponding to the conditions shown in 
Figure 3. 

 

0λ =  1.4λ =  2.0λ =   
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Recovered 

Figure 3- Histological sections of ‘INNER’ layer of aortic tissue. (a) Unstretched, (b) Stretched to 1.4 stretch, (c) Recovered from 1.4 stretch, 
(d) Stretched to 2.0 stretch, (e) Recovered from 2.0 stretch 
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Figure 4- Histological sections of ‘OUTER’ layer of aortic tissue. (a) Unstretched, (b) Stretched to 1.4 stretch, (c) Recovered from 1.4 stretch, 
(d) Stretched to 2.0 stretch, (e) Recovered from 2.0 stretch 
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DISCUSSION 

The main goal of this study was to probe the deformation of aortic specimens at the microstructural scale. The 

current understanding of governing mechanisms underlying microstructural alterations is limited, leaving many 

issues to be addressed before a comprehensive understanding of microstructural deformation can be obtained. 

We sought to examine the histological images obtained from different aortic specimens —in unstretched state, 

under stretch, and after recovering from stretch— to improve the knowledge base in this area of research. 

Given our interest in the deformation of fibrillar elastin, we studied the inner and outer regions of the wall 

thickness separately. Distinctions between the histological observations of inner (intima, inner media) and outer 

(outer media, possible remnants of adventitia) regions of aortic wall thickness may be attributed to drastic 

increase in elastin’s density and organization toward inner regions. Our observations suggest that the elastin 

network in the inner region is much more organized compared with that of the outer region, which undergoes 

deformations on the order of tissue-scale stretch. 

Studying the microstructural alterations in specimens under increasing stretch shows that both in the 

inner and the outer media, stretching the tissue specimens has a direct effect on microstructure by straightening 

the fibrillar structure. Less intuitive observations were made for the microstructure of recovered tissue samples 

after being released from stretch. For samples recovered from 1.4 stretch, it was found that large portion of 

microstructural deformation is recovered, but does not fully recover to the initial conformation of unstretched 

tissue samples. Furthermore, when recovered from 2.0 stretch, even lower level of microstructural restoration 

occurs; hypothetically due to break down and dislocation of the extracellular matrix to which elatin network is 

anchored. These observations suggest that a certain amount of permanent deformation occurs during tissue 

loading. Such irrecoverable deformations have been observed in other tissues, but the mechanisms for 

restoration or remodeling of the tissue remain unknown. 

We believe that the outcome of this study paves the way to achieve a better understanding of 

microstructural deformation. It should be noted that throughout the procedures we undertook in this study to 

prepare circumferential rectangular specimens from the originally cylindrical-shape aorta, the residual stress 

within the aortic wall is released [19,20], which, hypothetically, accompanies reconfiguration of a tissue’s 

microstructure. As a result, we argue that the histological images obtained in this study might not accurately 
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represent those in intact aorta, but remain informative on how the fibrillar networks in the tissue can stretch and 

shrink as a tissue deforms. 
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ABSTRACT  

Within this paper we present the methodology for analyzing strain accumulation process in polymeric materials 
when exposed to periodical loading. Within each loading cycle material undergoes a combination of the creep and 
retardation process. At certain conditions the retardation process between two loading cycles cannot be fully 
completed. Consequently strain starts to accumulate, which leads to hardening of the material and ultimately to 
the failure of polymeric product. Critical frequency of the applied periodical loading depends on the material 
retardation time, while the magnitude of accumulated strain on the strength of corresponding discrete spectrum 
lines. Thus, the mechanical spectrum of polymeric material defines the intensity and the magnitude of 
accumulated strain.  

We demonstrate developed methodology for predicting durability of periodically loaded polymeric materials for the 
case of polymeric nanocomposites with three different concentrations (0 wt.%, 1 wt.%, and 15 wt.%) of 
nanoparticles added into the polyamide matrix.  

The results show that higher concentration of nanoparticles added into the polymeric matrix slows down the strain 
accumulation process and reduces the magnitude of accumulated strain.  

 

INTRODUCTION 

Theoretical model takes in consideration specific loading conditions in terms of the shear stress. Evolution of the 
shear stress within one loading cycle is modeled as a tooth-like function [1], shown schematically in Fig. 1.  

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 - Schematics of the loading conditions in terms of the shear stress within one loading cycle. 
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Loading conditions may be mathematically described as [1], 
 

{ }( ) (0) ( ) - - ( -1) - - - ( -1)
0 1 2

1

n N
t h t h t t n h t t n

n
τ τ τ ξ ξ

=
= +

=

.    (1) 

 
The times 1t , 2t , and the duration of one load cycle ξ  (shown in Fig. 1) are functions of the geometry, and the 

angular velocity.
0τ  presents the magnitude of the loading shear stress, Fig. 1. 

 

THEORETICAL MODEL FOR STRAIN ACCUMULATION ANALYSIS 

The strain response of the viscoelastic material exposed to the shear stress loading may be expressed as [2], 

                
( )

( ) (0) ( ) ( )
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.                                                           (2) 

Introducing Eq. (1) and Eq. (3), description of creep compliance function ( )J t in terms of discrete retardation 
spectrum,  
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t
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λ
−

= + −
=

,                (3) 

into the Eq. (2), yields the following expression for the cumulative accumulated  

strain,  
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.              (4) 

Eq. (4) describes the time-dependent evolution of the strain accumulation in the material as a function of the 

angular velocity,ω , geometry parameter, l

R
κ = , where l  is the distance between the axes of the two pulleys, 

and R  is the radius of the pulleys of the belt drive, and as a function of the number of cycles, N , to which the belt 
has been exposed to [1].  

Analyzing strain accumulation in each consecutive cycle, we observe that at very small and very large operating 
angular velocities, there will be no strain accumulation. It is therefore evident that accumulated strain must have 
an extreme at some critical angular velocity, 0 CRω< << ∞ , which determines critical operating conditions, at which 

the strain accumulation process is the most intensive [1].  
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APPLICATION OF THE STRAIN ACCUMULATION MODEL TO POLYAMIDE NANOCOMPOSITE MATERIALS 

This part presents the analysis of the strain accumulation process in the periodically loaded polymeric 
nanocomposite materials by using developed numerical approach presented in [1, 3] that enables determination 
of critical loading conditions and consequently prediction of material's durability taking in consideration time-
dependent material behavior. 

Nanocomposites with three different concentrations of nanoparticles in the polyamide matrix were prepared by 
simple melt compounding procedure without the presence of any processing additive. Nanoparticles were made 
out of Sodium titanate nanoribbons (TiNRs); highly crystalline, synthesized at 175ºC, width of cca. 80-100 nm, 
and a length of 1000-3000 nm. Nanocomposite cylindrical specimens were made, with the length of cca. 40 mm 
and diameter of cca. 6 mm out of  3 different concentrations of nanoribbons compounded into the polyamide 
matrix: 0 wt.%, 1 wt.%, and  15 wt.%. Specimens were tested with the torsional creep experiment.  

In Fig. 2 results of the torsional creep measurements are presented performed on three types of nanocomposite 
specimens. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 - Creep compliance functions, ( )J t , corresponding to nanocomposite specimens with three different 

concentration of nanoparticles. 

Time-dependent properties in terms of the retardation spectrum were then calculated from the measured shear 
creep compliance by using Emri-Tschoegl algorithm [4]. Retardation spectra shown in Fig. 3 served as input 
information for the strain accumulation analysis based on developed theoretical approach [1, 3] and determination 
of critical loading area of the most intensive strain accumulation process. 
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Figure 3 - Retardation spectra, )(λL ,  corresponding to nanocomposite specimens with three different 
concentration of nanoparticles. 

The analysis of the strain accumulation process should be performed within the time and consequently angular 
velocity domain where the measured time-dependent property of the material is known, except, if the contribution 
of spectrum lines outside the known time frame is negligible. In this case analysis of the strain accumulation can 
be extrapolated. 

By using Eq. 4 we analyzed the effect of the number of loading cycles and angular velocity and to the strain 
accumulation process. Diagram in Fig. 4 shows the evolution of accumulated strain as a function of loading 
cycles. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 - Diagram of cumulative accumulated strain, ( , , 1 / )n sκ π ωΓ = =  as function of the number of loading 

cycles, n , for nanocomposites with three different concentration of nanoparticles. 

From diagrams above it can be observed that addition of the nanoparticles into the polymeric (PA) matrix 
decreases the magnitude of the accumulated strain. 
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Diagram in Fig. 5 shows the evolution of accumulated strain as a function of loading angular velocity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 - Diagram of cumulative accumulated strain, ( , , 10000)n Nω κ πΓ = = = , as function of operating angular 

velocity, ω , for nanocomposites with three different concentration of nanoparticles. 

From diagrams above again is observed the decrease in magnitude of accumulated strain and shift of critical 
operating angular velocity. 

To demonstrate the use of criterion to determine critical angular velocity area, where the strain accumulation is 
the most intensive, we define certain upper limits of the accumulated strain, as shown with the cross-section 
plane (solid red contour) in Fig. 6 for all three types of analyzed nanocomposites, and project the cross-section 
curve (dashed red line) onto n ω−  plane. We obtain different levels of critical angular velocity areas as shown in 
Fig. 6.  

 

 

 

 

 

 

 

 

 

 

Figure 6 - Angular velocity area corresponding to different values of the cumulative accumulated strain. Red area 
corresponds to the critical angular velocities of the most intensive strain accumulation. 
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CONCLUSIONS 

We demonstrated the application of developed theoretical approach for modeling the strain accumulation process 
in dynamically loaded polymeric products on the case of nanocomposite materials with different concentration of 
added nanoparticles into the polyamide matrix. The results showed that higher concentration of added 
nanoparticles slowed down the accumulation process and reduced the magnitude of accumulated strain. 
Consequently, this shows that addition of nanoparticles may contribute to the extension of the life span – 
durability of the polymeric material. 
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ABSTRACT 

The viscous behavior of polymers in nanometer scale volumes can significantly differ from bulk, due to 
the large free surfaces and the dominating molecular heterogeneity at nanoscale. In this study, we present the 
first experimental investigation on the creep and strain rate behavior of electrospun polyacrylonitrile (PAN) 
nanofibers. The apparatus used in this study was a MEMS-based platform, developed by the authors with the 
addition of a feedback loop to (a) maintain constant force on a nanofiber during a creep experiment and (b) vary 
the applied strain rate to investigate the viscoplastic response of amorphous polymer nanofibers. The creep 
compliance was found to be highly dependent on the nanofiber diameter, increasing with its diameter. In 
agreement with previous literature studies, it was concluded that the higher stiffness of thinner nanofibers was 
due to higher molecular alignment. A semi-empirical model was proposed to describe the experimentally 
determined viscous response of the PAN nanofibers, was composed of a Langevin spring and an Eyring’s 
dashpot to capture the strain rate sensitive yield stress and the orientation hardening observed in our 
experiments. The present experiments coupled with the semi-empirical model are among the first efforts to 
understand viscous phenomena at the nanoscale. 

INTRODUCTION 

The time and strain rate sensitivity of the mechanical behavior of polymeric materials have been 
extensively investigated at the bulk scale [1-5]. These studies primarily aimed at elucidating the viscous behavior 
of polymers [4] and at developing constitutive models for structural analysis and design, while capturing relaxation 
mechanisms of polymer macromolecules such as chain unfolding. However, the viscous behavior of polymeric 
nanomaterials has not yet received considerable attention partially due to inadequate experimental methods. The 
viscous behavior of polymeric nanofibers for instance can be substantially different from bulk due to the increased 
role of their free surfaces [6], the strong structural heterogeneity [7] and the reduced coherent chain entanglement 
network [8]. In this paper, our experimental studies on the time and strain rate sensitive mechanical behavior of 
polyacrylonitrile (PAN) nanofibers are presented. A MEMS based technique is harnessed to investigate the 
viscoelastic and viscoplastic mechanical behavior of amorphous polymeric nanofibers through creep and strain 
rate experiments. Finally, a semi-empirical model is applied to capture the viscous response of PAN nanofibers.  

EXPERIMENTAL METHODS 

The specimens were electrospun nanofibers from 9 wt.% solution of PAN in dimethylformamide (DMF). 
Following the past studies on the viscous mechanical behavior of bulk polymers [5,9,10], we employed our MEMS 
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based method [11] to study the viscoelastic response of PAN nanofibers by performing creep experiments. In 
addition, we carried out strain rate experiments to characterize their viscoplastic response at large deformations.  

Creep Experiments on Polymeric Nanofibers 

Creep experiments were performed via a previously developed MEMS-based tension test platform [11], 
by applying manual feedback to correct for material relaxation, i.e. reduction in the force applied to the sample. In 
such a creep experiment, the load is increased monotonically within ~5-10 s until the stress in the sample reaches 
the desired creep stress at time T. The specimen load and its extension are measured by using the digital image 
correlation (DIC) enhanced optical imaging method explained in [11]. In the course of an experiment, the 
nanofiber creep is accompanied by reduction in the loadcell deflection and thus the applied force. This reduction 
in force was compensated by further actuating the MEMS device to maintain constant force amplitude. It is to be 
noted that this procedure resulted in relatively smooth stress profiles. The time interval between successive 
feedback actions was ~2 seconds. Therefore, the experiments captured the viscoelastic response with time 
constants of a few seconds and more.  

Strain Rate Experiments on Polymeric Nanofibers 

In order to characterize the viscoplastic behavior of PAN nanofibers, uniaxial tension experiments were 
carried out at two strain rates, 2.5·10-4 s-1 and 200 s-1. The experimental procedures have been explained in 
[11,12]. The maximum and minimum strain rates were dictated by the available instrumentation for image 
recoding which is currently the state of the art in microscale experimentation [13]. For the slow strain rate tests a 
picomotor actuator actuated the MEMS testing platform, while the fast strain rate was conducted with a PZT 
actuator. Due to the material heterogeneities and the already established size effect of the mechanical behavior of 
polymeric nanofibers, we performed about 15 experiments at each strain rate to capture the effect of nanofiber 
diameter. 

EXPERIMENTAL RESULTS 

Effect of Nanofiber Diameter on Creep Response  

Creep experiments were performed on six PAN nanofibers with diameters between 200-600 nm. Figure 1 
shows three experiments where the data were normalized by the creep stress, which was 28-34 MPa. It is clear 
that the creep response of the PAN nanofibers is diameter dependent. The creep curves had an initial high rate 

primary response followed by steady-state creep at long time scales. The creep compliance increased 

  
Figure 1. Creep compliance as a function of nanofiber 
diameter and time. 

Figure 2. Creep strain per unit stress as a function of 
nanofiber diameter. Time t = T is the end of the initial 
ramp loading. 
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monotonically with the nanofiber diameter, and at sufficiently long times the compliance of the 630 nm nanofiber 
was more than twice that of the 240 nm nanofiber. 

Figure 2 shows the creep compliance of the samples as a function of nanofiber diameter at times t = T 
and t = 5,000 s (in the steady state regime of creep). In both cases, the creep compliance increased 
monotonically with the nanofiber diameter. A plausible explanation for this size effect lies with the higher 
molecular alignment in the thinner nanofibers, initiated by stretching and bending of the polymer jet during 
electrospinning and the reduced solvent content in the thin nanofibers compared to the thick ones. This trend is 
analogous and close in magnitude to the effect of molecular alignment on the creep response of glassy PS sheets 
reported by Shelby and Wilkes [14].  

Viscoplastic Response of PAN Nanofibers 

Strain rate experiments at 200 s-1 and 0.00025 s-1 were performed on nanofibers with diameters between 
200-600 nm. Six samples were tested at each strain rate. Example plots of the true stress-logarithmic strain of 
nanofibers with initial diameters 300-400 nm are shown in Figure 3, consisting of an initial linearly elastic segment 
until softening at  3-5%. This softening can be considered as the onset of mutual sliding of PAN molecules, 
which requires sufficiently high stresses. Due to viscous effects, the initial slopes are less than the viscoelastic 
modulus, which could not be captured due to the limited strain resolution of ~0.1%. The measured elastic stiffness 
is then plotted in Figure 4(a) as a function of the nanofiber diameter and the applied strain rate pointing to strong 
strain rate sensitivity of the elastic stiffness of PAN nanofibers. From the strain rate experiments, it can also be 
realized that the load bearing capacity of the nanofibers increased with the strain rate for the three faster rates, as 
shown in Figure 4(b). 

 

Figure 3. True strength vs. logarithmic strain for PAN nanofibers loaded at different strain rates.  
 

Similarly to the creep experiments, the size effect in the mechanical properties of PAN nanofibers could 
be attributed to molecular alignment and reduced solvent content in the thinner nanofibers due to further 
stretching of thinner nanofibers during electrospinning. In addition to size effect, the trends in Figures 3 and 4 
show that mechanical behavior of PAN nanofibers is highly rate sensitive, indicating the presence of multiple very 
short and long range relaxation/creep mechanisms. It is expected that at very high strain rates (potentially higher 
than the fastest rate in our experiments) all long range backbone relaxations are suppressed, resulting in glassy 
response and relatively constant elastic nanofiber stiffness. In the range of strain rates explored in this study, 
however, no convergence to a plateau behavior was observed. 

237



 

 
 

 

(a) (b) 

Figure 4. Nanofiber (a) modulus and (b) strength as a function of diameter at two strain rates.  
 

Modeling of the Mechanical Behavior of PAN Nanofibers 

A semi-phenomenological model was applied to describe the post-yield hardening of amorphous PAN 
nanofibers. The model consisted of a linear spring in series with a combination of a Langevin nonlinear spring in 
parallel with a nonlinear dashpot. The linear spring controlled the mechanical response of the material at small 
deformations, the nonlinear spring accounted for hardening, and the dashpot controlled the yield process by using 
Eyring’s time model [15]. This model is partly phenomenological and partly (Langevin spring) based on statistical 
mechanics of thermoplastics. This model has been successfully used before to capture the strain rate response of 
amorphous polymers [16] and thermoplastics [17,18]. The mathematical description of the model is: 

2 1 , ,P yG K       (1) 

where , K, , y and Gp are the stretch ratio, absolute temperature, true stress, yield stress and the strain 
hardening modulus of the nanofibers. This equation describes the post-yield behavior of polymeric materials 
under axial stretching and constant volume. 

 In order to examine the efficiency of this model in capturing the post yielding behavior of polymeric 
nanofibers subjected to the aforementioned strain rates, the values of the true stress for each sample were 
plotted as a function of 2-1/ . A line was fitted to each dataset according to Equation (1), whose slope was the 
hardening modulus and the y-intercept was the yield stress. As seen in Figure 5(a) very good fitting of the 
experimental data by Equation (1) was obtained. By fitting Equation (1) to all the strain rate experiments, the 
values of Gp were calculated and plotted as a function of strain rate and diameter. The results are shown in 
Figure 5(b). It was found that the hardening modulus was strongly dependent on the nanofiber diameter, and that 
it was strain rate sensitive: it increased by a factor of 2-3 as the strain rate increased from 2.5·10-4 s-1 to 200 s-1. 
Theoretically speaking when the physical entanglement in thermoplastics is permanent [9], or similarly to cross-
linked rubber, GP is not strain rate sensitive. However, the present experimental results point to limited life time 
and relaxations of the initial entanglements in the network of PAN molecules, indicating that this entanglement 
network potentially deforms in a more coherent manner at higher strain rates, and therefore, GP increases with 
strain rate. 
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(a) (b) 

Figure 5. True stress vs. 2-1/  of a PAN nanofiber with initial diameter ~480 nm, 
loaded at 0.025 s-1. The x-axis is linear w.r.t. 2-1/  and  is the nanofiber stretch ratio. 

 

CONCLUSIONS 

The first experiments on the viscoelastic and viscoplastic behavior of polymeric nanofibers were reported. 
At small deformations, creep experiments were performed by manual feedback to the MEMS platform to maintain 
constant force on the sample. The viscoplastic behavior at large fiber extensions was investigated by strain rate 
experiments at two strain rates that differed by 6 orders of magnitude. The experimental results pointed to a 
strong size effect, in which the thinner nanofibers were stiffer and of lower creep compliance. This was attributed 
to molecular alignment and reduced solvent content in the thinner nanofibers. The experimental results were 
applied to a semi-empirical mechanical model which described their viscous behavior at large extensions. The 
model was based on a nonlinear dashpot in parallel with a nonlinear dashpot, which was previously used to 
capture the strain rate sensitivity of the mechanical behavior of amorphous polymers. The model fitting pointed to 
an increase in the hardening modulus with strain rate that could be owed to the limited life-time of entanglements 
in the PAN network and their enhanced relaxation at lower strain rates. 
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Abstract 

 
Soft polymers are widely used as interlayers and adhesives in multi-layered systems for defense 
applications.  This research focuses on the large deformation response of several polyacrylate adhesives 
with varying microstructures. Understanding the mechanical response of these materials under numerous 
dynamic loading conditions is instrumental in deriving high fidelity constitutive models and optimizing 
performance when integrated into a multi-layered structure.  In recent years, there has been an emphasis 
on rate dependence research of soft materials, such as thermoplastic polyurethanes/polyureas (moduli 
order of 3–5 MPa), at quasi-static and very high rates (SHPB), but not intermediate.  The goal is to 
characterize ultra-soft polyacrylates (moduli on the order of 100–600 kPa) through a wide range of strain 
rates (0.001–1 /s) using different methods and modes of loading.  Methods utilized are Instron 
(servohydraulic and ElectroPULS) tensile and compression testing, and intermediate instrumented impact 
on multi-laminates.  Characteristics of the large, non-linear deformation testing response include: rate 
dependence, hysteresis, cyclic effects and strain softening.  The microstructure and mechanical behavior 
of the polyacrylate adhesives is related to the capability to modulate impact loads for loading times of 
approximately 2 milliseconds. 

 
1. Introduction 
 
Transparent armor is utilized in military defense applications such as personnel protection (visors/shields/goggles) 
and air/ground vehicle windows.  Typically, these optically clear, multi-layered polymer laminates are required to 
defeat incoming threats, withstand multiple impacts, and maintain optical clarity with minimal fragmentation and 
visual distortion for the user [1-3].  A typical configuration of transparent armor consists of multiple tough 
thermoplastic polymer outerlayers with rubbery interlayer adhesives.  For many years, the component materials 
have consisted of the glassy polymers polycarbonate (PC) and poly(methyl methacrylate) (PMMA) with 
thermoplastic polyurethane (TPU) adhesives [4-5].  The transparency, toughness, and rate dependence of these 
three materials are the main reasons they are excellent choices for use in transparent armor to withstand 
projectile impact.  Previous research by this group has compared the impact mechanics of multi-layered, impact 
resistant, polymer structures with two TPU interlayers and an optically clear polyacrylate [6].  It was shown that 
when utilized as an interlayer, the substantially more compliant polyacrylate had similar (if not less) fracture than 
the two TPU adhesives tested.  The polyacrylate examined in the previous work is VHB 4905, which is an 
optically clear, solid acrylic adhesive with no discernible microstructure [6].  Therefore, the goal of this paper is to 
investigate the effect of three polyacrylates with varying microstructures and mechanical responses.  VHB 4905 is 
included in this study for comparison purposes.  Despite these new materials being opaque, a correlation is 
sought between microstructure and quasi-static material properties of the interlayers to impact performance and 
energy absorption mechanisms.  Relationships of this sort would be useful in tailoring future polymers with 
superior impact performance that could be optically clear and utilized in transparent armor.  Furthermore, the 
purpose of this research is to examine the role of soft, pressure-sensitive polyacrylate adhesives in the impact 
response of three-layered PMMA/PC multi-laminates. 
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Mechanical characterization of and the impact response of polyacrylates has not been extensively researched.  
Several researchers have utilized time-temperature superposition and dynamic mechanical analysis to model and 
characterize the viscoelastic response of 3M polyacrylates [7-8].  These results are focused on the design and 
optimization of adhesive joints as well as other civil engineering applications, not examining the impact response 
when utilized in an all-polymer multi-laminate.  Townsend found that the mechanical response of a VHB adhesive 
is dependent on loading rate and duration [7], and Hennage reported that VHB polyacrylates are “far from a 
linear-elastic material” [8].  Much research has been published regarding the mechanical response and rate 
dependence of soft materials similar to polyacrylates such as: particle-reinforced rubber, polyurea, polyurethane, 
thermoplastic polyurethane, pig skin, silicone rubber, and low-density epoxy foam.  Quasi-static and very high rate 
results were achieved by utilizing a universal testing machines and modified split Hopkinson pressure bars 
respectively [9-12].  Several of these groups focused on low strain rate dependence and large deformation 
behavior of the materials, including loading/unloading of the samples [13-15].  Qi and Boyce, and Yi et al. 
completed uniaxial cyclic compression testing on polyurethanes/polyureas over four decades of strain rate 
(0.001–1 s-1) and observed a highly non-linear response, strong rate dependence, hysteresis, cyclic softening, 
and residual strains following unloading.  Residual strains, measured approximately one minute after test 
conclusions, were more substantial for samples loaded to larger strains [14].  It was also concluded that chemical 
composition significantly affects mechanical response as observed with residual strain magnitudes, hysteresis 
loop sizes, and on strain rate dependency [15].  Materials with slightly different compositions or microstructures 
have vastly different responses.  This paper examines how polyacrylate microstructure affects mechanical 
response in tension for various strain rates and quasi-statically in compression.  The mechanical characterization 
discussed in this paper may be considered a material level test at low strain rates.  In order to test at higher strain 
rates, structural gas gun impact tests are conducted on three-layered multi-laminates with polyacrylate adhesives.     
 
Gas guns are typically designed to obtain high impact speeds and are focused on impact velocity more than 
instrumentation.  Typically, these experimental setups are unable to measure contact forces or sample deflection.  
They rely on analysis through measuring V50, incident/residual impactor velocities to characterize energy 
dissipation, and post-impact visual inspection [16-26].  Due to signal transmission issues as well as the intensity 
of collisions, possible target perforation, and resulting fracture of high speed impact, instrumentation can be 
difficult and dangerous for both sensors and users.  Therefore, only few research groups have attempted 
instrumentation of gas gun projectiles.  Delfosse et al. used a 1.83 m long gas gun (44.5 mm inner diameter) 
capable of intermediate impact velocities of 7–50  m/s with a piezoelectric accelerometer instrumented impactor 
[27].  Their projectile had a trail wire leading to a digital oscilloscope as well as a relief valve to prevent double 
impact and to facilitate rebound of the impactor back into the launch tube.  Optical sensors near the end of the 
barrel measured impact velocity.  Levy and Goldsmith’s gas gun was 1.37 m long with interchangeable barrels of 
inner diameters 6.35 and 12.7 mm capable of impact velocities from approximately 25–300  m/s.  A silver-plated 
X-cut quartz disc instrumented the projectile and the signal is read by an oscilloscope [28].  For both instrumented 
gas guns, calibration is required for the fabricated load cells based on the masses ahead and behind the 
transducer.  The pre-packaged Kistler load cell implemented in this research has a manufacturer provided 
calibration factor calculated for acceleration of the shock accelerometer’s internal seismic mass.       
 
This paper presents an experimental, systematic impact analysis for three-layered multi-laminates consisting of 
PMMA, polyacrylate, and PC for intermediate impact velocities (9–30 m/s).  In total, four polyacrylate adhesives, 
provided by 3M, with varying material properties and microstructures are mechanically characterized using rate 
dependent tensile and quasi-static compression (Section 2 and 3).  These materials are VHB 4905, VHB 5925, 
VHB 4936 and VHB 4930.  Hsieh and Song have reported incident/residual impactor velocities and V50 data for 
high speed impact on layered PMMA/PC composites, but with no interlayer or instrumentation [22-23, 26].  
Previous impact testing of monolithic polymer layers has typically been at low impact velocities (drop 
towers/pendulum), high impact speeds (large gas guns), and very high strain rate (split Hopkinson pressure bar) 
material testing.  Therefore, a gap exists in the intermediate velocity range for polymer testing.  Using a novel 
instrumented gas-gun setup, damage and energy absorption mechanisms are characterized both quantitatively 
and qualitatively through analysis of the impact response (Sections 4).  In Section 5, quantitative force and 
displacement metrics, post-impact fracture observations, and quasi-static interlayer mechanical characterization 
are correlated to impact response.  This research can help develop a better understanding of the impact 
mechanics of multi-layered structures.  Specifically, how the individual material characteristics and microstructure 
of the interlayer affects the overall impact response and damage observed.   
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2. Polyacrylate Chemistry, Properties, and Microstructure 
 
The VHB interlayers are soft, polyacrylates of varying colors and conformabilities with the chemical structure of 
the acrylate monomer shown in Figure 1a.  They are all commercially available from 3M and are used in as-
received condition being tacky at room temperature.  Figure 1b shows the reported and measured material 
properties for the materials.  Since they are polymers displaying strain rate dependence, the moduli are calculated 
from the linear portion of the quasi-static tensile testing results (Section 3.1).  The Poisson ratio reported by 3M 
for the VHB polyacrylates (0.49) is typical for elastomeric, rubbery materials and reflects near incompressibility 
[29].  The glass transition temperatures and densities are reported by 3M.  The properties for the four VHB 
polyacrylates vary substantially, although VHB 4936 and VHB 4930 have comparable values for tensile moduli 
(0.559/0.553 MPa) and densities (720/800 kg/m3).   
 

 
Figure 1. Polyacrylate a) chemical structure and b) material properties 
 
Through communication with a 3M technical service scientist and visual inspection using an Omano OM3344 
stereo microscope, the microstructure of each material is visualized and components are identified.  Despite a 
common acrylic matrix material, the VHB polyacrylates have quite differing microstructures.  Pictures shown of 
the top surface (45 times zoom) and representative schematics of the four polyacrylates’ microstructures are 
shown in Figure 2.  Note that VHB 4905 has no appreciable microstructure because it is a solid acrylic adhesive 
and can be considered incompressible (Figure 2a).  VHB 5925 has collapsible air bubbles of varying sizes (~100 
μm) with a distribution of approximately 44.4 per mm2 and therefore is considered somewhat compressible 
(Figure 2b).  VHB 4930 is similar to VHB 4905 in that it is solid acrylic and can be considered incompressible, but 
has rigid microspheres of equal diameter (~70 μm) dispersed at approximately 100 per mm2 (Figure 2c).  Like 
VHB 5925, VHB 4936 has compressible spaces but also has the microspheres in common with VHB 4930 (Figure 
2d).  In summary, VHB 4905 and VHB 4930 may be considered incompressible with a solid acrylic structure, VHB 
5925 and VHB 4936 are compressible with collapsible air gaps/bubbles, and VHB 4936 and VHB 4930 have rigid 
microspheres incorporated into the acrylic matrix. 
 

 
Figure 2. Representative schematic and stereomicroscope pictures (X45) of a) VHB 4905, b) VHB 5935, c) VHB 
4930, and d) VHB 4936 

As Received 
Thickness (mm)

Tensile Elastic 
Modulus (MPa)

Density 
(kg/m3)

VHB4905 None 0.5 0.127 960 -40

VHB5925 Black 0.635 0.351 590 -45.6

VHB4930 White 0.635 0.553 800 -34.4

VHB4936 Gray 0.635 0.559 720 -34.4

Material Tg ( C)

CH3

O

CH3

CH2C

C O
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Color

VHB 4905 VHB 5925 VHB 4936VHB 4930
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3. Mechanical Characterization 
 
3.1 Uniaxial Tensile Testing 
 
As a baseline comparison for the four materials, tensile testing is completed at four different strain rates (0.001, 
0.01, 0.1, and 1 s-1).  Dogbone samples cut using an ASTM standard die (D-638 Type IV) are loaded to a strain of 
1.0 (15 mm) and then unloaded back to the starting position.  An Instron ElectroPULS with a 250 N load cell is 
used for the highest rate testing (1 s-1) and an Instron 5848 Micro-tester with a 50 N load cell is used for the lower 
rates.  The ElectroPULS is required since the Micro-tester is incapable of reaching the desired crosshead speeds.  
In fact, once the load cell is isolated from the frame of the ElectroPULS, even higher rate testing could be carried 
out with capabilities up to ~1.7 m/s crosshead speeds.  Note that the Instron’s crosshead displacement, not an 
extensometer, is used to calculate strain.  This is important because it is assumed that a dogbone sample 
facilitates a mostly uniform elongation of the gauge length of the polymer.  For miniscule strains, a non-contact 
extensometer should be utilized (especially for soft polymers) to measure the true, non-linear small elongation of 
the material section.  Contact extensometers are not an option due to the high compliance of test materials and 
large deformations investigated.  Therefore, a method that could be utilized to accurately measure full-field, large 
strain using non-contact methods is two-dimensional DIC (digital image correlation).  Figure 3 shows the tensile 
testing results (engineering stress as a function of strain) for the four polyacrylates at four strain rates, with each 
trace being the average of eight samples.  It is clear from these results that the polyacrylates are non-linear and 
have strong rate dependence, hysteresis, strain softening, and residual strains.  As the strain rate increases, the 
compliance decreases as the soft material is stretched at faster rates.  It is also observed that for all of the 
materials, except VHB 5925, as strain rate increases the residual strain increases as well.  This is not plastic 
strain as some is recovered with time, but is more indicative of the strain at which the sample is no longer in 
tension, or buckles over, during unloading.  Figure 4 visualizes how the interlayers compare for each of the four 
strain rates.  It is observed that VHB 4930 and VHB 4936 have similar responses for all strain rates and show little 
rate dependence when loaded at 0.001 and 0.01 s-1 (although residual strain still increases with rate).  Note the 
order of polyacrylates in increasing tensile compliance is: VHB 4936/4930, VHB 5925, and VHB 4905. 
 

 
 

 
Figure 3. Tensile stress versus strain at four strain rates (0.001, 0.01, 0.1 and 1 s-1) for a) VHB 4905, b) VHB 
5925, c) VHB 4930, and d) VHB 4936 
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Figure 4. Tensile stress versus strain results for VHB polyacrylates at strain rates of a) 0.001, b) 0.01, c) 0.1, and 
d) 1 s-1 

 
Hysteresis is observed for all interlayers indicating that less force is required to unload than load the materials.  
Although the mechanisms for hysteresis are not well understood, it is known that it is indicative of how a changing 
microstructure affects energy absorption during a loading cycle.  Loop areas under the stress/strain curves are 
considered the strain energy of the material or energy that the material dissipates during a loading cycle.  A fully 
elastic material would have the same loading and unloading curve with no energy being dissipated or stored.  The 
measured areas of these loops are normalized by the area of the quasi-static strain rate (0.001 s-1) for each 
interlayer with results shown in Table 1.  Since each material is normalized with respect to its own quasi-static 
area, all four polyacrylates may be compared in terms of relative increase of loop area.  It is important to observe 
how the interlayers’ energy dissipation capabilities translate with increasing strain rate.  Increase in loop size with 
strain rate is representative of the material’s ability to scale energy dissipation/absorption mechanisms with rate.  
With regard to loop area increase, it is observed that polyacrylates can be split into two groups: those with and 
without rigid microsphere inclusions.  With the first decade increase in strain rate, all polyacrylates (except VHB 
5925) have a relatively similar area increase.  Over the next two decades of strain rate, VHB 4905 and VHB 5925 
(no microspheres) have a substantially larger increase in loop area than VHB 4936 and VHB 4930 
(microspheres).  The relative area increase for the strain rate of 1 s-1 is on the order of 3.5 times for samples with 
microspheres and 5.5 times for those without.  This implies that the samples with rigid inclusions do not dissipate 
as much energy during a loading cycle to a strain of 1.  Results also show that energy dissipation in polyacrylates 
with collapsible gaps (VHB 5925 and VHB 4936) do not indicate any significant difference from samples without 
this microstructure (VHB 4905 and VHB 4930). 
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Table 1. Hysteresis loop area summary with normalized values with respect to the quasi-static strain rate 

 
 
3.2 Uniaxial Compression Testing  
 
Compression of the polyacrylates is completed using an Instron 4204 frame with a 1 KN load cell.  Since the 
interlayers are very thin (less than 1 mm), it is necessary to stack 19.05 mm (0.75 in) diameter samples to 
approximately 3 mm in height to ensure an adequate amount of strain could be achieved.  A circular punch was 
used to consistently cut circular specimens.  Since the polyacrylates are sticky, barreling of the stacks is 
inevitable and slippage between layers is impossible.  The VHB stacks may be considered one solid material that 
compresses as a whole.  The materials are compressed at a strain rate of 0.001 s-1 (0.003 mm/s) until the tests 
were stopped due to possible machine damage.  Since the VHB stacks are so sticky and soft, they can compress 
to very high strains without compromising the stack structure.  The plots shown in Figure 5 are averages of three 
samples.  It is observed that VHB 4936 and VHB 4930 have somewhat similar responses, which was also seen in 
the tensile results.  Note that VHB 4936 strain hardens more significantly than VHB 4930 and that VHB 4905 is 
less compliant in compression than 5925 (opposite of tensile results).  This is due to the common compressible 
microstructure of VHB 4936 and VHB 5925.  Initially, the collapsible air gaps are compressed (more compliant 
than incompressible samples), but eventually they can no longer be compressed and hardening occurs.  This is 
more pronounced in VHB 4936 than VHB 5925 suggesting VHB 5925 has a larger amount of compressibility.  
Note the polyacrylates’ order of increasing compressive compliance is: VHB 4930, VHB 4936, VHB 4905, and 
VHB 5925.      
 

 
Figure 5. Quasi-static compressive stress versus strain for VHB polyacrylates 
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4. Normal Plate Impact Experiments 
 

4.1 Instrumented Experimental Setup 
 
An intermediate impact velocity gas gun (9–30 m/s) is utilized to conduct impact testing on multi-layered samples 
consisting of a PMMA front layer, PC back layer, and polyacrylate adhesive at strain rates on the order of 100 s-1.  
The gas gun is instrumented, recording contact force and out-of-plane deflection throughout the impact event 
(Figure 6).  Typically, high speed gas guns are unable to measure contact forces or sample deflection and rely on 
analysis through measuring V50, incident/residual velocities, and post-impact visual inspection [16-26]. 
 
A custom instrumented test facility is built for impact testing at low to intermediate impact velocities using a 
lightweight, hemi-spherical, steel impactor (28.5 grams) with a diameter of 1 cm (0.4”).  An HDPE sheath and cap 
protect the shock accelerometer embedded in the impactor and the cap minimizes tension on the cable 
connection and provides a flat surface for propulsion.  Impact specimens are clamped in place by a steel bracket 
exposing 161.29 cm2 (12.7 cm/5 in sides) of the original 232.25 cm2 (15.24 cm/6 in sides) square panel.  The 
mass ratio between the samples (~95 grams) and impactor is 3.3.  The diameter of the impactor (1 cm) to the 
span of the sample (12.7 cm) is approximately 0.08.  The impactor diameter (1 cm) to specimen thickness 
(3.675–3.81 mm) ratio ranges from 2.62–2.72.  For a structural test such as described in this paper, these ratios 
describe the elastic deformation mechanisms available for the setup.  A more complete description and pictures 
of operation and data acquisition procedure for the experimental setup can be found in [30].  
 

 
Figure 6. Schematic of intermediate velocity instrumented experimental setup 

 
4.2 Impact Force and Displacement Results 
 
By overlaying force and displacement traces on the same time axis, the sequence of impactor deceleration and 
panel displacement can be better understood.  Results are shown for impact velocities of 12 m/s (Figure 7) and 
22 m/s (Figure 8).  Contact force is measured at the center of the target while displacement is measured off-
center (28.575 mm/1.125 in) symmetrically by two sensors, so that there is a delay observed between initiation of 
contact force and initial deflection. If displacement was measured at the impact site, the displacement curve 
would be shifted to the left so that both traces were initiated at the same time (for the loading rates considered). 
This time delay is measured for several representative samples for each interlayer and this value was shown to 
be consistently between 0.2 and 0.25 milliseconds. This is representative of the time required for the impact 
disturbance to propagate radially outward from the impact site to the point of laser measurement. Although 
magnitudes reported would be fractionally less than actual impact site displacement, concurrent analysis of force 
and displacement for the order of events assume the displacement trace is shifted accordingly.   
 
At initiation of impact, both contact force and deflection begin to increase. The first force peak occurs during 
deflection and is observed before maximum displacement is reached. As the panel reaches its maximum 
displacement, a decrease of contact force on the impactor occurs, until a local minimum is achieved coinciding 
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with maximum deflection. Note that this contact force never reaches zero, therefore only a single impact is 
occurring. The contact force decreases to a local minimum as the maximum displacement is approached. At the 
time of the local minimum, the multi-layered polymer has stored some elastic energy from the impact, and reloads 
the impactor as it deflects back towards its initial position. At this point, the energy stored is greater than the 
current instantaneous kinetic energy of the impactor and so the kinetic energy of the panel dominates the contact 
force signal. This impactor reloading (rebound) causes an increase in the net contact force resulting in a second 
force peak. The above sequence of events was verified using a high speed camera on representative samples by 
temporally aligning force traces with freeze frames of displacement/fracture milestones (contact initiation, 
maximum displacement, observation of reload cracks, etc.).  Measures were taken to ensure the temporal 
alignment of all data acquired so that any delay observed is not electrical, and would be easily identified and 
explained mechanically.  
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Figure 7. Representative force and displacement traces versus time for an impact velocity of 12 m/s on multi-
laminates with a) VHB 4905, b) VHB 5925, c) VHB 4930, and d) VHB 4936 adhesives 
 

 
 

 
 

 
 

Force/Displacement vs. Time
#68 - VHB4936 - 12 m/s

-150

-75

0

75

150

225

300

375

450

525

600

0.084 0.085 0.086 0.087 0.088 0.089

Time (s)

Fo
rc

e
 (N

)

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

D
is

p
la

ce
m

e
n

t 
(m

m
)

Force

Displacement

Displacement vs. Time 
#68 - VHB 4936 - 12 m/s

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

0.08 0.085 0.09 0.095 0.1 0.105

Time (s) 

D
is

p
la

ce
m

en
t (

m
m

)

d)

VHB 4936 – 12 m/s

Force/Displacement vs. Time
#40 - VHB 4905 - 22 m/s

-400

-200

0

200

400

600

800

1000

1200

0.067 0.068 0.069 0.07 0.071 0.072

Time (s)

F
o

rc
e 

(N
)

-2

-1

0

1

2

3

4

5

6

D
is

p
la

ce
m

en
t (

m
m

)

Force

Displacement

Displacement vs. Time
#40 - VHB 4905 - 22 m/s

-2

-1

0

1

2

3

4

5

6

0.065 0.07 0.075 0.08 0.085 0.09

Time (s)

D
is

p
la

ce
m

en
t (

m
m

)

a)

VHB 4905 – 22 m/s

Force/Displacement vs. Time
#62 - VHB5925 - 22 m/s

-300

-150

0

150

300

450

600

750

900

1050

0.0735 0.0745 0.0755 0.0765 0.0775 0.0785

Time (s)

F
or

ce
 (N

)

-2

-1

0

1

2

3

4

5

6

7

D
is

p
la

ce
m

en
t (

m
m

)

Force

Displacement

Displacement vs. Time
#62 - VHB 5925 - 22 m/s

-2

-1

0

1

2

3

4

5

6

0.07 0.075 0.08 0.085 0.09 0.095

Time (s) 

D
is

pl
ac

em
en

t (
m

m
)

b)

VHB 5925 – 22 m/s

Force/Displacement vs. Time
#80 - VHB4930 - 22 m/s

-400

-200

0

200

400

600

800

1000

1200

0.0725 0.0735 0.0745 0.0755 0.0765 0.0775

Time (s)

F
o

rc
e 

(N
)

-2

-1

0

1

2

3

4

5

6

D
is

p
la

ce
m

en
t (

m
m

)

Force

Displacement

Displacement vs. Time
#80 - VHB 4930 - 22 m/s

-2

-1

0

1

2

3

4

5

6

0.07 0.075 0.08 0.085 0.09 0.095

Time (s) 

D
is

p
la

ce
m

en
t (

m
m

)

c)

VHB 4930 – 22 m/s

249



 
Figure 8. Representative force and displacement traces versus time for an impact velocity of 22 m/s on multi-
laminates with a) VHB 4905, b) VHB 5925, c) VHB 4930, and d) VHB 4936 adhesives 
 
As discussed previously, all force traces contain two main peaks representing loading and unloading of the multi-
laminate samples, but VHB 4930 and VHB 4936 force traces have a slightly different shape.  These multi-
laminates display a second local minimum force during the loading peak for both impact speeds (Figures 7c, d 
and Figures 8c, d).  It is discussed in Section 2 that a commonality in microstructure of these two materials is the 
inclusion of rigid microspheres.  With the microspheres being so small (diameter of approximately 70 μm), it is 
believed that the decrease in contact force is not caused by their breaking or crushing.  However, through 
communication with 3M, it is realized that translation of these microspheres in the acrylic matrix is possible.  It is 
hypothesized that during impact loading, the localized force at the impact site temporarily displaces the 
microspheres resulting in a decrease in amplitude, although exact response rate and translation distance are 
unknown.  To examine the feasibility of this theory, a frequency sweep using tensile dynamic mechanical analysis 
(DMA) is completed on the two solid polyacrylates with (VHB 4930) and without (VHB 4905) inclusions (Figure 9).  
The results of which have shown the modulus of both materials to substantially increase with rate.  Given the rate 
dependence of the acrylic matrix, it is unclear if cooperative microsphere movement could occur in a matrix with 
an increased modulus.  For example, the predicted strain rate of 100 s-1 for an impact velocity of 22 m/s 
corresponds to a modulus approximately 40–50 times the quasi-static value (Figure 1b).  Nevertheless, it is shown 
above that the magnitude of force decrease reduces significantly with increasing impact velocity.  This indicates 
that the responsible phenomenon is dependent on loading rate and local effective strain rate.  It is theorized that 
at higher impact velocities, this secondary local minimum would completely disappear as the modulus of acrylic 
matrix increases becoming less compliant and severely restricts microsphere movement.  But for lower impact 
velocities, it is unclear whether this phenomenon would become more accentuated.  Therefore, further 
investigation is necessary on both ends of the impact velocity spectrum to truly determine what is causing the 
secondary force decrease for these two adhesives.   
 

 
Figure 9. DMA frequency sweep on polyacrylates with (VHB 4930) and without (VHB 4905) microspheres 
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4.3 Energy Absorption/Dissipation Mechanisms 
 
The impact energy incident on the multi-laminates is approximately 2 J for an impact velocity of 12 m/s and 7 J for 
an impact velocity of 22 m/s and impactor mass of 28.5 g.  This energy can be dissipated/converted as a 
combination of: elastic energy (vibrational), plastic deformation, and fracture.  For the transformation of the 
incident mechanical energy we neglect effects of heat and sound produced by the impact, whereby these effects 
account for only a small fraction of the total energy of the process.  Mechanisms to absorb the impact energy are 
dependent on system material properties, adhesion characteristics and boundary conditions, as well as other 
parameters such as impactor head shape (hemi-spherical, conical, flat-headed, etc.) and impactor eccentricity, 
and angle during loading.  These factors are inherent in the experimental setup geometry, specimen 
configuration, and impact velocity.  In this research, the effect of normal impact of a hemi-spherical impactor on 
the multi-laminate is the primary focus.   
 
This study may be summarized as impact testing utilizing a relatively small diameter, lightweight impactor incident 
on a large, thin, multi-layered sample.  As shown in Figures 7 and 8, the combination of these parameters causes 
large elastic deflection to be a main component of the impact response, with maximum off-center displacements 
ranging from 3–6 mm for 12 m/s impacts and 4.5–8 mm for 22 m/s impacts.  Changing any of the 
parameters/ratios discussed in Section 4.1 affects which energy absorption methods are realized and are 
dominant/secondary.  For example, if the mass of the impactor and impact velocity was greatly increased, or the 
span and thickness significantly reduced, complete perforation with minimal deflection may occur.  Based on the 
specific specimen geometry, bonding conditions, and experimental setup capabilities, combinations of elastic 
energy, plastic energy, and fracture mechanisms will occur corresponding to a measure of impact performance.  
Damage mechanisms that were characteristic of the configurations studied include: local fracture at the impact 
site, delamination, local plastic flow, and barely visible impact damage (BVID).  
 
For impact velocities of 12 and 22 m/s, damage was considerably different for the four multi-laminate 
configurations studied.  Figure 10 shows the damage and fracture observed after a 22 m/s impact with a 
representative summary of crack formation for both impact velocities in Table 2.  Note that this fracture pattern is 
similar to that reported by Song and Hsieh for higher speed impacts (100 and 400 m/s) on monolithic PMMA with 
a central impact site and numerous, relatively equally spaced, radial cracks which is due to boundary condition 
effects [22].  For example, it is anticipated that a larger specimen should lessen boundary effects.  Since sample 
size is consistent for all impact testing in this study, comparison within this set is valid.  Note the cracks observed 
in this research are solely in the PMMA front layer (intralayer) with no damage visibly detected in the interlayers or 
the PC back layer.  Therefore, the soft interlayers and PC in the bonded multi-laminates deform entirely elastically 
during impact, except for very slight BVID in the back side of the PC outerlayer.  This may cause residual stresses 
and affect impact performance for repeated loading not explored in this study.  For both impact speeds, the 
polyacrylate that shows the largest fracture area (crack lengths) is VHB 5925 with the remaining three having 
similar crack length ranges (Table 2).  Note that for both impact velocities, the polyacrylates with rigid 
microspheres (VHB 4930 and VHB 4936) have more radial cracks than samples without these inclusions (VHB 
4905 and VHB 5925).  With the impactor having a hemi-spherical surface acting on a planar section, most of the 
bonded samples impacted at 22 m/s show a slight local indentation at the impact site (except VHB 5925), 
approximately 5 mm in diameter.  At the lower impact velocity, only radial cracking is present and this indentation 
isn’t observed.  This circular impact site damage conically disperses through the PMMA forming a larger diameter 
circle at the PMMA/adhesive interface than on the front face.  This conical shape of cracking at a PMMA impact 
site was also observed by Rai and Singh [31].  They conducted drop tower impact testing on multi-layered PMMA 
and soft adhesive samples with impact energies less than 120 J.  It is also viewed that for the higher impact 
velocity both crack number and length are larger than the multi-laminates impacted at 12 m/s.  Note that only two 
of the multi-laminates displayed delamination for impacts at 22 m/s, as shown in Figure 10a (VHB 4905) and 
Figure 10c (VHB 4930).  As discussed previously, the microstructure of these two polyacrylates is observed to be 
acrylic without air gaps (Section 2), facilitating delamination.  It is hypothesized that during loading, instead of 
impact energy being absorbed by collapsible areas present in the other two adhesives, delamination becomes a 
more pronounced energy dissipation mechanism.  No pictures are shown for the samples impacted at 12 m/s due 
to very similar damage patterns (5 or 6 radial cracks of varying lengths) that are very thin and challenging to 
photograph.  It is proposed that at the lower velocity, the soft interlayer modulates the impact whereas at the 
higher velocity, the interlayer behaves as a much stiffer material due to rate dependence.   
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Figure 10. Representative pictures of fracture observed for 22 m/s impact on multi-laminates with a) VHB 4905, 
b) VHB 5925, c) VHB 4930, and d) VHB 4936 adhesives 
 
Table 2. Fracture summary for samples with polyacrylate adhesives impacted at 12 and 22 m/s  

 
 

a) b)Bonded PMMA/VHB4905/PC–22 m/s Bonded PMMA/VHB5925/PC–22 m/s

c) d)
Bonded PMMA/VHB4936/PC–22 m/sBonded PMMA/VHB4930/PC–22 m/s

Impact 
Velocity (m/s)

Impact Site 
Diameter (mm)

Crack Length 
Range (mm)

Number of 
Radial Cracks

VHB4905 N/A 9 – 11 5

VHB5925 N/A 17 – 25 5

VHB4930 N/A 10 – 13 6

VHB4936 N/A 9 – 12 6

VHB4905 5 17 – 22 7

VHB5925 2 31 – 36 6

VHB4930 5–10 9 - 25 9

VHB4936 5 11 – 17 9

Interlayer

12

22
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5. Discussion 
 
The mechanical characterization of the four polyacrylate elastomers in tension and compression is outlined in 
Section 3.  Experimental results for the force and displacement traces recorded during impact for two impact 
speeds (12 and 22 m/s) on three-layer multi-laminates with PMMA and PC outerlayers, as well as the post-impact 
fracture analysis are presented in Section 4.  In this section, the evolution of the mechanical response of the 
adhesives is discussed.  Specifically, the rate-dependent properties and high damping behavior of the 
polyacrylate adhesives observed at lower rates is used as context to discuss the impact response at higher rates. 
 
Six quantitative metrics are obtained from both force and displacement traces recorded during impact.  Contact 
force metrics include: first and second force peaks (not double impact), and loading pulsewidth.  Displacement 
metrics include: maximum displacement, transient response frequency, and settling time.  Metric values reported 
are averages of three tests for each configuration and impact speed with error given as approximately ±1–10% 
(depending on the metric).  The analysis below explains how the metrics correspond to multi-laminate impact 
mechanics, such as deformation behavior, energy absorption, and fracture mechanisms.  In actuality, one 
quantitative metric cannot give insight into, or completely characterize, impact performance.  A combination of 
multiple metric analyses and qualitative observation techniques are used to gain insight into why an interlayer 
may have superior or inferior impact performance over another.  Figure 11 shows the methods for measuring the 
ten recorded force and displacement metrics on representative traces.  Metric results are reported with individual 
error percentages calculated by the maximum deviation of the three data points from the metric average.  Post-
impact fracture observations are correlated to force and displacement metric trends.   
 

 
Figure 11. Quantitative metrics measured from a) force and b) displacement signals 
 
5.1 First and Second Force Peaks 
 
Contact force at the impact site is recorded using a shock accelerometer embedded in a steel impactor.  The first 
force peak is measured as the maximum value during the loading of the multi-laminate.  As expected, this metric 
is larger for the higher impact speed (Figure 12a).  The initial response of the sample is heavily influenced by the 
glassy polymer outerlayers PMMA and PC as well as the effective stiffness of the multi-laminate.  The order of 
first force peaks, in ascending order, is directly correlated to the interlayer quasi-static compressive compliance 
order (from most to least compliant) of: VHB 5925, VHB 4905, VHB 4936, VHB 4930 for both impact velocities 
(Figure 5).  Note that VHB 5925, the polyacrylate with the most observed fracture, also has the lowest magnitude 
first force peaks.  The second force peak characterizes the amount of elastic energy the multi-laminate is capable 
of storing during loading to maximum deflection, and the transfer to kinetic energy of the sample reloading the 
impactor.  A substantial second peak is indicative of the absorbed energy reloading the impactor, while a smaller 
second peak reflects more energy converted to fracture.  This is confirmed by observed increase in fracture in the 
front PMMA outerlayer for the VHB 5925 samples with the smallest force values (Figure 12b).  Therefore, the first 
and second force peak metrics directly relate to the fracture observed (Figure 10 and Table 2).  Note that for the 
two multi-laminates with rigid microsphere adhesives, the second is actually larger than the first force peak.  This 
is observed for VHB 4930 (Figures 7c and 8c) and VHB 4936 (Figures 7d and 8d) for both impact velocities.  
Previous impact testing on the same multi-laminate configuration with TPU interlayers shows this same 
phenomena for Deerfield A4700 [6, 30].   
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Figure 12. Polyacrylate metric comparison for a) first and b) second force peaks 
 
5.2 Loading Pulsewidth and Maximum Displacement 
 
The loading pulsewidth is measured from force initiation to local minimum and is indicative of the time required for 
the sample to decelerate impactor motion and absorb impact energy.  A longer pulsewidth is consistent with 
longer contact time between the impactor and the multi-laminate, as well as increased time for damage/fracture to 
initialize and for cracks to propagate.  For both impact velocities, it is clear that the multi-laminates with VHB 5925 
adhesives had the longest times for loading followed by VHB 4905 (Figure 13a).  For a given impact velocity, the 
multi-laminates able to decelerate the impactor the fastest appear to have the least fracture.  Note that loading 
pulsewidths are shorter for the higher impact speed.  This is consistent with Garland and Rogers who conducted 
low speed (less than 0.1 m/s) instrumented pendulum impact testing on elastic, nonconforming samples and 
showed that impact duration decreased with increasing initial velocity [32].  As the loading rate converges on the 
material wave speed, the material is incapable of deforming entirely elastically and the impact energy is discretely 
transferred in time to propagate out and away from the impact site. 
 
Maximum displacement is recorded as the first positive peak of the sensor’s data.  As expected, it is observed 
that the multi-laminates deflect more at the higher impact velocity (Figure 13b).  This is true for the intermediate 
impact speeds, boundary conditions, and mass/area ratios (Section 4.1) specific to this experimental setup.  For 
example, if impact speed was greatly increased, there may not be any time for elastic deflection with complete 
sample perforation occurring.  In this case, out-of-plane displacement would be minimal.  In general for this 
impact testing, the greater the maximum out-of-plane displacement of the multi-layered structure, the more likely 
that local/global deformation or fracture will occur.  At these velocities (12 and 22 m/s), it follows that the more a 
panel deflects the worse the observed fracture and impact performance.  The trend observed for the multi-
laminates is the same as the loading pulsewidth and second force peak in that the VHB 5925 samples are at 
extremes for both impact velocities.  As shown in Figure 10 and Table 2, VHB 5925 multi-laminates have the 
longest cracks and fracture areas when compared to the other three polyacrylate samples.  
 

 
Figure 13. Polyacrylate metric comparison for a) loading pulsewidth and b) maximum displacement 
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5.3 Response Frequency and Settling Time 
 
Two displacement metrics that are closely related to the sample’s vibrational response following impact are the 
transient response frequency and settling time.  It is desirable to measure the transient response frequency 
because it is reflective of the multi-layered structure’s mechanical properties.  Since the specimen masses are all 
relatively similar, the response frequency is mainly dependent on the effective stiffness of the multi-laminates.  In 
general, the dissipation of impact energy as vibrational energy is considerable for systems with relatively low 
natural frequencies, as is the case here.  The least compliant polyacrylates (VHB 4936 and VHB 4930) have the 
highest response frequencies due to the rigid microsphere inclusions increasing sample stiffness (Figure 14a).  
Since frequency is measured immediately after the impactor loses contact, response frequencies are also 
indicative of the properties of the damaged panels and reflect the residual mechanical properties of the multi-
laminate.   
 
A metric that is more indicative of the degree of damping in the polyacrylates is the 2% settling time of the multi-
layered polymers.  This is measured as the time required for the deflection of the multi-laminate (measured off-
center) to settle within 2% of the maximum value around the final position.  As shown in Figures 7 and 8, this final 
value is typically not zero as plastic deformation of the multi-layered polymer occurs during impact.  The two 
polyacrylates with air gaps inherent in their microstructure (VHB 5925 and VHB 4936) have faster settling times 
than the “incompressible” adhesives (VHB 4905 and VHB 4930) for both impact velocities (Figure 14b).  Note that 
settling times are faster for the higher impact velocity which coincides to faster response frequencies.  A complete 
summary of all metric values is given in Table 3.   
 

 
Figure 14. Polyacrylate metric comparison for a) response frequency and b) 2% settling time 
 
Table 3. Complete summary of values measured for six force and displacement metrics 

 
 
In summary, causality cannot be implied due to links observed between individual metrics and fracture.  Future 
mechanical characterization and impact tests are required to further probe and verify true correlations.  Overall, 
several energy absorption and fracture mechanisms of multi-laminate polymers are characterized in this paper.  If 
stress thresholds are exceeded for these testing conditions and specimen geometry, fracture occurs.  As 
discussed throughout Sections 4 and 5, by measuring and analyzing metrics, a better understanding of the impact 
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PMMA/VHB4905/PC 11.8 410.6 390.7 0.887 3.25 244.5 9.71

PMMA/VHB4905/PC 21.4 994.3 913.3 0.777 5.24 312.5 8.5

PMMA/VHB5925/PC 11.9 386.8 369.1 1 3.75 324 8.43

PMMA/VHB5925/PC 22.1 917.3 769.1 0.9 5.63 343.3 6.4

PMMA/VHB4930/PC 12.7 466.6 510.7 0.736 2.94 412.4 10.4

PMMA/VHB4930/PC 21.9 1015.6 1098.8 0.689 4.88 426 9.19

PMMA/VHB4936/PC 12.3 463.7 510.5 0.715 2.92 419.1 9.39

PMMA/VHB4936/PC 21.9 945.3 1029.7 0.677 4.4 453.4 8.13
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mechanics causing fracture is obtained.  A combination of analyses of quantitative metrics and observed fracture 
mechanisms allows in-depth understanding of why some multi-laminates have more or less fracture than others.  
Intermediate impact velocity testing of PMMA and PC incorporated into multi-laminates with a soft, rate 
dependent polyacrylate adhesive has shown that impact performance is uniquely tied to the interlayer response 
and microstructure.  Despite this layer being only a small fraction of the overall mass and several orders of 
magnitude softer than the PMMA and PC outerlayers, it has a large effect on the overall multi-laminate response 
and fracture.   
 
6. Conclusion 
 
The normal impact response of multi-layered, rate dependent polymer structures is complex and not well 
understood.  This research focuses on gaining insight into impact mechanics of PMMA and PC multi-laminates 
with polyacrylate adhesives by relating interlayer mechanical characterization, measured quantitative force and 
displacement metrics, and qualitative energy absorption mechanisms and observed fracture.  Extensive research 
has been conducted on the monolithic outerlayer components (PMMA and PC) at quasi-static strain rates (less 
than 1 s-1), low velocities with drop towers/pendulums (impact velocities ranging 2–8 m/s), high velocities with gas 
guns (50–500 m/s), and very high strain rates using SHPBs (greater than 103 s-1).  Few have focused on 
intermediate rate (~100 s-1) testing of polymers, and even less on multi-layered polymers.  This study is unique in 
that it systematically characterizes the impact mechanics of an all-polymer multi-layered system, using an 
instrumented experimental setup in an intermediate impact velocity regime.  Specifically, research focuses on the 
rate-dependent response of polyacrylate elastomers, which are filled polymers differing from the usually studied 
carbon-black filled rubbers.   
 
Four polyacrylates with varying microstructures and properties (Section 2) are mechanically characterized by 
examining rate dependence in tension, and analyzing quasi-static response in compression (Section 3).  The 
interlayers are four 3M polyacrylate elastomers (VHB 4905, VHB 5925, VHB 4930 and VHB 4936).  As shown in 
Table 2, density, modulus, and glass transition temperatures all vary.  An instrumented gas gun is used to impact 
fully clamped 161.29 cm2 square samples (12.7 cm sides) with a 28.5 gram steel impactor travelling at 12 and 22 
m/s (impact energies of approximately 2 and 7 J respectively).  The experimental setup is developed from several 
researchers who have previously used an instrumented impactor in conjunction with gas guns for impact testing 
[27-28].  The novelty of the setup is that force and displacement during impact are recorded independently using 
a shock accelerometer embedded in the impactor and optical displacement sensors measuring multi-laminate 
out-of-plane deflection [6, 30].  Note that full field displacement measurements would be optimal over single point 
measurements, such as high speed digital image correlation (DIC) [33].  Six quantitative metrics are measured 
from the force and displacement traces for comparison between samples.  Force metrics include: first force peak, 
second force peak, and loading pulsewidth.  Displacement metrics include: maximum displacement, transient 
response frequency, and settling time.  Energy conversion/dissipation mechanisms and fractography is completed 
post-impact and used for comparison between impact velocities, boundary conditions, and interlayers (Section 4).   
 
Mechanical characterization of the interlayers is correlated to quantitative force/displacement metrics and 
damage/fracture to analyze the influence of the interlayer on impact performance.  Although various correlations 
have been discussed regarding VHB 5925 multi-laminate’s fracture and the presence (or lack) of rigid 
microspheres/air gaps with impact performance and metric trends, this does not imply causality.  It is shown that 
samples with VHB 5925 have the longest cracks, lowest first and second force peaks, largest pulsewidth and 
maximum displacement, and fastest settling time.  VHB 5925 is also the most compliant in compression and has 
the lowest density and glass transition temperature (Table 2).  Despite impact results being too complex to 
directly relate to microstructure, several observations during the mechanical characterization of the polyacrylates 
may be linked.  Samples with rigid microsphere inclusions show a decrease in compliance for both tensile and 
compressive loading (Figures 4 and 5), as well as less energy dissipation realized in smaller increases in 
hysteresis loop area with rate (Table 1).  It is also concluded that the samples that contain collapsible air gaps are 
more compliant in compression than those without (Figure 5).  In order to fully establish the relationships 
discussed in this paper, continued testing for a wider range of strain rates, impact velocities, and interlayer 
properties/microstructures is necessary.   
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ABSTRACT In this presentation, we discuss semi-analytical approaches to the visco-elastic properties of the 
Carbon Nanotubes (CNTs) based on molecular dynamics (MD) simulation and continuum models. The visco-
elastic properties of the CNTs defined in both the time and frequency domains have been obtained in terms of the 
creep compliance and the relaxation and complex modulus. The equilibrium visco-elastic properties were found to 
be strongly dependent on tube radius for both single-walled and multi-walled CNTs, while the chirality had no 
appreciable effect. For multi-walled CNTs, the interlayer interaction contributes significantly to the overall visco-
elastic response. The time scale associated with the visco-elastic properties were found to be on the order of 
nanosecond. This time scale is reflected in the associated energy loss and damping mechanisms in CNT 
oscillators. From the computed visco-elastic properties, we further derived the quality factor Q for different tube 
geometries and load frequencies. We found that the Q factor is strongly influenced by the load frequency, in 
addition to the dependence on the tube radius. The predicted trends in terms of the dependence on the load 
frequency were further validated through comparison with experiments. The underlying mechanism for such 
trends was discussed in the context of thermoelastic theory. 
 
1. Introduction 

Carbon nanotubes (CNTs) have attracted significant attention because of their outstanding mechanical properties 
for possible nanotechnological applications such as ultrahigh frequency oscillators and sensors. Mechanical 
properties of CNTs have been extensively investigated (see review in [1]), however, time-independency of their 
mechanical properties has often been assumed in most of these studies. For applications under dynamic 
excitation, CNTs could be subjected to very high rate loading, and the mechanical response of CNTs could 
become time-dependent due to the strong coupling between the mechanical field and thermal field. Therefore, the 
time-dependent elasticity or the intrinsic visco-elastic property of CNTs associate with the energy dissipation 
becomes significant in terms of its influence on the performance of the device and materials.  

Motivated by the significance of this important topic, we have investigated the visco-elastic properties and 
damping properties of CNTs based on molecular dynamics (MD) simulation and semi-analytical approaches 
developed in this study. We have derived visco-elastic constants of both single-walled (SW) and multi-walled (MW) 
CNTs and an estimate on the damping property (quantified by quality factor Q) was also developed. The 
influences of structure details and dynamic excitation frequency on these properties were studied.  

2. Visco-elastic properties of CNTs in time-domain 

For the purpose of extracting the time-dependent visco-elastic properties of CNTs, a theoretical nanoindentation 
model in the transverse direction was proposed. Considering CNT as a cylindrical shell subjected to two equal 
and opposite forces acting along a diameter (shown in Fig.1), and assuming there is no in-plane stretching so the 
deformation is inextensible, the elasticity theory gives the expression for radial deformation [2-3] 

Gh
FRd 2/5

2/3)1(7.0                                                                                                                (1) 

where, F is indentation force, R and h are radius and thickness of CNT respectively. G is shear modulus, and v is 
Poisson’s ratio. Based on this linear elastic solution, the following time-dependent relationship between 
displacement and applied force can be obtained by applying a hereditary integral operator [4], 

Proceedings of the SEM Annual Conference
June 7-10, 2010 Indianapolis, Indiana USA

©2010 Society for Experimental Mechanics Inc.

259
for Experimental Mechanics Series 15, DOI 10.1007/978-1-4419-9794-4_36, © The Society for Experimental Mechanics, Inc. 2011
T. Proulx (ed.), Time Dependent Constitutive Behavior and Fracture/Failure Processes, Volume 3, Conference Proceedings of the Society 

mailto:dong.qian@uc.edu


3/ 2

5/ 2
0.7(1 ) ( )( )

tR dFd J t d
dh

                                                                                           (2) 

where J(t) is the shear creep compliance. In the current study, a constant-rate loading history F(t)=v0t was used, 
and the creep compliance was represented by the generalized Kelvin model 
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where J0 is the instantaneous creep compliance representing the “instantaneous” elastic properties when the CNT 

is subjected to a dynamic load, and
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Figure 1. Schematic illustrating the indentation of CNT in the radial direction. 

In the current computational study, MD simulation was carried out to simulate the dynamic response of CNT with 
the load-displacement curve as output. Visco-elastic properties of CNTs in time-domain (such as creep 
compliance) were then determined using Eq.(4). In the following context, we outline the result of creep 
compliance of SWCNTs.  

Table 1 Creep parameters of selective single walled carbon nanotubes ( =0.1ns). 
(n1, n2) R(nm) J0(1/TPa) J1(1/TPa) J =J0+J1(1/TPa) 
(8, 0) 0.313 0.403 0.578 0.981 

(10, 0) 0.391 0.447 0.751 1.198 
(16, 0) 0.626 0.507 1.194 1.700 
(20, 0) 0.783 0.508 1.511 2.018 
(26, 0) 1.018 0.504 2.016 2.520 
(30, 0) 1.174 0.491 2.346 2.837 
(36, 0) 1.409 0.446 2.823 3.269 
(52, 0) 2.036 0.308 3.858 4.166 

The calculated creep compliances of zigzag SWCNTs are listed in Table 1, in which the radii of the SWCNTs are 
in the range of 0.3 to 2.0 nm. In the MD implementation, the system was subjected to a constant energy NVE 
ensemble with a time step of 1 fs. The modeled lengths of SWCNTs were chosen to be larger than 2l0, where l0  
R(R/h)1/2 is the apparent length of the radial deformation under indentation along the axial direction from the 
loading point [5]. The loading rate v0 was fixed at 16 nN/ns, and the deformation of nanotubes was restricted in 
the linear visco-elastic regime. The compliance coefficient J1 was found to be sensitive to nanotube radius and 
increased with the radius. No obvious dependence of the instantaneous compliance J0 on the nanotube radius 
was detected. The value of J0 fell into the range of 0.3 to 0.5 (1/TPa), corresponding to an instantaneous shear 
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modulus, G0=1/J0, of 2-3.3 TPa. Consequently, the equilibrium compliance (J =J0+J1) increased with the increase 
of nanotube radius. This dependence was found to fit into a simple power law, (J / J *)=(R/R*)0.785 as shown in Fig. 
2, where J * and R* are the corresponding values for a (8, 0) tube and are set as the reference values. In addition, 
a time scale on the order of nanosecond for SWCNTs to fully achieve to its equilibrium property was observed. 
For instance, the creep function of (26, 0) is given as J(t) = 0.504+2.016 (1-e-t/0.1), with J in TPa and t in ns. The 
creep function derives that it takes ~0.44 ns for the SWCNT to achieve 99% of its equilibrium compliance J . This 
time scale is relevant for applications that involve CNTs operating at GHz frequency or serving as damping 
materials under high mechanical impact. 
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Figure 2. The equilibrium compliances versus radius dependence of SWCNTs. 

3. Visco-elastic properties of CNTs in frequency-domain and implication for damping 

F=F0sin( t)
d=d0sin( t- )

 
Figure 3. Schematic showing a CNT cantilever beam under dynamic bending. 

In addition to the visco-elastic properties in the time-domain, we have also studied the visco-elastic properties in 
the frequency-domain. For this purpose, we have conducted numerical experiment on dynamic bending of CNTs 
cantilever beams by MD simulation. Fig.3 shows schematically a CNT beam under vertical bending force acting at 
the free end. The bending deflection of a cantilevered elastic beam is given by, 

3

3
Fld
EI

                                                                                                                                         (5) 

where F is the point force, l is length, and EI is the bending stiffness. The effective moment of inertia I of the CNT 
beam cross section is expressed as [6], 
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where Re is the mean radius of the outermost wall (external radius), Ri is the mean radius of the innermost wall 
(internal radius) and h is the thickness of the tube wall. For the CNTs oscillators under dynamic excitation 

)sin()( 0 tFtF , the time-dependent load-displacement relationship is given as,  
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where )()()(* JiJJ is the complex shear compliance[7]. )](/)([tan 1 JJ is phase shift 
angle between imposed load and displacement response. It is a fundamental measure of damping and is also 
referred to as the loss angle. From Eq.(7), the storage and loss shear compliances can be calculated as 
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Subsequently, the complex bending modulus is computed by * *( ) 2(1 ) / ( )E J , with the storage and 
loss modulus are 
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Table 2 Visco-elastic properties of selective cantilevered SWCNTs oscillators. (F0=0.16 nN, f=7.96 GHz, L/D=10) 

(n1,n2) 
Re 

(nm) 
 

(radian) 
0d  

(nm) 
E  

(GPa) 
E  

(GPa) Q 

(5, 5) 0.339 0.0052 0.391 5737.5 29.8 192.3 
(10, 0) 0.391 0.0064 0.416 5240.4 33.5 156.2 
(14, 0) 0.548 0.0066 0.406 5104.6 33.7 151.5 

(10, 10)* 0.678 0.0102 0.479 4716.4 48.1 98.0 
(18, 0)* 0.705 0.0112 0.438 4596.3 51.5 89.3 
(22, 0) 0.861 0.0134 0.481 4107.2 55.0 74.6 

(15, 15)* 1.017 0.0149 0.505 3869.3 57.7 67.1 
(26, 0)* 1.018 0.0151 0.505 3860.7 58.3 66.2 
(34, 0)* 1.331 0.0195 0.684 2999.8 58.5 51.3 
(20, 20)* 1.356 0.0235 0.617 3288.2 77.3 42.5 
(25, 25) 1.695 0.0305 0.952 2178.9 66.5 32.8 

Table 2 summarizes the complex modulus and Q factors of armchaired and zigzag SWCNTs. The loading 
frequency is f= /2 =7.96GHz and the length to diameter ratio is L/D=10. The displacement amplitude d0 and loss 
angle were computed from MD simulation. The Q factor was related to the loss angle through 

1/ (tan )Q E E . The storage bending modulus decreased from 5737.5 GPa to 2178.9 GPa, while the loss 
modulus increased from 29.8 GPa to 66.5 GPa. From Table 2, we find that the Q factor decreases from 192.3 to 
32.8 with the increase of nanotube radius, and such dependence can be fit with 0.981/ eQ R  for SWCNTs, as 
shown in Fig. 4. It indicates that for CNT oscillators, more energy is dissipated when tube radius increases. Such 
a phenomenon was also observed in double walled (DW) CNT oscillators, as evident in Table 3 and also in Fig.4. 
Although the approximate inverse-proportion relationship for SWCNTs no longer holds in the case of DWCNTs, 
the same tendency of Q factor with respect to external radius is evident. Another interesting finding is that the 
chirality of SWCNTs has negligible influence on their visco-elastic properties, as is concluded by checking the 
visco-elastic parameters of the three groups of nanotubes marked with superscript ‘*’ in Table 2, which have 
different chirality but approximately the same radius. 
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Table 3 Visco-elastic properties of cantilevered DWCNTs oscillators. (F0=0.8 nN, f=31.85 GHz, L/D=5) 

tube Re 
(nm) 

 
(radian) 

0d  
(nm) 

E  
(GPa) 

E  
(GPa) Q 

(5,5)/(10,10) 0.678 0.0142 0.299 1434.1 20.4 70.4 
(10,10)/(15,15) 1.017 0.0174 0.305 1123.2 19.5 57.5 
(15,15)/(20,20) 1.356 0.0289 0.470 646.5 18.7 34.6 
(20,20)/(25,25) 1.695 0.0548 0.699 403.6 22.1 18.2 
(25,25)/(30,30) 2.034 0.1057 1.066 250.9 26.6 9.4 
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Figure 4. The quality factor Q versus external radius dependence for SW- and DWCNTs.  

From Fig.4, we also notice the Q factors of MWCNTs are lower than that of SWCNTs, which is more evident from 
the comparison of CNTs with same innermost tube or outermost tube but different number of walls, plotted in Fig. 
5. In both cases, Q factor decreased when number of walls (N) varied from 1 to 5. In MWCNTs, the tube walls 
interact through van der Waals’ interaction, and such a weak interaction induces internal frictional energy 
dissipation when considerable inter-wall sliding occurs during oscillation, which is a plausible source of the 
increased damping [8]. 
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Figure 5. Comparison of Q factors of CNTs with different number of tube walls.  
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4. Comparison of Q factor with experiment 

Currently there is no direct experimental data on the visco-elastic properties of the CNTs. However, quality factors 
Q in CNTs subjected to dynamic excitation have been reported [9-14]. Typically, the experimental measurements 
were based on the configuration of CNT beams subjected to flexural deformation through electro-static loads, and 
the excitation frequency ranged from several Megahertz to several hundred Megahertz. Based on the visco-
elasticity model represented by generalized Kelvin model in Eq.(3) with a single retardation time , the Q factor 
can be derived as 

2 2 2
0 1

1

(1 4 )
2

J f JJQ
J J f

                                                                                               (10) 

The predicted Q factors of CNTs with different diameters as a function of the load frequency are plotted in Fig.6 
along with the corresponding experimental measurements. In the model predictions, the J0 and J1 values of CNTs 
with diameter beyond the range studied in Table 1 were computed using the scaling law obtained in section 2. It is 
seen that the current model yields predictions that are in the same order of magnitude as the experiment, and the 
observed frequency dependence of the Q factor is consistent with experiment. The low Q factor observed in high 
frequency is an indication that certain phonon modes have been activated that lead to enhanced energy 
dissipation through thermal consumption.  
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Figure 6. Comparison of the Q factors between model prediction and experimental measurement. 

5. Conclusions 

The time- and frequency-dependent visco-elastic properties of CNTs and their relation to mechanical damping 
have been investigated based on semi-analytical approaches and MD simulation. For both SWCNTs and 
MWCNTs, the visco-elastic properties defined both in time- and frequency-domain and the associated damping 
property were found to be strongly dependent on the tube radius. A time scale associated with the dynamic 
response of SWCNTs was observed on the order of nanoseconds. For MWCNTs, the inter-wall van der Waal’s 
interaction plays a significant role in the overall mechanical response and damping. Furthermore, we derived the 
Q factors based on the theoretical visco-elastic model, and the predicted values for different tube geometries and 
load frequencies were validated through the comparison with experiments.  
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ABSTRACT 
 
This work describes the cross-cutting technology for using remendable polymers for Ballistic Missile Defense 
System (BMDS) Interceptors to heal damaged missile structures. Matrix cracking and associated delamination of 
carbon-fiber ply skins on interceptor structures is addressed using a Mendomer-based polymer composite 
developed by the University of California, Santa Barbara (UCSB), the University of California, Los Angeles 
(UCLA), NextGen Aeronautics, US Army Aviation and Missile Research Development and Engineering Center 
(AMRDEC), and Missile Defense Agency (MDA) scientists and engineers. When used in place of conventional 
composite matrix materials, this material system enables in-situ healing of damaged carbon-fiber components. 
Both neat and composite samples were fabricated and examined for their remendable and shape memory 
properties. The neat polymer samples and polymer/Ni particle composites contained a significant number of 
voids. The carbon-fiber-polymer composite samples exhibit similar gas entrapment as well as inadequate carbon-
fiber wet-out during fabrication. Despite the undesirable void content and inadequate carbon-fiber wet-out, the 
coupons exhibit appreciable remendable and shape memory properties. Further improvement and optimization of 
the composite layup process are needed to produce remendable carbon-fiber composites with adequate 
mechanical and structural properties. We also present preliminary molecular dynamics (MD) and finite element 
analysis (FEA) simulations to capture the behavior of these remendable material systems.  
 
INTRODUCTION 
 
The Ballistic Missile Defense System (BMDS) continues to seek technologies to produce components with 
enhanced durability and performance such as in long-range missile interceptors and sensor networks [1]. By 
applying remendable technologies, nanotechnology, and multiscale modeling, further improvements to these 
structures are expected. Carbon-fiber composites are desirable over metals in some aerospace applications due 
to their lightweight attributes and amenability to be conformed into complex anisotropic structures. Damage to 
composites such as matrix cracking and delamination will compromise the integrity of the composite. The 
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presented work attempts to address this issue by developing remendable material systems. Remending occurs by 
the manual application of external stimuli while self-healing is autonomous. There has been some notable work 
performed in the area of self-healing structures. For example, the self-healing approach by White et al. (2001) 
incorporates healing agent-filled microcapsules and an associated catalyst integrated into the material system. 
When added at a small volume fraction, progressing cracks rupture the microcapsules, which allow the healing 
agent to combine with the catalyst and subsequently heal the crack [2]. In a study by Hayes et al. (2007), 
constituents are embedded in a conventional epoxy system to fill cracks. As cracks are identified, the system is 
subsequently heated which mobilizes the constituents and heals the system [3]. The advantage of these passive 
self-healing material systems over remendable material systems is in the autonomous response. However, while 
remendable systems inherently require manual intervention, their approach to healing is indefinitely repeatable 
and can be combined with damage detection methods to form active self-healing systems. In summary, 
conventional passive self-healing systems are limited in their repeatability and long-term resistance to damage, 
however they are passively autonomous. Active self-healing systems, while indefinitely resistant to long-term 
damage events require external damage detection packaging [4]. 
 
In our previous work, a repeatable remendable material was developed for use as a replacement matrix material 
for a composite. This material, developed at UCLA and termed “Mendomer,” is a highly crosslinked polymer that 
uses a “thermally reversible Diels-Alder cycloaddition” as its remendable mechanism [5, 6]. As the material is 
heated to its remending temperature, the fractured bonds reconnect to their original mates to restore a high 
percentage of strength to the material. Previous research has shown that this matrix material can be combined in 
a two-component system with 1) carbon-fiber or 2) magnetic particles to further enhance material properties. 
When the neat form of the Mendomer is combined with carbon-fiber, the material exhibits a shape memory effect 
when heated to the remending temperature. Because of this effect, the carbon-fiber-material system is returned to 
its original geometry and facilitates the return of cleaved surfaces to their original un-severed locations. This 
property is useful not only for actuator applications, but also in the healing process since this aids in the 
reconnection of broken bonds with their original counterparts [5]. Mendomers have also been combined with 
magnetic particles to form a composite that can be used to mitigate matrix cracking. This material system was 
developed by NextGen Aeronautics, UCLA, UCSB, AMRDEC and MDA [5]. The embedded magnetic particles 
impart internal and localized heating when used with an inductive heating apparatus. When subjected to an 
electromagnetic field, the heating from the magnetic particles induces healing of the Mendomer material. Several 
compositions, size distributions (dispersivity) and volume fractions of magnetic particles were characterized for 
their healing effectiveness. For nickel (Ni), healing time and rate could be adjusted with the choice of volume 
fraction and size of particles [7]. Embedding magnetic particles also allows for site-specific healing of the material 
depending on where the inductive heater coil is applied [5]. Portable inductive heating machines facilitate the 
healing of carbon-fiber composite skins in the field and in-situ, which eliminates the high-cost of part removal and 
replacement.  
 
Based on this previous progress with the neat material and the two-component systems—i.e., the neat Mendomer 
with carbon-fiber and the neat Mendomer with magnetic particles—the two-component Mendomer/Ni 
microparticle matrix system was revisited to determine processing techniques and to predict material behavior of 
a new, three-component composite material. Consisting of neat Mendomer, Ni micropowder magnetic particles, 
and carbon-fiber, the three-component sample is fabricated and tested in the current research to create an 
advanced, remendable composite material.  
 
SAMPLE FABRICATION 
 
Two-component Mendomer/Ni matrix 
 
Two-component Mendomer/Ni micropowder samples were fabricated to optimize manufacturing methods and Ni 
micropowder particle dispersion. These samples were formed from cylindrical compression and dog-bone tensile 
molds. The Mendomer/Ni micropowder mixture was prepared by first grinding Mendomer-400 with a mortar and 
pestle into a fine powder. Based on the mold volume, a 3% volume fraction percent of Ni micropowder (from 
Sigma-Aldrich) was then collected. Previous experiment with remendable materials found that a 3% volume 
fraction of Ni micropowder provided favorable properties for inductive heating with respect to heating rate and 
healing time [7]. The Ni micropowder was then thoroughly mixed with the Mendomer material, which was also in 
powder form. The combined mixture was then added to the sample molds. To minimize gas entrapment and 
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maximize packing, the molds were subjected to small shock vibration as well as manually packed to reduce void 
content. Samples were heated to the curing temperature of 150°C for 10-12 hours. The presence of voids 
preempted any meaningful mechanical property characterization. Instead, visual analysis focused on correlating 
images before and after damage and healing events. 

 
Three-component Mendomer/Ni/carbon-fiber composite 

 
Several three-component Mendomer/Ni micropowder/carbon-fiber samples were fabricated. The Mendomer/Ni 
micropowder was prepared as previously described. A 2x2 5K carbon-fiber weave cloth was trimmed into a small 
rectangular geometry and prepared for Mendomer/Ni powder application. The application of the powder mixture 
was subjective with only a visual attempt to apply an even amount of material. A high void content was expected 
due to the absence of agitation and packing as well as due to the high viscosity of the melted Mendomer material. 
The first sample was made with approximately 0.004 g/cm2 of Mendomer/Ni powder and the second was 
increased to approximately 0.009 g/cm2. Once the layup was complete, the samples were layered with high 
temperature rated peel ply, perforated Teflon, bleeder, and subsequently sealed in a vacuum bag. After attaching 
the vacuum pump, the samples were heated to 130°C. The temperature was then increased to 150°C for 
approximately 3 hours before the samples were removed for testing. (Full polymerization of the Mendomer does 
not occur until at least 10 hours.) Shape memory properties were verified using video analysis and simultaneous 
recording of inductive field exposure time. Mechanical tests were not performed due to the uncured state of the 
samples. Notwithstanding, shape memory, remending and mechanical properties will change as the these 
uncured samples reach full polymerization; in fact, as observed previously, mechanical properties may appear to 
improve as subsequent healing tests are performed.  
 
ANALYSIS OF SAMPLES 
 
Two-component Mendomer/Ni matrix optical inspection and healing investigation 
 
The Mendomer/Ni micropowder samples were imaged to determine the Ni micropowder dispersion within the 
Mendomer matrix (Figure 1(a)). The Ni micropowder appears evenly distributed throughout the bulk of the 
material except near the top surface, where the absence of the darker Ni material is visible. This area (top 
surface) was also rough and uneven, but could be smoothened by sanding. After a baseline optical inspection, 
the samples were damaged and compared to assess remendability. The samples were damaged by compression 
using a vice to impart small cracks between 2 and 10 mm in length in the surface of the material. Completely 
cleaving the samples was avoided. Areas with an appreciable amount of surface cracks were imaged and noted 
for subsequent healing (Figure 1(b)). Samples were then healed by heating to the healing temperature of 130°C 
with an inductive heating apparatus (Superior Induction 7 kWHF induction heater) using a 3.0 kW "pencil"-type 
wound coil. The electromagnetic field was applied to the sample for approximately 60 seconds. The material 
began to heat in approximately 5 seconds. The material was then optically inspected again to determine the 
extent of healing.  
 

1 1

2

3Void

Ni dispersed in 
Mendomer

Top layer 
without Ni

                
 (a) (b) (c)  
Figure 1. (a) Sample of Mendomer/Ni micropowder; (b) sample after damage with white arrows pointing to 

cracks; (c) sample after <60 seconds of inductive heating. 
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As shown in Figure 1(b-c), cracks 2 and 3 were completely healed. Crack 1 was less visible, but still present in 
the sample after heating was induced. Although the material was sufficiently heated to heal cracks 2 and 3, crack 
1 was not completely healed. While difficult to see in the figure, the morphology of crack 1 is different than that of 
cracks 2 and 3, where crack 1 appears to be more of a hairline fracture than a surface fracture. Further 
investigation is necessary, but the large content of voids may have caused a misalignment of cleaved surfaces 
during vice compression. This may have affected the hairline fracture healing capability more than the surface 
fractures. Another possible reason crack 1 was not healed could be a lower density of Ni particles near the area 
resulting in less heat generation.  
 
Three-component Mendomer/Ni micropowder/carbon-fiber shape memory investigation 
 
The three-component Mendomer/Ni micropowder/carbon-fiber composite samples were similarly tested for their 
self-healing and shape memory capabilities using an inductive heater. Samples were first inspected for their 
matrix uniformity. Two types of composite samples were made---one with one ply and the other with three plies. 
After optically inspecting the 3-ply composite, it was determined that matrix distribution was too sparse (0.004 
g/cm2). This left voids and other dry areas of carbon-fiber where the Mendomer melt was insufficient to wet the 
material. In addition, the specimen appeared to be rigid and brittle. As a result, the sample experienced extensive 
fiber breakage with only minor deformation. These inferior mechanical properties were attributed to the 
abbreviated cure cycle. Despite fiber breakage and inadequate matrix integration, the sample exhibited 
remendability and shape memory behavior. After only 3 seconds in the presence of the electromagnetic field, the 
sample returned from its deformed shape to its undeformed, flat geometry.  
 
The 1-ply composite sample was similarly inspected for even matrix distribution as previously discussed. Though 
more matrix material was used during sample fabrication per ply (0.009 g/cm2), there was still an inadequate 
amount of matrix integration. The edges of the sample were frayed with loose carbon-fibers; these poorly wetted 
edges were cut away of the sample in order to provide a more uniform specimen. As expected, the 1-ply 
composite was considerably more flexible than the sample with three plies. The 1-ply sample was deformed 
conformally around a 0.5” rod. While the coiled shape could not be maintained, the coupon did retain a bent 
geometry. The sample was heated via an inductive heater to assess the remending and shape memory behavior. 
As shown in Figure 2, the sample returned to its flat, undeformed state after 3.5 to 4 seconds in the presence of 
an electromagnetic field. Evidence of significant heating is shown in Figure 2 where smoke was observed after 
approximately 3.5 seconds of inductive heating. Figure 2 shows tweezers suspending the side view of a flat 
rectangular specimen above an inductive coil.    
 

1 sec            2 sec            3 sec  

3.5 sec

Smoke

 4 sec         4.5 sec   
Figure 2. 1-ply Mendomer/Ni micropowder/carbon-fiber sample: 4.5 seconds of inductive heating causes 

shape change and sample burn/smoke. 
 
Basic composite model 
 
In order to improve understanding of the remendable mechanism, a modeling effort was initiated. Figure 3 
schematically illustrates a carbon-fiber/magnetic particle enhanced Mendomer and length scales of interest for 
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addressing self-healing properties of the composite. The modeling approach includes finite element analysis 
(FEA) for continuum and mesoscale length scales and molecular dynamics (MD) for nanoscale effects. MD 
simulations are able to provide information about strength and range of interfacial interactions between magnetic 
particles. FEA simulations are able to provide information about mechanical properties of the composite as a 
function of magnetic particle volume fractions, size, and dispersivity. The information about the interfacial region 
gained in MD studies can be also used in FEA simulations. Similar approaches have been discussed in many 
reviews of multiscale modeling of polymer matrix composites [8].  

 
Figure 3. Schematic depiction of length scales of interest in understanding physical and mechanical 

properties of carbon-fiber composite with Mendomer polymer enhanced with magnetic particles. 
 
MD simulations 
 
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) was chosen for this investigation [9] in 
order to validate the MD model and demonstrate the calculation of elastic constants via MD simulations. An initial 
configuration of 8 Mendomer chains was generated, which was energy minimized at a very low density. After 
energy minimization, the temperature of the system was increased to T = 300 K, and additional runs at constant 
volume and temperature and constant pressure and temperature were performed to randomize the configuration. 
However, calculations of Young’s modulus for 8 Mendomer chain systems suffered from finite size effects. In 
order to avoid this problem, a larger system with 125 Mendomer chains was used. We used the same procedure 
as for the 8 Mendomers to randomize the sample. After equilibration of the larger neat (polymer only) system, 
Young’s modulus was computed to be 1.1 GPa, which is 70% of experimental value [10]. In order to investigate 
the effect of size of Ni particle used in MD simulations, a Ni/Mendomer sample was generated using 4 nm 
diameter Ni particles. The nanocomposite interface region was characterized via the radial density function. The 
size of the interface region was found to be approximately 0.7-1 nm. The size of the interface region suggests that 
interfacial effects for this composite are negligible. Additionally, Ni/Mendomer model composite mechanical 
properties were characterized by computing the Young’s modulus using a similar procedure as the neat 
Mendomer. Uniaxial extension was applied to a 3% volume fraction Ni/Mendomer system as shown in Figure 
4(a). The value of Young’s modulus was approximately 1.26 GPa, a 13% increase from the neat system. 
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Figure 4. (a) Uniaxial compression is applied on Mendomer nano Ni composite in MD simulations. (b) 
Stress - strain behavior of the composite. From linear region (0.02 <  < 0.1) Young’s modulus is 

calculated to be ~1.26 GPa. 
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Finite Element Analysis  
 
The objective of the FEA was to develop a model to understand how the Ni-particle size, dispersion, and volume 
fraction affect the elastic modulus of the two-component (Ni particles and polymer) composite. This model will be 
then developed to include the heat generation and heat flow due to the application of magnetic field on the 
composite. ANSYS was chosen as the FEA platform for structural analysis of the composite. The modeling effort 
resembles the previous effort in this area [11, 12, 13]. A graphical user interface using ANSYS UIDL and APDL 
was used to input the parameters of the model (Figure 5).  
 

 
Figure 5. Graphical User Interface developed in ANSYS for modeling particulate composite. 

 
For a given volume fraction in this cube, it is important to establish the cube edge length size that is neither too 
small to give solution that is dependent on a particular ensemble nor too large to unnecessarily require higher 
computational resources. The equivalent elastic modulus of the particle-matrix system as a function of cube edge 
length was calculated with particle radii uniformly distributed from 50 to 70 microns. The results converged at 
approximately 1500 microns. It is noted that at this length scale, MD simulations are computationally prohibitive. 
In order to verify the finite element simulation results, the effective elastic modulus obtained from this analysis 
was compared with that obtained from the experiments performed by Cho et al. (2006) [14]. It was found that the 
elastic modulus obtained from the experiment on vinyl ester resin and glass particles match well with the FEA 
results for different particle sizes (Figure 6(a)).  
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   (a)           (b) 
Figure 6. (a) Validation of the finite element model: experimental data for vinyl ester resin and glass bead 
particles [14] and (b) effect of volume fraction on the effective elastic modulus as predicted by the FEA 

and Hashin-Shtrikman (HS) Lower Bound. 
 
The effect of volume fraction on the elastic modulus of the Ni-Mendomer composite was also simulated. In this 
analysis, the result was compared with that obtained from the Hashin-Shtrikman Lower Bound. Figure 6(b) shows 
the comparison. It can be seen that the FEA predicts a slightly lower value than that predicted by the Hashin-
Shtrikman Lower Bound. However, the two results are close. As expected, it was found that as the volume 
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fraction increases, so does the effective elastic modulus of the particle-matrix system. For example, at 3% Ni 
particle volume fraction, the effective modulus increases by about 6%. It should be noted that this increase in 
elastic modulus predicted by the FEA is half of that by the molecular dynamic simulations. Further studies are 
underway to determine the cause of this discrepancy. 
 
CONCLUSIONS 
 
In this paper we studied the remendable and shape memory effects of a composite made of Mendomer, Ni 
particles, and carbon fibers. The two-component (Mendomer and Ni particles) samples had an extensive network 
of large voids in the inner bulk of the sample. When the samples were damaged, remending was evident. Further 
quantitative analysis must be performed to determine the effect of misalignment and voids on healing. Fabrication 
processes must be improved to minimize the gas entrapment during the Mendomer/Ni micropowder melt and 
ensure composite strength. In the three-component samples with thinner layers of the matrix material, void 
evolution was less pronounced; this facilitated characterization of the shape memory properties of the material. 
Even with poor carbon-fiber wet-out, the material returned to its original shape within 3-5 seconds. Further 
investigation is necessary to determine the desirable composite layup process including the optimal amount of 
matrix combination necessary per ply. Initial modeling using molecular dynamic and finite element simulations 
successfully captured the effect of Ni particles on the elastic modulus of the composite.  
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ABSTRACT 
 
Shape memory materials have promising applications in the oil and gas industry. A series of downhole completion 
applications based on this technology are under investigation at the Baker Hughes Center for Technology 
Innovation (CTI). The characterization of the shape memory materials, especially the time-dependent aspects of 
the material behavior, is critical for optimized product design, manufacturing and intended long-term applications. 
During manufacturing stage, rate-dependent hyperelastic behavior may be characterized by a series of potential 
functions, and shape memory behavior may be modeled through thermal effects or thermoviscoelastic effects. 
Thus, rate-dependent characterization tests were performed to determine the constants in the potential functions. 
For temperature- and rate-dependent shape recovery and stress recovery, experimental tests are critical for 
developing material models. In this paper, a brief review of different potential functions and shape memory 
models are presented and corresponding characterization results are discussed to facilitate further material 
modeling. In one of our targeted downhole completion applications, such information may be used for optimized 
product design and downhole performance prediction.  

 
KEYWORDS 
 
Shape memory material; Downhole completion; Potential function; Material characterization; Mechanical testing 

 
INTRODUCTION 
 
Shape memory material is a class of materials that are able to restore their permanent shapes from temporary 
shapes when conditions become favorable. Due to this attractive feature, shape memory materials are receiving 
more and more attention from the oil and gas industry. The shape memory material may be metal alloys or 
polymer-based materials. The shape memory effect of metal alloys relies on the temperature-dependent phase 
transformation while polymer-based shape memory is due to chemically or physically cross-linked networks. The 
shape transformation is usually activated by thermal stimulus even though other environmental stimuli exist [1]. In 
reality, the behavior of shape memory materials is time-, temperature-, and environment-dependent. The 
characterization of the time, temperature and environment dependence is critical for both the manufacture 
reshaping process and industrial applications. They are also the cornerstones for material constitutive model 
development.  
 
Any single aspect of a non-linear time- and temperature-dependent material property is difficult to characterize 
and even more difficult to establish material constitutive models under different environments. In the case of 
shape memory materials, it is challenging to fully understand the material behavior. The state of the art of material 
modeling has been extended into complex three-dimensional deformation mode [1], but the characterization of 
the material in reality is not simple. Following the natural application steps of this type of material, the 
characterization may be classified into two categories, manufacturing process and shape recovery process. 
During the manufacturing process, the objective is to reshape the shape memory material and lock a temporary 
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shape while, for the shape recovery process, the objective is to recover the designed shape at a controlled 
recovery speed and controlled stress level.  
 
For the manufacture reshaping process, the target is to lower the manufacturing cost while maintaining maximal 
shape recovery capacity and product performance. In our case, this means a selection of manufacturing 
temperature and appropriate reshaping parameters. Part of this problem has been discussed elsewhere [2]. In 
this paper, our focus is on the experimental characterization of material behavior during a simulated 
manufacturing process, and considerations to lower the capital expenditure as well as shape recovery capacity. 
Compared with the reshaping process, the shape recovery usually takes longer time to develop into a more stable 
configuration, especially for polymer-based shape memory materials. In most real applications, both shape and 
stress recovery is of concern, which makes it difficult to characterize the material. In this paper, our focus is to 
experimentally characterize the shape recovery and stress development at intermediate shapes, and discuss the 
contributing factors for the constitutive relation modeling. 
 
MANUFACTURE RESHAPING PROCESS  
 
To preserve the maximal shape recovery capacity and maintain optimized product performance, it is always 
desirable to reshape the material at reasonably elevated temperature. However, the selection of the 
manufacturing temperature is not straightforward. It involves numerous experimental characterizations of this 
material at different temperature and manufacturing conditions. The selection of temperature and manufacturing 
parameters also affects the final product performance. In this paper, the starting temperature is selected based on 
the glass transition temperature from loss modulus measurement. Since the material mechanical property is both 
temperature- and rate-dependent, both variables were investigated experimentally. In the targeted temperature 
ranges, the material was verified to be in rubbery state, and the mechanical property can be modeled as rate-
dependent hyperelastic. As for the targeted application, the quicker the shape locking, the better the maximum 
recovery stress. More importantly, it may reduce the potential performance loss for the final product. Thus the 
manufacture reshaping process is desired to finish quickly, locking the shape in a short period of time.  
 
Even though a comprehensive shape memory material model may be a logical choice, a hyperelastic material 
model is sufficient for the manufacturing process optimization. As discussed in the literature [3], for hyperelastic 
material, the constitutive model is either physical or phenomenological-based. Arruda-Boyce and Van der Waals 
models are physically motivated while others such as Ogden, Mooney-Rivlin, Neo-Hookean, Yeoh, and 
polynomial are all phenomenological-based. Currently, it is still not possible to directly obtain material constants 
from the material or deformation mechanism. Instead, they are usually derived from curve fitting of experimental 
data.  
 
The temperature was selected based on the glass transition temperature and reshaping facility requirement, as 
noted by T1<T2<T3. The intention was to understand the temperature and time effect during the manufacturing 
process. The reshaping rate was selected based on targeted production rate requirement and reshaping facility 
capacity. It was noted as 0.5, 1.0, and 2.0 representing half, full, and doubled production rate respectively. Based 
on these parameters, a full matrix study of the reshaping process was conducted and results (including possible 
factors influencing the real product) were examined for selection of optimized production parameters. Although 
long-term performance needs further investigation during recovery and product lifetime, the selection of the 
operating parameters was merely based on short-term immediately measurable results.  
 
RECOVERY PROCESS  
 
The recovery process is to bring the shape memory material to its permanent or designed shape. The starting of 
this process depends on the environment and its temperature. It is also a highly time-dependent process. For 
polymer-based material, historically, the shape memory effect was modeled as a thermal process. It could be 
based on either rheological approaches or thermodynamic approaches. The explorations in the constitutive 
models were furthered from a simple one-dimensional case to more complex three-dimensional cases by different 
researchers [1, 4]. Such development of constitutive models is critical for complex applications and performance 
predictions.  
 
From the point of experimental characterization, the recovery can be classified into two extreme cases, shape or 
strain recovery and stress recovery. Without constraints, the material may recover freely, and strain can be totally 
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restored. This is what was expected and referred to when one discussed shape memory materials. Another type 
of recovery is for stress under certain strain restraint. In this case, the material cannot recover freely. During the 
recovery, since the shape was constrained, the shape memory effects will force stress to develop. How the stress 
develops is of interest, as it governs the capacity of work to its environment or other objects. In the downhole 
application, the stress recovery is also related to the long-term performance of downhole products. Thus it is 
highly desirable to measure the long-term stress recovery performance directly.  
 
Indeed, a combined strain and stress recovery is of interest for modeling development and verification. For this 
purpose, the strain recovery may be up to a certain point and then the stress recovery is switched on. After a 
certain period of time, the material may be re-strained to a larger strain level to repeat this process. It may be 
used to check the material resistance to external load. The combined experimental characterization requires an 
extended period of testing. Another important aspect is the environment. This process is very environment-
sensitive. Depending on the environment the material emerged from, the recovery process is different. For 
downhole applications, it is necessary to evaluate hot wet conditions. For this reason, tests were performed both 
in air and water. High-temperature and high-pressure testing is out of the scope of this paper and will not be 
discussed here.  
 
EXPERIMENTAL SETUP AND TESTING PROCEDURE 
 
As shown in Figure 1, the simulation of manufacture reshaping process was performed using a MTS Insight 
100KN machine from MTS. A customized environmental chamber is able to perform tests at the desired 
temperature range and fluid environment. Computerized control and programmable software package TestWorks 
4 was used to reach targeted testing parameters, i.e. temperature and strain rate.  
 
Due to the special structural characteristics of the shape memory material, samples were cored from a larger 
batch of material that has been through the same manufacturing process and has the same orientation as the 
final product. This will ensure the maximum fidelity of the testing results and repeatability. To make it even closer 
to the manufacturing process, the process was also under special consideration for sample preparation.  
 

 
Figure 1. Schematics of experimental setup. 1. MTS loading frame, 2. MTS controller, 3. Environmental  

chamber, 4. Temperature controller, 5. Load cell, and 6. Computer with TW4 software. 
 
The recovery characterization was performed using the same MTS loading frame. Different from the manufacture 
reshaping process, the characterization was very time-consuming. Most importantly, it is also temperature- and 
environment-sensitive. In this paper, recovery in air and water were investigated. In addition, a different in-situ test 
rig [5] was used to characterize the material under high temperature and high pressure at different fluid 
environments (In this paper, the results from the in-situ test rig will not be included). For the oil & gas industry, this 
is particularly important as downhole condition is usually at high temperature, high pressure, and harsh 
environment. 
 
As shown in Figure 2, the characterization process includes a series of strain recovery and stress recovery. At the 
beginning, the material was put in the chamber and the test started with strain recovery. As the strain reached a 
certain level, the stress recovery was started and strain recovery was stopped. When stress recovery data was 
enough to predict relatively long-term performance under this strain level, the material was further strained to a 
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different level, and stress relaxation was monitored. These two sets of data provided different views of the 
recovery process. After the stress relaxation, strain recovery was continued until the test was stopped externally. 
During the recovery process, the dashed-line enclosed part may be repeated at a different strain level and more 
information may be obtained at a different strain level. Also, the whole process may be repeated at different fluid 
and different temperature levels.  
 

 
Figure 2. Flowchart of a typical recovery process. 
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(a) Normalized stress strain curves                      (b) Normalized short term stress relaxation. 

Figure 3. Characterization of manufacture reshaping process: short-term response at different temperature and 
production rates. The normalization was referenced at 10% strain level at T2, 0.5 x production rate.  

 
PRELIMINARY RESULTS AND MODELING DISCUSSIONS 
 
Due to the special material structures and manufacturing consideration, uniaxial compressive characterization 
tests were performed in a lateral constraint mode. Thus the testing data eliminate any lateral effects from the 
material. As shown in Figure 3, the manufacture reshaping process was characterized in term of normalized 
stress strain curves and short-term stress relaxation. To make the results more intuitive, the stress has been 
normalized at 10% strain level. Within the capacity of the manufacturing facility, as the temperature increased, the 
loading requirement decreased significantly. It implies that the temperature was the major controlling factor for the 
reshaping load requirement. The production rate only affected the reshape load slightly. As temperatures 
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increase, this effect becomes more significant. This implies that, for manufacturing equipment, a higher product 
rate at higher temperature is more economically feasible than a lower rate at lower temperature. The results 
provide useful guidelines for the design of manufacturing facilities as mass production becomes necessary.  
 
Since the reshaping process is a relatively fast process, the stress relaxation only needs to be considered for a 
short period of time. Here the time scale in Figure 3(b) was obtained from previous full-scale article experiments 
(Time scale 1). As measured in Figure 3(b), the residual stresses were different at different reshaping 
temperature and production rates. The higher the temperature, the lower the frozen stress. This may not affect 
the long-term recovery stress level, but it could affect the short-term level of stress recovery and may be further 
investigated in the future. It should be noted that the results discussed here did not include other downhole 
performance factors investigated in-house. The final selection of manufacturing parameters must consider these 
factors in order to reach an optimized reshaping process.  
 
After obtaining this information, the modeling of different manufacture reshaping processes was performed using 
hyperelastic material model with stress relaxation data. The results matched closely with full-scale articles both in 
deformation mode and loading requirements, and part of the results was published elsewhere [2].  
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(a) Typical recovery strain profile.                  (b) Typical recovery stress profile. 

 
Figure 4. A typical recovery process.  
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Figure 5. Comparison of stress under different environments. Maximum stress was normalized by the maximum 

stress in air, and the starting time was shifted to the same starting point.   
 
Figure 4 shows a real recovery process as illustrated in Figure 2 under a specific temperature Tair. In this specific 
recovery process, the dashed line covered region in Figure 2 was repeated once to check the recovery and stress 
relaxation at certain strain levels. During the recovery process, shape recovery up to a certain strain level was 
measured and recovery rate was calculated. The stress recovery was then monitored for a certain period of time. 
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In this case, the unit of time scale 2 was significantly larger than that of the manufacture reshaping process time 
scale.  
 
By calculating rate of strain recovery, it was found that the rate of strain recovery became slightly faster after the 
re-strain process. The difference was mainly demonstrated at a lower strain level. After the re-strain process, the 
stress relaxation was monitored for an extended period of time. It was concluded that, under a specific 
temperature, the final stress at certain strain state should be independent of loading history. As demonstrated in 
Figure 4(b), the stress recovery has two apparent stages. During the first stage, the stress starts to rise as the 
recovery proceeds. When it reached the maximum stress, the recovery entered the second stage. The 
characteristic of this stage is a near constant and slow declining stress. From Figure 4(b), it was also concluded 
that the final stress level depended on the strain level. The higher the strain level, the higher the final stress 
recovery. This is especially important for designing specific downhole applications.  
 
Recovery as demonstrated in Figure 4 provided useful information for modeling the shape memory process in air. 
However, this behavior must be verified under different fluid environments. Following this consideration, recovery 
in water was tested. A comparative temperature Twater was selected to compare the recovery with Tair. Both 
deployment rate and stress recovery were found to be different at Twater as shown in Figure 5. The relative stress 
recovery is slower in water, and stress recovery level was smaller, which means in the governing equation for 
shape memory modeling, there should be a controlling factor to differentiate different testing fluids. Currently, 
more fluid tests were under investigation using an in-situ test rig [5], and ultimately, one can build a shape 
memory model to correlate different testing fluids as well as temperature effects. More results will be published as 
it becomes available. The difference in the environment may be considered a control variable in the constitutive 
equations,  
 

0

0.2

0.4

0.6

0.8

1

1.2

0 50 100
Time Scale 2

N
or

m
al

iz
ed

 S
tre

ss

In air
In water

 
 

Figure 6. Similarity of stress recovery in different environments. 
 
As demonstrated in Figure 6, by artificially extending the time scale of stress recovery in air, it was found that 
there exists similarity between stress recovery if the absolute stress level is omitted in this case for simplified 
modeling purpose. Using this as a guideline, more experimental tests should be performed to further the modeling 
of shape memory materials to explore the different fluid and temperature effects.  
 
It is desirable to have a unified material constitutive model for the shape memory materials, but due to the nature 
of our application, it is the first step to characterize the material in different stage, and in the future, as material 
properties were obtained, a unified shape memory material model may be developed to cover the whole range of 
application. Ultimately, this may be used for design specific application shape recovery, and stress recovery. Also, 
it can be used to predict our product performance under different downhole conditions.  
 
SUMMARY 
 
In this paper, a thorough investigation of the manufacture reshaping process was presented, and key influencing 
factors including temperature and strain rate were investigated to facilitate the manufacturing parameter selection. 
It provided valuable information for optimized product design and production. By studying the rate and 

280



temperature effects, it could also maximize the potential of manufacture facility, thus get the best return on 
investment.  
 
The recovery process is very complex. An in-depth understanding of this process involves investigation of many 
inter-influencing parameters, such as temperature, time, and environment. It is very time-consuming. However, 
the study of the recovery characteristics helps us properly design the products for downhole application and 
downhole recovery schedule. As rig time is usually very expensive, such information may be used to properly 
design the downhole application and reduce the cost for customers. More importantly, the stress recovery 
information also provides the long-term resistance / stability information for the borehole. Through the recovery in 
both air and water, it was found generally true that the higher the strain level, the higher the ultimately recovered 
stress level. The ultimate modeling of shape memory effect for the innovative material still needs more 
characterization information. As the information becomes comprehensive, the model may be used for downhole 
recovery prediction and performance evaluation.   
 
 
REFERENCE 
[1]. Qi, H. J., Dunn, M. L., Long, K., Castro, F., and Shandas, R. Thermomechanical Indentation of Shape 

Memory Polymers, Behavior and Mechanics of Multifunctional and Composite Materials 2007, Proc. Of SPIE, 
Vol. 6526, 652615 (2007).  

[2]. Feng, C., Shyu, G.D., Gaudette, S., and Johnson, M. H. “Shape Memory Material Manufacturing Design 
Optimization and Stress Analysis”, 2010 SIMULIA Customer Conference, May 25-27, 2010.  

[3]. Abaqus analysis user's manual, Version 6.8/6.9, chapter 19, Hyperelasticity.  
[4]. Liu, Y., Gall, K., Dunn, M. L., Greenberg, A.R., and Diani, J. Thermomechanics of Shape Memory Polymers: 

Uniaxial Experiments and Constitutive Modeling, International Journal of Plasticity 22 (2006), 279-313. 
[5]. Yuan, Y., Goodson, J., HTHP In-situ Mechanical Test Rig and Test Method for High Temperature Polymers 

and Composites, SPE 113516, 2008 SPE Europec/EAGE Annual Conference and Exhibition, Rome, Italy, 9-
12 June 2008.  

 
 
 

281
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INTRODUCTION 
Fuel cells enable direct chemical to electrical conversion of fuel to electricity, providing an efficient and clean 
process. Proton Exchange Membrane Fuel Cells (PEMFC), in which protons from hydrogen or methane cross a 
membrane to react with oxygen producing electricity, are the preferred transportable fuel cell. Nafion, a phase 
separated perfluorosulfonated ionomer, is the current benchmark membrane but still exhibits limited lifetime due 
to stress encountered during constrained cyclic hygro-thermal loading. In previous work [1] the viscoplastic nature 
of Nafion under uniaxial extension was experimentally characterized. The experimental results were used to 
develop a three-dimensional constitutive model which was then implemented within a finite element analysis 
software package. These results will be briefly reviewed. Here, the model is used to simulate the rate dependence 
of the stress and strain evolution in Nafion under the loading typically encountered during fuel cell operation. This 
loading consists of hygro-thermal cycling within partially constrained boundary conditions defined by other 
components of the fuel cell. This information could be used to either change the startup/shutdown procedure for a 
fuel cell or to guide the procedures used for accelerated membrane lifetime testing. 

UNIAXIAL EXPERIMENTS AND MODEL 
Nafion has been characterized under uniaxial tensile loading via monotonic, cyclic, and stress relaxation loading 
profiles. It was shown to exhibit elastic-viscoplastic behavior with a rate dependent yield, significant inelastic 
recovery during unloading, and stress relaxation that grows in magnitude throughout the yielding process. 
Additionally the mechanical properties, in particular the elastic stiffness and yield stress, are known to be strongly 
dependent on temperature and water content. A rheological depiction of the fully three-dimensional constitutive 
model which has been developed to capture the rate, temperature, and hydration dependence of the mechanical 
behavior of Nafion is shown in Figure 1 along with two characteristic fits of the model to experimental data. 
 

 
 

Figure 1. A constitutive model was developed to capture the mechanical behavior of Nafion: (a) rheological depiction 
of model (b) model fit to rate dependent cyclic data at 25ºC (c) model fit to stress relaxation data at 25ºC. 
 
IN SITU FUEL CELL STUDY 
The constitutive model is applied to model Nafion within a fuel cell. To simulate the in-situ loading we chose a 
geometry in the vein of the study of Kusoglu et. al. [2]. The specific geometry and boundary conditions are shown 
in a unit cell representation in Figure 2a; the membrane is bonded on both its top and bottom to a gas diffusion 
layer to form the membrane electrode assembly (MEA), the MEA is placed within aligned rigid bipolar plates 
which are half the length of the MEA (the land, the vertically open region is called the channel); to capture the 
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repeating nature of the unit cell, the MEA is not allowed to expand in the horizontal direction, the bipolar plates 
are subject to a constant force condition in the vertical direction. The membrane is then subjected to water 
content and temperature variation as shown in Figure 2b causing stresses due to the constraints which restrict 
free swelling of the membrane; the time period over which the water content and temperature change and the 
hold times are varied. 
 

               
Figure 2. (a) Representative two dimensional fuel cell unit used to simulate cyclic hygro-thermal loading  of the 
polymer electrolyte membrane. (b) Applied time history of water content and temperature (ramp rate and hold time 
varied). 
 
Significant stresses are found to develop, particularly within the plane of the membrane, resulting in plastic 
straining of the membrane during both the swelling and deswelling processes. The specific stress and strain 
evolution arises from the interplay of the membrane expansion within a semi-constrained environment while the 
elastic and plastic material properties are evolving due to constitutive dependence on water content and 
temperature. There are many stress and strain histories of interest; here we choose to focus on the negative 
hydrostatic pressure that develops during drying and the cyclic plastic strains due to the connection of these two 
parameters with failure/potential pinhole formation and tearing. Figure 3 shows the pressure and effective plastic 
strain contours at the end of the first cycle. It can be seen that each has a maximum value just on the channel end 
of the land to channel transition. This supports the prevailing theory that hygro-thermal cycling contributes to 
pinhole formation in the channel region. Figure 4 shows how the pressure concentration and maximum effective 
plastic strain evolve with each cycle for four different loading histories. When there is a hold time between 
switching from swelling to deswelling the maximum negative pressure reached relaxes significantly from cycle to 
cycle. This relaxation occurs to a much lesser extent when there is no hold time. The maximum effective plastic 
strain per cycle depends primarily on hold time and increases only slightly with each cycle after the first three 
cycles. While it is not surprising that greater hold times lead to both greater plastic strains and relaxed pressures, 
it does suggest that a more direct link needs to be established between pinhole formation and a specific material 
condition. Some work has been done to this end (e.g. [3-5]) however there is no clear answer at this time. 
 

   
Figure 3.  Contours of the state of membrane after a single hygro-thermal cycle: (a) Pressure (MPa) (b) Effective 
plastic strain. 
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Figure 4. Rate effects on the cyclic deformation of Nafion in-situ (a) maximum negative hydrostatic pressure value 
that occurs during each cycle (occures when dry) (b) maximum effective plastic strain value that occurs during each 
cycle (occurs when hydrated). 

        
CONCLUSIONS 
A three dimensional constitutive model for Nafion has been used to simulate the stress and strain evolution of a 
membrane within an operating fuel cell. Specifically, the effect of the rate of hydrating/heating and 
dehydrating/cooling has been examined. The stresses that develop are large enough to cause plastic deformation 
on both hydrating and dehydrating. Negative hydrostatic pressure and effective plastic strain are looked at as 
predictors of mechanical failure. The evolution of negative hydrostatic pressure and effective plastic strain are 
both found to depend strongly on the hold time between cycles with the former decreasing and the latter 
increasing with increasing hold time. They are also found to have a non-negligible dependence of the same 
trends on the time period of hydrating/drying. Since the pressure and plastic strain have opposite trends it makes 
it difficult to draw any conclusions about what loading sequence would be the most harmful. If a more direct link 
could be established between membrane failure and one of these or an alternative parameter, then the simulation 
results could guide the loading profile used in accelerated lifetime testing. 
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ABSTRACT 
A new shear-compression experiment is developed to characterize the influence of hydrostatic pressure on the 
shear constitutive response of nearly incompressible viscoelastic materials undergoing large deformations. In this 
design, a uniform torsional shear stress is superposed on a uniform hydrostatic compressive state of stress 
generated by axially deforming samples confined by a stack of thin steel disks.  The new design is effective in 
applying uniform multiaxial compressive strain while preventing buckling and barreling during inelastic 
deformation. In addition, it allows for the direct measurement of the stress and strain fields during the deformation 
history. The new shear-compression setup is developed to aid in characterizing the influence of pressure or 
negative dilatation on the shear constitutive response of viscoelastic materials in general and Polyurea in 
particular. Experimental results obtained with this technique illustrate the significant increase in the shear stiffness 
of polyurea under moderate to high hydrostatic pressures. 
 
INTRODUCTION 
Viscoelastic coatings which are usually used for abrasion protection and concrete surface enhancement, has 
recently been used to enhance blast and impact tolerance of steel plates and sandwiched structures.  Recent 
studies show that backing steel plates with a layer of polyurea or embedding a layer of polyurea in a composite 
plate significantly enhances the resistance of the composite structure to high strain rate loading generated by 
impact or blast [1-3]. To utilize the full capability of polyurea, it is essential to characterize the mechanisms 
responsible for the enhancement of its impact resistance. 
Although the theory of linear viscoelasticity is well understood it is likely incapable of characterizing the large 
strain response of viscoelastic materials under impact and blast loading. More importantly, linear viscoelasticity 
theory presumes the independence of the shear response from hydrostatic pressure, which is the main issue 
investigated in this study. Theoretical arguments [4, 5] as well as physical measurements [9] point to the ability of 
hydrostatic pressure to significantly alter the viscoelastic properties of polymers. Based on the free volume theory 
it can be argued that hydrostatic pressure reduces the free volume content and increases the energetic barriers 
for the chains’ molecules to move [5]. Thus, hydrostatic pressure may shift the viscoelastic response of polymers 
towards the glassy phase.  
 
This argument, highlighting pressure influence, is supported by the plate impact experiments performed on 
polyurea samples [6], were elevated hydrostatic pressure was seen to produce a spike in the shear strength. 
Although the experimental results in [6] do not provide a quantitative description to the shear strength sensitivity 
to hydrostatic pressure, the attempt to reproduce the same results using FE analysis [7] supported such a 
quantitative description; in this FE analysis a linear pressure term was needed to be added to the WLF time-
temperature superposition equation to simulate  the experimental data. Accordingly, the coupled efforts in [6] and 
[7] highlight the existence of a pressure driven mechanism specifically in Polyurea which contributes to its shear 
stiffening behavior high strain rate.  
To investigate the interaction between the shear response of polyurea and the imposed hydrostatic pressure in 
more detail, and to aid in characterizing the constitutive response of polyurea under impact and blast loading, the 
present work proposes a new experimental procedure that adopts and modifies the confined compression setup 
proposed in [7, 8]. The outline of this paper is as follows: First, we describe under “Experimental Setup” the 
experimental apparatus and the finite element model used to ensure its functionality. After this description, the 
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material and specimen fabrication is discussed and issues related to data consistency are analyzed. The results 
are presented in the final section.  
 
EXPERIMENTAL SETUP 
The new design adopts and modifies the confined compression test [7, 8] to extend its functionality and provide it 
with the potential to serve as an effective tool in investigating the shear capability of polyurea as a function of 
pressure. Since the new design complements the original setup without altering its underlying principles: The 
original design is described first, along with its inherent small strain constraints that limit its ability to characterize 
the constitutive response of polyurea on a broader basis. 
The confined compression test [7,8], presented in Fig 1-A, consists of a confining cylinder and a cylindrical 
loading rod. The specimen is placed inside the confining cylinder. The clearance between the sample and the 
confining cylinder should be as small as practically feasible. The outer diameter and material of the confining 
cylinder are chosen so as to provide adequate support to the specimen. Moreover, for convenience of data 
analysis it is preferred to design the confining cylinder such that it only deforms elastically. The confining cylinder 
enables the application of uniform multiaxial compressive strains and prevents buckling, barreling and localization 
during deformation of the specimen. The setup enables the simultaneous measurement of shear and bulk 
response of materials and is independent of the specimen’s constitutive description.  
 

,p A B 

 
 
Upon applying the axial compressive load to the sample by moving the loading rod into the confining cylinder, an 
axial strain ZZ is developed and simultaneously a hoop strain  at the outer surface of the confining cylinder. 
These two strains and the axial compressive force, P, are measured. From these values the stress and strain 
fields inside the specimen can be determined. Stress fields are computed using  

  c
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 where Ec is the elastic modulus of the confining cylinder, b and a are  its outer and inner diameters, respectively. 
The axial stress is computed from the compressive force P.  Uniform strain fields in the specimen can be 
computed explicitly using 
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were c is the Poisson’s ratio of the confining cylinder. The computed principal stress and strain fields in the 
specimen can be decomposed into their hydrostatic and deviatoric components  
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Fig 1: Schematics of the original (A) and modified confined compression setups (B). 
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such that Sij and are the deviatoric stress and strain tensors respectively, whiled
ijE m and v are the hydrostatic 

pressure and dilatation. 
Theoretically, the aforementioned confined test configuration, Fig 1-A, can be used to characterize shear and time 
dependent viscoelastic properties of polymers as was demonstrated in [9].  However, the attempt to use the exact 
experimental configuration for polyurea highlights a drawback [10]. At room temperature and under low to 
moderate pressures polyurea is nearly incompressible; hence, the principal stresses describing its confined 
compressive response would have similar values, leading to small deviatoric stresses and strains. Accordingly, to 
characterize the shear constitutive behavior of polyurea as a function of pressure, the setup has to be modified to 
accommodate achieving higher shear stresses and strains independent of the pressure. To this end, the original 
setup [8] is augmented with a second step, in which, a torsional shear stress is superposed on the sample by 
means of a twist motion. Fig.1-B presents this modified two-step configuration. The torsional shear stress is 
decoupled from the hydrostatic pressure which is controlled by the amount of imposed axial compression.  To 
accommodate for the twisting motion in the modified setup, the confining cylinder is replaced by a stack of steel 
disks separated by 0.002” thick Teflon sheets. In addition, a double split shaft collar (see Fig.1-B) is installed on 
the loading rod to impose a stabilizing force on the rings and to prevent polyurea from flowing in between the 
confining disks. The cylindrical steel disks would collectively provide the support and confinement to the sample 
and simultaneously minimize the frictional forces that would be generated at the specimen-cylinder interface 
during the angular twisting deformation of the sample. Teflon sheets provide for low friction between the rings and 
facilitate the uniformity of the relative rotation of the disks. The split collar is tightened just enough to achieve 
constant level of adequate support by allowing it to slide on the loading rod. 
 
The modifications added to the confined compression setup are supported and justified by finite element analysis. 
The numerical simulations are used to provide substantial insight into the evolution of friction forces, their effect 
on the measured material shear response and the ability of the proposed modification to leverage and minimize 
friction forces to permit extracting the correct shear stiffness from the measurements.    
The Finite Element method is implemented here by means of linear viscoelastic theory. Although linear 
viscoelasticity may not accurately represent the actual viscoelastic response of polyurea during the present 
measurements, we would argue that it aids significantly in providing substantial insight and assists in analyzing 
the planned experimental procedures to anticipate and debug experimental problems and ensure the accuracy of 
the extracted data.  
For the FE models, the time dependent shear constitutive response of polyurea is obtained from [11] and 
represented by a 6 term Prony series. Poisson ratio is included in the model and assumed to have a constant 
value of 0.49. The bulk modulus was not specified and was computed by the FE software (ABAQUS). Contact 
wherever needed is modeled at the interfaces using a surface-to-surface contact algorithm with finite sliding, as 
well as, the geometric correction algorithm option provided by ABAQUS. The latter option minimizes discretization 
related errors associated with modeling the smooth cylindrical surfaces with finite elements.  
 
The potential situation of performing the secondary twisting deformation in a solid confining cylinder is examined 
first. Two step FE simulations are performed with the model in Fig 2-A. The model includes confining steel 
cylinder whose outer to inner diameter ratio is 3 and a specimen with height and width of 8 mm. the axial strain is 
applied first at a strain rate of 1x10-3 s-1 followed by an angular twist, generating a shear strain rate of 1x10-3 s-1. 
The coefficient of friction at the specimen-cylinder interface is varied between 0.001 and 0.1. For comparison, 
another analysis is performed without the confining cylinder, by considering torsional shear loading only. Results 
from these simulations are presented in Fig 2-B and confirm that increasing the coefficient of friction increases the 
required torque to twist the sample. Even a coefficient of friction of only 0.05 results in overestimating the shear 
stiffness of the sample by more that 4 folds at a pressure of 290 MPa.  
To explain the trend seen in Fig 2-B the actual deformation pattern during the twisting of the sample is extracted 
from the simulations and is presented in Fig 3. This figure shows the initial shape, followed by the deformation 
pattern at two intermediate steps and ends up showing the final deformed shape for the case with a coefficient of 
friction of 0.1. The figure points to the existence of a localized boundary layer where most of the torsion is 
developing. The middle section is just going through rigid body rotation without developing shear strain. The 
existence of a strain gradient alters the local strain rate and in this particular case the strain rate increases at the 
specimen top and bottom boundaries. Since the material is viscoelastic and rate dependent, strain rate increase 
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causes the global response to overshoot the actual material’s stress-strain response. The localized strain gradient 
grows with further twisting which complicates isolating friction effect during data reduction and analysis. 
 

 
 

 
 
Since applying lubricants at the specimen-cylinder interface to reduce the coefficient of friction to significantly 
smaller than 0.05 is not practically feasible, the confining cylinder is replaced by the stack of cylindrical disks. 
To asses the possibility of preventing friction from inducing substantial shear strain gradients we examine the use 
of a stack of cylindrical disks, and attempt to deduce reasonable dimensions of the disks to replace the solid 
cylinder,  we revert again to a Finite Element model. Fig 4-A shows the FE model with 1 mm thick disks. In this FE 
model friction is assumed to exist only at the specimen-disks interface. The coefficient of friction is assumed to be 
0.1. Results from these models are presented in Fig. 4-B and compared with the response obtained from the 
model with a solid confining cylinder and the same coefficient of friction. The figure shows that the thin disks can 
substantially reduce the role of friction. Although the disks may not eliminate friction completely, they prohibit 
friction forces from altering the predicted shear stiffness for most of the deformation history, excluding the first 3 
degrees of rotation where the friction force is numerically ramped from zero to its plateau value computed from 
Coulomb friction model. More importantly, the shear stiffness predicted by the FE model with thin disks is almost 
identical to the known shear stiffness of the material. This result is consistent with the linear viscoelastic model 
used in the FE analysis in which the material shear stiffness is independent of hydrostatic pressure. Based on Fig 
4-B, one can argue that both 1mm and 2mm disks can reasonably prevent the development of shear strain 
gradients and render the friction contribution to be time independent. Fig 5 qualitatively supports this latter 
argument as it shows the uniform shear strain distribution for the model with 2mm thick cylindrical disks. On the 
other hand, Fig 6 quantitatively illustrates how the angle of twist varies linearly along the height of the specimen 
for both setups, employing 1mm and 2mm thick discs. This linear variation represents the desired uniform shear 
strain. This FE analysis suggests thus that both 1mm and 2mm thick cylinders may provide sufficiently accurate 
results; it is clear that for reasons of practicality the 2mm configuration is more desirable.  
 
The aforementioned simulations provide a guide for developing the experimental setup. The actual non-linear 
viscoelastic response, fitting tolerances, load cells capacity, and data acquisition resolution provide some 
experimental issues which physically constrain the experimental apparatus. In addition, modeling friction by 
coulomb friction model and modeling polurea using linear viscoelasticity may swerve the FE analysis predictions 
from the experimental results.  For the final test setup, the confining thin cylindrical disks are made from steel and 

Fig 3. Torsional deformation pattern, showing the development of localized deformation with time. The FE 
model is based on a solid confining cylinder with a coefficient of friction of 0.1. 
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Fig. 2: FE analysis for assessing the role of friction at the interface between the specimen and a solid cylinder 
during twisting. A) The FE model, B) torque required to twist the linear viscoelastic sample at different friction 
values. 
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have an outer diameter to inner diameter ratio of 1.56. With this ratio, two objectives were achieved. First, during 
the first step, the effective stress is minimal and both radial and axial stresses are almost equal. Second, high 
pressure levels can be achieved while the stresses in the disks are safely within the elastic limit. The elastically 
deforming cylinder not only facilitates data reduction and analysis, but increases the practicality of the process by 
re-using the cylinders for multiple tests.  
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To ensure effective torque transmition to the sample, without any slip at the top or bottom faces of the specimen, 
superglue compatible with polymers and rubbery materials is used for adhering samples securely to the steel 
interfaces at the loading zones. After each test, the glued interfaces are checked for defects or tear. For a 
benchmark, the constitutive shear response of polyurea at zero hydrostatic pressure is obtained by twisting some 
specimens without using the confining disks. This test is referred to in the following as “the simple shear test”. 
The FE analysis illustrates that replacing the solid cylinder with a stack of 2mm thick cylindrical disks minimizes  
the effect of friction and provide results with acceptable accuracy. Although thinner disks would provide better 
performance, the 2mm thickness is limited by the availability of strain gages that are small enough to be fitted on 
the outside surface of a disc. The smallest strain gage made by Vishay Micromeasurements is used in this study; 
however strain gages are trimmed down to fit on the 2mm thick cylinders. Trimming of strain gages could lead to 
strain gage delamination which promotes erroneous strain readings. An engineering representative of Vishay was 
consulted on the issue. According to his recommendation, the area surrounded by the alignment signs imprinted 
on the gage is not compromised by cutting or trimming (see Fig. 7).  

Fig 5. Torsional deformation pattern, showing the effectiveness of 2mm thin disks to establish 
uniform shear deformation. (maximum twist =  45 o ) 

Fig 6: Angle of twist variation along the height of the specimen. A nearly linear variation is 
achieved by minimizing friction using thin cylindrical disks 
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mm2

Fig. 7 Strain gage used in the experiment, showing the critical perimeter. 
 

 
MATERIALS AND SPECIMENS 
Functionality of the setup requires the specimens to closely fit the inner diameter of the confining cylinder. Any 
substantial gap at the specimen-cylinder interface would complicate data reduction and analysis. Rate and 
temperature sensitivity as well as the high compliance of polyurea makes machining of samples to within 
acceptable tolerances by turning on a lathe impractical. Accordingly, samples are cast to size. Casting is 
accomplished in Teflon molds since polyurea does not adhere well to Teflon. Short rods of 3” length are obtained 
from the molds. Rods are then cut into samples of proper length. Occasionally, some rods are sized on a lathe 
with the help of sand paper.  
Isocynate under the commercial brand Isonate 134L from Dow Chemicals mixed with the curative Versalink 
P1000 from Airproducts provide the polyurea samples. A 4 to 1 ratio, curative to Isocyante by weight is used. 
Mixing and casting are accomplished in a custom built dry box In which the moisture content is controlled by silica 
gel. Upon introducing the silica gel, a waiting period of 30 minutes is required before the moisture content in the 
dry box drops to 8%.  
The curative, Versalink P1000, is heated to 60 C and is allowed to cool to 45 C before mixing. At 45 C the 
curative looses much of its viscosity which reduces the air-bubble content in the cast Polyurea. After casting, 
Teflon molds are placed in a desiccator, which is then evacuated to force air-bubbles out of the cast products to 
the point that they are nearly not visible by the unaided eye.  
 
EXPERIMENTAL RESULTS 
Uniaxial compressive response of polyurea, as reported in [10], exhibits a nonlinear, inelastic stress-strain 
response. In reference [10] two types of ployurea were studied namely cast and sprayed Polyurea. Significant 
differences were reported for these two materials. Cast polyurea exhibits softer response and deforms under low 
stress levels to large strain levels; it does not exhibit any stiffening at large strains. The sensitivity of polyurea’s 
constitutive response to the manufacturing process highlights the need to first characterize whether the polyurea 
prepared in this work would exhibit the same response as the cast polyurea tested in [10].  
 
1) Simple shear response of Polyurea 
Shear stress-strain response of polyurea, prepared for this work, exhibits a monotonically increasing response as 
shown in Fig 8. For the range of strains used in this figure, the initial part of the stress-strain response may be 
fitted with a linear function with a slope of 21 MPa. During the deformation history the stress maintains a 
monotonically increasing trend and does not exceed 2 MPa. This shear response is in good agreement with the 
shear response for cast polyurea reported in [10], which was determined using an Arcan apparatus and the 
compression confined test, Fig. 1-A. However, comparison is limited to 0.1 strain, the limit of the data reported in 
[10] 

 
 

Fig. 8: Torsional shear response of Polyurea. 
Shear Strain 
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2) Confined response of Polyurea 
Using the modified confined compression test configuration we obtain the multiaxial stress-strain response of 
polyurea.  Fig 9-A shows the variation of the axial and radial stresses with axial strain. Both axial and radial 
stresses evolve in a similar manner. Compression stresses as high as 160MPa are achieved using the confined 
test. The initial nonlinear behavior is mostly related to minor imperfections in the specimen’s geometry. The 
incompressibility of the fabricated cast polyurea is shown in Fig 9-A. The state of stress throughout the 
deformation history is close to hydrostatic compression. The three principal stress, axial, radial and hoop stresses 
are almost identical, which results in a very small value of effective stress. The bulk response is presented in 
Fig.9-B. Although the major portion of the bulk response, disallowing the initial adjustment of the specimen to the 
cylinder cavity, can be fitted with a linear response employing a bulk modulus of 2300 MPa, the response can 
also be fitted with the Tait equation (7) using B=212 and C=0.09 as fitting parameters. 
 
 1exp CB kkkk  (7) 
 

 
The high incompressibility of polyurea and its deformability under small shear loads, combined with the ability of 
fitting the bulk response with the Tait equation are reminiscent of fluid-like behavior [10]. On the other hand, as 
illustrated in [10], porous Polyurea samples fabricated by the spraying technique do not exhibit a fluid-like 
behavior and have an effective shear response maximum value which approaches 6 times the shear stiffness of 
cast polyurea.  
 
The confined multiaxial response of our samples exhibits virtual incompressibility, small and limited effective 
shear stiffness. In addition, the bulk response fits the Tait equation well. The aforementioned fits and trends are in 
good agreement with those established in [10]. We have established that our samples possess a porosity of about 
1% and assume that the material examined in [10] possessed a similar porosity which we deem negligible and 
below the threshold for causing a significant effect on the polyurea’s macroscopic response, a t least within the 
range of precision underlying our measurements.  
 
It is essential to maintain a constant mean compression stress while applying the twisting deformation. The 
viscoelastic nature of polyurea would cause stress relaxation. The rate of stress relaxation driven by the bulk-
intrinsic time dependent response of the polyurea is relatively small, but in tests lasting long the total drop in 
compression could be significant. Thus, maintaining a constant compression was accomplished by either 
introducing further axial compression during the imposed twisting deformation or by introducing a wait period 
before applying the twisting deformation. A waiting period of 3000 seconds was found to be sufficient for the 
compression and shear (twist) stresses to remain at a constant value to within 3.4%. 
 
3) Shear response of polyurea, using the new confined test configuration. 
Results from tests performed on polyurea samples at a strain rate of 1x10-5 s-1 are included in this section. A 
sampling rate of 100 points per second was used.  The experimental data were first fitted with a Prony series of 
20 terms. This large number of terms allows fits with an r2 value above 0.99.  Fig 10–A shows both the data and 
the fitted curve for the shear response at 40 MPa compression. All measurements are reduced in similar manner. 
Each test run is divided into three steps:  The specimen is compressed axially first as in the regular confined 

Fig. 9: Bulk confined response of polyurea, showing A) the evolution of the axial and radial stresses during 
compression, B) fitting the bulk response with the Tait equation. 
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compression setup, and is then followed by a waiting period of 3000 seconds to allow all stresses to relax to a 
nearly constant value. Thereafter the torsional loading is applied at a constant rotation rate of 10-3 degree/sec. 
Fits representing measurements performed at pressures of 37, 71, 76, and 100 MPa are included in Fig 10-B.  
One observes that pressure is an influential parameter with the ability to amplify the shear stiffness of polyurea. 
For strains around of about 0.1, pressure is seen to increase the shear stiffness about 50% for a pressure of 100 
MPa.  

 
 
CONCLUSIONS 
The development and evaluation of a new confined compression experimental design has been presented. The 
new design is intended for the determination of the shear constitutive behavior in the presence of significant 
pressure for this nearly incompressible viscoelastic material. The new design allows for applying uniform shear 
loading such that it is essentially independent of the applied pressure. 
 
The multiaxial compressive behavior of cast polyurea has been investigated. Results illustrate soft shear 
response and limited shear stiffness of polyurea.  The bulk response was observed to be nonlinear as 
represented by the Tait equation (which also represents the compressibility of sea water). To the extent that we 
simulate the measurements of the constitutive behavior for the cast polyurea we agree with the results published 
in [10].  
Sufficiently high pressures superposed on shear deformations clearly have a significant influence on the shear 
response.  The shear stiffness increases monotonically with increasing pressure for the pressure range 
investigated here. The enhancement in shear stiffness can be seen to be consistent with free volume arguments; 
negative dilatation associated with pressure reduces the free volume content and restricts the mobility of chain 
molecules, analogous to effect which temperature reduction has on the time-response of polymers. However, 
more light will be shed on this particular issue in our future work. 
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ABSTRACT 
 
The mechanical properties of latex paint films containing different volume fractions of TiO2, CaCO3 and kaolin 
were measured in uniaxial tension over a broad range of temperatures and crosshead speeds. Young’s 
modulus results in the glassy region are first compared with several micromechanics theories for particle-filled 
composites containing elastic phases. It was found that the Mori-Tanaka theory [1, 2] slightly under-predicted 
the modulus enhancement, while the Lielens approach [3, 4] provided very accurate results. A nonlinear 
viscoelastic material model involving a Prony series and the neo-Hookean hyperelastic function was used to 
represent the tensile data up to relatively small strains (3-4%). Using the experimental data, the material 
model was calibrated and the parameters of the model were determined. The derived parameters were then 
used to re-construct time dependent shear modulus plots which were compared with the approximations 
given by Clements and Mas [5, 6] for the viscoelastic Mori-Tanaka theory in the time-domain. It was found 
that the experimentally observed modulus enhancement was much stronger than the predicted values in the 
rubbery region. This is attributed to the small particle size, the high level of constraint posed on the latex 
matrix at the particle interface or possibly the formation of a particle network. 
 

INTRODUCTION 
Latex coatings are extremely common in commercial, household and art-related fields; however, information 
pertaining to their mechanical properties is relatively sparse in literature. Mecklenburg and coworkers [7, 8] 
have studied the effects of temperature and moisture content on the properties of artists’ acrylic (latex) paints 
using low strain rates in uniaxial tension. Hagan and Murray [9] performed similar work on artist paints, while 
considering additional factors such as age and aqueous cleaning treatments. For industrial coatings, 
Oosterhof [10] and Bondy and Coleman [11] investigated the effects of several formulation variables on the 
tensile properties of latex films after a short period of coalescence. One of the primary areas missing in this 
body of literature is a detailed analysis of the relaxation behaviour of latex films. This topic was addressed 
recently [12] for paint films containing TiO2 particles, and nonlinear viscoelastic models were presented for the 
materials at different pigment volume fractions. In this paper, paints containing other types of inorganic 
particles are added to the investigation to allow an extensive review of the tensile results with respect to their 
agreement with micromechanics theories for composite materials. 
 
Latex paints are mixtures of many different materials including binder resin, pigment and a variety of 
additives. The binder resin itself contains a high molecular-weight copolymer that is dispersed in water with 
surfactant to form micelles. As a dry film, a latex paint exhibits highly strain-rate dependent mechanical 
properties due to three main factors: (1) the glass-transition temperature is slightly below ambient 
temperature; (2) the molecular weight is very high; and (3) very little cross-linking is present. Inorganic 
particles are commonly used to alter the optical and mechanical properties of the dried films, with one of the 
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most common colourants being titanium dioxide (TiO2). The importance of this white pigment is owed to its 
low toxicity and high refractive index. White particles with low refractive indices such as calcium carbonate 
(CaCO3) and kaolin are frequently used as pigment extenders and fillers. These ‘fillers’ are commonly found 
with TiO2 in artists’ ground (basecoat) formulations. 
 

MICROMECHANICS MODELS 
 
Numerous analytical models are available in the literature to describe the Young’s modulus enhancement, 
E*/Em, in particle-filled composites when each phase is elastic. Two well-known theories are the self-
consistent model originally developed by Hill [13], and Mori-Tanaka [14] equations modified for composites by 
Tandon and Weng [1, 2]. These predictions rely on the concept of average strain in each phase and 
incorporate Eshelby’s tensor, E [15, 16]. Lielens [4] proposed a modified theory for improved accuracy at high 
filler fractions after noting that the Mori-Tanaka theory under-predicts modulus enhancement in this region. A 
brief overview of the equations that define some micromechanics models is provided below.  Superscripts *, f, 
and m are used to denote composite, filler and matrix respectively1.  
 
Considering the average strain in each phase, the general relationship for determining the stiffness tensor of 
a composite is given by Tucker and Liang [3] as 

          (1) 
where 

          (2) 

 

The calculation in Equation (1) depends on the stiffness tensor of the matrix and filler (Cf, Cm), the filler 
volume fraction (cf), and the strain enhancement tensors (A, ). These strain enhancement tensors are 
defined by the ratios: 

           (3) 

where , ,  are the average strains in the filler, matrix and composite respectively. 
 

In the Mori-Tanaka method, Equations (1) and (2) are solved according to: 
          (4) 

where I, E , and Sm are the unity matrix, Eshelby tensor, and compliance tensor (S=C-1) respectively. The 
components of the Eshelby’s tensor, E, are functions of the matrix Poisson’s ratio, m, and the aspect ratio, , 
of spheroidal inclusions. The aspect ratio is defined here as the length along the major axis of a spheroid 
divided by the diameter along the minor axis.  
 

The Lielens [3, 4] approach involves first determining the upper and lower bounds for  by using the filler and 
matrix as the reference material in Eshelby’s tensor. This gives: 

         (5) 

from which  is interpolated between the bounds as 
        (6) 

with  
.
           (7) 

 
Van Es [17] gives composite moduli expressions resulting from a randomising method: 

                                            
1 Note that the term ‘filler’ here is used in the general context of micromechanics theory; it does not imply 
additives used in less costly coatings. 
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     (8) 

for fibre ( >1) and disc ( <1) shaped particles. E11 and E22 are the longitudinal and transverse Young’s moduli 
respectively and they can be calculated from any of the micromechanics models outlined previously in this 
section. 
 

Two semi-empirical methods commonly used for predicting the modulii of particle-filled composites are the 
Halpin-Tsai [18, 19] and Nielsen equations [20]. The Halpin-Tsai method is: 

         (9)  

 

The shape factor parameter, , accounts for the geometry of the filler and has a value of =2 for spherical 
particles. The approach offered by Nielsen [20] is different in that the maximum packing fraction, max, of the 
filler particles is taken into consideration. The Young’s modulus enhancement is then given by: 

          (10) 

with  and defined as: 

 
The Einstein coefficient, kE, has a value of 2.5 for an incompressible matrix ( m=0.5), and its value drops to 
kE=2.17 for m=0.35 [21]. For hexagonal, close-packed, spheres the maximum packing fraction is max=0.74 
[21]. 
 

MATERIALS AND METHODS 
Latex formulations based on a poly(butyl acrylate-co-methyl methacrylate) (BA/MMA) binder were provided by 
an artist paint manufacturer (Golden Artist Colors). Experiments with differential scanning calorimetry (DSC) 
showed the binder and all paint films to have a glass transition (Tg) at approximately 10˚C. The custom 
materials included a latex gel with no inorganic particles present, and the same latex with high concentrations 
of TiO2 (rutile), CaCO3 (aragonite), and kaolin (calcined) individually. The three formulations with inorganic 
particles were diluted with additional latex gel in order to provide several volume fractions in the dried films. 
The volume fractions of the inorganic particles resulting in the dried films were as follows: 

a. 0.06, 0.13, 0.20, 0.25, 0.32, and 0.38 TiO2 
b. 0.07, 0.14, 0.22, and 0.28 kaolin 
c. 0.08, 0.16, 0.24, 0.30, and 0.38 CaCO3 

 

The paints were prepared on thin polyester sheets using parallel tape layers to control thickness, and this was 
performed one year in advance of testing to provide well-coalesced films. The substrate was removed from 
the films one day prior to testing and specimens were cut to rectangular dimensions of 60mm x 6mm. The dry 
films had a thickness in the range of 0.12-0.2 mm. The fully prepared specimens were placed overnight in 
small enclosures with silica gel buffering at 50% relative humidity (RH) to control equilibrium moisture content. 
 
Tensile tests were performed with an Instron (model 4301) universal testing machine fitted with a custom-built 
environmental enclosure [22] and a 100N load cell. Experiments were performed at five temperatures (-10, 0, 
10, 20, and 30˚C), and relative humidity was controlled at 50% for T≥10˚C. The tests were performed along 
the casting direction at constant crosshead speeds of 0.05, 0.5, 5, and 50mm/min for each temperature. 
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Some tests were conducted along as well as across the casting direction in order to estimate the orientation 
of the particles within the paint films. 
 

In order to compare modulus data with micromechanics theories it is necessary to determine the aspect ratio, 
, of the inorganic particles being added to the polymer matrix and the elastic properties of each phase. 

Figure 1 shows scanning electron microscopy (SEM) images of each inorganic material used in this study. 
The TiO2 particles are nearly spherical with a nominal diameter of ~300 nm. The image of kaolin shows a 
wide particle size distribution with an aspect ratio of the larger particles estimated as ≈0.1. Calcium 
carbonate (aragonite) fibres in Figure 1c have an aspect ratio of approximately four. 
 

 
Figure 1. Scanning electron images of inorganic particles added to the latex paint binder: a. TiO2 (rutile); b. 
kaolin (calcined); c. CaCO3 (aragonite). 
 

The mechanical properties of the three fillers were obtained from literature [23, 24] and are shown in Table 1 
The Poisson’s ratio of the matrix, m, was assumed to be 0.35 in the glassy region [25] and 0.5 
(incompressible) in the rubbery region. 
 

Material K (GPa) E (GPa) 
TiO2

1 216 112 287 0.278 
CaCO3

1 (aragonite) 46.9 38.5 91 0.178 
Kaolinite (poorly crystallised)2 45.2 22.1 57 0.290 
BA/MMA Latex (5mm/min, 
10˚C) 1.66 0.53 1.44 0.35 

Table 1. Values of K and  for white minerals from 1Bass [24] and 2Wang et al [23] with E and  calculated 
assuming isotropy. Measured Young’s modulus for the latex in the glassy region given at -10˚C, 5mm/min 
with other constants calculated assuming vm=0.35. 
 

MODULUS ENHANCEMENT IN THE GLASSY REGION 
Figure 2a shows all modulus data collected at 5mm/min, -10˚C. In fig 2b, the TiO2 data are compared with 
several theories applicable to spherical particles embedded in an elastic matrix. The Mori-Tanaka curve is 
slightly lower than the experimental values at moderate to high volume fractions, while the Halpin-Tsai 
equation is slightly high overall. The best fits for these data are observed by the Lielens model and the 
Nielsen equation, using a maximum packing fraction of max=0.74 for the latter.  
 
The Lielens model is also compared to data from the films with kaolin and CaCO3 since it can be used with 
non-spherical particles. Figure 2c shows data from the latex films containing CaCO3 plotted with the theory for 
unidirectional aligned particles, 2D random alignment, and 3D random alignment (Equation 8). It is obvious 
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that the transverse data agree very well with the E22 values whereas the longitudinal data agree reasonably 
well with the 2D random orientation predictions. This suggests that the particles are 2D randomised within a 
plane through the film thickness and longitudinal axes. The short CaCO3 fibers possibly became aligned when 
the wet paint was dragged in the longitudinal direction and then tilted in the thickness direction as the film 
dried. 
 

The results for the latex with kaolin particles in Figure 2d are more difficult to interpret since a large particle 
size and shape distribution was observed in the SEM images, and it was only possible to estimate the aspect 
ratio of the larger particles. It does however seem that the particles are primarily 3D randomized and the 
aspect ratio estimate is widely applicable to the distribution of particles. This theory holds since the curve for 
the 3D random particles fits through the data points for the films tested in the long and trans directions.  
 

 
Figure 2. Comparison of experimental and theoretical Young’s modulus enhancement in the glassy region 
using data at 5mm/min, -10˚C: a. Experimental data for three particle types; b. TiO2 data and various 
micromechanics models; c. CaCO3 data and Lielens theory; d. kaolin data and Lielens theory.  
 

MODULUS ENHANCEMENT IN THE GLASS TRANSITION REGION 
Tensile data are shown in Figure 3 for the films with 25% TiO2 by volume to illustrate their time-dependent 
nature. The full set of data for the rest of the films can be found in [22]. A viscoelastic material model is 
presented for the stress-strain data using a neo-Hookean hyperelastic function in combination with a Prony 
series for the strain range of 0≤ ≤0.02. The method employed is similar to that used in [12], where the Ogden 

301



 
Figure 3. Stress-strain data and Neo-Hookean model for the BA/MMA latex with 25% TiO2 at four crosshead 
speeds and five temperatures: a. -10˚C; b. 0˚C; c. 10˚C; d. 20˚C; e. 30˚C; f. Prony series.  
 

model was combined with a Prony series to predict the tensile curves at large strains. The time-dependent 
true stress for an arbitrary loading history is given by the Leaderman form of the convolution integral [26, 27]: 
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          (11) 

where the instantaneous uni-axial stress-stretch relationship is given as: 
          (12) 

for the neo-Hookean hyperelastic function. The stretch ratio, , is related to true strain by =exp( ) and 0 is 
the initial shear modulus. 
 

The time dependent function g(t) is represented by the Prony series: 
          (13) 

where ge and gi are the relative weights of the equilibrium and ith elements respectively (ge= e/ o, and gi= i/ o, 
with o being the instantaneous shear modulus) and N is the number of elements in the series. Also note that: 
  

 

In order to take into account the effect of the test temperature, the time-temperature superposition principle 
was used. The relaxation times at a given temperature are calculated from the shift factor, aT, and the 
relaxation times, , at a selected reference temperature, Tref, according to: 

           (14) 
The shift factor, aT, values were determined experimentally by shifting plots of secant modulus versus initial 
strain rate obtained at different temperatures, until a smooth master curve was obtained [12]. 
 
A numerical approximation method based on the finite time increment formulation of the convolution integral 
in Equation 11 was employed [27] in order to derive an analytical expression for the stress at any time and 
corresponding strain. This allowed the model to be calibrated using the experimental data and the Excel 
Solver optimization tool. The best-fit material parameters are shown in Table 2 for all materials. The model fit 
can also be seen in Figure 6a-e for the 25% TiO2 material. The agreement is reasonable considering that the 
model has to fit data obtained at very wide time scales and range of temperatures. Figure 6f shows the non-
dimensional Prony series weights versus log(time) as a smooth bell-shaped curve. This was obtained by 
initially constraining the solver algorithm such that the gi terms would fit to a Gaussian distribution function.  
 

Element Relax. 
Time 

Latex 
Binder 

13%  
TiO2 

25%  
TiO2 

38%  
TiO2 

16% 
CaCO3 

14%  
Kaolin 

28% 
Kaolin 

i i, s gi gi gi gi gi gi gi 
1 2.E-06 1.09E-01 6.56E-02 8.86E-02 9.54E-02 6.07E-02 2.30E-01 1.23E-01 
2 2.E-05 1.86E-01 1.42E-01 1.62E-01 1.66E-01 1.31E-01 2.22E-01 1.84E-01 
3 2.E-04 2.35E-01 2.18E-01 2.20E-01 2.13E-01 2.05E-01 1.54E-01 2.14E-01 
4 2.E-03 2.17E-01 2.38E-01 2.20E-01 2.02E-01 2.32E-01 1.54E-01 1.96E-01 
5 2.E-02 1.47E-01 1.83E-01 1.64E-01 1.42E-01 1.90E-01 1.26E-01 1.41E-01 
6 2.E-01 7.33E-02 9.99E-02 9.03E-02 7.32E-02 1.12E-01 6.76E-02 7.90E-02 
7 2.E+00 2.68E-02 3.86E-02 3.68E-02 2.80E-02 4.79E-02 3.24E-02 3.48E-02 
8 2.E+01 3.57E-03 1.06E-02 1.11E-02 2.05E-02 1.48E-02 8.84E-03 1.20E-02 
9 2.E+02 1.49E-03 2.05E-03 2.93E-03 4.31E-03 3.30E-03 2.23E-03 3.25E-03 

10 2.E+03 2.73E-04 5.41E-04 1.20E-03 4.07E-03 9.53E-04 5.55E-04 3.25E-03 
11 2.E+04 2.73E-04 5.41E-04 1.20E-03 0.00E+00 9.53E-04 5.55E-04 3.25E-03 

Equil. - 7.11E-04 1.12E-03 2.09E-03 1.14E-02 1.17E-03 1.56E-03 6.27E-03 
o (MPa) 577 783 1244 1744 941 1254 1786 

Table 2. Prony series and neo-Hookean parameters for the viscoelastic material models. 
 

The micromechanics theory for a composite with elastic phases remains applicable for a viscoelastic matrix 
by means of the correspondence principle. Clements and Mas [5, 6] derived expressions for the bulk and 

o( ,t) g t s d o( )
ds0

t

ds

o( ) o
2 1

g(t) ge gi exp t i
i 1

N

ge gi
i 1

N

1

ref
i

i aT i
ref
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shear moduli of randomly oriented (and aligned) particle viscoelastic composites noting that m(t)<<Km holds 
above the glass transition region. Their results for the bulk and shear time dependent moduli in the case of 3D 
random particle orientation are shown in Equations 15 and 16 respectively below: 

          (15) 

 

        (16)

  
where the parameters G1 and G2 are functions of the aspect ratio . The function m(t) is the time dependent 
shear modulus of the matrix, which can be defined by the Prony series (similar to the current work): 

        (17) 

 
Figure 4a shows several time-dependent shear modulus curves plotted from Equations 16 and 17. The 
curves were calculated by setting  and  equal to the constants listed for the latex binder in Table 2. 
The time-dependent (t) curves are given versus log(time) for the various volume fractions of TiO2. Figure 4b 
shows the shear time dependent modulus curves using the constants shown in Table 2 for each TiO2 volume 
fraction; note that the latter constants were the values that resulted in the best fit of the viscoelastic model to 
the experimental data. There are obvious differences in Figures 4a and 4b, with the latter showing a much 
stronger enhancement at long times in the rubbery region. Therefore, the Clements and Mas theory can not 
be used to predict the composites behaviour in the region of high temperatures or long time scales. 
 

A possible explanation for this discrepancy is that the small size of the TiO2 particles results in a high specific 
surface area (surface area/volume) and the polymer becomes highly immobilised at the interface. In the 
glassy region, the entire matrix is constrained due to the decrease in free volume; therefore, less modulus 
gradient exists from the particle surface to the bulk polymer. Zosel [28] reported similar results from 
experiments on coatings with various polymer/pigment combinations. The modulus enhancement was within 
the expected range of values when tested below Tg; however, it became extremely strong in the rubbery 
region. Alternatively, the strong enhancement in the rubbery region could be due to the formation of a partcile 
network spanning through the sample geometry, leading to very strong particle interactions. 
 

 
Figure 4. Shear time dependent modulus curves at Tref=20˚C: a. Clements-Mas [5, 6] theory for a viscoelastic 
latex matrix (q.v. Table 2) filled with spherical TiO2 particles (q.v. Table 1); b. Viscoelastic material model 
results using Table 2 values for films with TiO2. 
 
Shear time dependent modulus curves from the Clements-Mas theory ( =0.1) are shown with those 
calculated using the parameters in Table 2 for films with kaolin in Figure 5a and 5b respectively. A 
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comparison of the two graphs once again shows a stronger enhancement in the rubbery region than the 
micromechanics theory predicts. Curves for films containing TiO2 and CaCO3 are included in Figure 5b for 
comparison using the determined material parameters. It is interesting to note that the curves for 0.28 kaolin 
and 0.38 TiO2 are very similar, and this is also true for 0.14 kaolin and 0.16 CaCO3. 
 

 
Figure 5. Shear time dependent modulus curves at Tref=20˚C: a. Clements-Mas [5, 6] theory for a viscoelastic 
latex matrix (q.v. Table 2) filled with platelet kaolin particles having =0.1 (q.v. Table 1); b. Viscoelastic 
material model results using Table 2 values for films with kaolin. 
 

CONCLUSIONS 
The effects of particle volume fraction and geometry were shown for the tensile behaviour of latex paint films. 
Young’s modulus data in the glassy region showed good agreement with micromechanics theories, and the 
Lielens method was found especially accurate for films made with three different fillers. As expected, the 
lowest enhancement of Young’s modulus was given by the TiO2 particles since they were nearly spherical. 
Higher values were given by films with CaCO3 when tested parallel to the casting direction; however, in the 
tranverse direction these films were similar to those containing TiO2 as expected from micromechanics 
theories. The strongest enhancement was observed with films containing kaolin that were tested along the 
casting direction.  Viscoelastic material models were fitted to tensile data in order to capture the response 
across the glass-transition region. The models fit well for low strains up to a relatively high volume fraction of 
0.38 TiO2. Time dependent shear modulus curves were plotted using the constants found from the 
viscoelastic model calibrations, and these were compared with the Clements-Mas equations for the Mori-
Tanaka theory in the time-domain. The experimental results showed a much higher modulus in the rubbery 
region than predicted by the theoretical equations. This could be a result of the small particle size and the 
correspondingly high level of constraint posed on the polymer matrix, or possiblly a particle network formation. 
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Structural Relaxation near the Glass Transition:  
Observing Kovacs Kinetic Phenomenology  

by Mechanical Measurements 
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Abstract 

This paper presents the structural relaxation behavior near the glass transition temperature (Tg) of poly 
(phenylene sulfide) (PPS). Since the test temperature is close to Tg, the specimen is able to reach equilibrium 
after isothermal or nonisothermal temperature jumps in the experimental time scale; as such, the classic 
phenomenology of structural relaxation into equilibrium can be pursued by mechanical testing (physical aging) 
in a temperature range near Tg. In our study, physical aging effects were observed by sequential creep test 
method using a dynamic mechanical analyzer (DMA). The physical aging of PPS near Tg from mechanical 
testing clearly showed the similar behavior from the classic volumetric responses found by Kovacs in 1960s. 
The mechanical aging shift factors manifested all of the three “essential ingredients” in the kinetics of structural 
relaxation which constitute the most physical phenomenology of glassy-forming materials: intrinsic isotherms; 
asymmetry of approaching equilibrium; and memory effects. The findings in this study offer a valuable approach 
to investigate the relationship between the mechanical response and thermodynamic properties (volume, 
enthalpy, etc.) during structural relaxation of glassy materials. 
 

Background 

It is well known that polymeric materials, when cooled rapidly below their glass transition temperature (Tg), fall 
into non-equilibrium state; thereafter, the materials evolve continuously towards their thermodynamic 
equilibrium. This evolution is called structural relaxation. During this relaxation process, many properties vary 
with time (specific volume, enthalpy); changes in mechanical properties (such as compliance and modulus) are 
specifically referred to as physical aging [1]. In 1960s’, Kovacs [2] studied the structural relaxation phenomenon 
by measuring the volumetric response of polymers subject to various thermal histories. His findings can be 
summarized as three essential ingredients [3]: (1) temperature dependence of the intrinsic isotherm; (2) 
nonlinearity in the asymmetry of approaching equilibrium; and (3) complex relaxation behavior in memory effect. 
In isothermal testing, a polymeric material is quenched to a constant temperature T below Tg after rejuvenation 
(heat material to a temperature above Tg and anneal for some time to bring it back into thermodynamic 
equilibrium). In an isothermal test, the specific volume of the polymer deceases with time and levels off when 
approaching equilibrium. Figure 1 shows volume recovery data for a poly(vinyl acetate) (PVAc) in Kovacs’s 
experiments under a series of isothermal conditions, each temperature jump is made from a mutual annealing 
temperature (T0 = 40°C) to the final temperature (Ta), as indicated in the figure. It is clear that the sample 
requires much more time to reach the equilibrium state as the temperature becomes farther below Tg. This 
intrinsic isotherm behavior shows the temperature and time dependence of structural relaxation. 
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Figure 1. Volume recovery of PVAc in isotherms [2] where  is thenormalized volumetric departure from 
equilibrium, defined as  = (v(t)-veq)/veq. [3] 

The asymmetry of approaching equilibrium test demonstrates the relaxation following more complex thermal 
histories. In this experiment, the material is allowed to reach thermodynamic equilibrium at temperatures  
T0 = T1 ± T after which the temperature is jumped to T1 where the volume response is measured until the 
specimen reaches equilibrium. Figure 2 illustrates asymmetry of approaching equilibrium for a temperature 
“down-jump” (T1 < T0) and a temperature “up-jump” (T1 > T0). In this figure, the material (PVAc) was allowed to 
reach equilibrium at the two temperatures (30°C or 40°C). Subsequently, the material was subjected to a 
temperature change to 35°C. Although the magnitude of the temperature jump in both cases is 5°C, and both 
materials began in equilibrium at their respective starting temperatures, the volume recovers much more rapidly 
towards equilibrium in the down-jump experiment than it does in the up-jump experiment. This result shows the 
inherent nonlinearity of the structural recovery process and has been widely interpreted to imply that the 
material response (relaxation time) depends upon the instantaneous state or structure of the glass. 

 

Figure 21. Normalized volumetric response of PVAc after single temperature jump. [2] 

In Figure 3, the memory effect data is depicted. Memory effect is a more complicated relaxation behavior that is 
observed after two temperature jumps. Initially, the material is aged at a lower temperature for a time such that 
when the temperature is increased to a new temperature (T0), the specific volume is identical to the equilibrium 
volume for a material isothermally aged at T0; this history is shown on the left in Figure 3. The right side of 
Figure 3 depicts the observed normalized volume response by Kovacs [2], who found that the material with two 
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temperature steps (curves 2-4 in Figure 3) had specific volumes that increased for a time and then decreased 
and merged into the isothermal response (curve 1) at T0. The peak amplitude and time of the memory effect 
curves depend on the temperature departure from T0 before up-jump and aging time (ti) at that first temperature. 
The memory effect is an evidence for structural relaxationconsisting of many relaxation processes occurring on 
various time scales. As such, the  relaxation behavior cannot be described by a single relaxation time; if this 
were the case, materials 2-3 would remain in equilibrium after the jump. 

 

   

Figure 3. Memory effect data of PVAc in volume response: (left) schematic of volume-temperature history;  
(right) associated voume response after jump to Tfinal in 4 cases indicated (Kovacs). [2,3]  

These three “essential ingredients” present material behavior during structural relaxation. The material evolves 
toward equilibrium, this process are nonlinear and involve processes acting at many time scales. Any 
theoretical framework aiming to model the relaxation behavior must be able to reproduce or predict all of these 
essential ingredients. Many techniques including dilatometry [4-5], differential scanning calorimetry (DSC) [6-7], 
dielectric spectroscopy [8], and fluorescence [9] have been utilized to monitor the structural relaxation, and 
findings consistent with Kovacs’s initial work are reported in the literature [4-9]. In this paper, we present the 
Kovacs kinetic phenomenon via mechanical measurements for polyphenylene sulfide (PPS), an engineering 
material used as the matrix for some fiber-reinforced composites. 

This paper focuses upon investigation of physical aging behavior (mechanical relaxation) near Tg, in order to 
provide kinematic observation of mechanical properties of polymers when they approach to the structural 
equilibrium states at various temperatures. 

 

Experimental 

The material chosen for this study is 0.127 mm (5 mil) thick PPS film supplied by GE Advanced Materials as 
280 mm by 216 mm sample sheets. Experimental specimens were cut manually to be 25.4 mm long (in the load 
direction) and 12.7 mm wide. The value of Tg, reported by the manufacturer for the PPS film is 92ºC; this value 
is consistent with our observations (92.2ºC) via the tan  peak using the DMA. Details of measuring Tg and 
characterizing aging at least 15 ºC below Tg for PPS has been published elsewhere [10]. In the current study, 
the material is first headed to 5ºC above Tg and held for 5 minutes to erase internal stresses (rejuvenation). The 
material is then quenched to T < Tg to place the material in the glassy state at is held at that temperature 
thereafter (isothermal relaxation), a series of creep and recovery tests are performed in order to characterize 
the aging state. This method is shown in Figure 4. In creep portions, the specimen is loaded by a constant 
stress, and the strain response is measured. Compliance D(t) can be determined from creep tests by: 
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where tei is the aging time at the start of the ith load step and t is the time elapsed since the load was applied in 
the ith load step. For nonisothermal relaxation testing, the sample undergoes temperature up-jump(s) or down-
jump(s) prior to mechanical measurements. 

 

Figure 4. Schematic of isothermal creep tests for measuring mechanical relaxation. 

Sequential creep tests lead to compliance curves at various aging times, as described by Equation 1. During 
aging/relaxation prcess, compliance response (D) is related to a reference curve (Dref) by the equation: [11] 

                 ,,( ) | ( ) |
erefref tee t Tt TD t D a t                                                                    (2) 

where teref is the reference aging time, te is the aging time of creep, T is  temperature, and ate is the aging shift 
factor. The shift factors are assumed to form a straight line in log-log scale versus aging time: 
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where μ is the shift rate at temperature T [1]. 

Results and Discussion 

Isothermal aging is characterized at 81°C, 82°C, 83°C, 84°C, and 85°C. At each temperature, aging times of the 
sequential creep tests start with 0.039 hours and end at aging times between 1.25 hours and 20 hours 
depending on the time required to reach equilibrium. Stress levels applied in creep tests keep within linear 
viscoelastic regions at the test temperatures. For each temperature, at least three separate tests were 
performed using different specimens to validate that the experiments are reproducible.  

Figure 5 summarizes the transition of aging shift factors (aging into equilibrium) at each temperature. For the 
left figure, data points from 3 specimens aged at 82°C are shown along with the line fits of the two regions (prior 
to equilibrium and after equilibrium). The right figure demonstrates similar curves for the other temperatures; fits 
of the data for all temperatures was quite similar to that at 82°C. It is clear that the aging shift rate (slope of non-
equilibrium portion of line in log ate – log te plot) and time needed to reach equilibrium (ate = 1 as defined here) 
deceases with increasing temperatures. When test temperature is 85°C, 7°C below Tg, the material will reach 
non-aging state at the time after 5.1 min from quenching while at a test temperature 11°C below Tg, the material 
needs more than 2 hours to reach equilibrium. This time and temperature-dependent behavior is analogous to 
that in the volume recovery (Figure 1); therefore, the analysis on the relaxation time in mechanical and 
volumetric response can compare the relaxation timescale in polymers for these two aspects. 
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Figure 5. Linear fit of aging shift factors in aging and non-aging regions of PPS,  
at temperatures 81°C, 82°C,  83°C, 84°C and 85°C. [17] 

After determining the times need to reach equilibrium at temperatures near Tg, nonisothermal aging tests in 
temperature down-jumps and up-jumps were performed. These mechanical tests indicate the well-known 
“asymmetry of approaching equilibrium” as shown in Figure 2. An example of asymmetry of approaching 
equilibrium is shown in Figure 6 from creep tests of PPS. The films were aged to equilibrium at 75, 80, 81, 85, 
88 and 91°C, then jumped to 83°C; the aging shift factors were then determined. Figure 6 illustrates ate data 
sets (2 specimens per condition) of these thermal histories and their Prony series fits over aging time from 200 
seconds from temperature jump to reaching equilibrium at the final temperature (83°C). These plots show 
similarities of the thermodynamic and mechanical properties as the response of structural relaxation. This 
provides further evidence for the validity of predicting mechanical behavior of polymers using the existing 
models developed via volumetric or thermodynamic methods. 

 
Figure 6. Asymmetry of approaching equilibrium of aging shift factors in PPS. [17] 

The PPS material studied also manifests memory effects in creep tests after temperature up-jump. In this 
testing, the temperature up-jump thermal histories include 57°C-73°C, 63°C-73°C, and 67°C-73°C. The PPS 
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sample was quenched from 5°C above Tg to the first temperature, and held at that temperature for 14 hours, 
then temperature jumped to the final temperature, subsequently mechanical measurements were applied at 
various aging times.  

Figure 7 summarizes the aging shift factors for temperature up-jump tests for PPS. For comparison, isothermal 
aging shift factors at these temperatures at similar aging times are also included. The nonisothermal aging shift 
factors in the single temperature up-jump cases manifest complex material behavior under such thermal 
conditions. The aging state of glassy polymers clearly depends on the thermal treatments. It is apparent that the 
mechanical shift factor after up-jump shows the memory effects in relaxation, the ate increases with time and 
decreases after reaching maximum before merging into ate response in isothermal aging, as found in volume 
recovery shown in Figure 3.  These  nonisothermal aging shift factors need to be modeled in order to describe 
mechanical behavior under time varying temperature conditions. The authors have developed the KAHR-ate 
model for this purpose; it is an extension of the KAHR (Kovacs-Aklonis-Hutchinson-Ramos) model for volume 
response to predict mechanical behavior. [14] It has been demonstrated in our work to provide excellent 
agreement with experimental data under a variety of thermal histories. [17] 

 
Figure 7. Aging shift factors of creep tests after temperature up-jump to 73°C for PPS; isothermal aging shift 

factors at the same temperature reported for comparison; lines are curve fit for ate. 

Conclusions 

In our measurements in physical aging of PPS near the glass transition temperature, the three essential 
indigents in structural relaxation intrinsic isotherms, asymmetry of approaching equilibrium and memory effects 
are observed in aging shift factors. It provides direct evidence for relaxation timescale of mechanical properties 
in the whole structural relaxation. The physical aging of polymer-based systems is an issue requiring 
consideration in engineering part design. The results in this paper show that thermodynamic models for 
structural relaxation such as Tool-Narayanaswamy-Moynihan model [12-13], Kovacs-Aklonis-Hutchison-Ramos 
model [14] or Ngai’s coupling model [15-16] could be used to describe mechanical behavior in the relaxation 
process. The relaxation timescale in various properties (volume, enthalpy, mechanical shift factor) needs to be 
investigated in future to find their intrinsic relationship in relaxation. 
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Extended Abstract 
Bone and dentin are highly complex, hierarchical composite materials with exceptional properties due to their 
unique composition and structure. They are essentially the same material with varied structural organization. They 
are three phase composites made up of a ceramic component, hydroxyapatite (HAP), a polymeric or 
proteinaceous component, collagen, and fluid filled porosity. A number of macroscopic studies have shown that 
both dentin [1-6] and bone [7-9] undergo visco-elastic, creep deformation and stress-relaxation behaviors. The 
problem with these bulk experiments is that they do not give information about which phase is contributing to the 
macroscopic creep or how. Some of these inquiries have suggested that the collagen is not responsible [9] and 
that creep in hard biological materials is primarily due to dislocations in the HAP mineral. On the other hand, 
others have said that collagen is completely responsible for the creep [8, 10]. These uncertainties make it 
essential to use techniques that allow for the study of the behavior of these very different components 
simultaneously during loading, determining their participation in creep. One such technique is synchrotron 
diffraction.  

Synchrotron diffraction has been used as a tool to determine the behavior of HAP and protein in bone and dentin 
under quasi-static loading conditions [11-15]. Viscoelastically it has been used to determine the behavior of 
collagen in unmineralized tendon [16, 17]. However, to date it has not been employed to determine the behavior 
of these phases in bone and dentin during visco-elastic loading. Such testing will help to determine exactly how 
HAP and collagen interact during creep. 

Clean and disinfected fresh bovine femurs of a healthy 18-month old cow were cut into cuboids of dimensions 5.4 
(± 0.02) x 3.9 (± 0.03) x 2.9 (± 0.05) mm3, with the 5 mm dimension being along the long-axis of the femur. Also, 
lower incisors were extracted from the lower mandible of an other healthy 18-month old cow and cut into 1-2 
quasi cylindrical root dentin samples with heights of 7.4 (± 0.03) mm and the natural tooth cross-section for each 
tooth. Both types of samples were then frozen in PBS at -20oC until the time of the experiment. The samples then 
underwent in situ diffraction measurements in a MTS 858 load frame at the Advanced Photon Source, Argonne 
National Laboratory. The samples were maintained hydrated and at body temperature (37±1oC) thanks to a 
temperature controlled hydration rig attached to the bottom platen. 

Two types of compressive creep experiments were conducted on both bone and dentin samples. For both tests, 
the samples were placed on the lower platen of the load frame so that the X-ray beam passed through the vertical 
and horizontal center of the samples. For the first experiments, constant creep, the samples were rapidly loaded 
along the long-axis direction to a compressive load of -95 MPa and were maintained at this constant load for 3 
hrs. Wide Angle X-ray Scattering (WAXS) and Small Angle X-ray Scattering (SAXS) diffraction patterns were 
recorded at intervals of 3 min.  The diffraction patterns were collected on area detectors placed behind the 
sample, nominally perpendicular to the direction of the beam. A MAR345 detector recorded the WAXS patterns, 
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while a Bruker CCD recorded the SAXS patterns. In order to record both the WAXS and SAXS patterns at each 
point, the MAR345 was laterally translated out of the beam direction to expose the CCD detector. A pressed ceria 
powder (CeO2, NIST SRM-674a) disc was used as a standard to calibrate the system. The second set of 
experiments, creep-load-unload, probed the changes in elastic properties with advancing creep time. Here, the 
samples were quickly loaded to -95MPa and the load was maintained for 1 hr. During the first hour, WAXS and 
SAXS measurements were taken every 3 min. The sample was then unloaded to zero stress and reloaded to -95 
MPa in increments of -20 MPa. At each increment both a WAXS and SAXS pattern were obtained. The entire 
unloading and reloading process took approximately 1hr. Once reloaded, the cycle of creep, unloading and 
reloading was repeated twice. 

The longitudinal and transverse strains in the mineral and collagen phase are calculated as previously discussed 
in the literature [13, 18], but a summary is given here. Changes in d-spacing, between the lattice planes in the 
HAP were used to determine elastic strains in the ceramic material described here as HAP strains. The basic 
diffraction parameters were first obtained by analyzing the ceria diffraction patterns using Fit2D. The parameters 
determined from this program – beam center, detector tilt and specimen-detector distance – were then fed into a 
series of MATLAB programs developed at APS.  These programs fit the diffraction rings, giving the center of each 
peak of interest, HAP(00.2) in our case, as a radial distance from the beam center at various azimuthal angles, 
R(η). The Cartesian plot for radial distance, R( ), versus azimuth, η, for all stress levels intersect at a single 
radius R* called the invariant radius. R* represents the strain-free point and is used to calculate the orientation-

dependent deviatoric strains using the equation: 
( )( )

*

*
)(

R

RR −
=

η
ηε .  Azimuthal angles of 90 and 270 o give the 

longitudinal strain, along the loading direction, and 0 and 180 o give the transverse strain. 

In the case of the SAXS patterns, the well-defined peaks arise from the ~67 nm periodic gap spacing of the 
collagen matrix.  In mineralized tissue like bone and dentin, the primary SAXS contrast associated with these 
peaks is between the relatively dense HAP particles, which are formed within the gaps, and the collagen matrix.  
Changes in the measured SAXS spacing with applied load therefore represent changes in the average HAP 
particle spacing, which in turn results from cooperative deformation between the collagen and HAP particles. 
Thus, the SAXS-derived strain will be described as the fibrillar strain. This fibrillar strain is measured in much the 
same way as the HAP strains using the third-order SAXS peak, except that a stress free point, R*, is not 
measured. Instead, the stress free point is taken to be the radial distance, R( ), of the rings when the sample is 
under zero load. Note that for the fibrils, transverse loads are difficult to determine due to low diffraction intensities 
at the 0o and 180o azimuths.  

With these strain values much information can be gathered about the samples and their mechanical behaviors. In 
the case of the creep experiments the obtained strains are plotted versus creep time. If linear, the slope of the 
plots can be defined as creep strain rate and provide an idea of how quickly a sample accumulates or sheds 
strain during constant loading. For the non-creep segments of creep-load-unload measurements the HAP and 
fibrillar strains are plotted as a function of applied stress. The slopes of these applied stress versus phase strain 
plots are defined as the apparent modulus (Eapp= applied/ phase). This apparent modulus provides information about 
how load is transferred between the phases in the bulk material upon loading.   

The diffraction rings provide a wealth of information which can be extracted by further examining peak-broadening 
and peak intensity. Radial peak broadening ( Rmeas) can be caused by a number of effects including strain 
distribution within or between HAP crystals in the sampled population, the small size of the HAP platelets, as well 
as instrumental effects. The instrumental contribution for the (00.2) peak was calculated using the ceria standard. 
Assuming the peaks had a Gaussian shape, the mineral peak width ( R) was converted to 2  using 2 = R/z, 
where z is the sample to detector distance. From this, the crystallite size (t) and root mean square strain ( rms), 
also known as microstrain, was calculated according to Noyan and Cohen [19]. Now, the variation in intensity 
along the azimuthal direction of diffraction peaks is due to preferential alignments of the diffractors, or texture. In 
order to determine how the orientation of the HAP platelets might change with continuing creep, the normalized 
intensity of the HAP (00.2) peak was plotted as a function of azimuth creating intensity peaks in the angles of 
preferred orientation. Changes in the distribution of intensity with time during creep were determined by 
measuring the full-width-half-max (fwhm) of the high intensity peaks as a function of time. An increase in the 
intensity peak fwhm represents a tilting of the platelets away from the preferential orientation and vice-versa. 
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Upon analyzing the diffraction patterns it was found that the bone and dentin samples showed very similar trends 
for the constant creep experiments. Immediately upon loading, strong compressive strains were measured in both 
WAXS and SAXS; however, with increasing time under constant load, the strain on the HAP phase decreased 
and the strain on the fibrils increased. In the case of dentin, the strain rate on either phase was linear with values 
of 2.0·10-5 /min for the HAP and -7·10-6 /min for the fibrils. Bone on the other hand had a much greater changes 
in strain in the early stages of loading followed by plateaus. The maximum strain rate for the bones samples were 
1.8·10-5 ε/min for HAP and -2.3·10-5 ε/min for the fibrils. he fibrillar strain, as a representation of the nano-
scale composite strain, increased with creep time was expected.  However, the strain trends for HAP are not. 
Reinforced composites, much like bone and teeth, usually exhibit the opposite behavior. It is expected that with 
increasing creep time, more and more load should be transferred from the weaker phase to the stiffer 
reinforcement phase, therefore causing an increase in elastic strain on the reinforcement. The exception to this 
rule occurs when there is delamination between the matrix and the reinforcement. As delamination of the interface 
occurs, the matrix can no longer transfer load to the reinforcement; as a result the matrix must carry more load 
and the reinforcement is allowed to elastically unload. Such a delamination scenario seems highly probable in 
both bone and dentin as the HAP-collagen interface is a weak one dominated by Van der Waals and electro-static 
forces [20, 21]. However, damage such as interfacial delamination will result in a change of composite stiffness as 
well as apparent stiffness due to a change in the ability to transfer load. Such a change would be seen in the 
creep-load-unload experiments.    

The bone and dentin samples showed the same creep trends in the creep-load-unload experiments, as in the 
constant creep experiments. However, the apparent elastic moduli (Eapp= applied/ phase) of both the HAP (Eapp

HAP) 
and the fibrils (Eapp

fib) did not show significant changes after one, two or three hours of creep. The average Eapp
HAP 

and  Eapp
fib for bone were 41±3.0 GPa and 13±0.94 GPa, respectively. For dentin, average Eapp of 31±3.8 GPa 

and 9.6±0.5were measured for HAP and collagen. These values are higher than those usually measured in bone 
or dentin (Unpublished Data,[18]). This consistency in the apparent modulus values suggests that the extent of 
debonding at the time of modulus measurement was always the same. However, the increase in the apparent 
elastic modulus of HAP in bone and dentin may be due to delamination damage incurred in the first hour of creep. 
Although this supports the hypothesis that there is delamination damage, it does not explain why the apparent 
elastic moduli remain constant. There may be other mechanisms at play that might explain the unusual strain 
partitioning during creep.   

 The HAP platelets in dentin and bone are known to fall into two separate populations: intra-fibrillar and extra-
fibrillar HAP. Although the exact distribution of HAP between these populations is debatable [22-24], it is possible 
that their different locations within the hierarchy of these mineralized biomaterials could cause vast differences in 
their strains. Therefore it is possible that the measured decrease in the overall HAP strain might actually be 
caused by a large decrease in strain on the extra-fibrillar HAP which overwhelms a small increase in strain on the 
intra-fibrillar HAP population. However, if this were true, it would cause a broadening of the peak due to the 
constant increase in HAP strain distribution or microstrain. Although there was an initial increase in broadening 
upon loading, such a continuous increase is not consistently seen from the broadening analysis thus ruling out a 
bi-modal strain distribution as a possible explanation. The unexpected strain partitioning between HAP and 
collagen may also be due to a HAP platelet tilting during loading. If more HAP platelets were to become 
longitudinally aligned upon loading, this would cause a better load distribution among the aligned platelets which 
would be recorded as a decrease in HAP strain. However, the broadening analysis results show that upon loading 
the HAP platelets tilt away from the longitudinal direction. This results in a decrease in the population of 
longitudinally aligned platelets and should cause an increase in the measured HAP strain. Tilting is therefore not a 
valid explanation for the decrease in HAP strain with increasing creep time. 

Having eliminated other explanations for the unusual load portioning behavior between HAP and collagen in 
dentin and bone during creep, it seems that delamination damage is still the most reliable hypothesis. The only 
obstacle is the consistency of the apparent elastic moduli of HAP and collagen throughout creep. The obstacle 
however, may be overcome by considering the types of interactions at the HAP collagen interfaces. Although the 
interfacial behavior of mineralized biomaterials such and bone and teeth is not well understood, it is thought that 
the main bonding mechanisms are weak bonds such as Van der Waals and electrostatic forces [20, 21]. These 
interactions suggest not only that it would be easy for interfacial damage to occur, but also that the interfacial 
damage would be easily repaired upon unloading. This interfacial ‘healing’ process may be responsible for the 
constant apparent elastic moduli. Upon unloading the damaged interface would reform the broken bonds allowing 
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the material to return to its previous stiffness even after extensive delamination. It does seem however, that not all 
of the bonds are reformed upon unloading which explains that high apparent modulus of the HAP.     
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ABSTRACT 
 
Bone is a biocomposite of collagen and apatite crystals which together constitute a striking hierarchical 
organization, though it can still become structurally compromised when external load exceeds its threshold. 
Mechanisms of bone damage have been proposed on different length scales corresponding to its hierarchical 
structure. However, the damage process was still not completely understood due to the complexity of bone’s 
hierarchy. We previously reported an opaque process zone feature in bone under tensile loading, which could be 
stained only when samples were kept in loaded condition, in contrast to the classical damage, which could be 
stained after the removal of loading. In this study, Digital Image Correlation (DIC) methods have been used to 
quantify the local strain value at the micro-scale upon dark zone emergence. The process zones observed under 
transmission illumination was found to colocalize with the high-strain (up to 14%) regions calculated by DIC, and 
overlap best with the shape of principal strain (e1). The average strain value recorded at the edges of the process 
zones was about 1.1%, around the proposed threshold for collagen interfibrillar sliding. Thus, we speculate that 
collagen interfibrillar sliding might be among the causes for this dark zone phenomenon. 
 
KEYWORDS: Bone damage, Digital image correlation, Strain 
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1. INTRODUCTION 
 
The aging of the U.S. population will lead to a greater prevalence of bone fractures and result in an increasing 
healthcare burden for the society [1, 2]. Bone is a two-phase biocomposite of collagen and apatite crystals, and it 
embraces a striking hierachical organization on different length scale, representing an ideal example of the 
structure/function relationship in biological materials [3-6]. Bone fracture occurs when the external loads exceed 
its mechnical thresholds, either in the form of a single overload, which causes acute traumuas [7], or in the form of 
repetitive loading, causing fatigue-type failures [8]. On the other hand, aging [9] and certain bone diseases, such 
as osteoporosis [10], can change the intrinsic mechanical mechanical competence of bone and increase the 
fracture risk. Therefore, to reduce bone fracture incidence, understanding the damage mechanisms underlying 
bone fracture is essential. 
 
Several bone damage mechanisms have been proposed according to its hierarchical structure on different length 
scales , such as microcracking, crack bridging on the microscale [11, 12], and sacrificial bonds, inter-collagen-
fibrillar sliding at the nano scale [13, 14]. However, the bone damage processes, especially the prefailure damage 
and deformation mechanisms, are still not completely understood due to the complexity of bone’s hierarchy. We 
previously reported an opaque process zone emerged in bone under tensile loading (Fig. 2C) [15], which was 
recently found to be stain by negatively charged stain only under the loading state, in contrast to the classical 
damage, such as microcracks, which could be stained after the removal of loading. In this study, Digital Image 
Correlation (DIC) methods have been used in this study to quantify the local strain value at the microscale upon 
the emergence of such process zones during tensile loading, so as to identify the possible deformation 
mechanism underlying such phenomenon. 
 
2. MATERIALS AND METHODS 

 
2.1. Sample preparation 

Block beams from bovine femurs were prepared using a low-speed diamond blade saw (Buehler Ltd., Lake Bluff, 
IL). A V-notch, approximately half the depth of the remaining cortical thickness was introduced through the center 
of the beam using a mill (Series 5400, Sherline, Vista, CA). Block beams were sectioned into thin wafers, and 
polished with progressively finer grades of polishing papers and fine alumina powder (Buehler Ltd., Lake Bluff IL). 
Samples were sonicated between each polishing stage. The final dimensions of the notched wafer were 
approximately 50 × 4 × 0.2 mm. 

 
2.2. Tensile test under light microscope 
 
Samples were loaded using a miniaturized tensile test device (Ernest F. Fullam Inc., Latham, NY) which was fixed 
on the stage of a light microscope (BX51, Olympus America, Center Valley, PA) (Fig. 1). The device loads the 
sample symmetrically and maintains the point of interest in the middle of the field of view during loading.  This 
setting allowed both transmission and reflection images to be taken during the loading process (Fig. 2A). During 
the entire tensile test, the samples were kept wet by Kimwipe strips wicking from the water reservoir below the 
specimen, and overall humidity around samples was maintained by a humidifier around 60%. 
 

A BBone sample

Bone 
sample

 
Fig. 1. Miniaturized tensile test device. (A) Overall view. B) Device fixed under light microscope. 
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2.3. Digital Image Correlation (DIC) 
 
DIC was carried out using a public domain software (HighCorr, by Dr. K. Hemker at Johns Hopkins University), on 
Matlab platform. The software was modified to obtain 2D strain maps by numerical differentiation of the 
displacement fields. Local strain was measured by comparing reflection images of samples in the loaded 
condition after the process zone emerged to the corresponding baseline images before samples were loaded 
(n=15). By overlapping the principal strain field obtained from DIC with the transmission image, strain values at 5 
different locations around the outer edge of process zone in each sample were recorded to find the strain at which 
the process zone emerges. Maximum peak strains within the process zone upon loading as well as the residual 
strain in the process zone region following unloading were also measured. 
 

0.120.01

Reflection
image (B)

Transmission
image (C, D, E)

Bone sample
with notch

A B

C

300μm

D
 

Fig. 2. Reflection, transmission, and DIC images of bone during tensile loading. A) The schema represents the 
reflection illumination light pathway (blue arrow)  in “B” and the transmission illumination light pathway (green 
arrow) in “C”; B) reflection image with no noticeable change upon loading; C) transmission image showed a 
prominent “process zone” upon loading; D) Principal strain (e1 , amplitude depicted by the color-bar) field 
calculated by DIC from the reflection image “B”, high strain region colocalized with “process zone” in “C”. 
 
3. RESULTS 
 
The process zones observed under transmission illumination colocalized with high-strain regions, with peak 
principal strain at 9.4% ± 4.0% (mean ± SD, N=15) calculated by DIC. The shape of the process zone was best 
matched by the distribution of the principal tensile strain (e1) (Fig. 2D). Strain fields were highly heterogeneous 
and were irregularly shaped. The strain values recorded at the edges of the process zones were assumed to be 
related to the emergence of process zone. These values ranged from 0% to 3%, with an overall average of 1.1% 
± 0.65% (Fig. 3). The maximum residual strain at the process zone upon unloading was found to be 2.7% ± 1.3% 
in 15 samples, as samples were unloaded from tension and process zone was mostly disappeared. 

 
4. DISCUSSION 
 
The overlapping of high strain fields calculated by DIC and the process zone confirmed that the underlying 
mechanism producing this opaque phenomenon was associated with deformation. Such deformation might create 
additional interfaces in bone which might alter the normal pathway of the light transmission through the bone. The 
mean strain value (1.1%) at which the process zone emerges in this study is similar to the strain values (0.91%) 
measured by small angle x-ray scattering (SAXS) at which the sliding between collagen fibrils was reported to 
occur under tensile loading [16]. However, at this point, we are not sure whether or not gaps could form axially 
during interfibrillar sliding, which might caused such opaque phenomenon in bone. 
 

329



0

2

4

6

8

10

12

14

Maximal Residual Strain
upon unloading

Peak Strain
upon loading

St
ra

in
 a

t "
pr

oc
es

s 
zo

ne
" 

ed
ge

 (%
)

 Different Samples
 

Fig. 3. Strain values associated with the process zone edges (N=15, square markers). Overall peak strain and 
maximal residual strain values are indicated by solid circles. Error bars represent the standard deviation. 

 
The local strains at the microscale observed in this study were an order of magnitude greater (around 10%) than 
the macroscale strains at which bovine bone fails (for bovine femur, ult  is less than 1 % [17]), which indicates 
that substantially high local strains are implicit in the macroscopic strains as averaged over the continuum bone. 
In addition, up to 100% strain has been reported on isolated unmineralized collagen fibrils [18]; therefore, the 
peak strain values (up to 14%) observed in our study might result from deformations of collagen fibrils 
themselves, as opposed to fibrillar sliding. Highly heterogeneous and irregularly shaped strain fields demonstrate 
the intrinsic heterogeneous nature of bone. The relatively large variation in the strain values observed at the edge 
of the process zones is partially caused by the strain difference between bone surface (DIC of reflection images) 
and the entire thickness (transmission images).  This might also explain why in some cases the process zone 
edges seemed to occur at locations of 0% strain: since at these locations, there might be no strain at bone 
surface, as calculated by DIC on reflection images, but internal deformation underneath the surface might still 
occur and cause the emergence of the observed process zone. 
 
5. CONCLUSION 
 
The opaque process zone observed in loading bone is a partially reversible and deformation-related 
phenomenon. Peak local strains observed at the microscale are one order higher than the macroscopic ultimate 
strain. Local strain values associated with the emergence of process zone on microscale suggested the 
interfibrillar sliding of collagen fibril might be one of causes for such opaque to occur. 
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ABSTRACT 
 
To reduce bone fracture incidence, gaining knowledge on the underlying bone damage mechanisms is essential. 
Although several mechanisms have been proposed on different length scales, the pre-failure deformation 
processes of bone are still not completely understood. We previously reported an opaque process zone feature in 
bone under tensile loading which colocalizes with high-strain regions. Unlike the classical damage which can be 
stained in the unloaded state, the process zone can be stained only when the sample is loaded. In this study, a 
wide range of fluorescent dyes with different molecular weights (MW) and charges were used to probe the size 
and charge properties of the structural features leading to process zone emergence. We found none of these 
fluorescent dyes tested were able to stain the process zone once the loading was removed. All of the negatively-
charged dyes with MW less than 70 kDa stained the process zone, while the positively- or neutrally-charged dyes 
did not, except for the one with smallest MW tested (380 Da) in group of the positively charged dyes. Therefore, 
we proposed that certain molecular groups with positive charge in bone were exposed during process zone 
emergence under loading. 
 
KEYWORDS: Bone damage, Fluorescent dye, Strain, Mineral crystal 
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1. INTRODUCTION 
 
Bone fractures are painful events, and due to the aging of US population, the greater prevalence of bone fractures 
has been predicted, which will result in increasing healthcare burden for the society [1, 2]. Bone fracture occurs 
when the external loads exceed its mechnical thresholds, either in the form of a single overload, which causes 
acute traumuas [3], or in the form of repetitive loading, causing fatigue-type failures [4]. On the other hand, aging 
[5] and certain bone diseases, such as osteoporosis [6], can change the intrinsic mechanical mechanical 
competence of bone and increase the fracture risk. Therefore, to reduce bone fracture incidence, understanding 
the damage mechanisms underlying bone fracture is essential. 
 
Bone is an ideal example of the structure/function relationship in biological materials with the hierarchical 
structures in the two-phase (organic collagen phase and inorganic apatite phase) composite encompassing 
different length scales [7-10]. Although several damage mechanisms have been proposed on these different 
length scales, such as microcracking, crack bridging on the microscale [11, 12], and sacrificial bonds, inter-
collagen-fibrillar sliding at the nano scale [13, 14], the prefailure damage and deformation processes of bone are 
still not completely understood. We previously reported a partially reversible opaque process zone feature in bone 
under tensile loading which colocalizes with high-strain regions [15]. Unlike the classical damage forms (e.g. 
microcracks) which can be stained in the unloaded state, the process zone we observed can be stained only 
when the sample is loaded. Therefore, understanding the origin of this phenomenon may provide novel cues to 
deformation of bone in the pre-failure region. In this study, a wide range of fluorescent dyes with different 
molecular weights and charge properties were used to probe for the size and charge of the structual features 
which leading to emergence of such opaque process zone. 
 
2. MATERIALS AND METHODS 

 
2.1. Sample preparation 

Block beams from bovine femurs were prepared using a low-speed diamond blade saw (Buehler Ltd., Lake Bluff, 
IL) (Fig. 1). A V-notch, approximately half the depth of the remaining cortical thickness was introduced through 
the center of the beam using a mill (Series 5400, Sherline, Vista, CA). Block beams were sectioned into thin 
wafers, and polished with progressively finer grades of polishing papers and fine alumina powder (Buehler Ltd., 
Lake Bluff IL). Samples were sonicated between each polishing stage. The final dimensions of the notched wafer 
were approximately 50 × 4 × 0.2 mm. 
 

 
Fig. 1. Schema of wafer specimen preparation. 

2.2. Tensile test under light microscope 
 
Samples were loaded using a miniaturized tensile test device (Ernest F. Fullam Inc., Latham, NY) which was fixed 
on the stage of a light microscope (BX51, Olympus America, Center Valley, PA). The device loads the sample 
symmetrically and maintains the point of interest in the middle of the field of view during loading.  This setting 
allowed both transmission and reflection images to be taken during the loading process. UV epifluorescent light 
source was used when imaging the fluorescent dyes. During the entire tensile test, the samples were kept wet by 
Kimwipe strips wicking from the water reservoir below the specimen, and overall humidity around samples was 
maintained by a humidifier. 
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2.3. Fluorescent staining 
 
Fluorescent dyes of different molecular weights (MW) and charged groups (Table 1, Sigma, St. Louis, MO and 
Invitrogen, Frederick, MD) were locally applied at the notch tip for 15 mins under two conditions: 1) in the loaded 
condition when the process zone emerged (Fig. 2A); or, 2) after removel of the load and disappearance of the 
process zone. Samples were then thoroughly rinsed off by MilliQ water and staining results was examined by 
epifluorescent microscopy in reflective mode. Since it was found that samples were more readily stained while 
loading than after unloading, so if certain dye was found not to stain the samples in loaded condition, it was no 
more tested in unloaded condition. After tensile test, samples were kept in fluorescent dyes for an additional 2 
days to ensure that sufficient time was given for the stain to penetrate in the unloaded state. At least 3 specimens 
were tested for each condition to confirm the repeatability of reported observations. Light microscopy (with X50 
objective) was used in reflection mode to examine whether there were microcracks in the stained regions. 
Fluorescent images were taken using confocal microscopy (Fluoview1000, Olympus America, Center Valley, PA). 
 

Table 1. Staining results of process zone by different fluorescent dyes. 
 

 

 

 

 

 

 

 

 

Not Tested*: Stains which were unable to stain the process zone in the loaded state were not applied in the 
unloaded state since samples were more readily stained in the loaded state. MW: molecular weight. 
 
3. RESULTS 
 
An opaque prcess zone emerged at the root of the notch under tensile loading while transmission microscopy 
mode was used (Fig. 2A), while there was no noticeable change in reflection images. Once samples were 
unloaded from tension, the process zone mostly disappeared. No microcrack-like features were found at the 
stained areas by high magnification reflection microscopy. 

 
Staining results of process zone by different fluorescent dyes are summarized in Table 1. First, none of the 
fluorescent dyes tested in this study were able to stain the process once samples had been unloaded and 
process zone had disappeared. Second, all of the negatively charged dyes with MW less than 70 kDa were able 
to stain the process zone (Fig. 2B). The largest negative dye employed in this study was 70 kDa in MW and it 
was unable to acess the features associated with process zone. Third, positive or neutral charged dyes did not 
stain the process zone, except for Rhodamine 123, which had the smallest MW tested in positively charged 
group. Among these stained samples, areas with increased fluorescence under UV overlapped with the opaque 
process zone observed under transmission illumination. Lastly, staining unloaded samples in dye solution for 
additional 2 days did not bring out the observed process zone. Confocal images showed detailed features of 
stained area, and stain uptake was found to be at the interfaces of lamellar regions, woven regions, and also 
perimeters around vessels and holes, which acted as stress concentrators in bone during loading (Fig. 2C). 
 

Fluorescent dyes MW 
 [Da] Charge 

Staining 
While  

Loaded 

Staining 
After 

Unloading 
Calcein Blue 321 - Yes No 

Oxytetracycline 497 - Yes No 
Sulforhodamine 101 607 - Yes No 

Calcein 623 - Yes No 
Xylenol Orange 761 - Yes No 

Dextran AlexaFluor488 3,000 - Yes No 
Dextran OregonGreen 10,000 - Yes No 
Dextran OregonGreen 70,000 - No Not tested* 

 
Rhodamine 123 380 + Yes No 

RhodamineB hexylester 627 + No Not tested* 
FURA 2-AM 1,000 Neutral No Not tested* 

Dextran TexasRed 3,000 Neutral No Not tested* 
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Fig. 2. Representative transmission (A) and matching fluorescence (B & C) images. A) display the “process zone” 
forming at the notch tip; B) staining of processzone in A by a negatively charged dye, Dextran AlexaFluor488, 
during loading; C) Higher magnification confocal image of the red inset in B, showing two kinds of stained features: 
straight lines along lamellar boundaries (labeled as ‘1’ and highlighted with a dotted line) and shorter tortuous 
lines crossing lamellae or in the woven matrix (labeled as ‘2’). Perimeters of vascular (v) and lacunar (o) pores are 
highlighted by dashed ellipses. Stain uptake in given lamellae were oriented in parallel and such orientations are 
highlighted using dashed lines in emulation. 
 
4. DISCUSSION 
 
The results indicates that there is a category of per-failure deformation process which exposes certain nano-scale 
structural features with positive charges. This deformation process is recoverable, since these structure features 
are no longer accessible to the fluorescent dyes upon unloading. This is in agreement with the observation by 
transimiison light microscopy that the process zone would disappear once loading was removed. 
 
There is a size threshold somewhere between 10 kDa and 70 kDa in MW, which corresponds to the Stokes 
diameter of tens of nanometers [16]. Dye molecules above this size range cannot access the process zone, even 
under loading, indicating that exposed features were at a size scale comparable to the dimensions of mineral 
crystallites in bone [17]. Therefore, structural features leading to opacity are much smaller than conventional 
microcracks, which are at least at the order of several micrometers in size up to several hundred microns [18]. 
 
Another important finding was that these structural features exposed under load were charge-specific such that 
they interacted with negatively charged dyes much more easily than positively or neutrally charged dyes. Such 
loading-, dye-size and charge-dependent staining suggests that these features in the process zone may not be 
related to damage, but more likely to a deformation mechanism that is precursor to bone failure. While the identity 
of such exposed molecular features remains to be determined, the affinity to negatively charged dyes suggests 
the exposure of calcium moieties associated with the mineral crystals. 
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5. CONCLUSION 
 
The opaque process zone observed in this study was different from the conventional microcracks. Certain nano-
scale positively-charged structural features might be exposed in bone under loading prior to bone failure, like to 
be the calcium moieties on mineral crystals. 
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The Influence of MgO Particle Size on Composite Bone Cements 
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ABSTRACT 

Conventional poly Methyl MethAcrylate (PMMA) bone cement has a problem of stress-shielding due to big 
difference in strength between host bone and bone cement. Nanoparticles like MgO, Silver, BaSO4 have been 
added to PMMA cement to improve bone healing and reduce infection. But the issue of stress-shielding due to the 
inclusion of the nanoparticle to PMMA is not understood yet. The objectives of this research were to determine 
whether inclusion of micro/nano sizes MgO particles on PMMA bone cement has any influence on the interface 
fracture strength. Cobalt™ HV bone cement (CBC), a commercial orthopedic bone cement, was used in this 
research as PMMA bone cement. Three-point bend test were conducted to find elastic and fracture properties of 
CBC, CBC with 36 m MgO additives and CBC with 22 nm MgO additives. Fracture tests were also conducted on 
three groups of bone-cement specimen to find interface fracture toughness: (1) bone- CBC without MgO particles, 
(2) bone- CBC with MgO particles, and (4) bone- CBC with 22 nm MgO particles. Experimental results 
show that MgO particle sizes has no significant effect on the adhesion strength.  

BACKGROUND 
Clinical follow-up studies in cemented total hip arthroplasties indicate that femoral prostheses loosening is a major 
problem [1]. Mechanical factors have been partly attributed to this loosening and consequent failure of the bone-
cement interface. The other attribution to failure has been made to biological reaction to the cement. Recently, a 
number of experimental [2-4] and numerical studies [5-7] have been conducted to shed light on the failure of 
bone-cement interfaces. Lucksanasombool et al. [2] used a four-point delamination test to study the interfacial 
fracture toughness at a bovine tibia bone-cement interface, using three different cements. Wang and Agrawal [4] 
introduced an effective mixed-mode fracture toughness test, based on the sandwich concept, for bone-bimaterial 
interfaces. The mixed mode technique is invaluable when studying joints under complex loading conditions. 
Moreo et al. [1] proposed a theoretical mixed-mode failure model for bone-cement interfaces. Mann and Damron 
[5], Kopperdahl et al. [7] and Ichim et al. used [6] nonlinear fracture mechanics models in predicting the initiation 
and progression of interface failure of cemented bone-implant systems.  

In every case where dissimilar materials are bonded together and undergo a subsequent change of dimension 
due to change of temperature, particle size and types, stresses develop at the interface due to mismatch of 
material properties. The magnitude of the stresses can be very large and may have a significant influence on the 
life of each material in the bonded construct. A current trend of biomaterial research is focused on the use of 
nanoparticles to solve the debonding problem between bone and cement by improving the fracture properties of 
composite cements [8-12]. The suitability of a nanocomposite cement to solve the debonding problem requires 
complete understanding of the fracture behavior of bone-composite cement interfaces. Though the incorporation 
of nanoparticles like MgO, Ag, hydroxyapatite to conventional cements showed improved biological and chemical 
properties [8-15], the influences of nanoparticles on the fracture toughness of the natural bone-composite cement 
made with these nanoparticles is not understand yet. Ricker et al. [11] research on PMMA cement showed 
increased surface roughness, and enhanced cell adhesion of mouse osteoblast cell on PMMA with the inclusion 
of MgO additives to PMMA. The suitability of inclusion of MgO additives to PMMA cement to solve the loosening 
problem requires examining the mechanical integrity of the MgO incorporated PMMA cement with bone. This 
research question for this study was: Do MgO particle size affect on interface fracture strength of bone-
nanocomposite specimens? To answer the question the bone cements studied in this research were: (1) Cobalt™ 

-CBC and (3) CBC 
with 22 nm MgO additives, referred in this literature as nMgO-CBC. We have conducted three-point bend 
experiments on two groups of specimen homogenous (CBC, -CBC, nMgO-CBC) and bimaterial specimens 
(bone-CBC, bone- -CBC, bone-nMgO-CBC). Three-point bend (3PB) tests were conducted on the first 
group of specimens to measure elastic and fracture properties of the homogenous specimens. Three-point bend 
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(3PB) tests were conducted on the second group of specimens to measure the adhesion strength of the bi-
material specimens. 

MATERIALS AND METHODS 
Design and manufacture of the setup and instrumentation 
A custom made three point bend tester was designed and fabricated in this study. The complete setup is shown in 
Figure 1. A precision xyz stage was assembled with the base for microscopic viewing purposes via stage-base 
connector. A high precision microactuator (Newport™ LTA-HL® actuator) and motion controller (SMC 100) was 
used to push a slider. Two high quality surface finished aluminum rods were used to provide linear motion to the 
slider. A 50 lb load cell (Futek™ LCM300, model number FSH02630) with a sensor (Futek™ IPM500) was 
fastened to the slider at one end. The other end of the loadcell was connected with an indenter. To provide line 
load to a three point bend (3PB) specimen, the indenter edge was milled to round shape using 1/32" radius 
concave endmills.  The 3PB holder in the test setup was designed for convenient placing of the 3PB specimen on 
the top of two high strength steel rollers. Dimensions for the 3PB holder and load rod were obtained using ASTM 
E 399 [16]. A micrometer was placed parallel to the specimen. The purpose of the micrometer was to adjust the 
specimen position during fracture test so that the center of the notch of a 3PB specimen and the center of the 
indenter can be aligned collinearly.  A needle was glued with the center rod of the micrometer for the precision 
positioning of the specimen. The calibration of the load cell sensor was done using Troemner™ precision weights 
sets. The actuator displacements were calibrated by a displacement variable reluctant transducer (Microstrain 
Microminiature DVRT).  

 

 

Figure 1 Experimental setup.  

SAMPLE PREPARATION 

Bone samples were extracted from the mid-diaphyses of fresh bovine femoral shaft obtained from a local abattoir. 
The femoral shafts were cut longitudinally into two blocks. Each block was milled down to a thickness of 2 mm. 
Bone coupons of (20×100~200×2) mm dimension were prepared from each block. The bone coupons was cut 
further to (20×10×2) dimension samples for bone-CBC specimens using (4×0.012×1/2) in. diamond wafering blade 
in a low-speed saw cutter (Buehler isomet 11-1180-100).  

Both 36 μm and 22 nm sizes MgO powders were purchased from Sigma-Aldrich. According the manufacturer 
recommendation (Biomet, Inc), 10 grams of poly Methyl MethAcrylate (PMMA) beads was as added to 5 ml of 
benzoyl peroxide monomer to prepare the CBC specimen. In order to create -CBC specimens, 
10 percent (w/w) of the 36 μm and 22 nm size MgO additives powders (0.5 gm) were mixed with the PMMA (4.5 
gm) and added to the monomer (5 ml). A glass mold as shown in figure Figure 2(a) was used to prepare different 
kinds of (20×60×4) mm cement and bone-cement blocks.  
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To prepare the different cement specimens, the cement was added to the top half of the glass molding chamber 
while the cement was in its doughy phase. To prepare the different bone-cement specimens, the (20×10×2) 
dimension bone blocks were placed in the mold first, and then cement was poured on top of it. A set of weights 
equivalent to 80 kPa pressure (clinically applied range [17]) were applied to the samples during the curing 
process. The pressure was initiated at exactly three minutes after the onset of mixing and was sustained 
throughout the curing period. After curing, the blocks were cut into (20×4×2) mm size using Buehler isomet low 
speed cutter. Double sided chuck was used to maintain the bond between the bone and cement specimens. The 
centre notches for SENB homogeneous and bimaterial specimens were prepared using a 3×0.006×1/2 in. wafering 
blade. During the specimen preparation procedures the bone was always kept moist with a saline solution. The 
dimension of the prepared homogenous and bimaterial specimens are represented in Figure 2(b) and Figure 2(c), 
respectively.  

Femural Bone

PMMA with MgO
 additives

Pressure

Preparation of CBC specimens

Preparation of Bone-CBC specimens

 
(a) 

h=4 mm

S=16 mm

P

 
(b) 

hc=2 mm
h=4 mm

S=16 mm

P

Bone

CementCement

 
(c) 

Figure 2 (a) Schematic view of specimen preparation, (b) dimension of the prepared cement specimen, and (c) 
dimension of the prepared bone-cement specimen.  

 

EXPERIMENT  

Three-point bend (3PB) tests were conducted on homogeneous and bimaterial specimens at room temperature 
using the 3PB stage. During the testing, the live bone samples were continuously kept moist using deionized 
water, as saline was too corrosive for the specimen holder. The specimens were mounted on the 3PB holder in 
the test stage. The optimal microscope (Nikon SMZ 1000 steromicroscope) was used to align the center of the 
specimen and the center of indenter. All specimens were loaded with a loading rate equal to 0.001 mm/s using 
nanoscale actuator. The load and displacement were continuously recorded until the fracture of the specimens.  

DATA ANALYSIS 

Several biomechanical parameters were derived from the 3PB test on various cement and bone-cement 
specimens. The value of Young’s modulus, E for a three-point bend specimen was calculated using [18]: 
E=kS3/4BW3, where k is the stiffness of the specimen as measured by the slope of the load-deflection curve at the 
elastic region, S is the standard loading span for the 3PB specimen, B is the thickness, and W is the width of the 
specimen. For SENB test, the maximum load, Pmax, at the onset of crack extension from the notch tip was used to 
calculate the fracture toughness, KI using relationship [19]: KI=PmaxSf BW3/2, where  is the normalized initial 
crack length ( =a/W) and f geometric function . The following equation can be used to 
calculate f  [19]: f 1/2[1.99-  (1- - 2 - 3/2]. Interfacial fracture toughness 
for a bi-material specimen was calculated using the equation by Zou et al. [20], GIC=P2L2(1/Ic-1/Is)/8Eb, where the 
subscript Ic is  the moment of inertia of the specimen, and Is is  the moment of inertia of the bone. The previous 
equation assumes that the through-thickness crack occurring at the center of the beam and the interfacial pre-
crack propagate symmetrically from the tip of the center crack. Therefore, the length of the pre-crack along the 
interface is zero. 
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RESULTS 
Figure - 3(a) compares the 3PB load-displacement curves of a CBC, μMgO-CBC and nMgO-CBC specimens. 
The characteristics of the load-displacement curve of the CBC specimens were different from those of CBC with 
MgO additives specimens. There was no significant change of stiffness of specimen of CBC due to the inclusion 
of micro and nanosize particles to CBC. Ductility (ultimate displacement) of nMgO-CBC specimens was higher 
than bone and rest of the cement specimens. Figure - 3(b) shows a comparison of elastic strain energy of 
different kinds of CBC specimens. The results found no significant difference of elastic strain energy among the 
CBC, μMgO-CBC, and nMgO-CBC specimens.  

0

20

40

60

80

100

0.0 0.20 0.40 0.60 0.80 1.0

CBC
mMgO-CBC
nMgO-CBC

Lo
ad

 (N
)

Displacement (mm)  

0.0

1.0x10-3

2.0x10-3

3.0x10-3

4.0x10-3

5.0x10-3

6.0x10-3

7.0x10-3

CBC MgO-CBC nMgO-CBC

E
la

st
ic

 s
tra

in
 e

ne
rg

y 
(N

.m
)

  
Figure 3 (a) Load vs. displacement plot of different kinds of 3PB CBC specimens, (b) variation of elastic strain 

energy for various kinds of CBC specimens. 
 

Figure - 4(a) compares the SENB load-displacement curves of CBC, μMgO-CBC and nMgO-CBC specimens. 
The load-displacement characteristics of CBC specimens exhibited a long elastic and inelastic region before 
catastrophic failure. The total deformation before the commencement of failure for the nMgO-CBC specimens was 
higher than those of CBC and  μMgO-CBC specimens. The initial slope of the loading curve for transverse bone 
specimen was higher than those of longitudinal and other cement specimens. The load-displacement behavior of 
all CBC specimens after achieving maximum load demonstrated that the CBC specimens failed in a more stable 
manner than those of bone specimen. The crack tip fracture toughness, KIC, for each specimen was calculated 
from the maximum load value at which the load-displacement curve deviates from linearity.  Figure - 4(b) shows 
fracture toughness of different CBC specimens in comparison with those of bone specimens. Figure shows that 
transverse notch bone specimen fracture toughness was significantly higher than the longitudinal notch bone 
specimen and CBC specimens.  
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Figure 4 (a) Load vs. displacement plot of different kinds of SENB CBC specimens, (b) variation of fracture 

toughness for various kinds of CBC specimens. 
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Figure - 5(a) compares the SENB load-displacement curves between bone-CBC specimen and bone- -CBC 
specimen. Specimen broke at the Interface of the bone-nMgO-CBC specimens during the specimen preparation 
or immediately after loading during testing. Therefore, no interface fracture properties were extracted from the bi-
material specimen made with 22 nm MgO additives. The load-displacement response of bone-CBC specimen 
specimens is characterized as initially elastic response, followed by a short inelastic region and then stable 
descending response. On the other hand, the load-displacement response of bone- -CBC specimens is 
characterized as having higher initially elastic response, broader inelastic region, and smoother descending 
response of load-displacement compared to those of longitudinal bimaterial specimens. Figure - 5(b) compares 
the interface fracture toughness values. Results shows MgO additives has insignificant affects on the interface 
fracture toughness of the CBC when compare with the CBC specimen without MgO additives.  
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Figure 5 (a) Load vs. displacement plot of different kinds of SENB bone-CBC specimens, (b) variation of interface 

fracture toughness for various kinds of bone-CBC specimens. 

CONCLUSIONS AND FUTURE WORKS 
Comparing these properties for different kinds of CBC specimens, we found improved brittleness of CBC due to 
the inclusion of MgO micro/nano additives to CBC. But we found no noticeable improvement of integrity, 
mineralization, and amount of energy before breaking for CBC specimen due to the inclusion of MgO micro/nano 
additives to CBC. Benzyl peroxide monomer penetrates deep inside the PMMA beads in case CBC. The large 
molecular weight (MW) of the PMMA beads (MW = 100000) made it difficult for the PMMA beads to mix uniformly 
with the monomer. It creates voids, which are the weak points in the cement. This weak point in the CBC lead to 
stress concentration under external loading. Inclusion of MgO additives to CBC reduces its elastic properties 
compare to CBC due to the fact that particles with higher MW like PMMA dissolves in monomer slower than lower 
MW particles like MgO (MW = 40.3, provided by the manufacturer). This decreases the amount of monomer 
available for wetting the PMMA powder during mixing, which leads to more weak points in the -CBC 
specimens. The detrimental effect on fracture properties produced by the MgO additives has been associated 
with the lack of adhesion between the MgO additives particles and the polymeric matrix. Cracks originate at the 
grain boundary between the MgO additives particles and the polymeric matrix. These cracks propagate along the 
boundary of the polymeric matrix. The non-catastrophic failure behavior of the μMgO-CBC and nMgO-CBC 
specimens indicates the presence of fracture toughening mechanism.  Extrinsic toughening factors, like particle 
bridging, debonding at the poles of particle/matrix interface, crack trapping, and crack deflection around the MgO 
additives, may be the cause for this extrinsic toughening behavior. We found insignificant improvement of the 
mechanical integrity of bone-μMgO-CBC specimen due to the inclusion of 36 μm MgO particle additives into CBC. 
This improvement can be explained by the higher surface roughness CBC specimen at the interface between 
bone-CBC due to the inclusion of 36 μm MgO additives as found by Ricker et al.8.  This higher surface roughness 
at the interface between bone and cement provides extra interlocking between cortical bone and CBC.  

The researchers were unable to find significant improvement of mechanical properties of CBC due to the inclusion 
of MgO additives.  In near future, research will be conducted to find appropriate biomaterials to enhance 
mechanical, biological and chemical properties of PMMA bone cement. 

 

343



  

ACKNOWLEDGEMENTS 

This publication was made possible by Grant Number P2PRR016478 from the National Center for Research 
Resources (NCRR), a component of the National Institutes of Health (NIH) and on-campus research grants 
support from University of Central Oklahoma (UCO). Its contents are solely the responsibility of the authors and 
do not necessarily represent the official views of NCRR or NIH or UCO. 

REFERENCES 

1. Moreo, P., Perez M.A., Garcia-Amar J.M., Doblare M., "Modelling the mixed-mode failure of cement-bone 
interfaces," Engineering Fracture Mechanics, 73(10), 1379-1395 (2006). 

2. Lucksanasombool, P., Higgs W.A.J., Higgs R., Swain M.V., "Interfacial fracture toughness between bovine 
cortical bone and cements," Biomaterials, 24(7), 1159-1166 (2003). 

3. An, Y.H., Draughn R.A., Mechanical testing of bone and the bone-implant interface. CRC (2000). 
4. Wang, X.D., Agrawal C.M., "A mixed mode fracture toughness test of bone-biomaterial interfaces," Journal of 

Biomedical Materials Research, 53(6), 664-672 (2000). 
5. Mann, K.A., Damron L.A., "Predicting the failure response of cement-bone constructs using a non-linear 

fracture mechanics approach," Journal of Biomechanical Engineering-Transactions of the Asme, 124(4), 
462-470 (2002). 

6. Ichim, I., Li Q., Li W., Swain M.V., Kieser J., "Modelling of fracture behaviour in biomaterials," Biomaterials, 
28(7), 1317-1326 (2007). 

7. Kopperdahl, D.L., Roberts A.D., Keaveny T.M., "Localized damage in vertebral bone is most detrimental in 
regions of high strain energy density," Journal of Biomechanical Engineering-Transactions of the Asme, 
121(6), 622-628 (1999). 

8. Shi, Z., Neoh K.G., Kang E.T., Wang W., "Antibacterial and mechanical properties of bone cement impregnated 
with chitosan nanoparticles," Biomaterials, 27(11), 2440-2449 (2006). 

9. Heo, S.J., Park S.A., Shin H.J., Lee Y.J., Yoon T.R., Seo H.Y., Ahn K.C., Kim S.E., Shin J.W., "Evaluation of 
bonding stress for the newly suggested bone cement: Comparison with currently used pmma through 
animal studies," Key Engineering Materials, 342-342, 373-6 (2007). 

10. Liu, H., Webster T.J., "Nanomedicine for implants: A review of studies and necessary experimental tools," 
Biomaterials, 28(2), 354-369 (2007). 

11. Ricker, A., Liu-Snyder P., Webster T.J., "The influence of nano mgo and baso4 particle size additives on 
properties of pmma bone cement," International Journal of Nanomedicine, 3(1), 125-1 (2008). 

12. Sirinrath, S., Thomas J.W., "Multiwalled carbon nanotubes enhance electrochemical properties of titanium to 
determine in situ bone formation," Nanotechnology, 19(29), 95101-95101 (2008). 

13. Lewis, G., "Alternative acrylic bone cement formulations for cemented arthroplasties: Present status, key 
issues, and future prospects," Journal of Biomedical Materials Research - Part B Applied Biomaterials, 
84(2), 301-319 (2008). 

14. Khang, D., Kim S.Y., Liu-Snyder P., Palmore G.T.R., Durbin S.M., Webster T.J., "Enhanced fibronectin 
adsorption on carbon nanotube/poly(carbonate) urethane: Independent role of surface nano-roughness 
and associated surface energy," Biomaterials, 28(32), 4756-4768 (2007). 

15. Sirinrath, S., Chang Y., Xingcheng X., Brian W.S., Thomas J.W., "Greater osteoblast functions on multiwalled 
carbon nanotubes grown from anodized nanotubular titanium for orthopedic applications," 
Nanotechnology, 18(36), 65102-65102 (2007). 

16. ASTM, "Annual book of astm standards. Section 8," in D790-03 Standard Test Methods for Flexural 
Properties of Unreinforced and Reinforced Plastics and Electrical Insulating Materials. Philadelphia, PA, 
2006. 

17. Graham, J., Ries M., Pruitt L., "Effect of bone porosity on the mechanical integrity of the bone-cement 
interface," Journal of Bone and Joint Surgery-American Volume, 85A(10), 1901-1908 (2003). 

18. Cowin, S.C., Bone mechanics handbook, (2001). 
19. Lucksanasombool, P., Higgs W.A.J., Higgs R., Swain M.V., "Fracture toughness of bovine bone: Influence of 

orientation and storage media," Biomaterials, 22(23), 3127-3132 (2001). 
20. Zou, L., Huang Y., Wang C.-a., "The characterization and measurement of interfacial toughness for si3n4/bn 

composites by the four-point bend test," Journal of the European Ceramic Society, 24(9), 2861-2868 
(2004). 

 
 

344



 
 

Small-scale mechanical testing: Applications to bone biomechanics and 
mechanobiology 

 
 
 

Marnie M Saunders, Assistant Professor 
Center for Biomedical Engineering, University of Kentucky, 205 Wenner-Gren Laboratory, 

Lexington, KY 40506-0070  marnie.saunders@uky.edu 
 

 
ABSTRACT 
Mechanical testing of biologic tissues requires flexible testing machines to accommodate a variety of testing 
needs.  This paper will illustrate how a cost-effective testing platform was developed to accommodate a wide 
range of biomechanical testing applications including bone bending and torsion testing, soft tissue tensile testing 
and bone cell stimulation via fluid shear and substrate deformation.  The goal is to demonstrate to the reader that 
unique issues arise when testing biologic tissues such as controlling for environment and maintaining specimen 
viability, but with proper care relatively reproducible and accurate testing results can be obtained with a simple, 
multi-purpose platform. 
 
 
The bone research field is a multidisciplinary field in which researchers from the life sciences and engineering 
work to understand the development, structure, function and pathologies of bone.  It is hoped that knowledge 
gained from this basic science understanding will result in improved implants, engineered replacement tissues 
and therapies/strategies to counteract metabolic bone diseases, to name a few applications.  As the field 
continues to evolve the role of the traditional biomechanical engineer is evolving and few biomechanical 
engineers find themselves in a pure mechanical testing environment.  Rather they are collaborating with biologists 
to quantify mechanical properties of bone in genetically altered animals, they are collaborating with material 
scientists to characterize novel biomaterials, and they are collaborating with bioengineers to develop devices and 
approaches to study bone at the cellular level.  As such, biomechanical engineers need testing platforms and skill 
sets that can accommodate this range of interests.  And, given the novelty of many of the research projects, off-
the-shelf, commercial fixtures are not always available or appropriate.  Our lab has approached this need by 
developing a multi-purpose, small-scale testing platform. In this paper we discuss the basics of our system, 
demonstrate its applications and acknowledge its limitations.  The goal is to illustrate to the reader that 
mechanical testing of biologic tissues is a unique field and the testing results are only as good as the devices and 
techniques used to obtain them.      
 
Mechanical testing machines have been a useful tool in the bone field for several decades.  As such, there are 
several excellent papers and books available to the interested reader that detail appropriate mechanical testing 
procedures for bone [1-5].  The focus of this paper is on the development of a platform to cost-effectively deal with 
varied and sporadic biomechanical testing needs without sacrificing data accuracy. Furthermore, the goal is to 
show that this system can duplicate systems developed by other researchers to stimulate bone and bone cells, 
providing a powerful, multi-purpose testing frame.  To begin the design and fabrication of our small-scale loading 
machine we looked to the types of commercial testing platforms available and considered the design against our 
current and likely future needs.  Commercially, testing machines are uniaxial and biaxial with the latter comprising 
both torsional and rotational capabilities.  Given that the vast majority of our testing needs are uniaxial we opted 
for the single axis design and determined that torsion capabilities using the single axis could be added at a later 
date.  We set out initially to accommodate the most common types of testing needs in our lab: bend testing of 
bones, compression testing of hard tissues, tension testing of soft tissues, in vivo exercise loading, and fluid shear 
and substrate deformation of bone cells.  While we have previously detailed the development of the loading 
platform [6], we will summarize briefly the major components and considerations of the machine.  Generally single 
axis machines are on a fixed frame.  While we will illustrate later in this article the advantages of using a movable 
frame, we found that an inexpensive way to create the two main components of the platform, the linear, vertical 
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motion and the base frame was to purchase a slide and milling machine table (Figure 1).  The linear slide is 
driven by a servo motor selected for its programmability.  The slide and table are connected via aluminum plates.  
All connections are slotted and keywayed to make assembly reproducible.  To reinforce the machine for larger 
loads, side plates running the vertical length of the slide have been added (not shown in Figure 1).  A range of 
transducers were purchased to accommodate a variety of testing needs.  Load cells range from 50 gm to 445 N; 
torque cell capacity is 176.5 Nmm (25 oz-in); and, displacement sensors accommodate 5 and 25 mm of travel.  
As is typical of biomechanical testing, machine deformation is largely unaccounted for, but assumed to be 
negligible given that machine stiffness is much greater than specimen stiffness.   
 

Small-scale biomechanics work readily conducted with this machine includes bending, compression and tension.  
Since bending and compression do not require securing the bone ends during testing, the main concern with 
these tests is to ensure the load is applied correctly.  For bending, the ideal test is with the bone under four-point 
loading.  However, if care is not taken to ensure that loading is simultaneously on all four points of contact, such 
as using independent spring-loaded contacts, the data will be erroneous.  We routinely conduct three-point bend 
testing which may yield less valuable information given that failure is at the point of contact.  But it is much more 
reproducible at the small-scale to ensure that three points of contact are maintained.  In addition, theoretically a 
point load is desired and the fixture where it comes in contact with the bone should be as thin as possible.  We 
have found that in neonatal rat and adult mouse long bone models, aluminum fixtures (thickness = 0.5mm) are 
sufficient to fracture the bone without being pitted by it.  Given the asymmetry of bone, bone will often roll and it 
may be necessary to apply a pre-load to the bone to ensure proper orientation in the frame.  Extreme care must 
be taken to guarantee that the bone is not overloaded and damaged in this process.   
 
For compression testing we utilize finely machined and polished platens that we assemble on axis and set the 
gap between them using gauge (Johansson) blocks (Figure 2a).  The key to testing in compression is to ensure 
that the load is uniformly applied across the specimen surface and that the specimen loading surface and load 
cell are coaxial.  We achieve this using a combination of swivel assemblies.  Tension testing of tissue requires 
clamping the ends on axis (Figure 2b).  Given that our loading machine does not have feedback control, it would 
be unadvisable to attempt to cyclically load (fatigue) soft tissue to failure given the high degree of hysteresis in 
these tissues.  However, we do use this machine to conduct destructive tensile tests on soft tissues.  We utilize 
aluminum (and polycarbonate) friction clamps and rigidly mount one clamp to the base and the other to the arm 
via a universal joint to allow for self-alignment.  In addition to ensuring that the tissue can continue to self-align 
during testing, it is also important to verify that the load-displacement curves are indicative of a successful test.  
Typically with soft tissues a toe region initially will be evident as the tissues take on load.  Following this, a distinct 
linear region is present and any fixture slip (displacement increase without subsequent load increase) or testing 
malfunction is readily identifiable in this region (Figure 2b).  In failure, tissues that have been cut and allowed to 
heal or sutured will generally display a ‘step’ effect as the tissue fully separates.  For homogenous tissues testing 
is fairly routine.  However, when tissues are nonhomogenous additional concerns arise.  For example, when 
conducting tensile testing on ligaments and tendons it is important to understand that they have a midsubstance 

Figure 1.  (a) Small-scale loading machine designed around a commercially-available linear slide and milling machine table.  (b) 
Aluminum plates were fabricated to connect the slide and table and keywayed for easy and reproducible assembly.  (c) An arm 
attached to the slide and t-slots in the milling machine table enable a variety of fixtures to be assembled in the platform, such as those 
shown for three-point bending (d).   

(a) (b) (c) (d) 
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region that largely reflects the ligament/tendon properties and transition regions on both ends where the tissues 
insert into the bone/muscle.  Given that these tissues minimally have three distinct regions, tensile testing 
reflecting only the overall tissue behavior is less than ideal.  While extensometers can be added to the various 
regions of interest, the weight of these devices can interfere with accurate measurements.  We use ink to place 
thin, contrast markings across the regions of interest and utilize video dimensional analysis (noncontact 
extensometry) to calculate the strain contribution in the individual regions as a function of the total strain.  It is 
critical that living tissues be kept hydrated at all times in saline and we strive to test these tissues within 1-2 hr of 
harvest. 

 
In addition to the specific loading mode fixtures demonstrated, 
a variety of generic fixtures found in many testing laboratories 
may also be interfaced with the platform.  For example, the 
standard vise grip enables blocks and specimens with parallel 
faces to be conveniently constrained in the platform.  In Figure 
3, the vise fixture was used to clamp synthetic bone blocks 
while the pull-out performance of a mini-implant in the block 
was tested.  A backing plate may be necessary to ensure that 
the block is not able to rotate during testing, particularly when 
a moment is created.  When specimens are of an irregular 
geometry, hemispherical fixtures may be used.  In these 
fixtures, concentric rows of drilled and tapped holes and 
pointed set screws are used to anchor irregularly shaped 
objects during tension/compression tests.  In one of our more 
interesting and unusual tests, we used this type of device to 
hold a dolphin ear while the ossicles were mechanically 
deformed.   
 
As the system developed, it became necessary to expand our testing capabilities to include torsion.  Rather than 
build a second platform utilized solely for torsion we opted to utilize the existing platform and linear motion.  To 
generate torsion we fabricated a rack and pinion assembly, Figure 4.  The rack attaches to the linear arm of the 
loading machine and the pinion center remains coaxial to the torque cell (176.5 Nmm) line of action and the 
mechanical/anatomical axis (approximately equal in our neonatal rodent limbs) of the specimen.  Given the small-
scale size, fixtures were developed enabling potting and placement of the specimens in the loading frame without 
loading the shaft to minimize unintentional shaft damage during setup.  This work has been published and will not 
be discussed here at length [7]. However, it will be pointed out that rack compliance is critical given that the 
amount of rotation is not measured directly with an RVDT but is measured indirectly by calculating it from the 
linear displacement of the slide and the pinion size.  Digital protractors on the arm are used to confirm that there 
is no out-of-plane motion of the rack.   It is also important to note that while biomechanical tests on long bone 

Figure 2. (a) Platen assembly for compression testing.  Swivel platens adjust to ensure that the platen face is parallel to the 
surface of loading. (b) Friction grip assembly for tension testing.  A universal joint enables the specimen to maintain axial 
alignment during testing.  (c) A typical soft tissue tension test curve showing a step-wise failure and the corresponding photograph.  

(a) (b)

(c) 
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Figure 3. (a) Vise fixture mounted to the platform may 
be used to grip a variety of blocks. (b) Hemispherical 
fixture used to anchor irregularly shaped specimens.  
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have typically been conducted with testing systems similar to this in 
which one end of the bone is fixed and the other is free to rotate [8-
9], this is not a true ‘torsion’ test but more accurately a ‘twist’ test.  
Recently a pure torsion testing frame was developed and validated 
for bone using a force couple to generate the torque [10-11].  Where 
the latter system is clearly the appropriate one for determining 
material properties, structural properties are determined for a given 
loading mode (tension, compression, shear, …) and the ‘twist’ test is 
acceptable under these conditions.  Additionally, the rack and pinion 
approach did not require the development of a single purpose testing 
system which for our sporadic torsion testing needs was not cost-
effective.      
 
On a final note, it would be remiss to not mention that biomechanical 
testing of rodent bones has the ultimate goal of affecting our 
understanding of the behavior of human bone.  However, care must 
be taken to understand the age of the animal model in terms of 
human years.  While it is tempting to look at overall lifespans and 
adjust accordingly, this may be too simplistic.  Moreover, growth plate closure signifying skeletal maturity in 
humans, fails to occur in rats.  In an interesting article by Quinn, the age of a rat in ‘people’ years is approximated 
for a variety of biological states [12].  In addition, this system may also be used to study small sections of human 
bone down to individual trabeculae.  If this is the intended testing purpose, it should be appreciated that there are 
‘size effects’ present [1].  For instance, a large bone will have more defects (weaker regions) and may therefore 
behave differently from a small bone/bone section with fewer defects.  As a result of this phenomenon, small 
bones/sections may sustain higher stress prior to failure in comparison to large bones/sections [1].  Utilizing this 
system for human bone studies, researchers should be aware of the Weibull approach [13] and ways to handle 
the size effect issue in bone [14].  These issues are particularly important when dealing with fatigue of bone.  It 
should also be noted that the testing platform we have developed is not ideal for extensive fatigue testing; the 
linear slide is not fatigue-rated. 
 
In addition to the classic biomechanics studies conducted on tissues, research into mechanobiology and more 
specifically mechanotransduction is aimed at understanding how bone cells sense and respond to mechanical 
loading.  Because bone cell response may be measured directly at the cellular level by quantifying cellular activity 
or indirectly at the tissue level by quantifying bone formation/resorption (the product of cell activity), both in vitro 
(cell) and in vivo (animal) mechanotransduction models exist.  In vitro mechanotransduction platforms simulate 
the loading the cells experience in the physiologic environment and attempt to elucidate the pathways and 
mechanisms by which the cells respond.  Brown has written an excellent review of these in vitro systems and their 
advantages and disadvantages [15].  Here we will justify the biological premise for fluid flow [16] and substrate 
deformation.  In the native bone tissue osteocytes are housed in lacunae in the bone matrix and form a networked 
conduit, the lacuno-canalicular system, with other osteocytes via canalicular channels that connect the lacunae.  
This unique network enables osteocyte processes to physically connect in a shared pool of interstitial fluid that 
bathes this complex. The osteocytes in turn, are physically connected to osteoblasts, surface-residing, bone-
forming cells that share a common lineage with the osteocyte.  That is, osteocytes were formerly osteoblasts that 
in the process of forming bone walled themselves off and became encased in the bone matrix.  This 
interconnectivity makes it possible for cells to sense biophysical signals and respond [17-19].  For example, 
during walking as the leg bones are cyclically loaded and unloaded, the interstitial fluid flows back and forth 
across the osteocytes.  In this manner, osteocytes are able to sense the global (macroscopic/organ) loading at 
the local (microscopic/cellular) level and many believe this phenomenon is critical to mechanotransduction.  To 
simulate this in the laboratory osteocytes and osteoblasts (acting as young osteocytes) are plated on glass slides 
and inverted on parallel plate flow chambers that are used to subject groups of cells in monolayer to physiologic 
levels of fluid shear [20].   
 
Rather than use commercially-available syringe pumps or testing machines we opted to utilize our small-scale 
loading platform and mimic the setup of Jacobs, et al. [20].  Using tubing connected on one end to the plate inlet 
and on the other end to the syringe, an oscillatory waveform cycles the syringe plungers up and down which 
exposes the cells in the flow chamber to oscillatory fluid shear with a standard parabolic flow profile, Figure 5a.  
Initial fluid shear studies on osteoblasts utilized the osteoblast as a ‘young’ osteocyte given the difficulty of 

Figure 4. Rack and pinion assembly for torsion 
testing.  Photograph of bone showing classic 
spiral fracture indicative of torsional failure.
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isolating osteocytes from the mineralized bone matrix.  Appreciating that osteoblasts are surface residing cells, 
substrate deformation may be a more appropriate model than fluid flow in these cells [21].  To accommodate this 
type of loading, a polycarbonate environmental chamber and reservoir with three-point bend fixtures were 
fabricated for the existing platform, Figure 5b. The reservoir enables the cells to be loaded in a hydrated 
environment to avoid cell death and also provides some secondary fluid shear forces.  The environmental 
chamber is used in lieu of placing the machine in an incubator to avoid oxidation of the steel components of the 
slide and milling table.  The environmental chamber controls for temperature via ceramic microheaters, pH via the 
addition of stabilizers in the medium, and humidity via the addition of a wetted sponge placed in the chamber.  
While in vitro studies are quite advantageous to study an isolated event, it is difficult (if not impossible) to translate 
the in vitro data to clinical relevance.     

 
More physiologically relevant than cellular or in vitro mechanotransduction models are living or in vivo models.  
These models include loading to simulate use and overuse and unloading to simulate weightlessness and bed 
rest/paralysis.  For loading studies bones may be loaded by training the animals to stand on their hindlimbs while 
increasing the weight on their backs. A common way to accomplish this is to train rodents in cages with a live floor 
to send an electric shock as 
negative reinforcement and 
food as positive reinforcement 
[22].   Another method to 
apply load to in vivo models is 
to anesthetize the animals 
and put them in a device that 
loads the limbs in a desired 
manner [23-25].  Based on 
the work of Gross, we again 
utilized our platform and 
developed a fixture that 
enabled us to apply a 
concentrated, cantilevered 
load to rodent tibiae, Figure 6.  
In addition, the platform was 
designed to rotate such that 
the limb could be loaded in 
the anteroposterior or 
mediolateral orientation.  For 
torsion and in vivo stimulation 

Figure 6.  Bending assembly for in vivo stimulation studies.  The platform rotates to load rodent 
tibiae in the anteroposterior (A-P; front-to-back) or mediolateral (M-L; side-to-side) orientations.  
A cantilevered loading is produced in which the proximal end of the tibia is held in place and 
the distal end is cyclically stimulated (modified from the setup of Gross, et al.). 

(a) 

Figure 5. (a) Syringe assembly used to subject bone cells in a parallel plate flow chamber to physiologic levels of fluid shear 
(modified from the setup of Jacobs, et al.). (b) Substrate deformation assembly used to subject osteoblasts to physiologic levels 
of bending (and secondary fluid shear).  The environmental chamber was developed to maintain temperature; pH and humidity 
were also regulated. (c) Cells in these systems are plated in monolayer on a synthetic substrate and subjected to stimulation.      

(b)

(c) 
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studies the movable base of the milling machine table makes it trivial to align the specimens in the loading 
machine for testing.  Unlike standard commercial testing systems, the planar motion provided by the table 
enables the attached fixtures to be dialed-in either front-to-back or side-to-side, then locked down for testing.  
When axial testing is required, a simple set of alignment fixtures may be used to reset the table for testing [6].  
Although the use of a stationary base does not mean in vivo stimulation and torsion cannot be conducted, the 
movable table greatly simplifies fixture design and setup and improves testing resolution and accuracy by keeping 
the entire testing fixture on level with the platform table at all times.  For example, if a fixed base had been used 
for torsion, the loading fixture would have to extend beyond the machine base.  This would require additional 
design consideration to guarantee that the platform the animal rested on was level. If not, the rack and pinion 
would not properly align, testing would be inaccurate and fixture damage would ensue. 
 
As any model does, in vitro and in vivo mechanotransduction systems have their own unique sets of advantages 
and disadvantages.  For instance, while in vitro models enable the study of an isolated event or marker, 
disadvantages of these systems include the utilization of cells in monolayer, dissociation of the cells from the 
extracellular matrix and the inability to correctly preserve the three-dimensional (3D) architecture of the 
communication networks found in bone.  While these drawbacks serve as arguments for the use of in vivo models 
these systems also have disadvantages.  For example, normal loading of the bone may desensitize it to 
experimental stimulation and the physiologic complexity of the model makes it difficult to determine the effects of 
the isolated load. 
 
To this end, our lab proposes that an ex vivo or organ culture model may be useful in mechanotransduction 
research.  In this system the whole bone is isolated, loaded and the effect of the loading studied in culture, Figure 
7.  While these systems also have disadvantages, most notably that 
they are a ‘dying’ culture, they offer unique advantages that are 
attractive for bone mechanotransduction studies.  For instance, they 
maintain the various bone cell types (osteocyte, osteoblast and 
osteoclast) in their appropriate ratios in a 3D environment with intact 
communication networks and in the native milieu.  To validate the 
use of these models in mechanotransduction research we have 
previously shown that the bones in culture remain viable, grow and 
are capable of responding to mechanical stimulation with an increase 
in strength [4].  For stimulation, femurs from 2 day old neonatal rats 
were placed in the three-point bend fixtures (with padded, rubber 
bumpers) and subjected to 350 cycles of physiologic loading.  
Following loading, the bones were returned to culture for 1 wk then 
mechanically tested to determine structural effects of the loading.  
One bout of 350 cycles of stimulation increased bone stiffness 35% 
over nonloaded controls [26], suggesting that the models may be 
able to provide unique insights into bone and bone cell 
mechanoresponsiveness.   
 
The validation of the ex vivo mechanotransduction model makes it possible to study mechanisms and pathways 
of mechanically-induced bone formation using this approach.  For example, in clinical treatment with distraction 
osteogenesis tensile force is applied to bone to elongate the tissue.  While the condition is prevalent in both the 
orthopaedic and craniofacial fields, in the craniofacial field it may be used to correct airway obstruction and 
syndrome-associated facial deformities in which bone lengthening must be within fractions of a millimeter to 
achieve successful symmetry.  Given that little is known of the mechanisms by which the phenomenon occurs, 
the procedure often reduces to a trial and error approach [27].  Understanding the pathways and mechanisms by 
which this occurs will help to make distraction outcomes more predictable and provide guidelines to assist in 
treatment.  While the ex vivo approach may be used to model a variety of clinically-relevant scenarios involving 
mechanical load, it may also be used to study the effect of isolated factors on pathway response and outcome.  
For example, of particular interest to our lab is understanding the role of cellular communication in mechanically-
induced bone formation.  Using topical additives or transgenic models, cell-cell communication may be inhibited 
and the effect of the inhibition on mechanically-stimulated bone formation quantified.  Thus, we believe these 
systems have tremendous potential for elucidating mechanotransduction pathways and mechanisms. 
 

Figure 7.  Organ culture (ex vivo) neonatal 
rodent models enable isolated, mechanically-
induced mechanisms and pathways to be 
studied in environments that increase the 
physiologic relevance over in vitro models while 
simplifying the complexity over in vivo models.    
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The field of bone biomechanics is rapidly changing.  Engineers that want to take full advantage of this exciting 
field will find themselves having to accommodate a variety of testing needs.  From our experience, we have found 
that a multi-purpose testing platform can be developed that can grow with a user’s needs and accommodate 
research in the classic biomechanics and emergent mechanobiology fields.  Furthermore, with an understanding 
of basic testing principles, loading platform limitations, and the unique issues associated with testing biologic 
organs, tissues and cells, these simple, cost-effective platforms can yield reliable data. 
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ABSTRACT
Bamboo is an environmental friendly natural composite material reinforced by unidirectional fibers. Bamboo has 
been used as structural materials in Asia for centuries. In this study, the fracture toughness KIC, of Moso bamboo 
was investigated by using ASTM E399 test method and the arc-shape bend specimens. The effect of moisture on 
the fracture toughness KIC was investigated. It can be seen the fracture toughness decreases about 39% if the 
material under test was water-saturated.  

INTRODUCTION 
Bamboo is an environmental friendly natural composite material. Culm over 20 meter tall, 6 to18 cm diameter at 
breast height makes Moso bamboo one of the most important bamboo species for structure use. Vascular 
bundles act as reinforcements in bamboo and lignin in bamboo acts as a matrix. In Asia, bamboo has been used 
for centuries. Its strength and flexibility in the wind make it an ideal material for construction and household 
utilities. Compression, tension and bending properties of bamboo have been discussed for various bamboos. 
However, the studies of fracture properties such as stress intensity factor K and strain energy release rate G of 
bamboo are few. Bamboo specimen with crack under tensile test was use to investigate fracture properties of 
bamboo[1]. The critical value of energy release rate, GIC, of Moso bamboo was measured by symmetric bending 
tests using double contilever beam specimen and  calculated with the compliance of the specimen [2]. The 
fracture properties of Australian bamboo have been investigated [3]. In this study, the fracture properties of 
bamboo culms at the structural level were investigated. The fracture toughness KICs of dry and water-saturated 
bamboo culms were determined by using the arc-shape bend specimen specified in ASTM E399 based on linear 
elastic fracture mechanics theory under plane strain condition. The bamboo used for this study is Moso bamboo 
(Phyllostachys pubescens). 

MATERIAL AND METHOD 
The Mode I fracture toughness, i.e. the critical value of the stress-intensity factor KIC, is measured by following the 
test method and arc-shaped bend specimen specified in ASTM E399 for determine fracture toughness under 
linear-elastic plane-strain condition. The culms between 0.75 and 5 m of a three year old Moso bamboo were 
used for making specimens. After air-drying, 10 mm wide ring was cut out of the bamboo culms and the arched 
shape bend specimen used for fracture test was cut from the ring (Fig. 1.). 
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Figure 1: The arched shape bending specimen 

For S=4W, The fracture toughness of arc-shape bend specimen can be calculated as follows : 
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In above equations, PQ is force(N), B is specimen thickness(m), S is span(m), W is specimen width(m), a is crack 
size(m), r1 is inner radius(m) and r2 is outer radius(m). The bend fracture tests were conducted by using Instron 
tensile test machine and custom made fixture as shown in Fig. 2. 

Figure 2: The arched shape bend test 

In order to know the effects of moisture on the fracture toughness of Moso bamboo, the bend fracture tests were 
conducted on both air-drying and water-saturated specimens. 
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RESULT AND DISCUSSION 
The force-deflection curves of specimens under arched shape bend test are shown in Fig. 3. It can be seen that 
the elastic modulus of water-saturated specimens is lower than that of air-drying specimens. The corresponding 
fracture toughness of air-drying and water-saturated specimens is listed in Table 1. It can be seen that the 
fractures toughness of water-saturated Moso bamboo decreases about 39%.  

(a)                                           (b) 

      Figure 3: The force-deflection curves of (a) air-drying and (b) specimens under arched shape bend test. 

(a)                                          (b) 

Table 1: The fracture toughness of (a) air-drying and (b) water-saturated specimens under arched shape bend 
tests.

CONCLUSION 
The arched shape bend tests show that the fracture toughness of bamboo culm can be affected by the moisture 
contents. The difference of fracture toughness between air-drying specimen and fully water-saturated specimens 
is about 39%. This moisture effect should be kept in mind when using Moso bamboo as structure materials. 
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ABSTRACT: 
 
Horns have been hypothesized to help in absorbing shock and protecting the brain during ramming events. In 
general, horn is made of a α-keratin sheath covering a porous bone. The objective of the present study is to 
investigate the shock-absorptive role of the keratinous sheath and bony core of horns; particularly in Bighorn 
Sheep (Ovis Canadensis). A three dimensional complex structure of the bighorn sheep horn was successfully 
constructed and modeled using a computed tomography (CT) scan and Finite Element (FE) method, respectively. 
Computed tomography was also used to identify the porosity in the inner core of the horn. The horn was 
subjected to quasi-static loading of 3400 N (764.35 lbf) simulating the effect of both the composite nature of the 
horn and the porosity in the inner core. Three different 3-dimensional quasi-static analyses, a part of simplified 
homogenous horn, simplified composite horn and complex structure of horn were studied. The computed 
stresses, deflections and strain energy were compared for three different models. It was noticed that strain energy 
due to elastic deformation of the complex horn structure was more, as compared to simplified horn structure and 
composite horn structure models; whereas the ability of force transmission was found to be more in composite 
and complex structures of horn. This phenomenon was elucidated through the stress distribution in structure. This 
study will help designers in choosing appropriate material combination for successful design of protective 
structures against a similar impact.  

 
INTRODUCTION: 
 
In the past few decades, investigations of the mechanical properties of a large number of structures and systems 
in living organisms have seen considerable interest. Some of the biological composite structures are organized 
such that a hard phase provides stiffness and a porous or soft phase, enhances energy storage/dissipation 
capability. These biological structures can be potentially mimicked to design of light weight composite structures 
and tough armor structures. A wide variety of species of animals like Bighorn Sheep (Ovis Canadensis), 
Thomson’s Gazelle (Gazella Thomsoni), Waterbuck (Kobus Ellipsiprymnus) and Gerenuk (Litocranius) take part 
in ramming with their horns absorbing the shock. Usually, their horns are curved structures which are made of 
unique hard hierarchical α-Keratin covering over a core of spongy bone. Nevertheless, the forces and energy 
generated during ramming should result in brain damage at least, yet these animals seem to suffer no ill effects. 
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These horns are designed such that the brain is protected from severe damage resulting from impact. In order to 
understand whether the horn absorbs a part of the energy or diffuses it to whole structures, an insight into the 
forces produced in ramming and their absorption or dissipation is necessary. Until the advent of advanced FE 
analysis, it was difficult to estimate the energy and forces produced in ramming and were based on Newton’s 
Laws of Motion. Weber et al. [1] calculated the force generated in clashing of goats assuming that their body 
mass had fallen a known height under the acceleration due to gravity. Schaffer [2] estimated that sheep clash at a 
combined velocity of 22.1 m/s (Ovis Musimon) to 26.9 m/s (Ovis Canadensis, Ovis Ammon). Early attempts by 
Best &Raw [3], Geist [4], Walker [5] and Schaller [6] to measure the force and energy in the fighting of bighorn 
sheep (with average body mass is 100 kg and average shoulder height is 1.2 m) have been followed by film 
analyses (24 frames per second). Similar attempts to measure the velocity at which the horns clashed have been 
reported by Kitchener [7] among others. The value of maximum clashing velocity and maximum deceleration was 
5.5 m/s and 30 m/s2 respectively. In his study he assumed that the whole body mass was used to produce the 
force and energy. This study gave a force of about 3400 N and 2400 J of energy with a body mass of 100 kg. 
Conventional or modified beam theory has been used to calculate the stresses in the beam.  Schaffer and Reed 
[8] calculated the ratio of compressive to tensile stresses in the horn of the sheep and found it to be1.7. Kitchener 
[7] estimated strain energy stored in the horn of the bighorn sheep and found that it is less than 1% of energy 
generated in the clash. Early attempts to estimate the shock absorption ability of the frontal sinuses in Bovids has 
been proposed by Geist [4], Schaffer and Reed [8] among others. Moreover, Farke [9] compared different models 
of goat skull including unvaulted (air filled space) frontal, vaulted (expanded) cortical bone-filled frontal, vaulted 
trabecular bone-filled frontal, vaulted frontal with unstrutted sinus and vaulted frontal with strutted sinus. He 
concluded that shock absorption capability of goat skull could be almost completely dominated by vaulted frontal 
with strutted sinuses. In his study, a 3D FE model was constructed based on CT scans of a goat skull and models 
were imported into the FE modeling package ALGOR FEMPro (v.20.0, Algor, Pittsburg, PA, USA). He concluded 
that future investigations will aim to model the energy absorption role of keratinous sheath and core of horn. 
Motivated by the simulations results of Farke [9] we created a FE model for horn of the bighorn sheep to 
determine the role of keratinous sheath and spongy bone core against shock absorption. 
 
 
In literature, the simulation of Bighorn Sheep horn has not considered the effect of porosity in the structure, 
therefore, the objective of this study is to construct and model the Bighorn Sheep horn including porosity. The 
horn will be subjected to quasi-static loading of 3400 N which simulate effect of composite nature and porosity of 
the horn. At this point, we use a 3D FE model of the bighorn sheep horn to determine the elastic strain energy of 
horn as a penalty of the shock. Medical image data of horn are obtained from computed tomography (CT) scan. A 
3D CAD model is made using a medical imaging and editing software MIMICS 9.1. Moreover, thickness of sheath 
material, diameter of the core and length were obtained from the CT scan to model a simplified horn. Stress 
distributions and strain energy are compared with the 3D FE analysis of simplified homogeneous structure (i.e. 
modulus of elasticity of the core is same as sheath), composite horn structure (i.e. modulus of elasticity of the 
core is same as compact bone) and complex horn structure. 
 
CONSTRUCTION OF 3-DIMENSIONAL FINITE ELEMENT MODEL: 
 
A 6 year old skull of bighorn sheep was procured. The skull had a length of 0.78 m with a base of 0.343 m. The 
base of the horn was assumed to be elliptical in shape and the length of the major and minor axis was 
approximately 110 mm and 90 mm, respectively. Two-dimensional theoretical models have been widely used to 
study the ramming behaviour during past decades under different loading and boundary conditions. These 
theoretical models typically consider the solid or compact bony structure of the horn and outer sheath covering. 
The structural architecture of simplified horn doesn’t include any internal microstructure of the core and it can be 
assumed to be of curved prismatic shape. The proximal end or base of the core had a height and width of 90 mm 
and 70 mm, respectively. The height and width at the distal end was 45 mm and 25 mm, respectively. The 
proximal end of the sheath had a height and width of 110 mm and 90 mm, respectively. Similarly, height and 
width at the distal end was 80 mm and 90 mm, respectively. The overall length of the structure was considered as 
0.2 m. The radius of curvature for the inner and outer surface of the structure was 98 mm, and 199 mm, 
respectively. A simplified horn structure was analyzed and results are compared with complex horn structure. 
Furthermore, taking the symmetry of the structure into account, half of the section was generated in this study. A 
CAD design software SolidWorks was used to geometrically define the simplified structure. The simplified 
structure is shown in Fig. 1a. Three dimensional simplified structure was imported into commercial FE package 
ABAQUS.  The keratinous layer and inner core were meshed with four noded tetrahedral elements (C3D4R) and 
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eight noded 3D brick elements (C3D8R); the mesh in Fig. 1b contains around 99,000 and 15,000 elements 
respectively.   
 

                                               
(a)                                                                           (b) 

Figure 1: (a) Geometry and (b) typical FE mesh is used to solve mainly for the stresses and strain energy of the 
simplified horn structures. 

Recent advancement in image processing and mesh generation makes it possible to generate a realistic FE 
model of the bighorn sheep horn, which includes external sheath material as well as porous bone in the horn 
structure. First, CT medical images of a bighorn sheep horn were acquired. CT scans of sheep horn were done 
with inter-slice spacing of 0.625 mm. A CT scan of the bighorn sheep skull is shown in Fig. 2a. Compact bones do 
not have any empty spaces or air pockets that are visible to the naked eye. Porous bone also known as 
trabecular or cancellous bone mainly consists of delicate bars and sheets of bone. These delicate bars are called 
trabeculae, which branch and intersect to form a sponge-like network [10]. Figure 2b shows a typical CT scan 
slice of the spongy bone. The DICOM (Digital Imaging and Communications in Medicine) images generated in the 
CT scan are a series of 2D high resolution x-ray images that display density maps of the scanned horn structure. 
The brightest regions inside were the trabeculae that form the sponge-like network. The density variations in 
different live organs are usually identified with unique gray-scale value. In order to model the complex structure of 
horn, the DICOM images were processed with medical imaging and editing software MIMICS 9.1. In MIMICS, the 
region of each tissue was differentiated through contrast segmentation, and a gray-scale value. The received 
bighorn sheep skull did not have any live cells, therefore, automatic segmentation of the sheath and spongy bone 
from the horn structure is extremely difficult. Differentiation of the sheath and spongy bone in each DICOM image 
was accomplished manually. The complex 3D bighorn sheep horn structure was constructed by combing sheath 
and spongy bone materials of each CT scan slice. Figure 3 shows the 3D solid model of the bighorn sheep horn. 
Once the 3D structure was formed, tetrahedron elements were used to mesh the structure using MIMICS 
remesher. The resulting three-dimensional horn structure contains 530,372 elements and 87,555 nodes. A final 
meshed horn structure, comprising of sheath and spongy bone, was imported and assembled using FE package 
ABAQUS 6.7.1. 

     
(a)                         (b) 

Figure 2: (a) A CT scan of the Bighorn skull and (b) A CT scan slice of the spongy bone. 
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Figure 3: A FE mesh of the Bighorn sheep horn. 
 

MATERIAL PROPERTIES: 
 
All models used similar material properties. However, the current study is focused on the structural and 
geometrical shape of horn, and not on particular material properties of the horn. The mechanical properties of the 
horn sheath have been extensively studied. The average Young's Modulus, Poisson's ratio and density of horn 
sheath are defined as 3.9 GPa, 0.3 and 1.3 g/cm3, respectively [11]. Since there is no data available for cortical 
bone of bighorn sheep horn, in the current analysis measured elastic modulus of human cortical bone was 
considered to be a reasonable value. The average Young's Modulus, Poisson's ratio and density of human bone 
are 12 GPa, 0.28 and 1.04 g/cm3, respectively [12]. 
 

FINITE ELEMENT ANALYSIS AND BOUNDARY CONDITIONS: 
 
The quasi-static loading was applied to all the structures and were modeled at the moment of peak force during 
impact, as estimated in previous studies by Kitchener [11]. The peak force was 3400 N corresponding to a body 
weight of 100 kg, velocity and deceleration of 5.5 m/s and 34 m/s2 respectively.  All the material properties have 
been characterized by considering isotropic, linear elastic behaviour at low strain rates. A static pressure load was 
applied over finite area corresponding to load of 3400 N. Rotations and displacements in 3-directions were set to 
zero at the proximal end or leading edge of the structures. Figure 3 shows the boundary condition of the FEA 
loading. Stresses in three normal directions were chosen to represent the stress distribution in the structures. To 
envisage the effect of geometry and porosity in the structure, deformational strain energy (U) was calculated over 
each structure. 
 
RESULTS AND DISCUSSIONS: 
 

 
(a)                                                        (b)                                                       (c) 

Figure 4: The deflection along axial direction for (a) simplified homogeneous horn with core and sheath modulus 
of 3.9 GPa, (b) simplified composite horn with core modulus of 12 GPa and (c) complex horn structure.  
 
Figure 4a shows the deflection pattern in a simplified homogeneous horn along the axial direction. As expected, 
the cross-sectional area of the horn at the fixed end sustained the lowest deflection and the cross-sectional area 
of the horn under the load sustained maximum deflection. The maximum deflection was approximately 257 μm at 
the distal end. When the modulus of elasticity of the core was increased, the deflection reduced by 35% of that of 
the maximum deflection of simplified homogenous horn. However, maximum deflection for the complex horn at 
the distal end was only about 140 μm, which was about 45% less than the simplified homogeneous structure.  
 
 
The parameter strain energy or elastic energy was used to describe the elastic deformation that a biological 
structure undergoes under an external force. Ideally, shock or energy absorbers of biological structures 
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experience large elastic deformation completely, as opposed to brittle fracture or plastic deformation. Strain 
energy was computed for the quasi-static loading. It was noticed that for the model with core modulus of elasticity 
3.9 GPa, the stored energy was equal to 0.044 Nm. Strain energy decreased as core modulus increased; when 
the modulus of elasticity of the core was 12 GPa, the energy stored by the horn was 0.028 Nm. Therefore, it was 
clear that the energy absorbed by the stiffer core was lower than that of the homogeneous structure. The strain 
energy of the complex horn of the bighorn sheep was 0.187 Nm. Figure 5 shows strain energy variation with point 
of application of force acting on the horn of bighorn sheep from proximal end. Strain energy values did not 
increase monotonically with the increase in the point of application of force, towards the distal end. Possibly, this 
can be attributed to non-uniform thickness of sheath and variation in porosity of the core. Simulation result 
showed that the deflection of complex bighorn sheep horn was very small. Therefore, sources of strain energy 
could be due to the fact that larger elastic deformation was caused in spongy bone than in the compact bone of 
horn structure. From literature survey, the total energy in fighting event was 2400 Nm. This essentially means that 
very little percentage of total energy in a fighting was stored by the combination of spongy bone and keratinous 
sheath and the rest of the energy diffuses through other paths, which facilitate energy absorption and storage. 
Presence of sinuses, next to the horn and the neck muscle can be some of them. As mentioned earlier, Farke [9] 
also emphasized the contribution of frontal sinuses of the goat to store energy. A considerable amount of energy 
can be absorbed or stored by the muscle during contraction and stretch [13]. It is difficult at this point, to calculate 
the percentage of energy storage and absorption by the systems as a penalty of shock energy. It may be 
reasonable to assume that all three possibilities were perhaps undertaken in varying degrees.  

 
Figure 5: Strain energy with point of application of force acting on the horn from proximal end. 
 
In order to make clear that energy storage and absorption have indeed taken place in sinuses and neck muscle, 
the following results were analyzed. The stresses in radial, circumferential direction and z - direction and principal 
stresses were computed.  
 

 

       (a)                                                     (b)                                                    (c)                                        

 
      (d)                                                      (e)                                                   (f) 

Figure 6: (a) Stresses in radial direction, (a) Stresses in circumferencial direction and (a) Stresses in z - direction 
for simplified and composite structure model. 
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(a)                                                 (e)                                              (i) 

 

                                   (b)                                                  (f)                                            (j) 

 

                                     (c)                                               (g)                                              (k) 

 

                                    (d)                                                 (i)                                             (l) 
Figure 7: The computed (a)-(d) radial stress distribution, (e)-(i) circumferencial stress distribution and (j)-(l) z - 
direction stress distribution in a slice through the Bighorn sheep horn.  
 
The stress components in radial, circumferential and z – direction were computed for the different structures 
subjected to quasi-static loading. The location of the maximum compressive and tensile stresses in radial, 
circumferential and z - direction can be observed in Figs. 6 and 7. The detailed maximum compressive and tensile 
stresses in radial, circumferential and z - direction were quoted in Table 1. The ratio of maximum compressive 
stress to maximum tensile stress was calculated for all the models, and was found to be 3.0, 3.01, and 2.6 for 
simplified horn, composite horn and complex horn structure, respectively. In contrast, it was shown in [8, 11] that 
the ratio varied from 3.8 to around 2.6. As it may be seen in Table 1, the difference in the maximum stress 
between homogeneous simplified horn and composite horn structure decreased with an increase in core stiffness.  
For complex horn structure, the values were found to be significantly different. This could be explained due to the 
presence of the sponge-like network regions in the core, these regions were stressed more during impact as 
compared to compact region. It can also be noticed that stresses in radial, circumferential and z – direction were 
not localized at a point load, but distributed throughout the structures. 
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Table 1: Computed maximum compressive (c) and tensile (t) stresses for different structures 

The direction of the maximum and minimum principal stresses can be observed in Figures 8g through 8h. It can 
be noticed that regions of maximum and minimum principal stresses were located exactly in the same positions in 
the simplified homogeneous horn, composite horn and complex horn structure. The maximum principal stress 
direction as shown in red colour, the cyan colour refers to the minimum principal direction. For all the models, as 
shown in Figs. 8a through 8f, the contour plots describe how the principal stresses were uniformly distributed in 
the structures and directed towards the proximal end. This essentially means that the impact force is transmitted 
from impact point to proximal end through the structure. Additionally, porosity in the horn brings down the weight 
by approximately 20%. The results of the bighorn model suggested that a well designed curved composite 
structure should be able to absorb as much energy as possible and diffuse the remaining energy to the other 
systems. A few opportunities for further work in this current area were enumerated here. Firstly, the simulations 
were done through 3D static analyses. It was predicted that 3D dynamic will explain energy dissipation in 
ramming of bighorn. Secondly, if it were possible to model the bighorn sheep horn with core of spongy bone, 
keratinous sheath and sinuses attached next to the horn core, more accurate computations of the energy 
absorption and storage properties might be obtained. 
 

 
(a)                                            (b)                                          (c) 

 
(d)                                            (e)                                           (f) 

 
                          (g)                                              (h)                                            (i) 
Figure 8: The distributions of (a)-(c) maximum principal stresses and (d)-(f) minimum principal stress and (g)-(i) 
direction of principal stresses for homogeneous horn structure, composite horn structure and complex horn 
structure, respectively.  
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Model Maximum stresses in 
radial direction, σrad 
(MPa) 

Maximum stresses in 
circumferential direction, 
σcir (MPa) 

Maximum stresses in Z 
direction, σZ (MPa) 

 (σrad)t (σrad)c (σcir)t (σcir)c (σZ)t (σZ)c 
Homogeneous  horn structure 1.222 8.969 2.982 5.603 1.251 2.947 
Composite horn structure 1.222 8.96 2.992 5.432 0.951 2.664 
Complex horn structure 5.431 16.44 5.027 14.29 9.664 25.17 
 



 
Table 2: Computed maximum and minimum compressive and tensile principal stresses for different structures 

Model  Maximum principal stress, σ1 (MPa) Minimum principal stress, σ2 (MPa) 
(σ1 )t (σ1 )c (σ2 )t (σ2 )c 

Homogeneous  horn structure 3.342 2.775 0.857 7.505 
Composite horn structure 3.206 2.656 0.532 7.469 
Complex horn structure 6.089 8.857 2.018 31.16 
 

 
CONCLUSIONS: 
 
In this work, complex shape of the bighorn sheep horn was successfully constructed and modeled. FE model of 
the goat skull have been successfully analyzed to investigate the effect of varying cranial morphologies on cranial 
function under static load, this model mainly focused on the frontal sinuses of the horn whereas the porosity and 
composite nature of the horn was considered in this study. Complete stress and strain analysis in three directions 
were adopted to explain the ability of the load transfer in the structures.  The strain energy was compared for 
different models under a quasi-static load of 3400 N.  It has been shown that complex horns have a greater ability 
to store energy than other studied structures. The improvement, therefore, seems to be directly linked to the 
geometry of the structure and the modulus of elasticity of the layer i.e. core and sheath. It was further shown that 
porosity in the core of the bone was also a contributing factor to the mentioned improvement. Extensive elastic 
deformation in the fighting of Ovis Canadensis leading to high energy absorption is implied.  
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ABSTRACT 
Mineralized biological materials such as nacre or bone achieve remarkable combinations of stiffness and 
toughness, by way of staggered arrangements of stiff components (nano or microscale fibers or tablets) bonded 
by softer materials. Under applied stress these components slide on one another, generating inelastic 
deformations and toughness at the macroscale. This mechanism is prominent in nacre, a remarkable material 
which is now serving as model for biomimetic materials. In order to better identify which type of nacre should 
serve as biomimetic model, the toughness of nacre from four different mollusk species was determined in this 
study. Nacre from Pearl oyster was found to be toughest, and for the first time remarkable deformation and 
fracture patterns were observed using in-situ optical and atomic force microscopy. Under stress, stair-like 
deformation bands deform at an angle from the loading direction, forming a dense, tree-like network. This marks a 
clear difference from the now well documented “columnar” failure mode where deformation bands are 
perpendicular to the loading direction. Numerical models revealed the conditions for the transition between 
columnar to stair failure modes, namely large or random overlap between inclusions and local shear stress 
generated by inhomogeneities in the material. “Stair” failure promotes spreading of nonlinear deformation and 
energy dissipation, which translates into a higher toughness overall. A similar mechanism may also occur in bone, 
which has a microstructure in many ways similar to sheet nacre. 

Introduction 
Structural biological materials like seashells or mineralized skeletons are composed of relatively weak, small 
scale structural components, but assembled in intricate ways that lead to remarkable combinations of stiffness 
and toughness. In some cases the degree of “amplification” of mechanical performance from the base 
components is unmatched by any synthetic material [1, 2]. A well known example of this performance is nacre 
from mollusk shells, which is made of microscopic mineral tablets closely stacked to form a three-dimensional 
brick wall structure. The mineral represents 95% vol. of the material, the remaining 5% being organic materials 
located mostly at the interfaces between tablets [3]. Nacre is therefore a highly mineralized and stiff material, yet it 
is 3,000 times tougher than the brittle mineral it is made of [1]. There is therefore a great interest in understanding 
the mechanisms behind this remarkable performance, in order to duplicate them in artificial, biomimetic materials 
[2]. In fact, biomimetic materials inspired by nacre have already started to emerge [4, 5]. The staggered 
arrangement of the tablets in nacre dictates a specific mechanism, where applied tensile loads are transferred 
through tensile stress in the mineral tablets and shear stress at the softer interfaces between tablets. With 
sufficient applied load the tablets “slide” on one another, this “sliding” being mediated by thin layers of softer 
organic materials capable of accumulating large deformations while dissipating energy [6]. Resistance to shearing 
at the interface is provided by the organic material [6, 7], by nanoasperities [8] and by mineral bridges [9]. The 
tablets also show some waviness which impedes tablet sliding and generates strain hardening [10], delaying 
localization and propagating the sliding mechanism over large volumes. These mechanisms are now well 
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documented for the case of columnar nacre [10] (columnar nacre from Red Abalone is perhaps the most studied 
nacre). In columnar nacre the tablets are arranged in columns, with well defined core and overlap regions [10]. In 
this quasi-periodic structure sliding only occurs in the overlap regions, generating deformation bands 
perpendicular to the loading direction [8, 10]. Cracks eventually also follow the overlap regions [11]. 

In contrast, sheet nacre has a more random staggered arrangement, with no well defined overlap and core 
regions. While tablet sliding has been observed in sheet nacre [3, 8, 12], its exact deformation and cracking 
patterns are unclear. In term of macroscopic properties, previous studies showed that sheet nacre from Pearl 
oyster Pinctada margaritifera is slightly stiffer and stronger than other columnar nacres [3, 8] but this is not true for 
all sheet nacres [3]. It is also not clear which of the two types of nacres tends to be the toughest. This is a lack in 
the context of biomimetic materials, because fabrication procedures have now been refined to a degree allowing 
unprecedented control over the microstructure [4, 13]. Identifying the best natural nacre to serve as “biomimetic 
model material” therefore becomes increasingly important.   

Nacre is part of a wider category of mineralized tissues with a “staggered arrangement” of stiff inclusions aligned 
along the direction of loading, and bonded by softer organic materials. Bone, for example, also follows this 
“universal” microstructural design over multiple length scales [14]. In particular, the sliding of the mineralized 
collagen fibrils along one another at the microscale was demonstrated to provide the large inelastic strains 
observed at the macroscale [15]. There are several analogies between nacre and bone, but the experimental 
study of the failure of bone at small length scales level is considerably more difficult than in nacre, because of the 
helicoid lamellar structure of the osteons [16]. In terms of modeling, small two-dimensional representative volume 
elements are typically used [17, 18] so capture the load transfer from shear at the interface to tension in the 
inclusions. These models provide analytical solutions for modulus and strength, and useful insights into 
micromechanical design and structural optimization. This type of model, however, relies on the assumptions that 
the structure and displacement are periodic. In consequence, the models predict that the separation of the 
inclusions forms a uniform network of deformation bands perpendicular to the loading direction. In reality it may 
not be the case because mineralized fibrils follow a random overlap, so that the failure of bone at those length 
scales may follow the “stair” pattern described here.  

In this article a comparative study of the fracture toughness of four selected nacres is presented first. Significant 
differences in toughness are reported, and in addition a new “stair” type of failure mode was observed in sheet 
nacre. In the next section, the transition between “stair” and “columnar” failure modes is investigated by larger 
scale numerical simulations, where the effect of microstructure and local shear stress on failure transition is 
revealed. The implications on biomimetics and on our understanding of how natural composite with staggered 
arrangements deform and fail is finally discussed. 

The fracture of sheet and columnar nacres 
The nacres tested in this study consist of four species: Red Abalone (RA) and Top Shell (TS) from columnar 
nacre, and Pen Shell (PS) and Pearl oyster (PO) from sheet nacre. Besides different tablet arrangements, the 
tablets themselves showed a range of thickness and aspect ratio (Table 1). Top Shell showed the thickest tablets, 
followed by Pearl oyster, Red Abalone and Pen Shell. The tablet aspect ratio was the highest in Pen Shell, 
followed by Red Abalone, Top Shell and Pearl Oyster, which displayed the tablets with the smallest aspect ratio. 
These differences in mean thickness and aspect ratio between each of the four species were highly statistically 
significant (p-value<0.001 from an independent sample t-test with N=250). 

Species Nacre Type tablet thickness (μm) tablet aspect ratio Work of Fracture (kJ/m2) 

Top Shell (TS) Trochus 
niloticus Columnar 0.74 ± 0.08  10.80 ± 3.47 0.70 ± 0.04 

Red Abalone (RA) 
Haliotis rufescens Columnar 0.45 ± 0.06  12.49 ± 7.97 0.55 ± 0.03 

Pearl oyster (PO) 
Pinctada margaritifera Sheet 0.50 ± 0.11  8.91 ± 4.68 1.44 ± 0.13 

Pen Shell (PS) Pinna 
nobilis Sheet 0.43 ± 0.10  14.37 ± 9.04 0.20 ± 0.04 

 

Table 1. Characteristics of the nacres tested (thickness and aspect ration given as mean ± standard deviation)  
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Specimen preparation 
Fracture specimens were prepared in shape of rectangular prisms with dimensions 20 mm in length, 0.1~1 mm in 
thickness and 0.2~2 mm in width. A pre-notch was next cut using a diamond saw. One side of the notched 
specimen was then polished, and the notch was finally deepened and sharpened with a fresh razor blade. The 
specimens were oriented so cracking would occur across the layers (Figure 1). Moreover, in order to comply with 
the ASTM requirement [19], the notch length was maintained within 0.45~0.55 of the width. Samples were kept 
hydrated throughout all the steps of preparation, storage and experiment. 

Experimental procedure 
The fracture tests were performed using on a four point bending fixture mounted on a miniature loading stage 
(Ernest F. Fullam, Inc, Latham, NY). Four point bending was preferred over three point bending because it 
generates a more uniform bending moment, enabling potential deflection of crack away from the initial crack line. 
The loading stage and sample were first placed under an optical microscope (BX-51M, Olympus, Markham, ON, 
Canada) equipped with a CCD camera (RETIGA 2000R, Qimaging, Surrey, BC, Canada), and the specimens 
were loaded at a rate of 0.002 mm/s up to failure. 

Fracture tests results 
In order to compute the fracture resistance curves, the crack length was measured from the optical images taken 
during the experiment. The specimens developed large inelastic regions around the crack, so that the linear 
elasticity-based KIC toughness was not deemed appropriate. Instead, a non-linear J integral based approach was 
used following existing testing standards [19]. A data cut-off condition was applied to all curves to ensure the 
validity of J over the crack extensions [20].  

 
Figure 1: Fracture resistance curves for four nacres. All the shells show a raising fracture 

toughness attitude. 

Figure 1 shows the fracture resistance curves obtained. Upon crack propagation the toughness increased with 
crack advance, which is consistent with the stable crack propagation observed during the experiments. A raising 
crack resistance curve is an indication of toughening mechanisms operating around the advancing crack. The 
amount of toughening was however different across species. Pearl oyster showed the most pronounced 
toughening, while Pen Shell showed only a modest increase. Pearl oyster also displayed the most complex crack 
patterns (Figure 2d), which complicated crack length measurements. For all species, the crack advance in Figure 
1 was defined as the projected length of the crack along the initial crack line. The variation of crack path across 
pearl oyster specimens can probably explain the larger variations in the crack resistance curve compared to the 
other species. The data reduction also relied on assumptions typically made for metals [19] which may be 
questionable for a material like nacre. Therefore, another measure of toughness which does not rely on any 
assumption on material behavior was also used. The work of fracture, defined as the area under the load-
defection curve divided by the initial surface area of the ligament [21], was computed for each experiment  
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(Table 1). The work of fracture was remarkably consistent across all specimens within each species, and the 
values were in the same range as the toughness measured on the crack resistance curves.   

Optical imaging revealed that all nacres developed a white “process zone” ahead of the crack. Stress whitening is 
now a well documented phenomenon in nacre [3, 8, 11], it is an indication of tablets sliding, exposing organic 
ligaments at the ends of the separated tablets. Examples of this phenomenon are shown in Figure 2 for TS and 
PO. In case of TS, the whitening distribution is relatively uniform with some distinct deformation bands 
perpendicular to the loading direction on the front side of the process zone. The crack propagates in a relatively 
straight path along individual columns, remaining in an overlap region (the crack is deflected by a few microns at 
most, Figure 2b). In contrast, the process zone in PO consists of a tree-like network of deformation bands at 
about 45 degree angle from the loading direction (Figure 2c). This network is denser near the crack tip, but 
remains inhomogeneous. Crack deflection is significant, with deflections exceeding 10 microns (Figure 2d). 

 
Figure 2: Optical images from fracture tests: (a) TS shows a relatively homogeneous inelastic 
region and, (b) a straight crack which follows tablets columns (note patial recovery behind the 

crack tip), (c) PO develops a network of localized inelastic branches at an angle and, (d) the crack 
advanced in a jagged manner. 

 

In order to elucidate the exact micromechanisms behind the shape of the process zone additional fracture tests 
were performed on PO and TS, but this time under an atomic force microscope (Veeco Dimension V, Santa 
Barbara, CA). Surface of the samples were polished down to 0.05 micron following standard polishing 
procedures, and the samples were kept hydrated throughout the tests. In-situ imaging confirmed that for columnar 
nacre under tensile load all the tablets separate in a homogenous fashion (Figure 3a,b). Typical tablet separations 
were 100 nm, which can account for 1% tensile strain measured in tensile tests [11].  

Similar images were also acquired in-situ for PO (Figure 3c,d). The AFM images indicate that tablet sliding is the 
only inelastic mechanism taking place ahead of the crack tip. This mechanism however appeared to be 
inhomogeneous, with tablets separating in some areas (i.e. area I on Figure 3) while remaining closed in others 
(i.e. area II). Deformation bands consisting of adjacent opened junctions are observed to be formed at an angle 
from the loading direction. The separation of the tablets was typically about 250 nm (Figure 3d), more than twice 
the separation distance observed in TS. 

This marks a clear difference between columnar and sheet nacres: while columnar fails along all the overlap 
regions in a “columnar” type of failure, in sheet nacre a “stair” type of failure seems to prevail, leaving some tablet 
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junctions closed. This difference in deformation patterns of columnar and sheet nacre is further examined by 
means of numerical simulation in the next section.  

 
Figure 3: In-situ AFM imaging ahead of a propagating crack: Top Shell (a) before and (b) after 

deformation, showing that all the junctions open, conveying a uniform type of tablets sliding. The 
Pearl oyster (c) before and (d) after deformation showed that the junctions only opened in some 

areas while they remained closed in others.  

Numerical modeling  
In essence, the transition between columnar and stair failure modes can be explained based on combination of 
two parameters [22]: first, the applied local shear stress, and second, the microstructure through “overlap ratio” 
which is defined as the ratio of the tablets overlap length to the length of one tablet [10]. In particular, if the 
applied shear stress is sufficiently large and the overlap area is relatively large, the deformation path follows a 
“stair” pattern, and opposite condition triggers “columnar” failure. Local shear stresses can be induced by 
inhomogeneity in the material; i.e. any softer region in tension will generate shear stresses locally. For example, a 
crack loaded in mode I will develop local shear stresses that may trigger stair failure. 

In order to examine the transition in failure modes, numerical modeling was implemented. Large plane strain finite 
elements models of nacre microstructures were therefore generated, with periodic geometries in both longitudinal 
(x) and transverse (y) directions. Each tablet was modeled as linear elastic (E=100 GPa [23, 24]) with linear plane 
strain elements, while the interfaces were modeled by inserting cohesive elements between the tablets. The 
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associated cohesive law was taken as described in [10]: A short linear elastic region was followed by a long 
plateau at constant strength ( s = 25 MPa). For all models a stretch was imposed along the longitudinal (x) 
direction. Simulations were performed using ABAQUS (ABAQUS Version 6.8-3, ABAQUS, inc. Providence RI).  

Two large Representative Volume Elements (RVEs) were generated to model perfectly periodic columnar and 
sheet microstructures. Both models were composed of tablet 0.5 μm in thickness and 5 μm in length. In columnar 
nacre the overlap was set at 20% of the length of the tablets while in sheet nacre the overlap was set to 50% of 
the length of the tablets. In both models a defect was introduced in the center of the RVE by removing a few 
cohesive elements. The results (Figure 4) show that both models predict high shear stresses on either side of the 
ends of the defect, but also that the failure patterns are different. In columnar nacre, the deformation localized 
along a band perpendicular to the loading direction, following a columnar type of failure. In contrast, sheet nacre 
showed two localizations at an angle, triggered in the regions of high shear stresses and thus following a stair 
type of failure. These models clearly show that (i) combination of shear and microstructure can trigger stair failure 
(ii) stair failure enables the spreading of inelastic deformation over large volumes even in the absence of any 
source of hardening.  

 
Figure 4: Shear stress contours for RVE of (a) columnar and (b) sheet nacres. The initial defect is outlined in white. 

The interfaces that have completely failed are highlighted in black. (Note that tablets orientation and loading direction 
are rotated by 90o compared to Figure 2). 

Conclusions 
Nacre, one of the most remarkable hard natural materials known, is increasingly serving as model for the design 
of biomimetic materials. In this context, this work provides new insights in the construction and mechanics of this 
material: 

• All nacres are not equal in performance and mechanisms: within the four nacres tested in this study, 
sheet nacre from Pearl oyster was significantly superior in toughness, and should probably serve as 
model for future biomimetic materials.  

• Sheet nacre from Pen Shell performed relatively poorly (Figure 1). Low fracture toughness of Pen Shell 
may be attributed to its higher tablet aspect ratio (Table 1), to large variations in waviness and growth 
defects. These features may raise the stresses in the tablets significantly, which may lead to premature 
fracture of the tablets before they can actually slide on one another. The toughness of nacre relies on 
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molecular events at the interface of the tablets [6]. Possible deficiencies in the organic materials of Pen 
shell could therefore also explain its lower fracture toughness.  

• While columnar nacre developed well defined deformation bands following the columnar structure and 
perpendicular to the loading direction, sheet nacre from Pearl oyster developed a quite unusual network 
of deformation bands at an angle from the main crack. Analytical and numerical models demonstrated 
that the transition between columnar and stair failure modes is controlled by the amount of overlap 
between tablets, and by local shear stresses from inhomogeneities in the material. Stair failure was 
shown to lower the tensile strength of the material, which may be compensated by the longer overlap 
length in the microstructures favorable to this type of failure. 

• In terms of toughness enhancement, the stair deformation mode appears to be more beneficial than 
columnar deformation, because it can spread over large volume even in the absence of any hardening 
mechanism (thereby promoting energy dissipation and toughening).   

Finally, these new findings on sheet nacre and stair failure may be generalized to other natural composites with a 
random staggered arrangement. In particular, the conditions for the stair failure mode are met in bone at the 
microscale. Mineralized collagen fibrils are aligned with a random overlap, and the “ductility” of bone in tension is 
provided by the sliding of those fibrils along one another [15]. The models developed so far to capture this 
fundamental mechanism have assumed a columnar type of failure, whereas a stair type of failure may actually 
prevail in this case, with important implications for the strength and toughness of bone at the smallest scales.  
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ABSTRACT 
Quantitative Atomic force acoustic microscopy (AFAM) was used to measure the nanomechanical properties in 
human dental enamel associated with microstructural locations.  AFAM measurements were made on samples 
from human molars at locations near the occlusal surface and the dentine enamel junction (DEJ).  Within these 
locations, single point AFAM testing was performed on individual prism and sheath regions within the enamel 
microsctructure.  Orientation changes in the enamel properties were observed by measurements in the 
perpendicular and parallel directions to enamel prisms.  From quantitative AFAM, elastic modulus of the sample 
surfaces is calculated based on the measured cantilever frequency and probe tip geometry.  Mean elastic 
modulus of the prismatic enamel was 109 ± 1 GPa and the enamel sheath was 96 ± 2 GPa, measured at the 
occlusal surface.  Elastic modulus was found to decrease by 49% when measured in the direction normal to the 
prism parallel axis, and decrease by ~6.5% between the locations at the occlusal surface and those near the DEJ.  
The property variation of the prism and sheath is associated to the differences in the mineral to organic content, 
with the orientation differences due to the apatite crystal directions within the enamel microstructure. 
 
1. Introduction 
The mechanical properties of dental enamel are important for understanding the effects on restorative dental 
materials and the interactions of dentifrice and other objects on the enamel surface.  It has been well-established 
that the enamel microstructure is a composite of mineralized material and bio-polymers formed in parallel rods 
approximately normal to the tooth surface [1].  The rods, also referred to as prisms, extend continuously from the 
dentine-enamel junction (DEJ) to the surface and consist of a sheath region richer in organic content surrounding 
the prism.  The enamel microstructure is a bio-composite consisting of these two regions, each a composite of 
varying degrees of organic polymer (specifically enamelin) and mineralized hydroxyapaptite crystals.  When 
observed at the macroscale, the enamel exhibits an ultrastructure consisting of disruptions in the enamel 
mineralization (e.g. Rentzis lines), prism twisting, and inner enamel closer to the DEJ [2]. 
 
The well-defined microstructure of the enamel (and even the dentine that lies beneath) forms a framework where 
an interest in the interaction and interplay at multiple scales of the microstructural materials could potentially be 
applied to biomimmetic materials design.  To establish modeling and macroscale relationships, an understanding 
of the mechanical properties of the enamel is necessary.  The effects of the unidirectional prism microstructure 
have been investigated by microindentation and demonstrated changes in the hardness in the normal (to the 
surface) versus longitudinal (in the cross-section) directions of enamel [3].  Indentation in the longitudinal direction 
has also allowed the identification of a variation in mechanical properties from the inner enamel near the DEJ 
towards the surface outer enamel [4]. 
 
A region of interest that potentially may play a critical role in the strength and toughness of enamel is the interplay 
between the sheath (also called the interrod or interprismatic enamel) and prism regions of the structure.  The 
sheath is formed due to variations in the hydryoxyapatite crystal orientation, which are abrupt at the prism 
interface presenting typically towards the crown apex.  This creates an often termed keyhole structure, which has 
a tail end in the direction away from the crown [1, 2].  In reality, the prism is more rod-like and not actually a prism, 
and has a horseshoe shaped sheath.  Throughout the keyhole there is a continuous variation in the 
hydroxyapatite crystal orientation from the tail towards the keyhole head, which points in the direction of the 
occlusal surface, and also in the perpendicular direction to the sides of the prism centerline [5, 6].  Sharp 
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interfaces of hydroxyapatite orientation are present and lead to a sheath region that is less structured and high in 
organic content, and thus believed to be more compliant.  Since the crystal orientation is strongly dissimilar (~90º 
in some locations) along the prism-sheath interface it would be naturally weak and prone to a high degree of 
failure.  The presence of the higher organic content is believed to act as a natural toughening interface in the 
enamel, slowing down fractures and failure by absorbing energy and impeding fracture growth.  Stiffness 
differences of the sheath and prism have been shown by AFM-based nanoindentation, at least at the scale of the 
indenter tip, which is on the order of 100’s of nanometers [7-10].  A full understanding of the structural importance 
of the separate sheath and prism regions is not complete, though it has clearly been shown that fractures, which 
are common in enamel, preferentially occur along the prism interfaces (i.e. the sheath) [11, 3].  The sheath may 
act as a toughening region for slowing down and abating fracture growth by a ductile rather than brittle fracture 
mechanism [11].  Due to this and that enamel is a highly organized biocomposite with a defined unit cell, the 
material and interfaces within are of interest from the materials and engineering viewpoint. 
 
Variations from the prism to sheath and back to prism occur at small length scales estimated to be on the order of 
a few 100 nanometers, which is a small percent of the prism region that is typically 5 – 7 �m in diameter.  Though 
positive and reassuring results have been measured by nanoindentation, the extent of a plastic zone surrounding 
an indent could be as much as twice the indent width, affecting in turn the results due to interaction of the stress 
field with the neighboring prism material.  Due to this, a technique with length scale resolution below 100 nm is 
necessary to probe mechanical properties of the enamel microstructure. 
 
The use of atomic force microscopy (AFM) has been used to measure topography, AFM-based nanoindentation of 
hardness and elastic modulus [8, 10, 12], force modulation of the DEJ [13], nanoscale friction across prism and 
sheaths [14], and the piezo-electric response of enamel crystals [15].  Here, we utilize the high resolution of the 
AFM probes and scanners, combined with an ultrasonic acoustical perturbance of the sample, to measure 
nanomechanical properties of dental enamel spatially between the prism and sheath. Atomic force acoustic 
microscopy (AFAM) has been successfully applied to imaging material differences of organic thin films [16], as 
well as inorganic materials [17, 18], measuring features on the order of nanometer resolution, which can be 
applied to measuring mechanical property variations within the enamel microstructure.  The advantages of AFAM 
are two-fold, one, the spatial resolution is on the order of the probe tip size, ~20 nm, and two, minimal to no 
plastic indentation is necessary.  This improves the spatial accuracy and resolution of the measured mechanical 
properties.  Here the elastic modulus between the prism and sheath regions will be compared using AFAM for the 
first time. 
 

 

Figure 1.  Optical image of the enamel surface after polishing.  Differences in microstructure are observed 
between the prism and sheath regions of the enamel with the keyhole head pointing in the direction to the left of 

the image.  Size of viewable area is ~100 x 135 μm. 
 
2. Materials and Methods 
 
2.1. Materials and Preparation 
Samples were placed in a container of deionized water and refrigerated at ~ 2~3 oC, after removal from the 
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original biological support.  A 2 mm x 1mm specimen was machined by diamond saw from the distal sides of adult 
human bicuspids for AFAM testing.  Deionized water lubrication was provided to the specimen surface to reduce 
friction and heat generation during cutting.  Due to the low roughness requirement to obtain results with AFAM, 
samples underwent metallographic polishing steps with 3 μm, 1 μm, and 0.05 μm alumina particles.  Polishing 
was minimal to the surface and only applied long enough to obtain a flat region for testing, thus the exposed 
surface was outer enamel of the tooth.  Water based ultrasonic cleaning was performed to remove residual 
polishing particles remaining on the specimen surface.  After polishing, sample surfaces were examined by optical 
microscopy (Keyence VHX-500) to insure a smooth, flat region for testing (Figure 1) where the enamel 
microstructure was visible.  Specimens were attached to the AFAM transducer and allowed to rest for one hour 
prior to starting measurements.  During this period, the sample surface remained hydrated by placing deionized 
water drops by pipette as needed.  Water was added to the surface when a visible meniscus began to disappear. 

 
2.2. Atomic Force Acoustic Microscopy 
AFAM works by insonifying a sample mounted on an ultrasonic transducer which emits longitudinal acoustic 
waves [19].  Combined with an AFM (NT-MDT SolverProM), an AFM cantilever is brought into contact with the 
sample, and resulting vibrational frequencies in the cantilever are measured with a laser-photo diode system.  The 
AFM cantilever is modeled as a clamped beam with a distributed mass that can vibrate in different modes, such 
as flexural, torsional, and extensional.  Analyzing flexural and torsional vibration modes for the free vibrations can 
result in closed form solutions of the equations of motion [20-22].  If the beam is fixed at any length L1 and 
coupled to a surface through a linear spring with stiffness k*, which represents the forces due to tip-sample 
contact, the equations of motion can be solved analytically using a simplified beam contact model if amplitudes 
are kept sufficiently small.  For larger amplitudes, a non-linear representation of the surface forces would be 
necessary [23], though in this study, small amplitude and displacement are utilized.  A representative 
characteristic equation for the modal flexural stiffness is given as [20]: 
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where k* is the tip-sample contact stiffness, L is the total cantilever length, L1 is the tip position along the 
cantilever, and L’ = L – L1.  The modal contact stiffness, kn, is represented by, 
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where fn are the vibration frequencies (n = 1, 2, …), and cc is a characteristic cantilever constant,  
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which is the function of the cantilever modulus Ei (=169GPa) (silicon), ρ is the cantilever mass density, and the 
cantilever thickness, b. The cantilever spring constant (kc) can be calculated by the cantilever mechanical 
properties and geometry or a direct method as described in the following section.  Typical values of cantilever 
spring constants used in the AFAM measurements are larger than used for contact imaging, allowing higher 
normal loads to be applied to the contact interface while retaining small cantilever deflections. In this study, the 
applied load is considered at least two orders larger than adhesive forces, which can be neglected. The 
resonance frequencies are sensitive to the applied normal loads and increase with applied load due to a stiffer 
contact created between the tip and sample, though are stable within a certain range of loads. 
 
2.3. Cantilever Specification 
The cantilever spring constant selection is based on the sensitivity of the cantilever to the materials to be 
measured.  Incorrect cantilever selection can lead to erroneous evaluation of AFAM results, due to contact 
stiffness (k*) of tip-material pairs which are out of range. Eq. (1) can be rewritten as, 

375



3
)(

)cosh()sin()cos()sinh(

)cosh()cos(1 3* nc

ncncncnc

ncnc

c

fc

fcfcfcfc

fcfc
k
k ⋅

−

+
=   (4) 

 
By evaluating Eq. (4), at certain frequency ranges the contact stiffness may reach negative values.  Also, k* 
shows singularities of positive and negative infinity at the contact resonance frequencies, which could lead to 
sensitivity problems in calculating the sample elastic modulus, Es.  This implies that for a specific sample, 
cantilevers should be chosen with caution to achieve accurate results.  In this study, rectangular geometry, 
polysilicon cantilevers (AIST fpN11S), have been used for all measurements.   
 
Cantilever geometry was measured by combination of scanning electron and optical microscopy. Tip radius of 
curvature is typically in the range of 10 nm to 100 nm, and was measured for accuracy during experiments with 
SEM to be ~20 nm. The cantilever spring constant is the key to determine the contact force Fc, and hence to 
compute the elastic modulus. Though AFM cantilever manufacturers provide a typical range for kc, for accurate 
nanomechanical results the direct calibration of the spring constant was determined by the thermal turning 
method [24] to be kc = 22.48 N/m, and were found suitable for testing the enamel.  The geometrical specifications 
of the fpN11s cantilevers are a length x width x thickness of 101.8 x 34.8 x 2.3 μm.  Topography and AFAM phase 
scanning was performed at low applied loads, making radius of curvature a consistent value throughout testing. 
Due to the large normal loads needed for stable results using AFAM, single point testing has been performed for 
all the quantitative measurements to avoid tip wear and increasing the tip radius of curvature significantly by high 
load scanning. The applied load is controlled by varying the cantilever deflection value during measuring.  AFAM 
results were measured under loads of 2.9, 3.4, and 3.9 N.   
 
3. Results 
 
3.1. AFAM Scanning 
AFAM measurements were performed on hydrated enamel specimens.  Contact with the enamel surface 
commenced immediately after the visible water on top of the sample surface evaporated.  This was done to insure 
the sample surface was kept in a hydrated state as long as possible prior to measurement, though it allowed that 
the near-surface moisture had evaporated which can affect adhesive forces.  Phase angle changes in the 
cantilever resonance frequency while in contact with the ultrasonically perturbed enamel specimen were recorded 
simultaneously with the topography.  This allows observation of surface topography with AFAM results, where 
large changes in topography can affect the measured phase changes.  The enamel sheath and prism structure, 
which are known to have different material structure and mechanical properties, can be identified from the AFM 
topography images.  Height variations are occurring due to the difference in the polishing rate of the sheath and 

(a) (b) 

Figure 2.  (a) 50 x 50 m AFM topography scan of enamel surface; (b) 50 x 
50 m AFAM phase scan of enamel surface at 1493.3 kHz transducer frequency. 
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prism (see Figs. 2a and 3a).  From the phase images (Figs. 2b and 3b) the sheath is observed to have a larger 
phase angle change in comparison with the prisms.   For the 50 x 50 μm scan (Fig. 2b), due to the reference 
frequency point chosen, this translates to a decreased stiffness of the sheath compared with the prism.  Though 
AFAM (and any SPM-based feedback system) is susceptible to artifacts in results created from abrupt height 
variations, the spatial variations of interest between the prism and sheath are large compared with the probe tip 
radius and sampling rate. When AFAM scanning is applied to a smaller region of the enamel, on the scale of 
individual prisms, the differences between prism and sheath become more evident. Figure 3 maps a phase angle 
variation across the prism (lighter) to sheath (darker) at a transducer excitation frequency of 1493.3 kHz.  The 
transducer frequency was chosen after preliminary observations to provide the best possible signal strength.  This 
change in phase angle is directly related to stiffness changes in the material surface.  Here, the phase angle 
change indicates once again that the differences between the sheath region and the prism, with the sheath having 
a decreased stiffness compared with the prism based on the reference chosen.  For the AFAM phase angle 
scanning, probe tip loads were kept at low values (~ 0.5 μN) to avoid wear of the silicon AFM probe.  Variations in 
probe radius directly affect the sample-probe contact area which then affects the AFAM contact stiffness. The use 
of low contact loads is necessary to avoid the wear of the tip and to achieve the most accurate stiffness mapping, 
though some resolution and clarity of variations are lost and it becomes necessary to determine exact quantitative 
values by single point spatial testing. 

 
3.2. AFAM Single Point Testing 
To achieve quantitative stiffness measurements directly related to materials properties, AFAM single point testing 
was utilized [25]. For the most accurate results, a coherent contact between probe and sample is necessary. To 
ensure the contact of the probe to the testing surface during ultrasonic vibration, normal loads between the probe 
and sample are needed that are typically not used in AFM scanning (order of μN).  Single point testing not only 
allows more accurate results, but also avoids changes in the probe tip geometry (radius of curvature), which has 
been observed for high load scanning.  The single point testing utilizes topography images scanned in a semi-
contact mode.  Based on the AFM topography, regions of interest for prisms and sheaths were identified to 
perform the AFM point measurements.  The semi-contact mode topography scanning imparts very low normal and 
lateral loads (order of nN) on the sample from the probe, minimizing damage during topography scanning to the 
sample surface which may alter stiffness measurement results.  The distance between testing points were chosen 
to be at least 100 nm between testing locations, though spatial resolution on the order of the tip radius (~20 nm) is 
achievable with the technique.  Three different applied loads (Fc = 2.9, 3.4, and 3.9 μN) were used to perform 
spatial point testing on four different locations of prisms and sheaths. When the AFM probe comes in contact with 
the surface, the cantilever resonance frequency will increase from the free state, as shown in Fig. 4, due to a 
change in the cantilever boundary conditions.  The contact resonance frequency as the probe is located within 
different regions of the enamel surface will shift based on the sample stiffness, e.g. from the enamel sheath to the  

(a) (b) 

Figure 3.  (a) 12 x 12 m AFM topography scan of a single prism on the enamel 
surface;  (b)  12 x 12 m AFAM phase scan of a single prism on enamel at 
1493.3 kHz transducer frequency.  
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Table 1.  Contact stiffness (k*) and elastic modulus (Es) of prism and sheath Regions on the enamel surface. 
 
prism, and is demonstrated on the right side of Fig. 4.  From the point contact resonance frequencies for the first  
vibrational mode, the contact stiffness (k*) is determined by equations (1-4) as described in section 2.2-2.3.  The  
resulting k* values at different locations of the enamel surface are compiled in Table 1.  Contact stiffness was 
found to increase with applied normal load, which is expected with Hertzian contact mechanics.  The values of the 
contact stiffness in the enamel prism region showed an overall increase versus the sheath region, and indicate 
that the single point testing data corresponds to the trend observed in the AFAM scanning results. 
 
4. Discussion 
After obtaining the contact stiffness from the AFAM measurements, a Hertzian contact model is used to simulate 
the contact conditions between the probe and surface, and calculate the elastic modulus of the sample surface. In 
the three dimensional Hertz analysis [26], the contact is assumed to be a parabolic indenter in contact with a flat 
surface. The indenter tip and the surface have elastic modulus of Ei and Es, and Poisson’s ratios of νi (=0.33) and 

                                            Measuring Locations Average 
Prism 

Location 1 Location 2 Location 3 Location 4 Es 

Load k* Es k* Es k* Es k* Es Ave s.d. 

2.88 1419.5 103.6 1139.0 68.8 1278.6 85.3 1353.8 95.1 88.2 14.9 

3.38 1357.1 86.4 1595.7 118.7 1428.6 95.3 1450.9 98.2 99.7 13.7 

3.87 1450.9 89.9 1749.4 130.7 1768.6 133.4 1628.1 112.7 116.7 20.1 

Ave 1409.0 93.2 1494.7 106.8 1492.0 104.8 1477.6 102.0 101.7 6.0 

N N/m GPa N/m GPa N/m GPa N/m GPa GPa GPa 

Ave 1397.5 91.5 1445.8 97.7 1373.4 88.5 1467.2 100.6 94.6 5.6 

3.87 1540.9 101.1 1582.2 106.5 1470.1 92.2 1582.2 106.5 101.6 6.7 

3.38 1396.4 91.2 1441.6 97.0 1396.4 91.2 1462.3 99.7 94.8 4.3 

2.88 1255.3 82.4 1313.6 89.7 1253.9 82.2 1357.1 95.6 87.5 6.4 

Load k* Es k* Es k* Es k* Es Ave s.d. 

Location 1 Location 2 Location 3 Location 4 Es 
Sheath 

                                            Measuring Locations Average 

Figure 4. Resonance Frequency shift correspondent to boundary condition change 
from free cantilever vibration to contact resonance frequency.  Further shift in 
frequency occurs when probe is in contact with sheath versus prism enamel 
(indicated on right).  Note the axes are not to scale and are for comparison purposes.
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Free 244.6 kHz Contact 

Shift 
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νs (=0.36), where i and s represent the indenter and the surface, respectively.  For a statically applied force, Fc = 
kc x Δz, where Δz is the cantilever deflection.  In our experiments the tip-sample forces Fc are sufficiently large to 
overcome surface interaction forces to ensure that the elastic contact forces are the main contribution to the 
analysis.  For small deflections, the radius of contact, ac, and the effective elastic modulus, E*, are given as, 
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where R is the radius of curvature of the indenter tip.  Using equation (5) and the mutual approach between 

surfaces, R
a2

=δ , the contact stiffness can be represented by, 

3 2** 6 cRFEk =       (7) 
             
and relates the contact stiffness k* to the sample surface elastic modulus (Es), as a function of the applied contact 
force and the radius of curvature of the indenter tip.  Using the measured contact stiffness for the enamel samples, 
results of elastic modulus are determined by Eqns. 5-7 and are presented in Table 1.  The results point to that the 
average prism has a larger elastic modulus than the enamel sheath.  The standard deviation in the measurements 
shown in Fig. 5 is observed higher in the prism region, this potentially could be due to surface roughness variation 
affecting the real contact area during measurement. 
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Figure 5.  Elastic modulus calculated from AFAM measurements on enamel prism and sheath regions of surface.  
Each column represents a separate measuring position. 

 
The enamel prism was found to have a stiffer contact and hence computed elastic modulus (Eprism = 101.7 GPa ± 
6) than the sheath region (Esheath = 94.6 GPa ± 5.6) surrounding the prism. The mechanical properties of the 
contact were found affected by the applied normal load, though the trend in prism modulus remaining larger than 
the sheath region was consistent for all loads. The dependence could be due to inaccuracy in the contact 
geometry assumption of the probe tip. 
 
The larger compliance of the enamel sheath correlates with the knowledge that there exists a higher organic 
content and less mineral than in the prism.  The higher mineral content in the prism over the sheath leads to a 
stiffer material.  This has also been observed by nanoindentaion [8, 10] of human enamel with AFM-based 
diamond indenters.  These results reported (all in GPa) Eprism = 88 +/- 8.6, 77.5 +/- 6.2; Esheath =  86.4 +/- 11.7,  
35.4 +/- 3.6, for ref. 8 and 10, respectively.  The results compared for ref. 10 are re-computed using Eqn. 6, since 
the author’s only presented the average reduced modulus (Er) results of the prism and sheath.  It is interesting to 
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note that the AFAM quantitative results of the elastic modulus reported here are larger in magnitude, though show 
the same trend of a stiffer prism region.  The discrepancy in results could be due to the differences in spatial 
resolution of the techniques.  Nanoindentation, even for shallow plastic indents, creates an apparent contact 
region on the order of 8 times the indentation depth, based on the Berkovich indenter geometry that was utilized 
by ref. 10.  For the indentation depth of up to 80 nm used, the apparent contact width would be ~640 nm.  Habelitz 
et al. [8] utilized a cube-corner (90º) diamond indenter to an indentation depth of 300 nm.  This translates to a 
contact width of ~600 nm.  It is clear that the contact width of both the AFM-based indentation studies were of 
similar value, even though the indentation depths were largely different.  Due to the spatial scale of the sheath 
region being < ~1 μm in thickness, it may be difficult for nanoindentation to not interact with the surrounding 
material at that scale.  Furthermore, the actual structural morphology of the organic-rich sheath region is unknown, 
and it is likely that some functional gradation in the structure will be present across the width.  This in turn would 
generate a rather narrow region to perform indentation on.  During nanoindentation, the plastic zone created by 
the indenter is estimated to be at least twice the width of contact [26], and would interact with the biomaterial 
interface at the intersection of the sheath and prism materials.  If this is the case, then the results in the previous 
AFM-based indentation studies for the sheath would be affected by the stiffer prism interface or even the change 
in apatite crystal orientation on either side of the sheath adding additional asymmetry and complexity to the 
indentation mechanics.  This makes the results by Ge et al. [10] more intriguing since the values of the sheath are 
much lower than reported here as well as in the other nanoindentation results.  The AFAM technique is able to 
provide spatial resolution at the scale of the tip radius (~20 nm), which is within the sheath region and will not be 
affected by the surrounding prism stiffness or crystal orientation changes.  The results here are on the same order 
as measured in other studies [7, 8, 10] though are trending larger.  Due to the higher resolution of the AFAM 
technique, it is believed that the values presented here are closer to what has been measured for single apatite 
crystals (125 – 145 GPa depending on crystal plane [27, 28]), and less for the natural enamel nanocomposite 
material.  Though, due to the fact that enamel is ~10% water and ~5% organic by volume [2] and the potential 
disorder of apatite crystals in the sheath, values are not surprising lower.  The large variability observed in the 
results is most likely due to the sensitivity of the technique scale coming in contact with apatite and higher 
concentration of organic matter at different instances.  Also, nanoindentation relies on the elastic recovery of the 
material over an unloading distance to compute the elastic modulus and since enamel is a nanocomposite of 
hydroxyapaptite and enamelin, there could be local variations unaccounted for.  These results point to the 
potential size affect with the enamel microstructure.  The identification of enamel mechanical properties at multiple 
length scales is important for not only a fundamental understanding of the microstructure of the material, but also 
as complimentary results used in modeling of enamel at the microstructural scale [29], which can be scaled-up to 
model bulk response of enamel crowns for material wear [30], trauma [31], and de- and re-mineralization effects 
on the enamel near-surface. 
 
5. Conclusion 
Nanomechanical characterization on the surface of human dental enamel using atomic force acoustic microscopy 
has been performed.  The AFAM technique is shown to provide high resolution quantitative measurements on the 
prism and sheath regions of the enamel microstructure.  The contact resonance frequency of the AFM cantilever 
is used to calculate the elastic modulus with a vibrational beam model in conjunction with Hertzian contact 
analysis.  Elastic modulus was found to be consistent with different applied normal loads with a slight dependency, 
which may be due to inaccuracies in the probe geometry.  Prism modulus was consistently found to be larger than 
the sheath region, and is related to the mineral and organic material content differences and the change in crystal 
organization from the prism to the sheath.  The AFAM technique has been shown to be a promising quantitative 
nanomaterial technique with high lateral resolution for enamel structures. 
 
Acknowledgements: 
The authors would like to extend appreciation to NSF award CMMI-0626025 in part for support of this work, and 
also to Prof. Mark S. Wolff for helpful discussions. 
 
References:  
1. Tencate AR.  Oral Histology: Development, Structure, and Function, 4th ed.  Mosby (1994) 
2. Miles AEW.  Structural and Chemical Organization of Teeth, Vol. II.  Academic Press (1967) 
3. Xu HHK, Smith DT, Jahanmir S, Romberg E, Kelly JR, Thompson VP, Rekow ED:  Indentation damage and 

mechanical properties of human enamel and dentin.  J. of Dental Res. 1998; 77:472-480. 
4. Park S, Wang DH, Zhang D, Romberg E, Arola D: Mechanical properties of human enamel as a function of 

age and location in the tooth.  J. of Matls. Sci.: Matls. in Med.  2008; 19:2317-2324. 

380



5. Meckel AH, Griebstein WJ, Neal RJ:  Structure of mature human dental enamel as observed by electron 
microscopy.  Arch. Oral Biol.  1965; 10:775-784. 

6. Meckel AH, Griebstein WJ, Neal RJ:  Ultrastructure of fully calcified human dental enamel.  In Tooth enamel, 
its composition, properties and fundamental structure (eds. Stack MV, Fearnhead RW).  John Wright (1962). 

7. Willems G, Celis JP, Lambrechts P, Braem M, Vanherle G:  Hardness and Young’s modulus determined by 
nanoindentation technique of filler particles of dental restorative materials compared with human enamel.  J. 
Biomed. Matls. Res.  1993; 27:747-755. 

8. Habelitz S, Marshall SJ, Marshall GW, Balooch M:  Mechanical properties of human dental enamel on the 
nanometer scale.  Arch. Oral Biol.  2001; 46:173-183. 

9. Cuy JL, Mann AB, Livi KJ, Teaford MF, Weihs TP:  Nanoindentation mapping of the mechanical properties of 
human molar tooth enamel.  Arch. Oral Biol.  2002; 47:281-291. 

10. Ge J, Cui FZ, Wang XM, Feng HL:  Property variations in the prism and organic sheath within enamel by 
nanoindentation.  Biomaterials 2005; 26:3333-3339. 

11. Bajaj D, Arola DD: On the R-curve behavior of human tooth enamel.  Biomaterials  2009; 30:4037-4046. 
12. Lippert F, Parker DM, Jandt KD:  In vitro demineralization/remineralization cycles at human tooth enamel 

surfaces investigated by AFM and nanoindentation.  J. Colloid Interf. Sci.  2004; 280:442-448. 
13. Balooch G, Marshall GW, Marshall SJ, Warren OL, Asif SA, Balooch M:  Evaluation of a new modulus 

mapping technique to investigate microstructural features of human teeth.  J. Biomech. 2004; 37:1223-1232. 
14. Habelitz S, Marshall SJ, Marshall GW, Balooch M:  The functional width of the dentino-enamel junction 

determined by AFM-based nanoscratching.  J. of Struct. Biol.  2001; 135:294-301. 
15. Rodriguez BJ, Kalinin SV, Shin J, Jesse S, Grichko V, Thundat T, Baddorf AP, Gruverman A:  

Electromechanical imaging of biomaterials by scanning probe microscopy.  J. Struct. Biol.  2006; 153:151-159. 
16. Ngwa W, Luo W, Kamanyi A, Fomba KW, Grill W.  Characterization of polymer thin films by phase-sensitive 

acoustic microscopy and atomic force microscopy: a comparative review. Journal of Microscopy-Oxford 2005; 
218:208-218. 

17. Kester E, Rabe U, Presmanes L, Tailhades P, Arnold W:  Measurement of mechanical properties of 
nanoscaled ferrites using atomic force microscopy at ultrasonic frequencies.  Nanostructured Materials 1999; 
12:779-782. 

18. Hurley DC, Geiss RH, Kopycinska-Muller M, Muller J, Read DT, Wright JE, Jennett NM, Maxwell AS:  
Anisotropic elastic properties of nanocrystalline nickel thin films. Journal of Materials Research 2005; 
20:1186-1193. 

19. Rabe U, Amelio S, Kester E, Scherer V, Hirsekorn S, Arnold W: Quantitative determination of contact stiffness 
using atomic force acoustic microscopy. Ultrasonics  2000; 38:430-437. 

20. Rabe U, Janser K, Arnold W: Vibrations of free and surface-coupled atomic force microscope cantilevers: 
Theory and experiment. Review of Scientific Instruments 1996; 67:3281-3293. 

21. Wright OB, Nishiguchi N: Vibrational dynamics of force microscopy: Effect of tip dimensions. Applied Physics 
Letters 1997; 71:626-628. 

22. Yamanaka K, Nakano S: Quantitative elasticity evaluation by contact resonance in an atomic force 
microscope. Applied Physics a-Materials Science & Processing 1998; 66:313-317. 

23. Hirsekorn S, Rabe U, Arnold W. Theoretical description of the transfer of vibrations from a sample to the 
cantilever of an atomic force microscope. Nanotechnology 1997;8(2):57-66. 

24. Hutter JL, Bechhoefer J: Calibration of atomic-force microscope tips. Review of Scientific Instruments 1993; 
64:1868-1873. 

25. Zhao W, Singh RP, Korach CS:  Effects of environmental degradation on near-fiber nanomechanical 
properties of carbon fiber epoxy composites.  Composites: Part A  2009; 40:675-678. 

26. Johnson KL. Contact Mechanics. Cambridge University Press, 1985. 
27. Katz JL, Ukraincik K:  On the anisotropic properties of hydroxyapatite.  J. Biomech. 1971; 4:221-227. 
28. Sha MC, Li Z, Bradt RC:  Single-crystal elastic constants of fluorapatite.  J. Appl. Phys. 1994; 75:7784-7787. 
29. Spears IR:  A three-dimensional finite-element model of prismatic enamel:  a re-appraisal of the data on the 

Young’s modulus of enamel.  J. Dent. Res.  1997; 76:1690-1697. 
30. Shimizu D, Macho GA, Spears IR:  Effect of prism orientation and loading direction on contact stresses in 

prismatic enamel of primates: implications for interpreting wear patterns.  Am. J. Phys. Anthop.  2005; 
126:427-434. 

31. Miura J, Maeda Y, Nakai H, Zako M:  Multiscale analysis of stress distribution in teeth under applied forces.  
Dent. Matls.  2009; 25:67-73. 

381



 
 

Influence of Diamond-like Carbon Coatings on the Fatigue Behavior of 
Spinal Implant Rod 

 
 
 

Yicheng Peter Pan Jarlen Don Tsuchin Philip Chu 
PhD Candidate Associate Professor Professor 

Department of Mechanical Engineering and Energy Process 
College of Engineering, Southern Illinois University Carbondale 

1230 Lincoln Drive Carbondale, Illinois 62901 
Email : Panyicheng@gmail.com 

 
Ajay Mahajan 

Associate Dean for Research 
College of Engineering, the University of Akron 

Akron, Ohio 44325 
 

 
ABSTRACT 

The purpose of this paper is to discuss the influence of Diamond-Like Carbon (DLC) coatings on the 
fatigue behavior of Spinal implant rod. DLC exists in seven different forms of amorphous carbon materials that 
display some of the unique properties of diamond. They are usually applied as coatings to other materials that 
could benefit from some of unique diamond properties. In this work, we compared bending fatigue behavior 
between Stainless Ti6Al4V and DLC Coating Spinal implant rod. The positive effect has been observed by fatigue 
tests carried out at ASTM Standard D790. Fatigue life and endurance limit of spinal implant rod have been 
remarkably increased by means of thin DLC coatings. The improvement of fatigue characteristics of spinal implant 
rod by DLC coatings has been ascribed to the sealing of external defects which retards crack initiation. 

  
1. INTRODUCTION 

Through the use of Diamond-Like Carbon (DLC) coating it has been proven to improve the hardness, 
wear resistance and coefficients of friction of the material put through this processing [1]. This technology has 
primarily been used in automotive and tool application where friction and wear is of great concern, in a study of 
DLC coated piston pin there was a significant decrease of wear when tested [2]. DLC films that have hardness 
between 10-30 GPa result in an internal stress Young’s modulus 6-10 times larger than the hardness values, this 
property of DLC is what limits the maximum thickness of the coating [3].  

The scope of this study is to examine the fatigue behavior of DLC coated spinal implant rods, previous 
related work has included DLC coating for reduction of bacterial adhesion and increased corrosion and stress 
resistance for vascular stents. An important factor for DLC coated medical devices is to ensure the 
biocompatibility; the device must not have negative stimulatory effects on the cells such that it does not lead to 
adverse biological reactions. It is also critical that the coating meet specific mechanical properties so it may be 
used in the desired application, the low friction and corrosion resistance properties are proven to inhibit bacterial 
adhesion [4, 5]. DLC on vascular stents coats the defects on the surface of the host material thereby improving 
the physical properties, for this particular application the fatigue stress and elasticity of the coating are important. 
DLC possesses the mechanical properties to excel at this application [6].DLC coating can also enhance and 
improve upon a materials proportion. In one study Titanium alloys were coated with DLC. The DLC enhances the 
strength and anti-corrosion properties where as is drastically improved the wear resistance of the Ti [7]. DLC has 
the potential to improve biomedical devices and introduce new ones where they once were not available.  

Currently, Titanium alloy gained more acceptances in biomedical application as surgical implants, 
especially Ti6AL4V. However, the lack of good resistance limits the use of Titanium alloy. As a result, DLC 
coating on Ti alloy would be one good solution for the above problem. Many studies have been carried out in 
trying to improve the mechanical properties of Titanium alloy by DLC coating and claimed that the fatigue limit of 
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DLC specimens were improved by about 20% in conventional Ti6AL4V [7]. Therefore, this research has focused 
to DLC coating on Ti6AL4V spinal implant rod and analyzed the mechanism of static and fatigue bending strength 
improvement between DLC coated and uncoated spinal implant rods. 
 
2. MATERIAL AND EXPERIMENTAL PROCEDURES  
2.1 Material 

The material used in this study was received as commercial rods of Ti6Al4V alloy for surgical spinal 
implant application. Spinal implant rod is one of the original implants used in the spine. Rods are used, along with 
implant hooks and screws, to immobilize involved spinal levels, and to contour the spine into correct alignment. 
The spinal implants are shown in Figure 1. The rods are strong, yet have some flexibility so that the surgeon can 
shape the rod to match the contours of the patient's spine. The dimension of rods is 6 mm (0.236 inches) in 
diameter and length (11.811 inches) of 30 cm. 

 
 

 
Figure 1: Image of spinal implants 

 
The composition of commercial spinal implant rod are examined using energy dispersive X-ray 

spectroscopy (EDS) which is an analytical technique used for the elemental analysis or chemical characterization 
of a sample. The Figure 2 shows the EDS spectrum of spinal implant rod.  

 

 
Figure 2: EDS spectrum of the commercial spinal implant rod 

 
The samples were cleaned in an ultrasound bath before coated with DLC film to avoid crack initiation and 

propagation in the bending stress. DLC coating were grown from a methane/argon mixture by plasma enhanced 
chemical vapor deposition for 20~30minutes and thickness is 1~1.5 m. 10 uncoated and 6 DLC coated rod with 
similar dimensions were subjected to fatigue tests.  

 
2.2 Experimental procedures 
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   The schematic view of four-point-bend testing fixture is shown in Figure 3. The fixture consisted of two 
bottom rollers and two upper rollers with supports. The distance between the centers of the two bottom rollers 
was 10cm. The rod was placed on the bottom roller. The distance between the centers of the upper rollers was 
about 4cm. V-notches were fabricated into the top and bottom rollers. The test setup before performing the static 
and fatigue bending test is shown in Figure 4. An MTS testing machine of 250 KN capacity in the Civil 
Engineering Department of Southern Illinois University at Edwardsville (SIUE) was used for bending and fatigue 
testing. MTS 793 Station Manager Software was used to manually control the system and the test parameters. 
The static and fatigue bending tests were performed according to ASTM F2193-02 standards [8]. Low-cycle 
fatigue experiment was conducted in fatigue bending test. No attempt was made to monitor crack initiation or 
propagation in these experiments. The initial fatigue maximum moment level that is 75% of bending ultimate 
moment determined with the static bending test. Observations of Light Microscopy (LM) and Scanning Electron 
Microscopy (SEM) have been performed to study the external surfaces of specimens at different stages of fatigue 
life and the features of fracture surfaces. 
 

 
Figure 3: schematic representation of the test setup 

 

 
Figure 4: test setup for static and fatigue bending test 

 
The formulas for stresses and strains according to the ASTM Standard D790 [9] were obtained for square 

rods and were modified for circular rods. These formulas were then defined and used in the software by changing 
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the Test Configuration. According to the ASTM Standard D790, the formula for calculating the stress and strain 
for a 4-point bending test of a rectangular rod with width ‘L’ is given as 
 

STRESS,  
)bL(

)a*F*3(
2        (1) 

Where      = Stress 
F = Load acting on the Rod, N 
a = Support Span – Loading Span, m 
b = Width of the rod cross section 
L = Length of the rod cross section 
 
Equation 1 was modified for modified for circular rod. From Equation 1, we have 

STRESS,   3r
)a*F(3        (2) 

Formula used in the software: 

STRESS,   33 r
)a*F(3

)d(
)a*F(24      (3) 

Where     = Stress 
F = Load acting on the Rod, N 
a = Support Span – Loading Span, m 
d = Diameter of the rod, m 

STRAIN   
)SpanLoadingSpan(3
)Diameter*Extension*12(     (4) 

 
Figure 5: schematic representation of the extension 

 
3. RESULTS AND DISCUSSION 

The static bending test results are show in Figure 6. The DLC coating spinal implant rods have better 
bending structural stiffness, bending yield moment, and bending ultimate moment.  

 

 
Figure 6: Static bending test of uncoated and DLC coated rods 
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F 
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The uncoated and DLC coated specimens were used to conduct the low cycle fatigue experiments in a 

laboratory air environment at room temperature. No attempt was made to monitor crack initiation or propagation in 
these experiments. Tests were conducted under displacement control and frequency of cycle loading is 2Hz. 

 
Table 1: low cycle fatigue testing data 

Specimen stress range,  
= max- min, Map

Number of cycles to failure, 
 Nf 

Uncoated rod 1 549 6794 
Uncoated rod 2 567 6897 
Uncoated rod 3 552 6792 

DLC coated rod 1 575 7634 
DLC coated rod 2 586 7622 
DLC coated rod 3 603 7495 

 
The data obtained from the low cycle fatigue tests is shown in table 1. The differences between DLC 

coated and un-coated rods are evident. The average number of cycles to failure of un-coated rods is 6827 and 
the average number of cycles to failure of DLC-coated rods is 7583. Depending on the 75% of the bending 
ultimate moment applied to the specimens, the fatigue life can be increase by 11%. 
 

 
(a) whole view of uncoated rod (b) crack initiation of uncoated rod 

 
(c) whole view of DLC coated rod (d) crack initiation of DLC coated rod 

Figure 7: LM images of fracture surfaces 
 

Figure 7 shows the whole view fracture surface of the un-coated and DLC coated Ti6AL4V spinal implant 
rod tested at 75% of the bending ultimate moment. In this place, a transition to common fatigue mechanism is 
observed in Figure 7 (a) and (c). The whole fatigue fracture surface consists of three regions: fatigue crack 
initiation (A), Crack propagation (B), and final fast fracture areas. Figure 7 (b) and (d) show the initiation of one or 
more micro-crack due to cyclic plastic deformation followed by crystallographic propagation extending from two to 
five grains about the region. 

A 

B 

C 

A 

B 

C 

A 
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Representative SEM images of uncoated and DLC coated samples at whole fatigue fracture surface 
stage of the low cycle fatigue are shown in Figure 8. Fracture surfaces of the coated and uncoated samples have 
similar features: cracks start form the external surface defect and grow towards the inner part with branching and 
without stopping. Therefore, DLC coating do not modify the morphology of fracture surfaces. 

 

(a) band between early and 
intermediate stages of 

uncoated rod 

(b) crack initiation area of 
uncoated rod 

(C) intermediate stages of 
uncoated rod 

(D) Fatigue crack growth of 
uncoated rod 

(E) band between early and 
intermediate stages of DLC 

coated rod 

(F) crack initiation area 
DLC coated rod 

(G) intermediate stages of 
DLC coated rod 

(H) Fatigue crack growth 
DLC coated rod 

Figure 6: SEM images of fracture surfaces 
 
SEM observations on the fracture surfaces show the same features in specimens with and without DLC 

coating thus crack propagation takes place in the same way.  Since crack propagation is not affected by DLC 
coating, the improvement of fatigue behavior is associated to delayed crack initiation. To explain the reason for 
why coating slow down crack initiation, two reasons have been considered: (1) the quality of the surface of coated 
samples. In other words, it has a good adhesion of the DLC coating with the rods (2) the external surface defects 
sealed by DLC coating. 
 
4. CONCLISION 

 With the deposition of the DLC coating, the bending structural stiffness, bending yield moment, and 
bending ultimate moment of Ti6AL4V spinal implant rods are improved. In addition, the fatigue life of Ti6AL4V 
spinal implant rod could be increased by 11%, depending on the 75% of the bending ultimate moment applied to 
the rods. The fatigue-resistance improvement was mainly due to the reduction of the surface roughness and the 
good adhesion of the DLC coating with the rods.  
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Extended Abstract: 

Bones are important natural materials which compose the skeleton of the animals. The basic and fundamental 
function of bone is mechanical – to provide a frame to keep the body supported and moved, to protect internal 
organs, while they also serve with other important biological functions, such as blood production, mineral storage, 
etc. Such multifunctionality makes bone with a very complex hierarchical structure, while the millions of years’ 
evolution makes bone have outstanding characteristics, in mechanical aspect of view, bone has a high strength 
and high toughness while keeping lightweight. These natural exceptional mechanical properties of bone are much 
better than that of the conventional artificial materials are inspiring the materials engineering community to design 
the novel biomimetic materials. However, on the other hand, as a natural material which lies in the body of 
organism, numbers of diseases infects bones and severely weakens their instinct properties, therefore, to cure 
the patients and recover basic functions of bone, many researches are needed to find the biological substitute of 
bone. 

To successfully mimic the exceptional mechanical properties of bone, both as the alternative materials to restore 
the original function of bone and as the novel materials to fulfill outstanding performance, the understanding of the 
relationship between complex hierarchical structure and excellent mechanical properties of bones is necessary 
and extraordinarily important. However, the structure-property relationship of bone is far away from unraveled, the 
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fundamental part of this relationship – in the collagen fibril level (which is in the order of hundreds of nanometers 
or smaller) – is still unclear. 

To understand the hierarchical structure and time-dependent property (such as creep and fatigue) relationships at 
the nanoscale level of bone, we choose to use finite element simulation technique and start from a simple 
composite model of bone: the weak collagen phase as the matrix filled with hard plate-like mineral phase as the 
reinforcement, with the consideration of the 67 nm period of the collagen assembly and the overlapping 
distribution of mineral plate in the axial direction as the basic geometry of bone in the collagen fibril level. This 
model can predict the elastic properties of both phases with a nice accuracy. Based on this basic model, we 
introduce the viscoelastic properties of collagen phase into the model to simulate the time-dependent properties 
of both phases. Since synchrotron X-ray diffraction experiments show that during the creep test, the collagen 
phase keeps loading while the mineral phase keeps unloading, indicating the gradual load transfer between two 
phases must be considered, therefore, we introduce the debonding mechanism on the collagen-mineral interface: 
The mineral phase and the collagen phase have different loading trends during the creep test, therefore 
debonding must appear on their interface to decrease the strain in the mineral phase. We create a friction-like 
delamination mechanism to represent the bonding-debonding-rebonding behavior of the mineral-collagen 
interface at nanoscale: this friction assumption is such that when the shear force on the interface is small, no 
sliding between the phases is allowed due to the static friction; however, when the shear force is above a critical 
value, sliding is initiated. Furthermore, when the shear force returns to a low value, the sliding stops and the static 
friction condition is restored. These three steps represent the bonding-debonding- rebonding behaviors of the 
collagen-HAP interface. All the results show the strain-time curves of two phases split more compared with no 
debonding considered, however, the strain in the mineral phase still increases as time increases until it reaches a 
plateau. 

To explain the unusual load transfer between collagen and mineral phases, we try three different approaches: 

(1) Modifying the mineral phase: a) To facilitate the debonding process and avoid artificial stress concentrators, 
the mineral plates are modified with smooth boundaries. b) The mineral plates are not perfectly parallel with each 
other, as shown in the experimental results. During the creep test, the alignment of mineral plates becomes more 
and more diverse, therefore, the misorientation of mineral plates is introduced into the model. The simulation 
results show the degree of misorientation changes the magnitude of strains in both phases, however, it is not 
enough to reverse the loading trend in the mineral phase.  

(2) Modifying the collagen phase: a) The collagen phase is the phase with viscoelasticity which is the source of 
the creep behaviors. We performs a parameter research for the influence of basic viscoelastic properties on the 
creep behaviors of both phases. The simulation results show some specific combinations of relaxation time and 
debonding initiation time can influence the creep behavior in the mineral phase. b) Instead of a continuous matrix, 
the collagen phase is composed of lots of discrete collagen molecules. We modify the previous models with 
reasonable dimension parameters of collagen molecules and divide the collagen phase into several parts. To 
simulate the interaction between the collagen-collagen molecules, a set of springs are put between the 
corresponding nodes on the neighboring collagen molecules. The stiffness of springs is carefully chosen to 
represent a good estimate for weak bonding. The spring assumption simulates the splitting of collagen molecules 
as they are pulled apart by the sliding of the mineral plates and the increasing resistance as the split clearance 
increases. 

(3) Modifying the collagen-mineral interphase contact: Based on the fact that in bone, the collagen phase is 
composed of discrete collagen molecules, which are about 300 nm long and 1.5 nm in diameter, and the mineral 
plates prefer to avoid the sharp corners, the geometry is further modified as follows. Since the length of a single 
collagen molecule (300 nm) in the axial direction is significantly longer than the assembly period (67 nm) and the 
length of mineral plate (less than 100 nm), it is improbable that the collagen fibers will terminate that the exact top 
or bottom of a mineral plate. Instead, small pores at the ends of the mineral plates are introduced. The release of 
the contact force at the top and bottom ends of mineral plates would significantly help the unloading process on 
the mineral plates. 

By using the finite element method to simulate the response of these models, we discuss the importance of each 
factor on creep behaviors and compare the results with synchrotron x-ray diffraction experimental data which 
provide the deformation information of both the mineral plates and the connecting collagen matrix. Our simulation 
results match well with the experimental data qualitatively. 
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To further verify the assumptions in the simulation and possible explanation of creep behaviors, we also compare 
other time-dependent behaviors of bone at collagen fibril level between simulation results and experimental data, 
such as fatigue and load-unload creep. All of them confirm the underlying mechanisms of load transfer between 
two phases mentioned above in the creep study. 
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EXTENDED ABSTRACT 
 
Hard mineralized tissues such as bone are the primary load bearing structures in the body. Its basic building block 
is an organic matrix – mainly type I collagen, a mineral phase – calcium hydroxyapatite and water. These three 
components interact to form a very complex structure hierarchically organized from the nano- to the macro-scale 
[1], which is capable of supporting bodily loads and resisting fracture due to its high strength and toughness. 
However, despite its high resistance, bone fractures occur due to both impact loads and repetitive or sustained 
loads exerted over larger periods of time. Cyclic loads are the most direct analog to periodic stresses and strains 
varying in both intensity and type seen in physiological activities like walking and running [2]. It is thus clinically 
important to gain a deeper understanding of the mechanisms occurring within this complicated structural 
hierarchy of bone to ultimately predict and prevent such failures thus leading to improved medical treatments. 
Fatigue damage has been shown to be characterized by cyclic property degradation [3, 4], caused by 
accumulation and propagation of microcracks [5, 6]. The formation of microcracks is loading mode dependent [7, 
8], which in turn affects the degradation of properties during cyclic loading. The macroscopic behavior has been 
fairly well understood from the vast number of studies done previously. Still lacking is an understanding of the 
interaction between the different components of the building block and the subsequent hierarchical levels of bone 
during such loading, which results in the observed macroscopic behavior. The high-energy X-ray diffraction 
technique used in this work makes it possible to obtain through-thickness (~ 5 mm in this case) crystal lattice 
information from the bulk of the sample, compared to other high resolution techniques like nanoindentation which 
sample only surface volumes up to depths of about 1000 nm [9], or other imaging techniques like scanning and 
transmission electron microscopy and atomic force microscopy [10], which are good for obtaining surface 
structural information. With its in situ testing capability [11], this high-energy X-ray diffraction technique has 
recently found applications in probing individual components of bone [12] and dentin [13] materials. The 
aforementioned diffraction technique is used in the current work to determine the strains in the HAP and collagen 
phases of bone during cyclic loading in compression at body temperature, and study their evolution with cycles. 
 
 
Fresh bovine femurs were obtained from Aurora Packing company, Inc., North Aurora, IL 60452 after about 5 
hours of the death of the animal. The marrow and the attached ligaments were removed using scalpels. Samples 
were cut out of the cortical bone, using a low-speed diamond wafering saw (Buehler Isomet-1000), with 
dimensions of 5 (±0.014) x 4 (±0.009) x 3 (±0.012) mm3. All cutting operations were done under constant irrigation 
with DI water to prevent the bone from drying. All the samples used in this experiment were taken from the 
anterio-medial or the posterio-medial sides of the femur. The samples were then stored in PBS and frozen at -
20oC until the time of the experiment. All the experiments were done at the Advanced Photon Source, Argonne 
National Laboratory at beamline 1-ID C. The sample was enclosed in a hydration rig made with vinyl tubing, 
through which Phosphate Buffered Saline was circulated, and maintained at a temperature of 37oC. A 65 keV X-
ray beam was used for the experiment, having a cross-section 2. A MAR 165 detector (2048 x 2048 

2 pixel size) was used to capture the wide-angle diffraction (WAXS) rings. A Bruker CCD 
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detector ( 2 pixel size) recorded the small-angle diffraction (SAXS) rings. 
The x-ray exposure times used were 15 seconds for the WAXS and 5 seconds for the SAXS. The regular 
arrangement of atoms in the HAP lattice diffracts according to Bragg’s law and produces wide angle diffraction 
rings [12]. The periodic arrangement of HAP crystals (~ 67 nm) in the organic (collagen) matrix produces periodic 
density differences [14], which diffract at much smaller angles, producing small-angle diffraction patterns. The 
WAXS patterns are analyzed using MATLABTM codes, to calculate the elastic lattice strains in HAP, whereas the 
SAXS patterns are analyzed to calculate strains due the cooperative deformation of the HAP and collagen 
molecules, known as fibrillar strains. These calculations are discussed in great detail in Refs. [13, 14]. Cyclic 
loading tests were done in uniaxial compression, investigating the effect of different parameters. Six different 
samples were subjected to different mean compressive stresses of -55 or -85 MPa with a constant stress 
amplitude of -25 MPa, each done at cycle frequencies of 0.5, 2 or 5 Hz. Next, two different samples were subject 
to a constant mean stress of -60 MPa with amplitudes of 35 or 45 MPa, tested at a rate of 2 Hz. All the tests were 
carried out to a pre-determined number of cycles. The cyclic loading was stopped after a pre-determined set of 
cycles, and the sample was monotonically loaded between the minimum and the maximum stress in the cycle, 
taking WAXS and SAXS measurements at every stress. All the experiments were done at body temperature 
(37oC). 
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Shown in Figure 1 is a combined plot of longitudinal strains in HAP and fibril at different applied stresses, for the 
sample tested between stresses of -60 and -110 MPa, at a loading frequency of 2 Hz. This plot is an example of 
all the fatigue tests done in this work. The data points on every line plot have been taken after a pre-determined 
number of loading cycles, as indicated in the legend on the left. It can be seen that partitioning of load takes place 
between HAP and fibril during the first loading, with the fibrils taking up larger loads compared to HAP. After this 
initial partitioning, the lines begin to translate along the strain axis in opposite directions, as indicated by the 
arrows. Such observations have also been made for macroscopic strains in earlier studies [15, 16]. Hypothesis for 
this translation is that the mean stress present during the cyclic loading causes the the HAP/matrix interface to 
damage, resulting in a decrease of HAP strains.  
 
 
The apparent modulus of HAP is calculated as the ratio of the applied stress to the HAP elastic strains (Eapp

HAP ). 
The Eapp

HAP of samples in all these tests, in general, show a jump in their values after the first set of loading 
cycles, after which they tend to either reduce or remain constant. Comparison of Eapp

HAP between samples tested 
at 2 and 5 Hz shows that the samples tested at 5 Hz exhibit fewer variations than those at 2 Hz. Comparison of 
the residual strains suggests that there is a greater decrease in the residual strains of the samples tested at 2 Hz 
compared to 5 Hz. Initial HAP strains have been previously reported in bone [14], and exhibit a general tendency 

Figure 1 
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to reduce on unloading to zero stress. This relaxation of the pre-strains occurs probably due to the sliding of 
collagen molecules. The HAP strains plotted at a single load over multiple cycles tends to decrease, which is 
greater at 2 Hz compared to 5 Hz. Loading at a higher rate between the same stress-range would result in a 
smaller dwell time at each load. The deformation behavior of collagen is loading rate dependent due to its 
viscoelastic nature, and is found to undergo a ductile to brittle transition on increasing the loading rates [17]. Also, 
loading at a higher rate would reduce the response time allowed for collagen sliding to take place, thus reducing 
the rate at which HAP gets unloaded. These observations suggest that the fatigue behavior is indeed dependent 
on the loading frequency.  
 
 
Comparing the samples tested at different stress ranges, the Eapp

HAP of the samples tested between -60 and -110 
MPa at 2 and 5 Hz show a greater change after the first set of load cycles compared to those tested between -30 
and -80 MPa at the same loading rates. This would suggest that during the first few cycles, greater deformation 
occurs in samples being loaded to higher stresses, also resulting in plastic deformation. Beyond the first set of 
cycles, no specific trend can be observed between the two ranges at both the frequencies. The mean stresses of 
the two stress ranges are -55 and -85 MPa respectively. One would expect that cycling about the higher mean 
stress would result in greater damage accumulation judging from the fact that there would be greater creep at a 
higher mean stress. However, no such effect of damage accumulation is seen in the samples beyond the first 30 
cycles. The HAP residual strain decreases with cycles for all the samples tested, but no specific dependence on 
mean stress is found.  
 
 
The samples tested at varying stress amplitudes with a constant mean stress, on the other hand, do exhibit 
differences in their behaviors. The Eapp

HAP clearly increases with cycles, more for the sample tested at a higher 
amplitude (35% vs 24%). This increase in Eapp

HAP  indicates that the load carried by the HAP crystals decreases 
continually with cycles due to the accumulation of damage at the HAP-collagen interface, causing debonding of 
the collagen from HAP. The residual strain of HAP in these samples also exhibits a linear decrease, which is 
greater for the sample tested at a lower amplitude (18% vs 13%). The deformation here is a combination of two 
factors – the first is that at a lower amplitude, with the same loading rate and mean stress as a higher amplitude, 
the dwell time at every load is higher, allowing more time for collagen sliding to take place. The second factor is 
that at a higher loading amplitude the sample is loaded to higher (plastic range) stresses, which would also cause 
sliding and plastic deformation to take place. Comparison of Eapp

HAP between the above two samples suggests 
that more damage accumulation occurs at the higher amplitude, whereas the residual strain suggests that there is 
greater sliding hence relaxation of pre-strains at the lower amplitude. 
 
 
In conclusion, these experiments showed that fatigue deformation in bone is essentially a fatigue-creep 
mechanism, which takes place by the sliding (and debonding) of the collagen molecules at the HAP-collagen 
interface. The residual strains in the HAP decreased with cycling due to the collagen sliding which causes 
relaxation of strains at the HAP-collagen interface. The deformation was found to be dependent on the frequency 
and stress amplitude. 
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ABSTRACT 
Zirconia is widely being used as a core in all-ceramic dental restorations to provide the structural strength.  In-
spite of better mechanical properties, catastrophic failures of the dental crowns are frequently reported.  During 
the service life, the dental restoration undergoes continuous mouth motion impact fatigue.  An in-situ residual 
stress measurement  technique using micro X-ray diffraction has been developed to understand the role of impact 
fatigue on damage initiation and catastrophic failure in dental restorations.  Through experimental simulations of 
the mouth-motion impact fatigue, combined with the in-situ residual stress measurement capability, the various 
damage initiation and failure mechanisms  in zirconia dental crowns were investigated.  The experimental 
procedure and initial results of the investigation on monolithic zirconia are presented.  The understanding 
acquired through this initial study will be extended in looking at furthermore complex layered composite dental 
structures.  The study provides a context to address the issue of the unpredictable catastrophic failures in dental 
restoration. 
 
 
Introduction 
Zirconia core dental crowns possess better mechanical strength and damage tolerance compared to any other 
ceramic layered restoration system currently used.  The dental crowns undergo prolonged impact fatigue in 
service, at impact loads much below the failure strength of the constituent materials.[1-3]  The crowns are 
manufactured by firing a porcelain veneer on a pre-sintered and shaped zirconia core.  The core materials are 
extremely fine grained (0.1 to 0.3 μm).  Post-firing, the restorations consist of localized zones with high residual 
stresses, which mainly occur due to the mismatch in the coefficient of thermal expansion of the two materials.  
Residual stresses, especially the highly localized tensile stresses, are considered detrimental to the life of the 
crowns.  They act as crack initiators and also accelerate crack propagation. 
 
 
In-spite of the higher strength and comparatively better performance of the zirconia core crown systems, a 
significant number of failures have been reported, both clinically and from laboratory testing.  The failures are 
sudden and a definitive prediction is difficult.  Some earlier experimental observations using high resolution X-ray 
micro-diffraction have shown that there exists significant residual stresses in between neighboring grains.  These 
extremely localized stresses are speculated to behave as crack initiators leading to catastrophic failures.[4]  In 
order to study the stresses on a sub-micron scale, synchrotron based high resolution polychromatic diffraction 
(Laue diffraction) was carried out at beam-line 12.3.2 at the Advanced Light Source.  Line and area scans with 
high spatial resolution were used to analyze local grain-to-grain interactions.  Following Laue diffraction, 
monochromatic macro-beam diffraction averaging several grains was conducted.  Analysis of both data-sets 
reveal details of the local and continuum residual stress states.  Furthermore, the grain-to-grain interactions have 
been observed after load cycles simulating the in-vivo environment. 
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Method  
The experiment aims to determine the inter-granular residual stress within zirconia. Laue diffraction was utilized to 
observe the stress distribution in individual grains.  Experiments were carried out at beamline 12.3.2 at the 
Advanced Light Source, Berkeley using white beam polychromatic X-rays.  High precision focusing optics allows 
focusing the X-ray beam to a spot of 0.7 μm x 0.8 μm dimension with very high flux (Setup shown in Figure 1).  
Emerging diffracted X-rays from the sample, produce spots on the CCD oriented in 90° reflection geometry as 
shown in Figure 2.  Spots registered for every position of the beam on the sample are collected onto an X-ray 
CCD and analyzed using XMAS [5]  (X-ray micro-diffraction analysis software), a customized indexing software.  
The procedure and the sample geometry is explained in the following sections. 
 

X lab, X sample

Ysample

Y lab
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Z lab

X-rays
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Y lab
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Z lab

X-rays

 

Figure 1 Experimental setup at Beamline 12.3.2, Advanced Light Source. Red dashed arrow 
indicates the X-ray beam incident on the sample and diffracted onto the CCD. The setup is in a 
90  reflection geometry. A Laser alignment setup is used to position the sample at the focal point 
of the beam.  A specific sample area can be registered using the fluorescence detector. 
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Figure 2 Schematic of the sample orientation in 90o reflection geometry.  The sample consists of 
two semicircular zones where raster scans were obtained to study the  residual stresses.   
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Sample Preparation 
An all ceramic dental restorative crown mainly comprises of a core which provides the necessary structural 
strength and an exterior veneer which provides the aesthetic look of a natural tooth to the restoration.  The core is 
veneered with porcelain to a specific contour which closely resembles the natural tooth geometry. Measurement 
of the in-situ residual stresses in a dental restoration such as a crown is challenging due to the complex geometry 
of crowns.  Additionally, X-ray diffraction measurements of change in residual stresses under cyclic fatigue are 
difficult on the complex geometry. In the case of the micro X-ray diffraction setup, a successful experiment 
depends on several factors such as, the X-ray transmission through the veneer, sample displacement, the sample 
volume being considered, and the sample orientation.   With these considerations the sample geometry was 
simplified to a bilayer cylindrical disk. The samples consisted of a disk, 1 mm thick made of sintered 
polycrystalline yttria stabilized zirconia.  Half of the disk was veneered with a porcelain layer 0.5 mm thick which 
was ground and polished. 
 
 
In-situ fatigue, Sample Positioning and Alignment 
In the understanding of evolution of damage and catastrophic failures in dental crowns, investigation of the 
behavior of crowns under fatigue loading is important.    Crowns are subject to prolonged cyclic fatigue in a 
patient and numerous occurrences of sudden catastrophic failures have been reported.[1, 3]  A customized load 
frame designed for in-situ fatigue was utilized to subject the sample to cyclic fatigue. (Shown in Figure 3)  The 
load frame can be operated at a maximum frequency of 5 Hz with a maximum compressive load limit of 625 N.  
The load frame was driven by a micro-stepping linear motor controlled by a software based tunable code.[6]  The 
applied load feedback was obtained through a load cell incorporated within the frame.  A typical cyclic load set of 
40,000 cycles running at 2 Hz at 150 N took nearly 4 hours.  

 
Figure 3 (Left) In-situ cyclic fatigue load frame. Top Right - Kinematic bases for easy re-
positioning of sample on load frame and stage. Bottom Right - Cone cracks emerging underneath 
the indenter after cyclic loading 
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Cyclic loading has to be carried out under an 
aqueous environment, to simulate chewing and 
in order to account for the crack opening 
phenomenon that occurs when a liquid is 
trapped in an already initiated crack.  The 
kinematic bases shown in Figure 3 are fitted on 
both the translation stage of the diffractometer 
and the load frame, thus facilitating efficient 
sample switching with the location of the area 
of interest registered repeatedly. The 
experimental setup is designed such that the 
beam along with the optics is fixed.  To map a 
diffraction scan, the sample is moved in steps 
to complete a 2D grid using the high precision 
translation stage as shown in Figure 4.  Figure 4 Schematic of scan points under 

the cyclic fatigue indenter.  Image not to 
scale 

 
 

Data collection and interpretation 
An automatic analysis module allows the batch analysis of an entire set of images collected from a scan on the 
sample.  The results for each image is stored into an indexation file which further consists of information pertinent 
to each grain indexed at that particular spot.  At the end of the automatic analysis, the software tabulates the 
results from the entire indexation file database into a sequential list file.  Data sorting, distribution analysis was 
conducted on subsets of the sequential list file. 
 
 
Macroscopic and microscopic stress distribution 
The sequentially stored list of information related to individual images which in turn belong to a specific spatial 
location on the sample can be analyzed for microscopic or macroscopic stress information.  Sub-grain (Type III) & 
grain-to-grain (Type II) stress information can be obtained when the grain size is larger than the beam.   

 
 

Figure 5 Micro-beam strain analysis on aluminum sapphire composite demonstrates the 
capability of the technique in measuring in-situ strains within individual grains. Each data point on 
the graphic indicates a diffraction scan point on the sample. The 3D plot indicates various grain 
morphologies along the X-ray beam and a portion of the sapphire fiber which is a part of the fiber-
matrix composite.[7] 
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A microscopic grain-to-grain stress analysis has been conducted on an aluminum-sapphire metal matrix 
composite previously using a similar setup on beamline 7.3.3  as shown in Figure 5. [7-8]  Identification of a set of 
scan points belonging to a particular grain, was done using orientation angle matching.  A particular scan point 
was assigned a specific grain number based on the orientation angle within a certain range, and based on an 
initial histogram sort. 
 
 
It is desirable to have such a result related to the grain-to-grain behavior, however in the current scenario; the 
grain sizes lie in the range of 0.1-0.5 micrometer, which are in the size range of the focused beam cross section.  
The orientations obtained over a certain area do not form a definitive histogram for the small grain size under 
observation.  Hence mapping individual grains was not possible.  The technique however gives us a good 
understanding of the microscopic strain over 3-10 grains averaged and macroscopic strain state when averaged 
over an entire scan area of many grains.  It is important to have a well defined sample and laboratory coordinate 
system to interpret the results of the strain tensor from the experiment.  Since we look at the entire result from a 
laboratory coordinate perspective or a global perspective, the beam which is always in a fixed position is kept as a 
reference.  The sequential list also provides us with individual crystallographic orientation, strain and stress 
information.  This is especially useful when analyzing bigger grain sizes as in Figure 5.  The reference coordinate 
system is illustrated in Figure 6. 

 
Figure 6 Laboratory and sample co-ordinate system at beamline 12.3.2. In the 90o reflection 

geometry, the sample is tilted at 45o to the incoming X-ray beam 
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Results 
Analysis and extraction of interpretable results from the sequential list file was done using a data analysis and 
statistical software (Origin Pro 7.1).  An initial sort based on the grain index was done to eliminate any ambiguous 
grains indexed.  Ambiguous grains generally have less than 5 indexed reflections or have indexations which have 
erroneous peaks with low peak intensities.[9]    A multiple conditional sort is implemented on a dataset related to 
every direction of the strain component which includes strains in the principal directions and the shear planes.  
Strains above the range of ± 8000 μ  were eliminated as outliers.  Datasets acquired for monolithic zirconia, 
porcelain veneered zirconia and subsequent datasets related to the former two subjected to sets of fatigue cycles 
were refined in a similar manner as explained above. The refined dataset for every individual sample case is 
analyzed for an area averaged macroscopic stress/strain.  This is achieved by utilizing a histogram of the 
probability distribution of strains from individual scan points. 

y = y0

A>0
w1, w2, w3 > 0
Offset: y0 = 0
Center: xc = 0
Amplitude: A = 1
Width: w1 = 1
Width: w2 = 2
Width: w3 = 3

 

Figure 7 Asymmetric Sigma fit used to fit the stress and strain distributions 
 
The range of ± 8000 μ  was binned into 100 μ  bins.  It was found that all the data had a probability density 
distribution which was asymmetrically skewed around a strain value close to zero.  The distributions were fit using 
an asymmetric sigma function as expressed in Figure 7.  All the density distributions were normalized by a factor 
of the number of occurrences, which enables for a comparison of the residual stress/strain states of different 
samples. 
 

Effect of cyclic impact loading on monolithic zirconia 
Monolithic zirconia samples were subjected to 2 sets of fatigue cycles – 40,000 & 180,000 cycles, after the initial 
residual stress states were measured.  The number of load cycles was decided based on literature values. [10-11]  
The monolithic disk samples were mounted on polymer bases which simulate the dentin layer. [11]  The disk 
samples were mounted on a high precision kinematic base and fatigued in the custom built load frame at a 
frequency of 2 cycles/second with a load of 150 N using a 1.9 mm tungsten carbide ball indenter.  The kinematic 
base ensures accurate alignment of samples on the translation stage after a particular cyclic loading step.  
Sample registration with an accuracy of 1 micron is achievable using TiO2 marker dots.  The area under the 
indenter and in the vicinity of the indenter was mapped for both the 40k and 180k cyclic fatigue steps.  Results of 
the analysis of the different cyclic fatigue steps on the neat zirconia are shown in Figure 8. No significant change 
in the Type I residual stress was observed with increasing fatigue cycles, in any particular direction.  However an 
in-depth observation of the grain-to-grain local stresses (Type II) at the indentation site is vital to studying damage 
evolution due to impact fatigue.   
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Figure 8 Influence of fatigue cycling on residual stress state in neat zirconia.  The type I 
stress is obtained from grains averaged from a rectangular area under the indenter 
extending 100 micrometer away from the indenter.  Solid lines with the open symbols 
indicate the asymmetric sigma fit to the data (solid symbols). 

 

Discussion 
With no surface treatment or presence of overlying layer, the surface stress on monolithic zirconia is anticipated 
to be zero.  The probe cross section being very close to the size of a grain, we observed stress/strain values from 
individual grains.  The measured stresses are far from zero locally (Type II) but zero globally (Type I).  Grain-to-
grain stress evaluation on zirconia has been carried out earlier.  The ability to investigate the effect of cyclic 
fatigue on damage initiation and propagation in zirconia is important  in building an understanding the failure 
mechanics in zirconia.  Although it has a high flexural strength of 900-1200 MPa, zirconia crowns have been 
observed to fail at substantially lower loads in fatigue. 
 
 
The residual stress measurement results of the in-situ cyclic fatigue test indicates that globally (Type I), 
considering the average over several grains, no significant change is observed.  It is important to note the range 
of the residual stresses observed in any given direction (as seen from Figure 8) is between ± 1.5 GPa.  Although 
a global stress, close to zero is observed, few grains roughly 10 - 25 % [9] are highly stresses and lie in the stress 
range anywhere greater than ±0.5 to ±1.5 GPa.  To understand and observe the damage initiation at the grain 
level, a detailed inspection at the length scale of individual grains with higher spatial resolution would be 
necessary.  It is important to conduct similar experiments on layered zirconia samples.  With the introduction of a 
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compressive residual stress in zirconia due to the porcelain veneer, the behavior under cyclic fatigue would be 
expected to be entirely different.  Such in-situ cyclic tests could suggest important clues  in explaining the 
catastrophic failures seen in dental restorations. 
 
 
Conclusions 
An experimental procedure of measuring the residual stress state in zirconia dental restorations undergoing in-
situ cyclic impact fatigue has been developed.  Over a large area on the surface of the monolithic zirconia, 
roughly 10 - 25 % of the grains were observed to have highly localized residual stresses in the range of 0.5 GPa 
to 1.5 GPa.  Multiple sets of measurements of grain averaged residual stress at various impact fatigue steps have 
been conducted.  The impact fatigue steps ranged from pristine state, one year's service life and a four year 
service life.  The effects of fatigue over such long durations on monolithic zirconia showed no significant changes 
in the global residual stress state.  However the understanding of the events at the grain level are yet to be 
investigated.  Similar investigations on the veneered bilayered zirconia were conducted and the results of the 
analysis will be published elsewhere. 
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