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Chapter 1
Introduction

Yuan Xie

Abstract Emerging non-volatile memory (NVM) technologies, such as PCRAM
and STT-RAM, are getting mature in recent years. These emerging NVM technolo-
gies have demonstrated great potentials to be the candidates for future computer
memory architecture design. It is important for SoC designers and computer archi-
tects to understand the benefits and limitations of such emerging memory technolo-
gies, to improve the performance/power/reliability of future memory architectures.
This chapter gives a brief introduction of these memory technologies, reviews recent
advances in memory architecture design, discusses the benefits of using at various
levels of memory hierarchy, and also reviews the mitigation techniques to overcome
the limitations of applying such emerging memory technologies for future memory
architecture design.

1.1 Introduction

In the modern computer architecture design, the instruction/data storage follows a
hierarchical arrangement called memory hierarchy, which takes advantage of local-
ity and performance of memory technologies. Memory hierarchy design is one of
the key components in modern computer systems. The importance of the memory
hierarchy increases with the advances in performance of the microprocessors. Tra-
ditional memory hierarchy design consists of embedded memory (such as SRAM
and eDRAM) as on-chip caches, commodity DRAM as main memory, and magnetic
hard disk drivers (HDD) as the storage. Recently, solid-state drives (SSD) based on
NAND-flash memory have also gained the momentum as the replacement or cache
for the traditional magnetic HDD. The closer the memory is placed to microprocessor,
the faster latency and higher bandwidth are required, with the penalty of the smaller
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2 Y. Xie

Fig. 1.1 What is the impact of emerging memory technologies on traditional memory/storage
hierarchy design?

capacity. Figure 1.1 illustrates a typical memory hierarchy design, where each level
of the hierarchy has the properties of smaller size, faster latency, and higher band-
width than lower levels, with different memory technologies such as SRAM, DRAM,
and magnetic hard disk drives (HDD).

Technology scaling of SRAM and DRAM (which are the common memory
technologies used in traditional memory hierarchy) are increasingly constrained
by fundamental technology limits. In particular, the increasing leakage power for
SRAM/DRAM and the increasing refresh dynamic power for DRAM have posed
challenges for circuit/architecture designers for future memory hierarchy design.

Recently, emerging memory technologies (such as Spin Torque Transfer
RAM(STT-MRAM), Phase-change RAM (PCRAM), and Resistive RAM (ReRAM)),
are being explored as potential alternatives of existing memories in future comput-
ing systems. Such emerging non-volatile memory (NVM) technologies combine the
speed of SRAM, the density of DRAM, and the non-volatility of Flash memory,
and hence, become very attractive as the alternatives for future memory hierarchy. It
is anticipated that these NVM technologies will break important ground and move
closer to market very rapidly.

Simply using new technologies as replacements of existing hierarchy may not be
the most desirable approach. For example, using high-density STT-RAM to replace
SRAM as on-chip cache can reduce the cache miss rate due to larger capacity and
improve performance, on the other hand, the longer write latency for STT-RAM
could hurt the performance for write-intensive applications; Also, using high density
memory as an extra level of on-chip cache will reduce CPU requests to the traditional,
off-package DRAM and thus reduce the average memory access time. However, to
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manage this large cache, a substantial amount of space on the CPU chip needs to
be taken up by tags and logics, which could be used to increase the size of the next
lower level cache. Moreover, trends toward Many-core and System-on-Chip may
introduce the need and opportunity for new memory architectures. Consequently,
as such emerging memory technologies are getting mature, it is important for SoC
designers and computer architects to understand the benefits and limitations for bet-
ter utilizing them to improve the performance/power/reliability of future computer
architecture. Specifically, designers need to seek the answers to the following ques-
tions:

• How to model such emerging NVM technologies at the architectural level?
• What will be the impacts of such NVMs on the future memory hierarchy? What

will be the novel architectures/applications?
• What are the limitations to overcome for such a new memory hierarchy?

This book includes 11 chapters that try to answer the questions mentioned above.
These chapters cover different perspectives related to the modeling, design, and archi-
tectures of using the emerging memory technologies. We expect that this book can
serve as a catalyst to accelerate the adoption of such emerging memory technologies
for future computer system design from architecture and system design perspectives.

1.2 Preliminary on Emerging Memory Technologies

Many promising emerging memory technology candidates, such as Phase-Change
RAM (PCRAM), Spin Torque Transfer Magnetic RAM (STT-RAM), Resistive RAM
(ReRAM), and Memristor, have gained substantial attentions and are being actively
pursued by industry [1]. In this section we will briefly describe the fundamentals of
these promising emerging memory technologies to be surveyed in this paper, namely,
the STT-RAM, the PCRAM, the ReRAM, and Memristor.

STT-RAM is a new type of Magnetic RAM (MRAM) [1], which features
non-volatility, fast writing/reading speed (<10 ns), high programming endurance
(>1015 cycles) and zero standby power [1]. The storage capability or programmabil-
ity of MRAM arises from magnetic tunneling junction (MTJ), in which a thin tun-
neling dielectric, e.g., MgO, is sandwiched by two ferromagnetic layers, as shown in
Fig. 1.1. One ferromagnetic layer (“pinned layer”) is designed to have its magnetiza-
tion pinned, while the magnetization of the other layer (“free layer”) can be flipped
by a write event. An MTJ has a low (high) resistance if the magnetizations of the free
layer and the pinned layer are parallel (anti-parallel). Prototyping STT-RAM chips
have been demonstrated recently by various companies and research groups [2, 3].
Commercial MRAM products have been launched by companies like Everspin and
NEC.

PCRAM technology is based on a chalcogenide alloy (typically, Ge2–Sb2–Te5,
GST) material) [1, 4]. The data storage capability is achieved from the resistance dif-
ferences between an amorphous (high-resistance) and a crystalline (low-resistance)
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phase of the chalcogenide-based material. In SET operation, the phase change mate-
rial is crystallized by applying an electrical pulse that heats a significant portion of
the cell above its crystallization temperature. In RESET operation, a larger electrical
current is applied and then abruptly cut off in order to melt and then quench the
material, leaving it in the amorphous state. PCRAM has shown to offer compatible
integration with CMOS technology, fast speed, high endurance, and inherent scaling
of the phase-change process at 22-nm technology node and beyond [5]. Compared to
STT-RAM, PCRAM is even denser with an approximate cell area of 6 ∼ 12F2 [1],
where F is the feature size. In addition, phase change material has a key advantage
of the excellent scalability within current CMOS fabrication methodology, with con-
tinuous density improvement. Many PCRAM prototypes have been demonstrated in
the past years by companies like Hitachi [6], Samsung [7], STMicroelectronics [8],
and Numonyx [9].

Resistive RAM (ReRAM) and Memristor
ReRAM memory stores the data as two (single-level cell, or SLC) or more resis-

tance states (multi-level cell, or MLC) of the resistive switch device (RSD). Resis-
tive switching in transition metal oxides was discovered in thin NiO film decades
ago. From then, a large variety of metal-oxide materials have been verified to have
resistive switching characteristics, including TiO2, NiOx , Cr-doped SrTiO3, PCMO,
CMO [10], etc. Based on the storage mechanisms, ReRAM materials can be cata-
loged as filament-based, interface-based, programmable-metallization-cell (PMC),
etc. Based on the electrical property of resistive switching, RSDs can be divided into
two categories: unipolar or bipolar. Programmable-metallization-cell (PMC) [11] is a
promising bipolar switching technology. Its switching mechanism can be explained
as forming or breaking the small metallic “nanowire” by moving the metal ions
between two sold metal electrodes. Filament-based ReRAM is a typical example of
unipolar switching [12] that has been widely investigated. The insulating material
between two electrodes can be made conducting through a hopping or tunneling
conduction path after the application of a sufficiently high voltage. The data storage
could be achieved by breaking (RESET) or reconnecting (SET) the conducting path.
Such switching mechanism can in fact be explained with the fourth circuit element,
the memristor [13–15].

Memristor was predicted by Chua in 1971 [13], based on the completeness of
circuit theory. Memristance (M) is a function of charge (q), which depends upon the
historic behavior of the current (or voltage) profile [15, 16]. In 2008, the researchers at
HP reported the first real device of a memristor in a solid-state thin film two-terminal
device by moving the doping front along the device [14]. Afterwards, magnetic tech-
nology provides the other possible methods to build a memristive system [17, 18].
Due to its unique historic characteristic, memristor has very broad application includ-
ing nonvolatile memory, signal processing, control and learning system etc [19].

Many companies are working on ReRAM technology and chip design, includ-
ing Fujitsu, Sharp, HP lab, Unity Semiconductor Corp., Adesto Technology Inc. (a
spin-off from AMD), etc. And in Europe, the research institute IMEC is doing inde-
pendent research on ReRAMs with its partners Samsung Electronics Co. Ltd., Hynix
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Table 1.1 Comparison of different memory technologies [21]

Features SRAM eDRAM STT-RAM PCRAM ReRAM

Density Low High High Very high Very high
Speed Very Fast Fast Fast for read;

slow for write
Slow for
read; very
slow for write

Slow for
read/write

Dynamic
Power

Low Medium Low for read;
very high for
write

Medium for
read; high for
write

Medium for
read; high for
write

Leakage
Power

High Medium Low Low Low

Non-volatility No No Yes Yes Yes

Semiconductor inc., Elpida Inc. and Micron Technology Inc. The main efforts on
ReRAM research devote to material and devices [10]. Many circuit design issues
have also been addressed, such as power-supply voltage and current monitoring.
Recently, Sandisk and Toshiba demonstrated a 32 Gb ReRAM prototype in ISSCC
2013 [20].

Table 1.1 shows the comparison of these three emerging memory technologies
against the conventional memory technologies used in traditional memory hierar-
chies.

1.3 Modeling

To help the architectural level and system-level design space exploration of the
SRAM-based or DRAM-based cache and memory, various modeling tools have been
developed during the last decade. For example, CACTI [22] and DRAMsim [23] have
become widely used in the computer architecture community to estimate the speed,
power, and area parameters of SRAM and DRAM caches and main memory.

Similarly, for computer architects to explore new design opportunities at architec-
ture and system levels that the emerging memory technologies can provide, architec-
tural level STT-RAM-based cache model [24, 25] and PCRAM-based cache/memory
model [26] have been recently developed. Such architectural models provide the
extraction of all important parameters, including access latency, dynamic access
power, leakage power, die area, I/O bandwidth, etc., to facilitate architecture-level
analysis, and to bridge the gap between the abundant research activities at process
and device levels and the lack of a high-level cache and memory model for emerging
NVMs.

The architectural modeling for cache and main memory built with emerging mem-
ory technologies (such as STT-RAM and PCRAM) raises many unique research
issues and challenges.

• First, some circuitry modules in PCRAM/MRAM have different requirements
from those originally designed for SRAM/DRAM. For example, the existing sense
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amplifier model in CACTI [22] and DRAMsim [23] is based on voltage-mode
sensing, while PCRAM data reading usually uses a current-mode sense amplifier.

• Second, due to the unique device mechanisms, the models of PCRAM/MRAM
need specialized circuits to properly handle their operations. For example, in
PCRAM, the specific pulse shapes are required to heat up GST material quickly
and to cool it down gradually during the RESET and especially SET operations.
Hence, a model of the slow quench pulse shaper need to be created.

• Finally, the memory cell structures between STT-RAM/PCRAM and SRAM/
DRAM are different. PCRAM and STT-RAM typically use a simple “1T1R”
(one-transistor-one-resistor) or “1D1R” (one-diode-one-resistor) structure, while
SRAM and DRAM cell has a conventional “6T” structure and “1T1C” (one-
transistor-one-capacitor) structure, respectively. The difference of cell structures
directly leads to different cell sizes and array structures.

In addition, where to place these emerging memories in the traditional memory
hierarchy also influences the modeling methodologies. For example, the emerging
NVMs could be used as a replacement for on-chip cache or for off-chip DIMM (dual
in-line memory module). Obviously, the performance/power of on-chip cache and
off-chip DIMM would be quite different: When a NVM is integrated with logics on
the same die, there is no off-chip pin limitation so that the interface between NVM
and logic can be re-designed to provide a much higher bandwidth. Furthermore,
off-chip memory is not affected by the thermal profile of the microprocessor core
while the on-chip cache is affected by the heat dissipation from the hot cores. While
higher on-chip temperature has a negative impact on SRAM/DRAM memory, it
may have a positive influence on PCRAM because the heat can facilitate the write
operations of PCRAM cell. The performance estimation of PCRAM becomes much
more complicated in such a case.

Moreover, building an accurate PCRAM/MRAM simulator needs close collabo-
rations with the industry to understand physics and circuit details, as well as archi-
tectural level requirements such as the interface/interconnect with the multi-core
CPUs.

Chapter 2 of this book introduces a modeling tool called NVsim by Dong et al.
This tool is widely used by research community as an open-source modeling tool for
emerging memory technologies such as STT-RAM and PCRAM.

1.4 Leveraging Emerging Memory Technologies in Architecture
Design

As the emerging memory technologies are getting mature, integrating such mem-
ory technologies into the memory hierarchies (as shown in Fig. 1.1) provides new
opportunities for future memory architecture designs. Specifically, there are several
characteristics of STT-RAM and PCRAM that make them promising as working class
memories (i.e., on-chip caches and off-chip main memories), or as storage class mem-

http://dx.doi.org/10.1007/978-1-4419-9551-3_2
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ories: (1) Compared to SRAM/DRAM, these emerging memories usually have much
higher density, with comparable fast access time; (2) Due to the non-volatility fea-
ture, they have zero standby power, and immune to radiation-induced soft errors; (3)
Compared to NAND-Flash SSD, STT-RAM/PCRAM are byte-addressable. In addi-
tion, different hybrid compositions of memory hierarchy by using SRAM, DRAM,
and PCRAM or MRAM can be motivated by different power and access behaviors
of various memory technologies. For example, leakage power is dominant in SRAM
and DRAM arrays; on the contrary, due to non-volatility, PCRAM or STT-RAM
array consumes zero leakage power when idling but a much higher energy during
write operations. Hence, the trade-off among using different memory technologies
at various hierarchy levels becomes an interesting research topic. In addition, if these
memory are used as on-chip cache or main memory rather than as storage, the data
retention time for non-volatility is not that important since data are used and over-
written in a very short period of time. Consequently, data retention time can be traded
for better performance and energy benefits (as demonstrated by Chap. 7).

In this book, Chaps. 3–9 covers different design options of using such emerging
memory technologies at different level of memory hierarchies. Chapter 10 proposes
a design space exploration framework for circuit-architecture co-optimization for
NVM memory architecture design. Chapter 11 describes a prototyping effort that
fabricated an NVM-based processor design.

1.4.1 Leveraging NVMs as On-Chip Cache

Replacing SRAM-based on-chip cache with STT-RAM/PCRAM can potentially
improve performance and reduce power consumption. With larger on-chip cache
capacity (due to its higher density), STT-RAM/PCRAM based on-chip cache can
help reduce the cache miss rate, which helps improve the performance. Zero-standby
leakage can also help reduce the power consumption. On the other hand, longer write-
latency of such NVM-based cache may incur performance degradation and offset
the benefits from the reduced cache miss rate. Although PCRAM is much denser
than SRAM, the limited endurance makes it unaffordable to directly use PCRAM as
on-chip caches, which have highly frequent accesses.

The performance/power benefits of STT-RAM for single-core processor were
investigated by Dong et al. [24]. The research demonstrated that STT-RAM-based
L2 cache can bring performance improvement and achieve more than 70 % power
consumption reduction at the same time. The benefits of using STT-RAM shared L2
cache for multi-core processors were demonstrated by Sun et al. [25]. The simulation
result shows that the optimized MRAM L2 cache improves performance by 4.91 %
and reduces power by 73.5 % compared to the conventional SRAM L2 cache with a
similar area. Wu et al. [21] studied a number of different hybrid-cache architectures
(HCA) that are composed of SRAM/eDRAM/STT-RAM/PCRAM for IBM Power
7 cache architecture, and explored the potential of hardware support for intra-cache
data movement and power consumption management within HCA caches. Under the

http://dx.doi.org/10.1007/978-1-4419-9551-3_7
http://dx.doi.org/10.1007/978-1-4419-9551-3_3
http://dx.doi.org/10.1007/978-1-4419-9551-3_9
http://dx.doi.org/10.1007/978-1-4419-9551-3_10
http://dx.doi.org/10.1007/978-1-4419-9551-3_11
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same area constraint across a collection of 30 workloads, such aggressive hybrid-
cache design provides 10–16 % performance improvement over the baseline design
with a 3-level SRAM-only cache design, and achieves up to a 72 % reduction in
power consumption.

In this book, Chaps. 6 and 7 give details on the evaluation of using NVM as
on-chip cache, and the mitigation techniques to overcome some limitations such
as performance/power overhead related to the write operations. device-architecture
co-optimization can also be applied to achieve better performance/power benefits.

1.4.2 Leveraging NVMs as Main Memory

There are abundant recent investigations on using PCRAM as a replacement for
the current DRAM-based main memory architecture. Lee et al. [27] demonstrated
that a pure PCRAM-based main memory architecture implementation is about 1.6x
slower and requires 2.2x energy than a DRAM-based main memory, mainly due
to the overhead of write-operations. They proposed to re-design the PCM buffer
organizations, with narrow buffers to mitigate high energy PCM writes. Also with
multiple buffer rows, it can exploit locality to coalesce writes, hiding their latency
and energy, such that the performance is only 1.2x slower with a similar energy
consumption compared to the DRAM-based system. Qureshi et al. [28] proposed
a main memory system consisting of PCM storage coupled with a small DRAM
buffer, so that it can leverage the latency benefits of DRAM and the capacity benefits
of PCM. Such memory architecture could reduce page faults by 5x and provide a
speedup of 3x. A similar study conducted by Zhou et al. [29] demonstrated that the
PCRAM-based main memory consumes only 65 % of the total energy of the DRAM
main memory with the same capacity, and the energy-delay product is reduced by
60 %, with various techniques to mitigate the overhead of write-operations. All these
work have demonstrated the feasibility of using PCRAM as main memory in the
near future.

1.4.3 Leveraging NVM to Improve NAND-Flash SSD

NAND flash memory has been widely adopted by various applications such as laptops
and mobile phones. In addition, because of its better performance compared to the
traditional HDD, NAND flash memory has been proposed to be used as a cache in
HDD, or even as the replacement of HDD in some applications. However, one well-
known limitation of NAND flash memory is the “erase-before-write” requirement.
It cannot update the data by directly overwriting it. Instead, a time-consuming erase
operation must be performed before the overwriting. To make it even worse, the erase
operation cannot be performed selectively on a particular data item or page but can
only be done for a large block called the “erase unit”. Since the size of an erase unit

http://dx.doi.org/10.1007/978-1-4419-9551-3_6
http://dx.doi.org/10.1007/978-1-4419-9551-3_7
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(typically 128 K or 256 K Bytes) is much larger than that of a page (typically 512
∼ 8 K Bytes), even a small update to a single page requires all the pages within the
erase unit to be erased and written again.

Compared to NAND flash memory, PCRAM/STT-MRAM has advantages of ran-
dom access and direct in-place updating. Consequently, Chap. 3 gives details on how
to use a hybrid storage architecture to combine the advantages of NAND flash mem-
ory and PCRAM/MRAM. In such hybrid storage architecture, PCRAM is used as the
log region for NAND-flash. Such hybrid architecture has the following advantages:
(1) the ability of “in-place updating” can significantly improve the usage efficiency
of log region by eliminating the out-of-date log data; (2) the fine-granularity access
of PCRAM can greatly reduce the read traffic from SSD to main memory; (3) the
energy consumption of the storage system is reduced as the overhead of writing and
reading log data is decreased with the PCRAM log region; and (4) the lifetime of the
NAND flash memory in the hybrid storage could be increased because the number
of erase operations is reduced.

1.4.4 Enabling Fault-Tolerant Exascale Computing

Due to the continuously reduced feature size, supply voltage, and increased on-chip
density, computer systems are projected to be more susceptible to hard errors and
transient errors. Compared to SRAM/DRAM memory, PCRAM/STT-RAM memory
has unique features such as non-volatility and resilience to soft errors. The application
of such unique features could enable novel architecture design for applications that
can address the reliability challenges for future Exascale scale computing.

For example, checkpointing/rollback scheme, where the processor takes frequent
checkpoints at a certain time interval and stores them to hard disk, is one of the
most common approaches to ensure the fault-tolerance of a computing system. In
the current peta-scale massive parallel processing (MPP) systems, such traditional
checkpointing to hard disk could incur a large performance overhead and is not
a scalable solution for future Exascale computing. For example, Dong et al. [30]
proposed three variants of PCRAM-based hybrid checkpointing schemes, which
reduce the checkpoint overhead and offer a smooth transition from the conventional
pure HDD checkpoint to the ideal 3D PCRAM mechanism. With a 3D PCRAM
approach, multiple layers of PCRAM memory are stacked on top of DRAM memory,
integrated with the emerging 3D integration technology. With a massive memory
bandwidth provided by the through-silicon-via (TSVs) enabled by 3D integration,
fast and high-bandwidth local checkpointing can be realized. The proposed pure 3D
PCRAM-based mechanism can ultimately take checkpoints with overhead less than
4 % on a projected Exascale system.

http://dx.doi.org/10.1007/978-1-4419-9551-3_3
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1.5 Mitigation Techniques for STT-RAM/PCRAM Memory

The previous section presents the benefits of using these emerging memory
technologies in computer system design. However, such benefits can only be achieved
with mitigation techniques that can help address the inherited disadvantages that
related to the write operations: (1) Because of the non-volatility feature, it usually
takes much longer and more energy for write operations compared to read opera-
tions; (2) Some emerging memory technologies such as PCRAM has the wear-out
problem (lifetime reliability), which is one of the major concerns of using it as
working memory rather than storage class memory. Consequently, introducing these
emerging memory technologies into current memory hierarchy design gives rise to
new opportunities but also presents new challenges that need to be addressed. In this
section, we review mitigation techniques that help address the disadvantages of such
emerging technologies.

1.5.1 Techniques to Mitigate Latency/Energy Overheads of Write
Operations

In order to use the emerging NVMs as cache and memory, several design issues need
to be solved. The most important one is the performance and energy overheads in
write operations. A NVM has a more stable mechanism for data keeping, compared to
a volatile memory such as SRAM and DRAM. Accordingly, it needs to take a longer
time and consume more energy to over-write the existing data. This is the intrinsic
characteristic of NVMs. PCRAM and MRAM are not exceptional. If we directly
replace SRAM caches with PCRAM/MRAM ones, the long latency and high energy
consumption in write operations could offset the performance and power benefits,
and even result in degradation when the cache write intensity is high. Therefore, it
is imperative to study techniques to mitigate the overheads of write operations in
NVMs.

• Hybrid Cache/Memory Architecture. To leverage the benefits of both the traditional
SRAM/DRAM (such as fast write-operations) and the emerging NVMs (such as
high density, low leakage, and resilient to soft error), a hybrid cache/memory
architecture can be used, such as STT-RAM/SRAM hybrid on-chip cache, which
is described in details in Chap. 6, or PCRAM/DRAM hybrid main memory [28].
In such hybrid architecture, instead of building a pure STT-RAM-based cache or
a pure PCRAM-based main memory, we could replace a portion of MRAM or
PCRAM cells with SRAM or DRAM elements, respectively. The main purpose
is to keep most of write intensive data within SRAM/DRAM part, and hence, to
reduce write operations in NVM parts. Therefore, the dynamic power consumption
can be reduced and performance can be further improved. The major challenges
to this architecture are how to physically arrange two different types of memories
and how to migrate data in between.

http://dx.doi.org/10.1007/978-1-4419-9551-3_6
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• Novel Buffer Architecture. The write buffer design in modern processors works
well for SRAM-based caches, which have approximately equivalent read and write
speeds. However, the traditional write buffer design may not be suitable for NVM-
based caches, which feature a large variation between read and write latencies.
Chapter 6 will give details on how to design a novel write buffer architecture to
mitigate the write-latency overhead. For example, in the scenario where a write
operation is followed by several read operations, the ongoing write operation may
block the upcoming read ones and cause performance degradation. The cache write
buffer can be improved to prevent the critical read operations from being blocked
by long write operations. For example, a higher priority can be assigned to read
operations when competition happens between read and write. In an extreme con-
dition when write-retirements are always stalled by read operations, write buffer
could become full, which can also degrade cache performance. Hence, how to
properly deal with read/write sequence and whether this mechanism could be
dynamically controlled based on applications also need to be investigated. A simi-
lar write cancellation and write pausing techniques are also proposed in Ref. [31].
In addition, Lee et al. [27] also proposed to redesign the PCRAM buffer, using
narrow buffers to help mitigate high energy PCM writes. Multiple buffer rows can
exploit locality to coalesce writes, hiding their latency and energy.

• Eliminating Redundant Bit-Writes. In a conventional memory access, a write
updates an entire row of the memory cells. A large portion of such writes are
redundant. A read-before-write operation can help identify such redundant bits
and cancel those redundant write operations to save energy and reduce the impact
on performance [32].

• Data Inverting. To further reduce the number of writes to PCRAM cells, a data
inverting scheme [32, 33] can be adopted in the PCRAM write logic. When a new
data is written to a cache block, we first read its old data value, and compute the
Hamming distance (HD) between the two values. If the calculated HD is larger
than the half of the cache block size, the new data value is inverted before the store
operation. An extra status bit is set to 1 to denote that the stored value has been
inverted.

1.5.2 Techniques to Improve Lifetime for NVMs

Write endurance is another severe challenge in PCRAM memory design. The state-
of-the-art process technology has demonstrated that the write endurance for PCRAM
is around 108–109 [29]. The problem is further aggravated by the fact that writes
to caches and main memory can be extremely skewed. Consequently, those cells
suffering from more frequent write operations will fail much sooner than the rest.

Techniques that proposed in the previous sub-section to reduce the number of write
operations to STT-RAM/PCRAM can definitely help the lifetime of the memory,
besides reducing the write energy overhead. In addition to those techniques, the
following schemes can be used to further improve the lifetime of the memory.

http://dx.doi.org/10.1007/978-1-4419-9551-3_6
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• Wear leveling. Wear leveling technique, which has been widely implemented in
NAND flash memory, attempts to work around the limitations of write endurance
by arranging data access so that write operations can be distributed evenly across all
the storage cells. Wear leveling technique can also be applied to PCRAM/MRAM-
based cache and memory. a range of wear leveling techniques for PCRAM have
been examined [27–29, 32, 34] recently. Such wear leveling techniques include:
(1) Row Shifting. A simple shifting scheme can be applied to evenly distribute
writes within a row. The scheme is implemented through an additional row shifter
along with a shift offset register. On a read access, data is shifted back before being
passed to the processor. (2) Word-line Remapping and Bit-line Shifting. Bit-line
shifter and word-line remapper are used to spread the writes over the memory
cells inside one cache block and among cache blocks, respectively. (3) Segment
Swapping. Periodically, memory segments of high and low write accesses are
swapped. The memory controller keeps track of the write counts of each segment,
and a mapping table between the “virtual” and “true” segment number. Chapter
9 of this book will also cover more details about the wear-leveling techniques,
including new considerations of intra-set and inter-set write variations when NVM
is used as on-chip cache.

• Graceful degradation. In such scheme, the PCRAM allows continued operation
through graceful degradation when hard faults occur [35]. The memory pages
that contain hard faults are not discarded. Instead, they are dynamically formed
pairs of complementary pages that act as a single page of storage, such that the
total effective memory capacity is reduced but the the lifetime of PCRAM can be
improved by up to 40× over conventional error-detection techniques.

1.6 Conclusion

This chapter reviews recent advance in memory architecture design with such
emerging memory technology, discusses the benefits of using STT-RAM/PCRAM
at various level of memory hierarchy, and also presents the mitigation techniques to
overcome the challenges of applying such emerging memory technologies for future
memory architecture design. These recent architectural-level studies have demon-
strated that emerging memory technologies like STT-RAM/PCRAM/ReRAM have
great potentials to improve future computer memory architecture design, and enable
novel applications such as novel checkpointing techniques for future Exascale com-
puting.

The rest of this book will give more details for different perspectives that are
introduced in this chapter. With all these initial research efforts, we believe that the
emerging of these new memory technologies will change the landscape of future
memory architecture design.

http://dx.doi.org/10.1007/978-1-4419-9551-3_9
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Chapter 2
NVSim: A Circuit-Level Performance, Energy,
and Area Model for Emerging Non-volatile
Memory

Xiangyu Dong, Cong Xu, Norm Jouppi and Yuan Xie

Abstract Various new non-volatile memory (NVM) technologies have emerged
recently. Among all the investigated new NVM candidate technologies, spin-torque
transfer memory (STT-RAM, or MRAM), phase change memory (PCRAM), and
resistive memory (ReRAM) are regarded as the most promising candidates. As the
ultimate goal of this NVM research is to deploy them into multiple levels in the mem-
ory hierarchy, it is necessary to explore the wide NVM design space and find the
proper implementation at different memory hierarchy levels from highly latency-
optimized caches to highly density-optimized secondary storage. While abundant
tools are available as SRAM/DRAM design assistants, similar tools for NVM designs
are currently missing. Thus, in this work, we develop NVSim, a circuit-level model for
NVM performance, energy, and area estimation, which supports various NVM tech-
nologies including STT-RAM, PCRAM, ReRAM, and legacy NAND flash. NVSim
is successfully validated against industrial NVM prototypes, and it is expected to
help boost architecture-level NVM-related studies.
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2.1 Introduction

Universal memory that provides fast random access, high storage density, and
non-volatility within one memory technology becomes possible, thanks to the emer-
gence of various new non-volatile memory (NVM) technologies, such as spin-torque
transfer random access memory (STT-RAM, or MRAM), phase change random
access memory (PCRAM), and resistive random access memory (ReRAM). As the
ultimate goal of this NVM research is to devise a universal memory that could work
across multiple layers of the memory hierarchy, each of these emerging NVM tech-
nologies has to supply a wide design space that covers a spectrum from highly
latency-optimized microprocessor caches to highly density-optimized secondary
storage. Therefore, specialized peripheral circuitry is required for each optimiza-
tion target. However, since few of these NVM technologies are mature so far, only
a limited number of prototype chips have been demonstrated and just cover a small
portion of the entire design space. In order to facilitate the architecture-level NVM
research by estimating the NVM performance, energy, and area values under dif-
ferent design specifications before fabricating a real chip, in this work, we build
NVSim, a circuit-level model for NVM performance, energy, and area estimations,
which supports various NVM technologies including STT-RAM, PCRAM, ReRAM,
and legacy NAND flash.

The main goals of developing NVSim tool are as follows:

• Estimate the access time, access energy, and silicon area of NVM chips with a given
organization and specific design options before the effort of actual fabrications;

• Explore the NVM chip design space to find the optimized chip organization and
design options that achieve best performance, energy, or area;

• Find the optimal NVM chip organization and design options that are optimized
for one design metric while keeping other metrics under constraints.

We build NVSim by using the same empirical modeling methodology as
CACTI [39, 43] but starting from a new framework and adding specific features
for NVM technologies. Compared to CACTI, the framework of NVSim includes the
following new features:

• It allows to move sense amplifiers from inner memory subarrays to the outer bank
level and factor them out to achieve overall area efficiency of the memory module;

• It provides more flexible array organizations and data activation modes by consid-
ering any combinations of memory data allocation and address distribution;

• It models various types of data sensing schemes instead of voltage sensing scheme
only;

• It allows memory banks to be formed in a bus-like manner rather than the H-tree
manner only;

• It provides multiple design options of buffers instead of latency-optimized option
that uses logical effort;

• It models the cross-point memory cells rather than MOS-accessed memory cells
only;
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• It considers the subarray size limit by analyzing the current sneak path;
• It allows advanced target users to redefine memory cell properties by providing a

customization interface.

NVSim is validated against several industry prototype chips within the error range
of 30 %. In addition, we show how to use this model to facilitate the architecture-
level performance, energy, and area analysis for applications that adopt the emerging
NVM technologies.

2.2 Background of Non-volatile Memory

In this section, we first review the technology background of four types of NVMs
modeled in NVSim, which are STT-RAM, PCRAM, ReRAM, and legacy NAND
flash.

2.2.1 NVM Physical Mechanisms and Write Operations

Different NVM technologies have their particular storage mechanisms and corre-
sponding write methods.

2.2.1.1 NAND Flash

The physical mechanism of the flash memory is to store bits in the floating gate and
control the gate threshold voltage. The series bit cell string of NAND flash, as shown
in Fig. 2.1a, eliminates contacts between the cells and approaches the minimum cell

Fig. 2.1 The basic string
block of NAND flash and the
conceptual view of floating
gate flash memory cell (BL bit
line, WL word line, SG select
gate)

(a)

(b)
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size of 4F2 for low-cost manufacturing. The small cell size, low cost, and strong
application demands make the NAND flash dominate the traditional non-volatile
memory market. Figure 2.1b shows that a flash memory cell consists of a floating
gate and a control gate aligned vertically. The flash memory cell modifies its threshold
voltage VT by adding electrons to or subtracting electrons from the isolated floating
gate.

NAND flash usually charges or discharges the floating gate by using Fowler–
Nordheim (FN) tunneling or hot-carrier injection (HCI). A program operation adds
tunneling charges to the floating gate and the threshold voltage becomes negative,
while an erase operation subtracts charges and the threshold voltage returns positive.

2.2.1.2 Spin-Torque Transfer RAM

Spin-torque transfer RAM (STT-RAM) uses magnetic tunnel junction (MTJ) as the
memory storage and leverages the difference in magnetic directions to represent the
memory bit. As shown in Fig. 2.2, MTJ contains two ferromagnetic layers. One
ferromagnetic layer has fixed magnetization direction and it is called the reference
layer, while the other layer has a free magnetization direction that can be changed
by passing a write current and it is called the free layer. The relative magnetization
direction of two ferromagnetic layers determines the resistance of MTJ. If two fer-
romagnetic layers have the same directions, the resistance of MTJ is low, indicating
a “1” state; if two layers have different directions, the resistance of MTJ is high,
indicating a “0” state.

As shown in Fig. 2.2, when writing “0” state into STT-RAM cells (RESET oper-
ation), positive voltage difference is established between SL and BL; when writing
“1” state (SET operation), vice versa. The current amplitude required to reverse the
direction of the free ferromagnetic layer is determined by the size and aspect ratio
of MTJ and the write pulse duration.

(a) (b)

Fig. 2.2 Demonstration of a MRAM cell: a structural view; b schematic view (BL bit line, WL
word line, SL source line)
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2.2.1.3 Phase Change RAM

Phase change RAM (PCRAM) uses chalcogenide material (e.g., GST) to store
information. The chalcogenide materials can be switched between a crystalline phase
(SET state) and an amorphous phase (RESET state) with the application of heat. The
crystalline phase shows low resistivity, while the amorphous phase is characterized
by high resistivity. Figure 2.3 shows an example of a MOS-accessed PCRAM cell.

The SET operation crystallizes GST by heating it above its crystallization temper-
ature, and the RESET operation melt-quenches GST to make the material amorphous
as illustrated in Fig. 2.4. The temperature is controlled by passing a specific elec-
trical current profile and generating the required Joule heat. High-power pulses are
required for the RESET operation to heat the memory cell above the GST melting
temperature. In contrast, moderate power but longer duration pulses are required for
the SET operation to heat the cell above the GST crystallization temperature but
below the melting temperature [33].

WL

SL

BL
GST

‘RESET’

WL

SL

BL
GST

‘SET’
GST

WL

N+ N+

WL

N+ N+

SL BL

WL

Fig. 2.3 The schematic view of a PCRAM cell with NMOS access transistor (BL bit line, WL word
line, SL source line)

Fig. 2.4 The temperature–time relationship during SET and RESET operations
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2.2.1.4 Resistive RAM

Although many non-volatile memory technologies (e.g., aforementioned STT-RAM
and PCRAM) are based on electrically induced resistive switching effects, we define
resistive RAM (ReRAM) as the one that involves electro- and thermochemical effects
in the resistance change of a metal/oxide/metal system. In addition, we confine
our definition to bipolar ReRAM. Figure 2.5 illustrates the general concept for the
ReRAM working mechanism. An ReRAM cell consists of a metal oxide layer (e.g.,
Ti [45], Ta [42], and Hf [4]) sandwiched by two metal (e.g., Pt [45]) electrodes.
The electronic behavior of metal/oxide interfaces depends on the oxygen vacancy
concentration of the metal oxide layer. Typically, the metal/oxide interface shows
Ohmic behavior in the case of very high doping and rectifying in the case of low
doping [45]. In Fig. 2.5, the TiOx region is semi-insulating indicating lower oxygen
vacancy concentration, while the TiO2−x is conductive indicating higher concentra-
tion.

The oxygen vacancy in metal oxide is n-type dopant, whose draft under the electric
field can cause the change in doping profiles. Thus, applying electronic current can
modulate the IV curve of the ReRAM cell and further switch the cell from one state
to the other state. Usually, for bipolar ReRAM, the cell can be switched ON (SET
operation) only by applying a negative bias and OFF (RESET operation) only by
applying the opposite bias [45]. Several ReRAM prototypes [5, 22, 35] have been
demonstrated and show promising properties on fast switching speed and low energy
consumption.

2.2.2 Read Operations

The read operations of these NVM technologies are almost the same. Since the NVM
memory cell has different resistance in ON and OFF states, the read operation can
be accomplished either by applying a small voltage on the bit line and sensing the

Fig. 2.5 The working mechanism of ReRAM cells
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current that passes through the memory cell or by injecting a small current into
the bit line and sensing the voltage across the memory cell. Instead of SRAM that
generates complement read signals from each cell, NVM usually has a group of
dummy cells to generate the reference current or reference voltage. The generated
current (or voltage) from the to-be-read cell is then compared to the reference current
(or voltage) by using sense amplifiers. Various types of sense amplifiers are modeled
in NVSim as we discuss in Sect. 2.5.2.

2.2.3 Write Endurance Issue

Write endurance is the number of times that an NVM cell can be overwritten. Among
all the NVM technologies modeled in NVSim, only STT-RAM does not suffer from
the write endurance issue. NAND flash, PCRAM, and ReRAM all have limited write
endurance, which is the number of times that a memory cell can be overwritten.
NAND flash only has write endurance of 105–106. The PCRAM endurance is now
in the range between 105 and 109 [1, 21, 32]. ReRAM research currently shows
endurance numbers in the range between 105 and 1010 [20, 24]. A projected plan by
ITRS for 2024 for emerging NVM, i.e., PCRAM and ReRAM, highlights endurance
in the order of 1015 or more write cycles [14] . In NVSim, the write endurance limit
is not modeled since NVSim is a circuit-level modeling tool.

2.2.4 Retention Time Issue

Retention time is the time that data can be retained in NVM cells. Typically, NVM
technologies require retention time of higher than 10 years. However, in some cases,
such a high retention time is not necessary. For example, Smullen et al. [36] relaxed
the retention time requirement to improve the timing and energy profile of STT-
RAMs. Since the trade-off between NVM retention time and other NVM parameters
(e.g., the duration and amplitude of write pulses) is on the device level, as a circuit-
level tool, NVSim does not model this trade-off directly but instead takes different
sets of NVM parameters with various retention time as the device-level input.

2.2.5 MOS-Accessed Structure Versus Cross-Point Structure

Some NVM technologies (for example, PCRAM [18] and ReRAM [3, 18, 20])
have the capability of building cross-point memory arrays without access devices.
Conventionally, in the MOS-accessed structure, memory cell arrays are isolated by
MOS access devices and the cell size is dominated by the large MOS access device
that is necessary to drive enough write current, even though the NVM cell itself is
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much smaller. However, taking advantage of the cell nonlinearity, an NVM array
can be accessed without any extra access devices. The removal of MOS access
devices leads to a memory cell size of only 4F2, where F is the process feature
size. Unfortunately, the cross-point structure also brings extra peripheral circuitry
design challenges and a trade-off between performance, energy, and area is always
necessary as discussed in our previous work [44]. NVSim models both the MOS-
accessed and the cross-point structures, and the modeling methodology is described
in the following sections.

2.3 NVSim Framework

The framework of NVSim is modified from CACTI [38, 39]. We add several new
features, such as more flexible data activation modes and alternative bank organiza-
tions.

2.3.1 Device Model

NVSim uses device data from ITRS report [14] and the MASTAR tool [15] to obtain
the process parameters. NVSim covers the process nodes from 180, 120, 90, 65, 45,
32, to 22 nm and supports 3 transistor types, which are high performance (HP), low
operating power (LOP), and low standby power (LSTP).

2.3.2 Array Organization

Figure 2.6 shows the array organization. There are 3 hierarchy levels in such organi-
zation, which are bank, mat, and subarray. Basically, the descriptions of these levels
are as follows:

• Bank is the top-level structure modeled in NVSim. One non-volatile memory chip
can have multiple banks. The bank is a fully functional memory unit, and it can
be operated independently. In each bank, multiple mats are connected together in
either H-tree or bus-like manner

• Mat is the building block of bank. Multiple mats in a bank operate simultaneously
to fulfill a memory operation. Each mat consists of multiple subarrays and one
predecoder block

• Subarray is the elementary structure modeled in NVSim. Every subarray con-
tains peripheral circuitry including row decoders, column multiplexers, and output
drivers.
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Fig. 2.6 The memory array organization modeled in NVSim: A hierarchical memory organization
includes banks, mats, and subarrays with decoders, multiplexers, sense amplifiers, and output drivers

Conventionally, sense amplifiers are integrated on the subarray level as modeled
in CACTI [38, 39]. However, in NVSim model, sense amplifiers can be placed either
on the subarray level or on the mat level.

2.3.3 Memory Bank Type

For practical memory designs, memory cells are grouped together to form memory
modules of different types. For instance,

• The main memory is a typical random access memory (RAM), which takes the
address of data as input and returns the content of data;

• The set-associative cache contains two separate RAMs (data array and tag array)
and can return the data if there is a cache hit by the given set address and tag;

• The fully associative cache usually contains a content-addressable memory (CAM).

To cover all the possible memory designs, we model 5 types of memory banks
in NVSim: one for RAM, one for CAM, and three for set-associate caches with
different access manners. The functionalities of these 5 types of memory banks are
listed as follows:

1. RAM: Output the data content at the I/O interface given the data address
2. CAM: Output the data address at the I/O interface given the data content if there

is a hit
3. Cache with normal access: Start to access the cache data array and tag array at

the same time; the data content is temporarily buffered in each mat; if there is a
hit, the cache hit signal generated from the tag array is routed to the proper mats,
and the content of the desired cache line is output to the I/O interface

4. Cache with sequential access: Access the cache tag array at first; if there is a hit,
then access the cache data array with the set address and the tag hit information
and finally output the desired cache line to the I/O interface
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5. Cache with fast access: Access the cache data array and tag array simultaneously;
read the entire set content from the mats to the I/O interface; selectively output
the desired cache line if there is a cache hit signal generated from the tag array.

2.3.4 Activation Mode

We model the array organization and the data activation modes using eight parame-
ters, which are

• NMR: number of rows of mat arrays in each bank;
• NMC: number of columns of mat arrays in each bank;
• NAMR: number of active rows of mat arrays during data accessing;
• NAMC: number of active columns of mat arrays during data accessing;
• NSR: number of rows of subarrays in each mat;
• NSC: number of columns of subarrays in each mat;
• NASR: number of active rows of subarrays during data accessing;
• and NASC: number of active columns of subarrays during data accessing.

The values of these parameters are all constrained to be power of two. NMR and
NMC define the number of mats in a bank, and NSR and NSC define the number of
subarrays in a mat. NAMR, NAMC, NASR, and NASC define the activation patterns,
and they can take any values smaller than NMR, NMC, NSR, and NSC, respectively.
On the contrary, the limitation of array organization and data activation pattern in
CACTI is caused by several constraints on these parameters such as NAMR = 1,
NAMC = NMC, and NSR = NSC = NASR = NASC = 2.

NVSim has these flexible activation patterns and is able to model sophisticated
memory accessing techniques, such as single subarray activation [41].

2.3.5 Routing to Mats

In order to first route the data and address signals from the I/O port to the edge of
memory mats and from mat to the edges of memory subarrays, we divided all the
interconnect wires into three categories: Address Wires, Broadcast Data Wires, and
Distributed Data Wires. Depending on the memory module types and the activation
modes, the initial number of wires in each group is assigned according to the rules
listed in Table 2.1. We use the terminology block to refer to the memory words in
RAM and CAM designs and the cache lines in cache designs. In Table 2.1, Nblock
is the number of blocks, Wblock is the block size, and A is the associativity in cache
designs. The number of Broadcast Data Wires is always kept unchanged, the number
of Distributed Data Wires is cut by half at each routing point where data are merged,
and the number of Address Wires is subtracted by one at each routing point where
data are multiplexed.
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Table 2.1 The initial number of wires in each routing group

NAW NBW NDW

Random access memory (RAM) log2 Nblock 0 Wblock

Content-addressable memory (CAM) Wblock 0
Cache Normal access Data array log2 (Nblock/A) log2 A Wblock

Tag array log2 (Nblock/A) Wblock A
Sequential access Data array log2 Nblock 0 Wblock

Tag array log2 (Nblock/A) Wblock A
Fast access Data array log2 (Nblock/A) 0 Wblock A

Tag array log2 (Nblock/A) Wblock A

NAW Number of address wires
NBW Number of broadcast data wires
NDW Number of distributed data wires

We use the case of the cache bank with normal access to demonstrate how the
wires are routed from the I/O port to the edges of the mats. For simplicity, we suppose
the data array and the tag array are two separate modules. While the data and tag
arrays usually have different mat organizations in practice, we use the same 4 × 4
mat organization for the demonstration purpose as shown in Figs. 2.7 and 2.8. The
total 16 mats are positioned in a 4 × 4 formation and connected by a 4-level H-tree.
Therefore, NMR and NMC are 4. As an example, we use the activation mode in which
two rows and two columns of the mat array are activated for each data access, and the
activation groups are Mat {0, 2, 8, 10}, Mat {1, 3, 9, 11}, Mat {4, 6, 12, 14}, and Mat
{5, 7, 13, 15}. Thereby, NAMR and NAMC are 2. In addition, we set the cache line size
(block size) to 64 B, the cache associativity to A = 8, and the cache bank capacity to
1 MB, so that the number of cache lines (blocks) is Nblock = 8M/512 = 16,384, the
block size in the data array is Wblock,data = 512, and the block size in the tag array is
Wblock,tag = 16 (assuming 32-bit addressing and labeling dirty block with one bit).

According to Table 2.1, the initial number of address wires (NAW) is log2 Nblock/

A = 11 for both data and tag arrays. For data array, the initial number of broadcast
data wires (NBW,data) is log2 A = 3, which is used to transit the tag hit signals from the
tag array to the corresponding mats in the data array; the initial number of distributed
data wires (NDW,data) is Wblock,data = 512, which is used to output the desired cache
line from the mats to the I/O port. For tag array, the broadcast data wire (NBW,tag) is
Wblock,tag = 16, which is sent from the I/O port to each of the mat in the tag array; the
initial number of distributed data wires (NDW,tag) is A = 8, which is used to collect
the tag hit signals from each mat to the I/O port and then send to the data array after
a 8-to-3 encoding process.

From the I/O port to the edges of the mats, the numbers of wires in the three
categories are changed as follows and demonstrated in Figs. 2.7 and 2.8, respectively.

1. At node A, the activated mats are distributed in both the upper and the bottom
parts, so node A is a merging node. As per the routing rule, the address wires
and broadcast data wires remain the same, but the distributed data wires are
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Fig. 2.7 The example of the wire routing in a 4 × 4 mat organization for the data array of a 8-way
1 MB cache with 64 B cache lines

Fig. 2.8 The example of the wire routing in a 4 × 4 mat organization for the tag array of a 8-way
1 MB cache with 64 B cache lines

cut into half. Thus, the wire segment between node A and B have NAW = 11,
NBW,data = 3, NDW,data = 256, NBW,tag = 16, and NDW,tag = 4

2. Node B is again a merging node. Thus, the wire segment between node B and C
have NAW = 11, NBW,data = 3, NDW,data = 128, NBW,tag = 16, and NDW,tag = 2

3. At node C, the activated mats are allocated only in one side, either from Mat 0/1
or from Mat 4/5, so Node C is a multiplexing node. As per the routing rule, the
distributed data wires and broadcast data wires remain the same, but the address
wires are decremented by 1. Thus, the wire segment between node C and node D
have NAW = 10, NBW,data = 3, NDW,data = 128, NBW,tag = 16, and NDW,tag = 2

4. Finally, node D is another multiplexing node. Thus, the wire segments at the
mat edges have NAW = 9, NBW,data = 3, NDW,data = 128, NBW,tag = 16, and
NDW,tag = 2.

Thereby, each mat in the data array takes the input of a 9-bit set address and a 3-bit
tag hit signals (which can be treated as the block address in a 8-way associative set),
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and it generates the output of a 128-bit data. A group of 4 data mats provide the
desired output of a 512-bit (64 B) cache line, and four such groups cover the entire
11-bit set address space. On the other hand, each mat in the tag array takes the input
of a 9-bit set address and a 16-bit tag, and it generates a 2-bit hit signals (01 or 10
for hit and 00 for miss). A group of 4 tag mats concatenate their hit signals and
provide the information whether a 16-bit tag hits in a 8-way associated cache with a
9-bit address space, and four such groups extend the address space from 9 bit to the
desired 11 bit.

Other configurations in Table 2.1 can be explained in the similar manner.

2.3.6 Routing to Subarrays

The interconnect wires from mat to the edges of memory subarrays are routed using
the same H-tree organization as shown in Fig. 2.9, and its routing strategy is the same
wire partitioning rule described in Sect. 2.3.5. However, NVSim provides an option
of building mat using a bus-like routing organization as illustrated in Fig. 2.10. The
wire partitioning rule described in Sect. 2.3.5 can also be applied to the bus-like
organization with a few extensions. For example, a multiplexing node with a fanout
of N decrements the number of address wires by log2 N instead of 1; a merging node
with a fanout of N divides the number of distributed data wires by N instead of 2.

Furthermore, the default setting of including sense amplifiers in each subarray can
cause a dominant portion of the total array area. As a result, for high-density memory

Fig. 2.9 An example of mat using internal sensing and H-tree routing
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Fig. 2.10 An example of mat using external sensing and bus-like routing

module designs, NVSim provides an option of moving the sense amplifiers out of
the subarray and using external sensing. In addition, a bus-like routing organization
is designed to associate with the external sensing scheme.

Figure 2.9 shows a common mat using H-tree organization to connect all the sense
amplifier-included subarrays together. In contrast, the new external sensing scheme
is illustrated in Fig. 2.10. In this external sensing scheme, all the sense amplifiers
are located at the mat level and the output signals from each sense amplifier-free
subarray are partial swing. It is obvious that the external sensing scheme has much
higher area efficiency compared to its internal sensing counterpart. However, as a
penalty, sophisticated global interconnect technologies, such as repeater inserting,
cannot be used in the external sensing scheme since all the global signals are partial
swing before passing through the sense amplifiers.

2.3.7 Subarray Size Limit

The subarray size is a critical parameter to design a memory module. Basically,
smaller subarrays are preferred for latency-optimized designs since they reduce local
bit line and word line latencies and leave the global interconnects to be handled
by the sophisticated H-tree solution. In contrast, larger subarrays are preferred for
area-optimized designs since they can greatly amortize the peripheral circuitry area.
However, the subarray size has its upper limit in practice.

For MOS-accessed subarray, the leakage current paths from unselected word lines
are the main constraint to the bit line length. For cross-point subarray, the leakage
current path issue is much more severe as there is no MOSFET in such subarray
that can isolate selected and unselected cells [23]. The half-select cells in cross-point
subarrays serve as current dividers in the selected row and columns, preventing the
array size from growing unbounded since the available driving current is limited.
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The minimum current that a column write driver should provide is determined by

Idriver = Iwrite + (Nr − 1) × I (Vwrite/2) (2.1)

where Iwrite and Vwrite are the current and voltage of either RESET or SET opera-
tion. Nonlinearity of memory cells is reflected by the fact that the current through
cross-point memory cells is not directly proportional to the voltage applied on it,
which means non-constant resistance of the memory cell. In NVSim, we define a
nonlinearity coefficient, Kr , to quantify the current divider effect of the half-selected
memory cells as follows:

Kr = R(Vwrite/2)

R(Vwrite)
(2.2)

where R(Vwrite/2) and R(Vwrite) are equivalent static resistance of cross-point mem-
ory cells biased at Vwrite/2 and Vwrite, respectively. Then, we derive the upper limit
in a cross-point subarray size by

Nr =
(

Idriver

Iwrite
− 1

)
× 2 × Kr + 1 (2.3)

Nc =
(

Idriver

Iwrite
− Nsc

)
× 2 × Kr + Nsc (2.4)

where Idriver is the maximum driving current that the write driver attached to the
selected row/column can provide and Nsc is the number of selected columns per row.
Thus, Nr and Nc are the maximum numbers of rows and columns in a cross-point
subarray.

As shown in Fig. 2.11, the maximum cross-point subarray size increases with
larger current driving capability or larger nonlinearity coefficient.

Fig. 2.11 Maximum subarray size versus nonlinearity and driving current
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2.3.8 Two-Step Write in Cross-Point Subarrays

In cross-point structure, SET and RESET operations cannot be performed
simultaneously. Thus, two steps of write operations are required in the cross-point
structure when multiple cells are selected in a row.

In NVSim, we model two write methods for cross-point subarrays. The first one
separates SET and RESET operations as Fig. 2.12 shows, and it is called SET-before-
RESET. The second one erases all the cells in the selected row before the selective
RESET operation as Fig. 2.13 shows, and it is called ERASE-before-RESET (EbR).
Supposing the 4-bit word to write is “0101,” we first write “x1x1” (“x” here means
bias row and column of the corresponding cells at the same voltage to keep their
original states) and then write “0x0x” in SET-before-RESET (SbR) method, or we
first SET all the four cells and then write “0x0x” in ERASE-before-RESET method.
The first method has smaller write latency since the erase operation can be performed
before the arrival of the column selector signal, but it needs more write energy due to
the redundant SET on the cells that are RESET back in the second step. Here, ERASE-
before-RESET is chosen rather than ERASE-before-SET because SET operation
usually consumes less energy than RESET operation does.

Fig. 2.12 Sequential write method: SET-before-RESET

Fig. 2.13 Sequential write method: ERASE-before-RESET
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2.4 Area Model

Since NVSim estimates the performance, energy, and area of non-volatile memory
modules, the area model is an essential component of NVSim, especially given the
facts that interconnect wires contribute a large portion of total access latency and
access energy and the geometry of the module becomes highly important. In this
section, we describe the NVSim area model from the memory cell level to the bank
level in details.

2.4.1 Cell Area Estimation

Three types of memory cells are modeled in NVSim: MOS-accessed, cross-point,
and NAND string.

2.4.1.1 MOS-Accessed Cell

MOS-accessed cell corresponds to the typical 1T1R (1-transistor-1-resistor) structure
used by many NVM chips [1, 11, 13, 17, 19, 30, 40], in which an NMOS access
device is connected in series with the non-volatile storage element (i.e., MTJ in STT-
RAM, GST in PCRAM, and metal oxide in ReRAM) as shown in Fig. 2.14. Such
an NMOS device turns on/off the access path to the storage element by tuning the
voltage applied to its gate. The MOS-accessed cell usually has the best isolation
among neighboring cells due to the property of MOSFET.

In MOS-accessed cells, the size of NMOS is bounded by the current needed
by the write operation. The size of NMOS in each MOS-accessed cell needs to be
sufficiently large so that the NMOS has the capability of driving enough write current.

Fig. 2.14 Conceptual view of
a MOS-accessed cell (1T1R)
and its connected word line,
bit line, and source line
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The driving current of NMOS, IDS, can be first-order estimated as follows1,

IDS = K
W

L

[
(VGS − VTH) VDS − V 2

DS

2

]
(2.5)

if NMOS is working at the linear region or calculated by

IDS = K

2

W

L
(VGS − VTH)2 (1 + λVDS) (2.6)

if NMOS is working at the saturation region. Hence, no matter in which region
NMOS is working, the current driving ability of NMOS is proportional to its width-to-
length (W/L) ratio,2 which determines the NMOS size. To achieve high cell density,
we model the MOS-accessed cell area by referring to DRAM design rules [9]. As a
result, the cell size of a MOS-accessed cell in NVSim is calculated as follows:

Areacell,MOS−accessed = 3 (W/L + 1)(F2) (2.7)

in which the width-to-length ratio (W/L) is determined by Eq. 2.5 or 2.6 and the
required write current is configured as one of the input values of NVSim. In NVSim,
we also allow advanced users to override this cell size calculation by directly import-
ing the user-defined cell size.

2.4.1.2 Cross-Point Cell

Cross-point cell corresponds to the 1D1R (1-diode-1-resistor) [21, 22, 31, 46, 47]
or 0T1R (0-transistor-1-resistor) [3, 18, 20] structures used by several high-density
NVM chips recently. Figure 2.15 shows a cross-point array without diodes (i.e.,
0T1R structure). For 1D1R structure, a diode is inserted between the word line and
the storage element. Such cells either rely on the one-way connectivity of diode (i.e.,
1D1R) or leverage materials’ nonlinearity (i.e., 0T1R) to control the memory access
path. As illustrated in Fig. 2.15, the widths of word lines and bit lines can be the
minimal value of 1F and the spacing in each direction is also 1F; thus, the cell size
of each cross-point cell is

Areacell,cross−point = 4(F2) (2.8)

1 Equations 2.5 and 2.6 are for long-channel drift/diffusion devices, and the equations are subjected
to change depending on the technology, though the proportional relationship between the current
and W/L still holds for very advanced technologies.
2 Usually, the transitor length (L) is fixed as the minimal feature size, and the transistor width (W)
is adjustable.
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Fig. 2.15 Conceptual view
of a cross-point cell array
without diode (0T1R) and its
connected word lines and bit
lines

Compared to MOS-accessed cells, cross-point cells have worse cell isolation but
provide a way of building high-density memory chip because they have much smaller
cell sizes. In some cases, the cross-point cell size is constrained by the diode due
to limited current density, and NVSim allows the user to override the default 4F2

setting.

2.4.1.3 NAND String Cell

NAND string cells are particularly modeled for NAND flash. In NAND string cells,
a group of floating gates are connected in series and two ordinary gates with contacts
are added at the string ends as shown in Fig. 2.16. Since the area of the floating gates
can be minimized to 2 × 2F, the total area of a NAND string cell is

Areacell,NANDstring = 2 (2N + 5) (F2) (2.9)

where N is the number of floating gates in a string and we assume that the addition
of two gates and two contacts causes 5F in the total string length.

2.4.2 Peripheral Circuitry Area Estimation

Besides the area occupied by memory cells, there is a large portion of memory chip
area that is contributed to the peripheral circuitry. In NVSim, we have peripheral
circuitry components such as row decoders, prechargers, and column multiplexers
on the subarray level, predecoders on the mat level, and sense amplifiers and write
drivers on either the subarray level or mat level, depending on whether internal or
external data sensing scheme is used. In addition, on every level, interconnect wires
might occupy extra silicon area if the wires are relayed using repeaters.
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Fig. 2.16 The layout of the NAND string cell modeled in NVSim

In order to estimate the area of each peripheral circuitry component, we delve into
the actual gate-level logic design as similar to CACTI [39]. However, in NVSim, we
size transistors in a more generalized way than CACTI does.

The sizing philosophy of CACTI is to use logical effort [37] to size the circuits
for minimum delay. NVSim’s goal is to estimate the properties of NVM chips of a
broad range, and these chips might be optimized for density or energy consumption
instead of minimum delay; thus, we provide optional sizing methods rather than only
applying logical effort. In addition, for some peripheral circuitry in NVM chips, the
size of some transistors is determined by their required driving current instead of
their capacitive load, and this violates the basic rules of using logical effort.

Therefore, we offer three transistor sizing choices in the area model of NVSim: one
optimizing latency, one optimizing area, while another balancing latency and area.
An example is illustrated in Fig. 2.17, demonstrating the different sizing methods
when an output buffer with 4,096 times the capacitance of a minimum-sized inverter
is to be designed. In a latency-optimized buffer design, the number of stages and all
of the inverter sizing in the inverter chain are calculated by logical effort to achieve
minimum delay (30 units) while paying a huge area penalty (1,365 units). In an area-
optimized buffer design, there are only two stages of inverters, and the size of the last
stage is determined by the minimum driving current requirement. This type of buffer
has the minimum area (65 units), but is much slower than the latency-optimized
buffer. The balanced option determines the size of last-stage inverter by its driving
current requirement and calculates the size of the other inverters by logical effort.
This results in a balanced delay and area metric.
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(a)

(b)

(c)

Fig. 2.17 Buffer designs with different transistor sizing: a latency-optimized; b balanced; c area-
optimized

2.5 Timing and Power Models

As an analytical modeling tool, NVSim uses RC analysis for timing and power. In
this section, we describe how resistances and capacitances are estimated in NVSim
and how they are combined to calculate the delay and power consumption.

2.5.1 Generic Timing and Power Estimation

In NVSim, we consider the wire resistance and wire capacitance from interconnects,
turn-on resistance, switching resistance, gate and drain capacitances from transis-
tors, and equivalent resistance and capacitance from memory storage elements (e.g.,
MTJ in STT-RAM and GST in PCRAM). The methods of estimating wire and
parasitic resistances and capacitances are modified from the previous versions of
CACTI [39, 43] by several enhancements. The enhancements include updating the
transistor models by latest ITRS report [14], considering the thermal impact on wire
resistance calculation, adding drain-to-channel capacitance in the drain capacitance
calculation, and so on. We build a lookup table to model the equivalent resistance and
capacitance of memory storage elements since they are the properties of certain non-
volatile memory technology. Considering NVSim is a system-level estimation tool,
we only model the static behavior of the storage elements and record the equivalent
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resistances and capacitances of RESET and SET states (i.e., RRESET, RSET, CRESET,
CSET).3

After calculating the resistances and capacitances of nodes, the delay of each
logic component is calculated by using a simplified version of Horowitz’s timing
model [12] as follows:

Delay = τ

√(
ln

1

2

)2

+ αβ (2.10)

where α is the slope of the input, β = 1/gm R is the normalized input transconduc-
tance by the output resistance, and τ = RC is the RC time constant.

The dynamic energy and leakage power consumptions can be modeled as

Energydynamic = CV 2
DD (2.11)

Powerleakage = VDD Ileak (2.12)

where we model both gate leakage and subthreshold leakage currents in Ileak.
The overall memory access latency and energy consumption are estimated by

combining all the timing and power values of circuit components together. NVSim
follows the same methodology that CACTI [39] uses with minor modifications.

2.5.2 Data Sensing Models

Unlike other peripheral circuitries, the sense amplifier is an analog design instead
of a logic design. Thus, in NVSim, we develop a separate timing model for the
data sensing schemes. Different sensing schemes have their impacts on the trade-
off between performance, energy, and area. In NVSim, we consider three types
of sensing schemes: current sensing (CS), current-in voltage sensing (CIVS), and
voltage divider sensing (VDS).

In the current sensing scheme as shown in Fig. 2.18, the state of memory cell (STT-
RAM, PCRAM, or ReRAM) is read out by measuring the resulting current through
the selected memory cell when a read voltage is applied: The current on the bit line is
compared to the reference current generated by reference cells, the current difference
is amplified by current-mode sense amplifiers, and they are eventually converted to
voltage signals.

Figure 2.19 demonstrates an alternative sensing method by applying a current
source on the selected memory cell and sensing the voltage via the voltage-mode
sense amplifier.

The voltage divider sensing scheme is presented by introducing a resistor (Rx ) in
series with the memory cell as illustrated in Fig. 2.20. The resistance value is selected
to achieve the maximum read sensing margin, and it is calculated as follows:

3 One of the exceptions is that NVSim records the detailed IV curves for cross-point ReRAM cells
without diode because we need to leverage the nonlinearity of the storage element.
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Fig. 2.18 Analysis model for current sensing scheme

Fig. 2.19 Analysis model for current-in voltage sensing scheme

Fig. 2.20 Analysis model for voltage divider sensing scheme

Rx = √
Ron × Roff (2.13)

where Ron and Roff are the equivalent resistance values of the memory cell in LRS
and HRS, respectively.

2.5.2.1 Bitline RC Model

We model the bit line RC delay analytically for each sensing scheme. The most
significant difference between the current-mode sensing and voltage-mode sens-
ing is that the input resistance of ideal current-mode sensing is zero, while that of
ideal voltage-mode sensing is infinite. And, the most significant difference between
current-in voltage sensing and voltage divider sensing is that the internal resistance
of an ideal current source is infinite, while the resistor Rx serving as a voltage divider
can be treated as the internal resistance of a voltage source. Delays of current-in volt-
age sensing, voltage divider sensing, and current sensing are given by the following
equations using Seevinck’s delay expression [34]:
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δtv = RT CT

2
×

(
1 + 2RB

RT

)
(2.14)

δtvd = RT CT

2
×

(
1 + 2(RB ||Rx )

RT

)
(2.15)

δti = RT CT

2
×

(
RB + RT

3

RB + RT

)
(2.16)

where RT and CT are the total line resistance and capacitance, RB is the equiva-
lent resistance of the memory cell, and Rx is the resistance of voltage divider. In
these equations, tv, tvd , and ti are the RC delays of current-in voltage sensing, volt-
age divider sensing, and current sensing schemes, respectively. Rx ||RB , instead of
RB , is used as the new effective pull-down resistance in Eq. 2.15 according to the
transformation from a Thevenin equivalent to a Norton equivalent.

Equations 2.14 and 2.15 show that voltage divider sensing is faster than current-in
voltage sensing with the extra cost of fabricating a large resistor. Comparing Eq. 2.16
with 2.14 and 2.15, we can see the current sensing is much faster than current-in
voltage sensing and voltage divider sensing since the former delay is less than the
intrinsic line delay RT CT /2, while the latter delays are larger than RT CT /2. The
bit line delay analytical models are verified by comparing them with the HSPICE
simulation results. As shown in Fig. 2.21, the RC delays derived by our analytical
RC models are consistent with the HSPICE simulation results.

2.5.2.2 Current–Voltage Converter Model

As shown in Fig. 2.18, the current–voltage converter in our current-mode sensing
scheme is actually the first-level sense amplifier, and the CACTI-modeled voltage
sense amplifier is still kept in the bit line model as the final stage of the sensing
scheme. The current–voltage converter senses the current difference I1 − I2, and
then, it is converted into a voltage difference V1−V2. The required voltage difference
produced by current–voltage converter is set by default to 80 mV. Although this
value is the minimum sensible voltage difference of the CACTI-modeled voltage
sense amplifier, advanced user can override it for specific sense amplifier design. We
refer to a previous current–voltage converter design [34], and the circuit schematic is
shown in Fig. 2.22. This sensing scheme is similar to the hybrid I/O approach [28],
which can achieve high-speed, robust sensing, and low power operation.

To avoid unnecessary calculation, the current–voltage converter is modeled by
directly using the HSPICE-simulated values and building a look-up table of delay,
dynamic energy, and leakage power (Table 2.2).
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Fig. 2.21 Delay model verification of three sensing schemes comparing to HSPICE simulations

Fig. 2.22 The current–
voltage converter modeled
in NVSim

2.5.3 Cell Switching Model

Different NVM technologies have their specific switching mechanism. Usually, the
switching phenomenon involves magnetoresistive, phase change, thermochemical,
and electrochemical effects, and it cannot be estimated by RC analysis. Hence, the cell
switching model in NVSim largely relies on the NVM cell definition. The predefined
NVM cell switching properties include the SET/RESET pulse duration (i.e., tSET
and tRESET) and SET/RESET current (i.e., ISET and IRESET) or voltage. NVSim does
not model the dynamic behavior during the switching of the cell state, the switching
latency (i.e., cell write latency) is directly the pulse duration and the switching energy
(i.e., cell write energy) is estimated using Joule’s first law that is

EnergySET = I 2
SET RtSET

EnergyRESET = I 2
RESET RtRESET (2.17)

in which the resistance value R can be the equivalent resistance of the corresponding
SET or RESET state (i.e., RSET or RRESET). However, for NVM technologies that
have threshold switching phenomenon (e.g., PCRAM and ReRAM), the resistance
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Table 2.2 The delay and power lookup table of current–voltage converter

Process node (nm) 130 90 65 45 32

Delay (ns) 0.49 0.53 0.62 0.80 1.07
Dynamic energy (fJ) 85.2 87.2 90.0 102.6 125.6
Leakage power (nW) 14.0 18.7 25.7 44.1 125.4

Fig. 2.23 The circuit
schematic of the slow-quench
pulse shaper used in [21]

value R always equals to the resistance of the low-resistance state. This is because
when a voltage above a particular threshold is applied to these NVM cells in the
high-resistance state, the resulting large electrical fields greatly increase the electrical
conductivity [2].

2.6 Miscellaneous Circuitry

Some specialized circuitry is required for certain types of NVMs. For instance, some
PCRAM chips need pulse shaper to reform accurate SET and RESET pulses, and
NAND flash and some PCRAM chips need charge pump to generate the high-voltage
power plane that is necessary for write operations.

2.6.1 Pulse Shaper

Some PCRAM needs specialized circuits to handle its RESET and SET operations.
Specific pulse shapes are required to heat up the GST quickly and to cool it down
gradually, especially for SET operations. This pulse shaping requirement is achieved
by using a slow-quench pulse shaper. As shown in Fig. 2.23, the slow-quench pulse
shaper is composed of an arbitrary slow-quench waveform generator and a write
driver.



2 NVSim: A Circuit-Level Performance 41

In NVSim, the delay impacts of the slow-quench shaper are neglected because
they are already included in the RESET/SET calculation of the timing model. The
energy impacts of the shaper are modeled by adding an energy efficiency during
the RESET/SET operation, which we set the default value to 35 % [11], and it can
be overridden by advanced user. The area of slow-quench shapers is modeled by
measuring the die photographs [11, 21].

2.6.2 Charge Pump

The write operations of NAND flash and some PCRAM chips require voltage higher
than the chip supply voltage. Therefore, a charge pump that uses capacitors as energy
storage elements to create a higher voltage is necessary in a NAND flash chip design.
In NVSim, we neglect the silicon area occupied by charge pump since the charge
pump area can vary a lot depending on its underlying circuit design techniques,
and the charge pump area is relatively small compared to the cell array area in a
large-capacity NAND chip. However, we model the energy dissipated by charge
pumps during the program and erase operations in NVSim because they contribute
a considerable portion of the total energy consumption. The energy consumed by
charge pumps is referred from an actual NAND flash chip design [16], which specifies
that a conventional charge pump consumes 0.25 µJ at 1.8 V supply voltage. We use
this value as the default in NVSim.

2.7 Validation Result

NVSim is built on the basis of generic assumptions of memory cell layouts, circuit
design rules, and CMOS fabrication parameters, whereas the performance, energy,
and area of a real non-volatile memory design depend on the specific choices of
all these. However, as described in previous sections, we provide a set of knobs in
NVSim to adjust the design parameters such as memory organization, wire type,
transistor type, data sensing schemes, and others. Therefore, NVSim is capable of
emulating a real memory chip, and comparing the NVSim estimation result to the
actual memory chip parameters can show the accuracy of NVSim.

Hence, we validate NVSim against NAND flash chips and several industrial pro-
totype designs of STT-RAM [40], PCRAM [1, 17], and ReRAM [35] in terms of
area, latency, and energy. We first extract the information from real chip design
specifications to set the input parameters required by NVSim, such as capacity, line
size, technology node, and array organization. Then, we compare the performance,
energy, and area estimation numbers generated from NVSim to the actual reported
numbers in those chip designs. The validation results are listed in this section. Note
that all the simulation results are for nominal cases since process variations are not
supported in current version of NVSim.
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Table 2.3 NVSim’s NAND flash model validation with respect to a 50 nm 2 Gb NAND flash chip
(B-SLC2) [10]

Metric Actual Projected Error (%)

Area 23.85 mm2 22.61 mm2 −5.20
Read latency 21 µs 25.2 µs +20.0
Program latency 200 µs 200.1 µs +0.1
Erase latency 1.25 ms 1.25 ms +0.0
Read energy 1.56 µJ 1.85 µJ +18.6
Program energy 3.92 µJ 4.24 µJ +8.2
Erase energy 34.5 µJ 36.0 µJ +4.3

2.7.1 NAND Flash Validation

It is challenging to validate the NAND flash model in NVSim since the public manu-
facturer datasheets do not disclose sufficient data on the operation latency and power
consumption for validation purpose. Instead, Grupp et al. [10] report both latency
and power consumption measurements of several commercial NAND flash chips
from different vendors. Grupp’s report does not include the NAND flash silicon
area; hence, we set the actual NAND flash chip area by assuming an area efficiency
of 90 %. The comparison between the measurement [10] and the estimations given
by NVSim is listed in Table 2.3. The estimation error is within 20 %.

2.7.2 STT-RAM Validation

We validate the STT-RAM model against a 65 nm prototype chip [40]. We let 1 bank
= 32 × 8 mats and 1 mat = 1 subarray to simulate the memory array organization.
We also exclude the chip area of I/O pads and duplicated cells to make the fair
comparison. As the write latency is not disclosed, we assume the write pulse duration
is 20 ns. The validation result is listed in Table 2.4. The result shows that the area
and the latency estimation error are within 3 and 5 %, respectively.

2.7.3 PCRAM Validation

We first validate the PCRAM model against a 0.12 µm MOS-accessed prototype.
The array organization is configured to have 2 banks, each has 8 × 8 mats. Every
mat contains only one subarray. Table 2.5 lists the validation result, which shows a
10 % underestimation of area and 6 % underestimation of read latency. The projected
write latency (SET latency as the worst case) is also consistent with the actual value.
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Table 2.4 NVSim’s STT-RAM model validation with respect to a 65 nm 64 Mb STT-RAM
prototype chip [40]

Metric Actual Projected Error

Area 39.1 mm2 38.05 mm2 −2.69 %
Read latency 11 ns 11.47 ns +4.27 %
Write latency < 30 ns 27.50 ns –
Write energy N/A 0.26 nJ –

Table 2.5 NVSim’s PCRAM model validation with respect to a 0.12 µm 64 Mb MOS-accessed
PCRAM prototype chip [1]

Metric Actual Projected Error

Area 64 mm2 57.44 mm2 −10.25 %
Read latency 70.0 ns 65.93 ns −5.81 %
Write latency > 180.0 ns 180.17 ns –
Write energy N/A 6.31 nJ –

Another PCRAM validation is made against a 90 nm diode-accessed proto-
type [21].

2.7.4 ReRAM Validation

We validate the ReRAM model against a 180 nm 4 Mb HfO2-based MOS-accessed
ReRAM prototype [35]. According to the disclosed data, the subarray size is config-
ured to 128 Kb. We further model a bank with 4 × 8 mats, and each mat contains a
single subarray. The validation result is listed in Table 2.7. Note that the estimated
chip area given by NVSim is much smaller than the actual value since the prototype
chip has SLC/MLC dual modes, but the current version of NVSim does not model
the MLC-related circuitry.

2.7.5 Comparison to CACTI

We also test the closeness between NVSim and CACTI by simulating identical SRAM
caches and DRAM chips. The results show that NVSim models SRAM and DRAM
more accurately than CACTI does since some false assumptions in CACTI are fixed
in NVSim.

2.8 Case Studies by Using NVSim

In this section, we conduct two case studies to demonstrate how we can use NVSim in
two ways: (1) use NVSim to optimize the NVM designs toward certain design metric
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Table 2.6 NVSim’s PCRAM model validation with respect to a 90 nm 512 Mb diode-selected
PCRAM prototype chip [21]

Metric Actual Projected Error (%)

Area 91.50 mm2 93.04 mm2 +1.68
Read latency 78 ns 59.76 ns −23.40
Write latency 430 ns 438.55 ns +1.99
Write energy 54 nJ 47.22 nJ −12.56

Table 2.7 NVSim’s ReRAM model validation with respect to a 0.18 µm 4 Mb MOSFET-selected
ReRAM prototype chip [35]

Metric Actual Projected Error

Areaa 187.69 mm2 33.42 mm2 –
Read latency 7.2 ns 7.72 ns +7.22 %
Write latency 0.3–7.2 ns 6.56 ns –
Write energy N/A 0.46 nJ –
a A large portion of the chip area is contributed to the MLC control and test circuits, which are not
modeled in NVSim

and (2) use NVSim to estimate the performance, energy, and area before fabricating
a real prototype chip, especially when the emerging NVM device technology is still
under development and there is no standard so far.

2.8.1 Use NVSim for Design Optimization

NAND flash is currently the widely used firmware storage or disk in embedded sys-
tems. However, codes stored in NAND must be copied to random-accessible memory
like DRAM before execution since NAND’s page-accessible structure causes poor
random access performance. If emerging NVM technologies such as STT-RAM,
PCRAM, and ReRAM can be adopted in such systems, and their byte-accessibility
property can eliminate the need of DRAM modules in such systems. But, the issue of
directly adopting emerging NVM technologies as the NAND flash substitute comes
from the observation that the current prototype has a much slower read/write latency
than DRAM. In this case study, we use PCRAM as an example without the loss of
generality. The technology node used in this case study is 90 nm. Table 2.8 shows the
latency difference between an NAND chip, a DRAM chip, and a PCRAM prototype
chip with the same 512 MB capacity.

The comparison shows that the PCRAM prototype chip is much slower than its
DRAM counterpart. To overcome this obstacle, it is necessary to optimize PCRAM
chips for latency at the expense of area efficiency by aggressively cutting word lines
and bit lines or inserting repeaters. Such area/performance trade-off is also available
for DRAM designs. However, in this case study, we keep the DRAM chip parameters
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Table 2.8 Using PCRAM as direct replacement of NAND

A typical 90 nm 512 Mb NAND (source K9F1208X0C datasheet)

Access unit Page
Read latency 15 µs
Write latency 200 µs
Erase latency 2 ms
A 90 nm 512 Mb PCRAM (source [21], Table 2.6 for more details)
Access unit Byte
Read latency 78 ns (59.76 ns, NVSim estimation)
Write latency 430 ns (438.55 ns, NVSim estimation)
A typical 90 nm 512 Mb DRAM (source K4T51043Q datasheet)
Access unit Byte
tRCD 15 ns
tRP 15 ns

unchanged since the current DRAM specification is already the sweet spot explored
by DRAM industry for many years. But for PCRAM, such performance optimization
is necessary.

Table 2.9 shows the comparison before and after NVSim optimization. The result
shows that the PCRAM read latency can be reduced from 59.76 to 16.23 ns by only
cutting subarrays into smaller size (from 1024 × 1024 to 512 × 32). Although the
PCRAM write latency does not reduce too much due to the inherent SET/RESET
pulse duration, write latency is typically not in the critical path and can be tolerated
using write buffers. As a result, the optimized PCRAM chip projected by NVSim can
properly replace the traditional NAND+DRAM solution in the embedded system.
The latency optimization is at the expense of increasing chip area, which rises from
93.04 to 102.34 mm2.

2.8.2 Use NVSim for Early-Stage Estimation

Considering the facts that the research of some emerging NVM technologies (e.g.,
ReRAM) is still in an early stage and there are only a limited number of NVM
prototype chips available for high-level computer architects understanding the tech-
nologies, we expect NVSim would be helpful in providing performance, energy,
and area estimations at an early design stage. In this case study, we demonstrate how
NVSim can predict the full design spectrum of a projected ReRAM technology when
such a device is fabricated as an 8 MB memory chip. Table 2.10 lists the projection.

Table 2.11 tabulates the full design spectrum of this 32 nm 8 MB ReRAM chip by
listing the details of each design corner. As shown in the result, NVSim can optimize
the same design toward different optimization targets by exploring the full design
space, which means that NVSim automatically tunes all the design knobs such as
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Table 2.9 New PCRAM parameters after NVSim latency optimization

Parameter Before optimization After optimization

Subarray size 1024 × 1024 512 × 32
Area 93.04 mm2 102.34 mm2

Read latency 59.76 ns 16.23 ns
Write latency 438.55 ns 416.23 ns

Table 2.10 The projection of a future ReRAM technology

MOS-accessed Cross-point

Cell size 4F2 20F2

Maximum NMOS driver size 100F
RESET voltage and pulse duration 2.0 V, 100 ns
SET voltage and pulse duration −2.0 V, 100 ns
READ input 0.4 V voltage source,

or 2 µA current source
LRS resistance 10 k�

HRS resistance 500 k�

Half-select resistance – 100 k�

array structure, subarray size, sense amplifier design, write method, repeater design,
and buffer design. If necessary, NVSim can also be explored to use different types
of transistor or wire models to get the best result.

2.9 Related Work

Many modeling tools have been developed during the last decade to enable system-
level design exploration for SRAM- or DRAM-based cache and memory. For exam-
ple, CACTI [39, 43] is a tool that has been widely used in the computer architecture
community to estimate the performance, energy, and area of SRAM and DRAM
caches. Evans and Franzon [8] developed an energy model for SRAMs and used it
to predict an optimum organization for caches. eCACTI [25] incorporated a leak-
age power model into CACTI. Muralimanohar et al. [29] modeled large-capacity
caches through the use of an interconnect-centric organization composed of mats
and request/reply H-tree networks.

In addition, CACTI has also been extended to evaluate the performance, energy,
and area for STT-RAM [6], PCRAM [7, 26], cross-point ReRAM [44], and NAND
flash [27]. However, as CACTI is originally designed to model an SRAM-based
cache, some of its fundamental assumptions do not match the actual NVM circuit
implementations, and thereby, the NVM array organization modeled in these CACTI-
like estimation tools deviates from the NVM chips that have been fabricated.
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2.10 Conclusion

STT-RAM, PCRAM, and ReRAM are emerging memory technologies for future
non-volatile memories. The versatility of these upcoming NVM technologies makes
it possible to use these NVM modules at other levels in the memory hierarchy, such as
execute in place (XIP) memory, main memory, or even on-chip cache. Such emerging
NVM design options can vary for different applications by tuning circuit structure
parameters such as the array organizations and the peripheral circuitry types or by
using devices and interconnects with different properties. To enable the system-
level design space exploration of these NVM technologies and facilitate computer
architects leverage these emerging technologies, it is necessary to have a quick esti-
mation tool. While abundant estimation tools are available as SRAM/DRAM design
assistants, similar tools for NVM designs are currently missing. Therefore, in this
work, we build NVSim, a circuit-level model for NVM performance, energy, and
area estimation, which supports various NVM technologies including STT-RAM,
PCRAM, ReRAM, and conventional NAND flash. This model is successfully val-
idated against industrial NVM prototypes, and this new NVSim tool is expected to
help boost NVM-related studies such as the next-generation memory hierarchy.
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Chapter 3
A Hybrid Solid-State Storage Architecture
for the Performance, Energy Consumption,
and Lifetime Improvement

Guangyu Sun, Yongsoo Joo, Yibo Chen, Yiran Chen and Yuan Xie

Abstract In recent years, many systems have employed NAND flash memory
as storage devices because of its advantages of high I/O performance, increasing
capacity, and falling cost. On the other hand, the performance of NAND flash mem-
ory is limited by its “erase-before-write” requirement. Log-based structures have
been used to alleviate this problem by writing updated data to the clean space. Log-
based methods, however, cannot completely overcome the inherent limitation of
NAND flash memory. It cannot avoid excessive erase operations when there are fre-
quent updates, which quickly consume free pages, especially when some data are
updated repeatedly. In this paper, we propose a hybrid architecture for the NAND
flash memory storage, of which the log region is implemented using phase change
random access memory (PCRAM). Compared to traditional log-based architectures,
it has the following advantages: (1) the PCRAM log region allows in-place updating
and byte-granularity access so that it significantly improves the usage efficiency of
log pages by eliminating out-of-date log records; (2) it greatly reduces the traffic
of reading from the NAND flash memory storage since the size of logs loaded for
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the read operation is decreased; (3) the energy consumption of the storage system
is reduced as the overhead of writing and reading log data is decreased with the
PCRAM log region; (4) the lifetime of NAND flash memory is increased because
the number of erase operations are reduced. To facilitate the PCRAM log region,
we propose several management policies. The simulation results show that our pro-
posed methods can substantially improve the performance, energy consumption, and
lifetime of the NAND flash memory storage.

3.1 Introduction

As solid-state technologies advance, the past several years have been an exciting time
for NAND flash memory. The cost of NAND flash memory has fallen dramatically
as fabrication becomes more efficient and the market grows; the density has been
improved with better process technologies. Consequently, NAND flash memory has
been widely adopted by various applications such as laptops, PDA, mobile phones.
In addition, because of its better I/O performance compared to traditional hard disk
drives, NAND flash memory has also been proposed to be used as a cache for hard
disk drives [1], or even as the replacement of hard disk drives in high-performance
computing clusters and enterprise-scale data centers [2–6].

One well-known limitation of NAND flash memory is the “erase-before-write”
requirement. It cannot update the data by directly overwriting it [7, 8]. In NAND flash
memory, read and write operations are performed in the granularity of a page (typ-
ically 512 Bytes – 8 KB) [9]. A DRAM data buffer is normally employed to store
a subset of pages of NAND flash memory for frequent accesses [8]. The modified
pages are written back to flash memory when they are evicted from the DRAM data
buffer. These pages, however, cannot be directly overwritten to the same place in flash
memory. In another word, the NAND flash memory does not allow direct “in-place
updating”. Instead, a time-consuming erase operation must be performed before the
overwriting. To make it even worse, the erase operation cannot be performed selec-
tively on a particular data item or page but can only be done for a block of NAND
flash memory called the “erase unit.” Since the size of an erase unit (typically 128
KB or 256 KB) is much larger than that of a page, even a small update to a single
page requires all pages in the same erase unit to be erased and written again.

In order to overcome the performance degradation and the energy overhead caused
by the “erase-before-write,” various techniques have been proposed [5, 10–13]. One
popular idea is to use “out-of-place updating.” It means that the updated data are writ-
ten to other clean pages and the original data are invalidated. File systems employing
this method are so-called log-based file system [10], and extensive research has
been done in this field [10, 14]. Some research has pointed out that the perfor-
mance of these file system is not good for the access pattern with frequent and
small random updates, which is common for many applications including online
transaction processing (OLTP) [5, 11]. Recently, Lee et al. proposed an in-page log-
ging (IPL) approach, which can outperform the traditional log-based file systems for
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such an access pattern [5]. It caters for the characteristic of NAND flash memory by
partitioning an erase unit into a data region and a log region. The data region stores
normal data pages, and the log region stores updates to the data pages in the form
of logs. When a modified data page is evicted from the data buffer, only the updated
data are written back to NAND flash memory. Consequently, the data pages in an
erase unit are not erased until clean space of the log region runs out. When the log
region is full, a “merge operation” is triggered, through which data pages are written
to a clean erase unit with all updates applied.

Although the IPL method helps in reducing the number of erase and write opera-
tions, it cannot completely overcome the inherent limitation of NAND flash memory
because the log region itself is still implemented with NAND flash memory. For
example, if data pages of an erase unit are frequently updated, these updates will
quickly fill the log region and cause many merge operations; especially when a data
item is repeatedly updated, many redundant log records are generated for the same
data item, but only the latest one is valid. Hence, the utilization of log sectors becomes
inefficient for this pattern of updates.

In recent years, various emerging nonvolatile memory (NVM) technologies are
proposed, such as phase change random access memory (PCRAM), magnetic ran-
dom access memory (MRAM), and resistive random access memory (RRAM). These
technologies are considered as competitive candidates for future universal memory.
As such emerging NVM technologies are getting mature, it has been a hot topic
in computer architecture research to explore the usage of such emerging NVM
technologies at different level of memory hierarchy to enable novel architecture
design, such as NVM-based cache design [15–18], NVM-based memory architecture
[15, 19–25], or NVM-based storage architecture [26, 27]. Compared to NAND flash
memory, all these memory technologies have the important advantage of allowing
direct in-place updating. The process technologies of these NVMs, however, are
not as mature as that of NAND flash memory. It is still not feasible for them to
directly replace NAND flash memory as massive storage because of their limitations
of manufacture and high cost [17, 28]. Alternatively, we consider using a hybrid
storage architecture to take advantages of NAND flash memory and other memory
technologies.

In this work, we employ PCRAM as the log region of our hybrid storage for
several reasons. First, PCRAM has the highest cell density among these emerging
memory technologies [28]. Second, the capacity of the up-to-date PCRAM produc-
tion is qualified for the log region of NAND flash memory that works as massive
storage [29]. Third, prior work has shown that the feasibility of integrating PCRAM
with NAND flash memory [26, 27]. Our contribution can be summarized as follows:

• We propose to use PCRAM as the log region of the NAND flash memory storage
system.

• We develop a set of management policies for PCRAM log region to fully exploit
its advantages of in-place updating ability, fine access granularity, long endurance,
etc.
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• We study the lifetime of the PCRAM log region. The technique is proposed to
promise that the PCRAM log region will not wear out before the NAND flash
memory.

Compared to the IPL method, the hybrid architecture has the following advan-
tages: (1) the ability of “in-place updating” can significantly improve the usage
efficiency of log region by efficiently eliminating the out-of-date log data; (2) the
fine-granularity access of PCRAM can greatly reduce the read traffic from the NAND
flash memory to the DRAM data buffer since the size of logs loaded for the read
operation is decreased; (3) the energy consumption of the storage system is reduced
as the overhead of writing and reading log data is decreased with the PCRAM log
region; (4) the lifetime of the NAND flash memory could be increased because
the number of erase operations are reduced, and the endurance of the PCRAM log
region can be traded off to further improve the performance of the storage system.
The simulation results show that, with proper PCRAM management policies, both
performance and endurance of the hybrid storage are significantly improved.

3.2 Related Work

Recently, PCM has been extensively proposed as the alternative memory technology
in both main memory and storage levels. In this section, we present a brief review of
related work in different topics.

Most research work has proposed to use PCM as the replacement of DRAM for
main memory design because PCM has advantages of better scalability, low standby
power, etc., compared to DRAM. On the other hand, it has a well-known problem
of “limited write cycle.” For example, a PCM cell’s write cycle is in the range of
106–108 with different technologies [23, 25]. NVM main memory design may wear
out within several months without any optimization. The research on how to improve
lifetime of NVM memory can be categorized into either write reduction or wear
leveling techniques, which are described as follows.

Write Reduction

The purpose of this method is try to reduce the number of updated bits to NVM main
memory in each write operation. Lee et al. proposed the method of partial write that
only the cache lines written back from last-level cache (LLC) are updated in a memory
line [30]. In DCW method [24], old data in NVN main memory are first read out and
compared with new data bit by bit. Then, only the modified bits are updated in the
write operation. The Flip-N-Write technique is proposed based on DCW method to
further reduce the number of updated bits by calculating hamming distance between
write data and old data [31]. These techniques can effectively reduce write intensity
up to 85 % [24, 31].
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Wear Leveling

Even with write reduction techniques, some cells in NVM memory may wear out
faster than the others due to nonuniform write intensity [24]. Thus, the wear leveling
techniques are also necessary to balance write intensity. Various techniques, such
as table-based remapping, start-gap, security refresh, are proposed for wear level-
ing [23–25]. Although design details are different, the fundamental rule behind these
techniques is the memory address remapping between logic address and physical
address. In other words, memory addressing is periodically changed so that write
intensity is uniformly distributed throughout the whole memory space.

Some prior works also leverage PCM for storage designs. For example, PCM has
been proposed to store metadata of NAND flash [26, 27]. Other works argue that,
in order to explore potential high performance of PCM, fast I/O interface like PCI-E
is needed and the OS I/O stacked need to be modified [32, 33]. Moreover, the file
system modification for PCM memory is also studied [34].

3.3 Background

In this section, we first illustrate the erase-before-write limitation for NAND flash
memory. Then, we describe the existing IPL method and its limitation. Finally, we
present a brief overview of PCRAM technology and the potential to solve the limi-
tation of IPL method.

3.3.1 The Erase-Before-Write Limitation for NAND Flash

NAND flash memory shows asymmetry in how they read and write. While we can
read any of the pages of a NAND flash memory, we must perform an erase operation
before writing data to a page. The erase operation is performed in the granularity of
an “erase unit” consisting multiple adjacent pages [5, 7]. Therefore, writing new data
to the same page storing the old data, namely “in-place” update, cannot be performed
directly. Instead, it is finished in several steps: (1) back up the other pages in the same
erase unit; (2) perform an erase operation; (3) write both the new data and the backed
up pages to the erase unit. Such a process is very time consuming.

Because of this erase-before-write limitation, log-based file systems are com-
monly used for flash memory devices. Figure 3.1 simply shows how a log-based file
system works. In Fig. 3.1a, there is an update for a data item in page n. Because
the data item cannot be overwritten to page n, the whole page holding the data item
is written to another erased page, which is called the log page of page n. Then, the
old copy of page n is invalidated. This process is called an “out-of-place” updating.
Figure 3.1 also shows a merge operation mentioned in the previous section. The
merge operations will happen when the device may run out clean pages, and some
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(a) (b)

Fig. 3.1 a An update operation in NAND flash memory; b a merge operation in NAND flash
memory. ‘V’ valid, ‘I’ invalid, PN page number

invalid pages need to be reclaimed. This process is also called garbage collection.
During the garbage collection, valid pages in these two erase units need to be merged
into a third erase unit, which is shown in Fig. 3.1b. This merge operation is very costly
because all valid pages of the erase unit should be written to another erased unit.

3.3.2 IPL Method

It is easy to find that even if only a small portion of a page is updated, the whole page
must be written to its log page in the log-based file systems, which can significantly
degrade the write performance of the file system. Unfortunately, small-to-moderate-
sized writes are quite a common access pattern for many cases including database
applications such as OLTP [5, 11].

Recently, the IPL method [5] is proposed to overcome such a weakness of the
log-based file systems for NAND flash memory. Figure 3.2 gives an illustration of
the IPL method for NAND flash memory. Each erase unit consists of 60 data pages
and 4 log pages. Each log page is divided into 16 log sectors. Unlike the traditional
log-based file system, the log page in IPL method is used to record updates of data

Fig. 3.2 An illustration of the IPL method
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pages rather than copy a whole data page directly. Whenever an update is performed
on a data page in the DRAM data buffer, the copy of data item in the buffer is
updated in-place. At the same time, the IPL buffer manager adds a log record in the
data buffer, which is allocated in the log sector assigned to the data page. A log sector
in the data buffer can be allocated to the data page on demand, and it can contain
more than one update record. A log sector in the data buffer can be released when its
log records are written back to the log sector in flash memory. The log records are
written to NAND flash memory when the log pages of an erase unit become full or
when a dirty data page is evicted from the data buffer. When a dirty page is evicted,
the data page itself does not need to be written back to flash memory, because all of
its updates are stored in the form of log records. Consequently, only its log sectors
are written back to NAND flash memory.

Since the number of the log sectors is fixed for each erase unit, the erase unit
may eventually run out of empty log sectors after a certain number of updates are
performed to the pages in the erase unit. For such a case, the IPL manager performs a
merge operation as follows. First, it merges the old data pages with their log sectors
to create up-to-date data pages. Second, it allocates a clean erase unit to write the
generated up-to-date data pages. Finally, it invalidates all the pages in the old erase
unit, so this erase unit can be reclaimed for future use.

In the IPL approach, only the log sectors that contain the updated data are written
back to flash memory, and the usage of data pages is more efficient than that of
traditional log-based flash memory. The size of log pages in an erase unit is limited,
and these log sectors themselves do not allow in-place updating. This may cause
significant performance degradation for some cases. Particularly, if there are frequent
updates to the same erase unit, it would quickly run out its log sectors and cause merge
operations frequently. Moreover, if there are multiple updates to the same data, only
the latest updated one is valid. Hence, in such a case, the effective log sector capacity
of an erase unit becomes much smaller, which would worsen the problem of the IPL
approach.

3.3.3 PCRAM Process Technology

Different from the conventional RAM technologies (such as SRAM/DRAM), the
information carrier of PCRAM is chalcogenide-based materials, such as Ge2Sb2T e5
and Ge2Sb2T e4 [35]. The crystalline and amorphous states of chalcogenide mate-
rials have a wide range of resistivity, about three orders of magnitude, and this forms
the basis of data storage. The amorphous, high-resistance state is used to represent a
bit ‘0’, and the crystalline, low-resistance state represents a bit ‘1’.

Nearly, all prototype devices make use of a chalcogenide alloy of germanium,
antimony, and tellurium (GeSbTe) called GST. When GST is heated to a high tem-
perature (normally over 600 ◦C), it will get melted and its chalcogenide crystallinity
is lost. Once cooled, it is frozen into an amorphous and its electrical resistance
becomes high. This process is called RESET. One way to achieve the crystalline
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state is by applying a lower constant-amplitude current pulse for a time longer than
the so-called RESET pulse. This is called SET process [36]. The time of phase tran-
sition is temperature dependent. Normally, it takes several 10 ns for the RESET and
takes about 100 ns for the SET [36, 37].

As PCRAM technologies improve, PCRAM has shown more potential to replace
NAND flash memory with advantages of allowing in-place updates and fast access
speed. Table 3.1 compares the characteristics of PCRAM and NAND flash memory,
which are estimated from prior work [38–40]. Note that the units of write and read
operations for PCRAM and NAND flash memory are different. The PCRAM can
be accessed in a fine granularity (byte based). We will show that this advantage
makes the access to the log region much more flexible, compared to the traditional
IPL method. Prior research has also shown that the PCRAM could achieve the same
cell size as that of NAND flash memory with a vertically stacked memory element
over the selection device [28, 37]. It means that it is feasible to replace NAND flash
memory with PCRAM without inducing area overhead.

Currently, it is still not feasible to replace the whole NAND flash memory with
PCRAM entirely due to its high cost and the limitation of manufacture [28, 29].
Consequently, we propose to use the PCRAM as the log region of NAND flash
memory instead. A cell of NAND flash memory could be implemented to store
multiple bits of data. The multi-level PCRAM is still under research [41]. In this
work, the single-bit PCRAM is used.

3.4 Overview of the Hybrid Storage Architecture

Figure 3.3 shows the physical and structural views of NAND flash memory stor-
age system with the PCRAM-based log region. Since the process technologies of
PCRAM and NAND flash memory are different, it is difficult to physically place
the PCRAM-based log region together with the flash-based data region. Unlike the
IPL method, the PCRAM log region is separated from the flash-based data region
in our work as shown in Fig. 3.3a. Based on log region management policies and
run-time operations of applications, log sectors are dynamically assigned to each
erase unit to store its own updates. The structural view of such relationship is shown
in Fig. 3.3b. We need to maintain metadata for the relationship between data pages

Table 3.1 The comparison between PCRAM and NAND flash memory technologies

Tech. Cell Write Access time Access energy
size cycles Read Write Erase Read Write Erase

Flash 4F2 105 284 µs/ 1833 µs/ >20 ms/ 9.5 µJ/ 76.1 µJ/ 16.5 µJ/
4 KB 4 KB Unit 4 KB 4 KB 4 KB

PCRAM 4F2 108 80 ns/ 10 µs/ N/A 0.05 nJ/ 0.094 nJ/ N/A
word word word word
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(a) (b)

Fig. 3.3 Physical and structural views of the hybrid architecture

and their corresponding log sectors. The log region controller in Fig. 3.3 takes the
responsibility of decoding addresses and managing the metadata for the log region.

The access process to the hybrid storage architecture is described as follows:

• For the read operation, the address of the accessed data is sent to both the data
region and the log region. If there exist log sectors for the requested data page,
they are loaded into the data buffer as well as the original data page to create the
up-to-date data page.

• For the write operation, only updates are sent back to the PCRAM log region.
Since PCRAM allows in-place updating, there are several scenarios we should
consider:

– Case 1: If there are no existing log records for the accessed data page, a new log
sector is allocated to the accessed data page. Then, the current update is written
to the log sector.

– Case 2: If some log sectors have already been allocated to the accessed data
page, the log records in these log sectors are compared with the current update.
If there is a log record that has the same data address of the current update, the
existing log record is overwritten by the current update, and no extra log record
is generated.

– Case 3: If the current update does not match any of existing log records, a new
log record containing the current update is written to the log sectors of the data
page. If log sectors assigned to the data page are fully occupied, a new log sector
is requested for the current update as in Case 1.

• Merge operations are triggered when the merge conditions are satisfied. The merge
conditions depend on the log region management policies, which will be introduced
in following sections. During merge operations, updates in these log sectors are
applied to corresponding data pages, and the data pages are written to another free
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erase unit. The out-of-date data pages are invalidated, and the corresponding log
sectors are released as clean ones for future use.

The data address of the current update needs to be compared to those of existing
log records in order to achieve the in-place update. A relative address (addrRelative)
is used to represent the position of an update inside the accessed data page. It can
be calculated by addrRelative = addrU pdate − addrPage. The addrU pdate and
addrPage represent the real addresses of the update and the accessed data page,
respectively.

As we mentioned, an access to a PCRAM log region is managed with its own
controller. The access to the log region is operated in parallel with that to the data
region. Since the size of a log region is much smaller than that of a data region,
the accessing delay on the peripheral circuitry of the log region is shorter than that
to the data region. It means that using hybrid architecture will not induce extra
delay. Instead, the total access latency could even be reduced in some scenarios. For
example, in write operations, the latency is decided by the time of writing the update
to the log region. Then, the performance could be improved with a shorter decoding
time.

Besides the shorter access latency, the more important thing is that the hybrid
architecture can take advantages of in-place updating capability of the PCRAM log
region. Although it takes extra time to search whether the current update does not
match existing log records, the overhead is trivial compared to the write latency
because the read operation is much faster than the write one. If the in-place updating
happens, much more benefits can be achieved. For example, since the update is
written to the existing record, the time of allocating new log record and modifying
metadata is saved. It is also beneficial in that the log region is used more efficiently:
It would reduce the numbers of erase and write operations by increasing the effective
capacity of the log region.

Furthermore, because the PCRAM log region can be accessed with byte granu-
larity, the performance of read operations can also be improved. In the IPL method,
since the log data are loaded in the page granularity, some log sectors that do not
belong to the accessed data page are also loaded. If the log records of one data page
are stored in more than one physical page of NAND flash memory, the overhead of
loading the log records can be even higher than that of loading the data page. On the
contrary, in our hybrid architecture, only the log records that belong to the accessed
data page are loaded. It can greatly enhance the performance of read operations.

3.5 Management Policy of PCRAM Log Region

The ability of in-place updating and fine access granularity of PCRAM log region
provide opportunities of optimizations. In this section, we propose a few assignment
and corresponding management policies for the PCRAM log region.
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3.5.1 Static Log Region Assignment

In the IPL method, each erase unit is uniformly assigned a fixed number of log pages.
It is obvious that such a static assignment also works with the PCRAM log region.
This method of assignment is named as the basic static assignment. Its illustration
is shown in Fig. 3.4a. When the data pages in the erase unit are updated, only the
log sectors that belong to the erase unit are assigned for these updates. Although the
static log sector assignment is the same as that in IPL method, the performance can
be improved using the in-place update capability of PCRAM. As in the IPL method,
the merge operation is triggered when all log pages of an erase unit are fully occupied
and no free log sector can be assigned to a new update. Note that the new update
means that the incoming update is not matched to any existing log records. With the
PCRAM log region, when all log pages of an erase unit are used, it is possible that
the logs are written in-place without causing merge operations.

The main advantage of the static assignment is its simplicity in implementation.
Since the log sectors assigned to each erase unit are predetermined and fixed, the
overhead of keeping and searching the metadata of log sectors is negligible. Such
uniform assignment, however, becomes inefficient when updates are not evenly dis-
tributed among erase units. In applications such as OLTP, the access/update intensity
to each erase unit is typically not uniform. As shown in Fig. 3.5, the distribution
of update numbers in respect of erase unit is highly skewed for a trace of TPC-C
benchmark. Note that TPC-C is a popular benchmark that simulates a complete
computing environment where a population of users executes transactions against a
database [42]. The 3,000 most frequently updated erase units consume about 90 %
of the total update numbers. The distribution of merge operations, in respect of the
erase unit, is also shown in Fig. 3.5. The 3,000 most frequently updated erase units
cause about 88 % of total merge operations with the static log region assignment.
Thus, for such applications, it is inefficient to divide and assign the log region equally
to each erase unit.

One way to mitigate the effect of uneven access distribution is to organize erase
units into groups, which is named group static assignment. In this way, log pages in

(a) (b) (c)

Fig. 3.4 a An example of the basic static log assignment. b An example of the group static log
assignment. c An example of the dynamic static log assignment
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Fig. 3.5 Distributions of write and merge operations, in respect of most frequently updated erase
units

a group can be shared among erase units, as shown in Fig. 3.4b. After sharing log
pages in a group, the frequently updated erase units in a group could be assigned
more log pages. Note that such a method of sharing log pages among erase units
is not feasible for the IPL method using only NAND flash memory. It is because
the log pages are placed together with data pages inside each erase unit of the IPL
method. If we want to assign data pages with external log pages from other erase
units, a pointer-like structure is needed to record locations of external log pages,
which may increase the design complexity and timing overhead. Furthermore, since
the log region is managed in page granularity, sharing log pages among erase units
may generate some data pages, which have too many log pages. On the contrary,
in our PCRAM log region, all log pages are placed together. There is no difference
whether we manage log pages in the granularity of an erase unit or in a group with
several erase units. Similar to the basic static assignment, the merge operation is also
triggered when the log pages assigned to each group run out. Note that all erase units
in the group need to be merged together.

Although the grouping method could help in mitigating the effect of unbalanced
accesses, there are some limitations with it. First, if most of erase units inside a group
are frequently updated, the log pages shared in this group cannot reduce the number
of merge operations much. Second, it is possible that only a few erase units in a
group are frequently updated and cause many merge operations. Since the whole
group are erased and written together in the merge operation, most pages are erased
even without any modifications. Therefore, the size of a group could not be too large
in order to avoid the overhead of such redundant erases. Third, it takes more time to
access and manage log pages as the size of a group increases.
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3.5.2 Dynamic Log Region Assignment

In order to overcome the limitations of the static assignment, we propose a dynamic
log page allocation method. The basic idea of the dynamic allocation method is that
the number of log sectors of an erase unit could be assigned on demand based on
the number of its updates. In other words, the log region is shared among all erase
units. If an erase unit is frequently updated, the log region controller assigns more
log sectors to it unless there is no remained free log sectors in the log region. Note
that such a dynamic assignment is different from the group static assignment. The
log sectors of each erase unit are managed individually, and the merge operation of
one erase unit will not affect the others.

Figure 3.4c gives an illustration of the dynamic assignment. At the beginning,
there are no updates to any data page, and all log sectors are free. During the access
process, the number of log sectors assigned to each erase unit grows up based on its
updates. The frequently updated erase unit is assigned more log sectors.

The dynamic assignment promises that frequently updated erase units can get
more log pages so that the number of merge operations are significantly reduced for
applications having unbalanced updates. Such a dynamic assignment is not feasible
for the IPL method with the NAND flash memory log region, which does not allow
in-place updating. It is obvious that the number of the log sectors is increased linearly
in proportion to the size of updates when the in-place updating is not allowed. When
the updates to erase units are unbalanced, the frequently updated erase unit may
have too many log sectors, and the overhead of accessing such erase unit is not
tolerable. On the contrary, in our PCRAM log region, the number of log sectors is
not increased when some data are repeatedly updated. In the worst case, the size of
logs is the same as that of the data. Therefore, accessing overhead for the dynamic
assignment is moderate with the PCRAM log region.

Intuitively, the merge operations are triggered when the whole PCRAM log region
is fully occupied. In that case, however, once the merge operation is triggered, all log
sectors should be merged to the corresponding data pages at the same time, which
makes the storage system not available for a long time. Hence, if the burst of updates
arrives when the log region is nearly full, the whole system has to be stalled for a long
time waiting for merge operations to be completed, which is not desirable. Instead,
we set up a threshold of free log sectors, and the merge operations are triggered when
the capacity of free log sectors are lower than it. Its advantage is that there are always
some free log sectors reserved for the burst of updates. In addition, it is more likely
to process merge operations during the idle time of the storage system.

With the dynamic assignment method, the whole log region is managed together.
It is possible to reduce the number of merge operations with flexible managements.
Because the PCRAM logs have much better endurance than the NAND flash memory
data pages, the log sectors could be updated for many times before being merged.
Therefore, log sectors could be merged selectively instead of being merged all
together. Such policies are described as follows:



64 G. Sun et al.

• If some erase units are just frequently updated, it is highly possible that these pages
will be accessed repeatedly in the near future. Such erase units are named as hot
units in this work. If we could prevent these hot pages from being merged, the
number of merge operations could be reduced. A simple FIFO queue is employed
to record most recently updated erase unit. When the merge operation is triggered,
erase units in the queue are left untouched so that hot data will not be merged.

• As we know, the data of whole erase unit is copied to a clean space, and the timing
overhead mainly depends on the erase time. Therefore, it is not worth merging
the pages that have only a few log sectors. In another word, merging such erase
units is not efficient because it will not releases many log sectors. Consequently,
we could set up a threshold based on the number of log sectors of the erase unit,
which is named as merge threshold. The erase unit is kept untouched during the
merge process if the number of its log sectors are lower than the merge threshold.

The hot unit queue size and the threshold of log sector number have the important
impact on the number of merge operations and the lifetime of the system. These
issues are further discussed in the experimental sections.

It can be found that the size of metadata for dynamic assignment is larger than that
for static assignment. Since we want to share the whole log region among data pages,
we need more bits in metadata to store the location (address) of the log sectors. In
this work, the metadata is located in the PCRAM because it is normally frequently
accessed and modified [26]. It means that the available log region capacity is reduced
by storing metadata. In addition, we need to keep the record of hot erase units with
a FIFO queue. In this work, a link-based table structure is used for keeping the
metadata of log sectors. Note that some data structures, such as the hash table, could
be employed to reduce the space and timing complexity of searching and accessing
the metadata. Such topics are out of the scope of this work and are not discussed.
In the experimental section, we will discuss overhead of storing metadata in details,
and we will show that the performance is still improved with the overhead.

3.6 Endurance of the Hybrid Storage Architecture

The lifetime endurance is one important issue of the NAND flash memory. There are
various good approaches proposed for wear leveling of NAND flash memory [43–45].
When the in-place updating is enabled in the hybrid architecture, the endurance of
the storage system can be improved. Since updates are written to the PCRAM-based
log region, the write intensity to the data region is greatly reduced compared to the
pure NAND flash memory. For the same applications, the lifetime of the data region
is increased with the PCRAM-based log region. Because PCRAM has much better
endurance than the NAND flash memory, the log region may still wear slower than
the data region does. If we promise that the log region will not wear out before the
data region, the endurance of the whole system is increased. As we mentioned in
the previous section, we can use selective merge operations to reduce the number
of merge operations. The lifetime of the data region is further improved at the same



3 A Hybrid Solid-State Storage Architecture 65

time, but the log region may wear faster. It is a trade-off between performance and
the endurance of the log region. Consequently, the wear leveling is necessary for
the PCRAM-based log region. In this section, we discuss the issues related to the
lifetime of the log region and propose the technique for wear leveling.

3.6.1 Lifetime of the Log Region

In the IPL method, the log pages of an erase unit can only be written once before
being merged with data pages. Therefore, log and data pages have the same level of
wearing. On the contrary, in our PCRAM hybrid system, the merge operations should
be controlled to promise that the log region will not wear out before the data region.
Besides the basic merge conditions introduced in the previous section, several other
merge conditions are enforced to prevent the log region from wearing too fast.

For the basic static log assignment, since the log sectors assigned to each erase unit
are fixed, the lifetime of each erase unit could be controlled individually. Table 3.1
shows that the number of allowed writes of PCRAM is about 1,000 times larger than
that of NAND flash memory. Theoretically, if there are 1,000 updates to the same
log record, the erase unit should be merged. Then, the data and log regions have the
same wear level. In this work, a threshold is set up for each log sector. If a log sector
is updated up to 1,000 times, a merge operation is triggered for the erase unit. In the
worst case, a single log record in the log sector will not be updated for more than
1,000 times before the erase unit is merged. Therefore, the log region will not wear
out faster than the data region does. Such method also works with the group static
log assignment. In fact, even for applications with high intensive write operations,
such case of forced merge operations rarely happens. With the static assignment,
the lifetime of the hybrid system is decided by the data region. Since the number
of merge operations is reduced with the hybrid architecture, the endurance is also
improved. Note that a 10-bit counter is needed for each log sector.

For the dynamic log assignment, the case is more complicated because the log
region is shared among all data pages. It is possible that some log sectors are reused
repeatedly by data pages with intensive updates. Therefore, using a threshold as in the
static assignment may not efficiently prevent the log region wearing out before the
data region does. In addition, the lifetime of the system is related to the management
policies. First, the number of merge operations could be reduced if the policy prevents
the hot pages being merged. The log sectors belonged to these hot pages may wear
faster because they may be used for a long time without being merged. Second, the
number of merge operations could be reduced if only data pages with large number
of log sectors are merged. It is possible that some data pages are updated for a few
times, and then, they are not accessed for a long time, which are called cold pages.
Since these cold pages would not be merged for a long time, their log sectors will not
also be used for a long time, which contributes to the unbalanced wear leveling. We
introduce the techniques of wear leveling to deal with these problems and improve
the lifetime of the log region.
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3.6.2 Wear Leveling

With the dynamic log assignment, when a data page requires for a new log sector,
the controller chooses one from the pool of free log sectors. The write intensities of
log sectors may be unbalanced with random assignments of log sectors. Therefore,
for each request, the log sector with the lowest write numbers should be assigned to
even out the write intensities. Theoretically, we should keep tracing the total number
of write operations for each log sector. As the PCRAM can normally endure 108

write cycles, it needs a 30-bit counter to record the total number of write operations.
In order to reduce the area and timing overhead, we can use a small counter instead
and reset its value periodically to track the approximate wear level of each log sector.
As we introduce in Sect. 3.6.1, a 10-bit counter is needed for each log sector in the
static log assignment. This counter can be employed in the dynamic log assignment
for wear leveling.

A wear-aware dynamic log assignment is described as follows:

• The free log sector pool is organized as a link structure. Initially, all log sectors
are randomly linked together.

• For each requirement, the head sector of the link is evicted and assigned.
• After each merge operation, the released log sectors are inserted into the link

structure based on the number of write operations recorded in its counter. The link
structure is kept in sorted order according to the number of writes of each log
sector.

• When any of the counter reaches the maximum counting number, the write number
of the log sectors at the tail of the link structure is subtracted from all counters.

With this structure, the free log sectors are sorted approximately based on their
write cycles. The write intensities are balanced among log sectors.

3.7 Evaluation of Metadata and Management Overhead

As we mentioned before, the size of metadata depends on the log assignment and
management policies of the PCRAM log region. In order to fully leverage the advan-
tages of PCRAM, the metadata resides in the PCRAM. Therefore, the actual capacity
of PCRAM log region is affected by the size of metadata. In this section, the mainte-
nance and management overhead of the metadata is quantitatively analyzed for the
wear-aware dynamic log assignment, which has the maximum size of metadata.

3.7.1 Space Overhead

The Record Entry. The metadata should record log sectors that belong to each data
page. In this work, the information (address) of each log sector is stored individually
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Fig. 3.6 An illustration of the metadata for the wear-aware dynamic log assignment

in the structure named Record Entry. Figure 3.6 illustrates a log page table and the
link structure for each data page. The log page table points to the entry recording the
first log sector that belongs to the data page. The rest entries of log sectors, which
belong to the same data page, are stored in the link structure shown in Fig. 3.6. In each
entry of the log sector, the address of the next entry is also recorded. Consequently,
all log sectors of a data page can be accessed sequentially with this link structure.
Since the number of log sectors are fixed, the address of the log sector stored in each
entry can be fixed. It means that only the “next entry” part needs to be modified when
log sectors are assigned to different data pages. Note that this is not the only structure
of metadata. This structure, however, promises that the metadata will not wear out
before the corresponding log sector. It is because the metadata space of a log sector
is fixed in the PCRAM region, and the metadata is only modified after the log sector
is updated.

Assume the size of NAND flash memory is 32 GB, and the total size of PCRAM
log region is 1 GB. The size of a log sector is 512 Bytes. Then, the total number of
log sectors is 32 GB/512 Bytes = 221. It means that we need 21 bits to represent the
address of the log sector in each record entry. In addition, we need extra 14 + 7 bits
to store the address of the next entry. The 14 bits are used to point to the address of
the log sector containing the next record entry; the 7 bits are used to represent the
relative address inside this log sector. We will explain in the next paragraph why 21
bits are enough for the address of these log sectors.

Since the address of a record entry is 21 bits, the log page table will consume
21 × 223 bits = 21 MB. As we mentioned in the previous subsection, at most 70 %
of the log region is occupied. Therefore, at most, there are 0.7 × 221 ≈ 1,468,007
record entries of log sectors, which can exist at the same time. These entries will take
1,468,007 × (21 + 21) bits ≈ 7.4 MB. Consequently, we need 7.4 MB/512 bytes ≈
214 log sectors to store all these record entries. Note that the space is always reserved
for the metadata in the PCRAM. It means that the 7.4 MB will not be used for storing
information other than metadata. Therefore, the index of these log sectors is separated
from the rest log region. That is the reason why we only need 14 (214 log sectors
in total) bits instead of 21 bits to represent the address of log sectors dedicated for
metadata. Each log sector can store 256 KB/42 bits < 27 record entries. That is the
reason we need 7 bits to represent the relative address of a record entry inside a log
sector.
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Metadata for Wear Leveling. In order to achieve the wear-aware log assignment,
we maintain a self-sorted data structure to store the total number of write cycles. In
this work, we use the data structure of a self-sorted binary tree. For each node, the
write cycle numbers of its child nodes are larger than its own one. Therefore, the
root of the tree always records the log sector with the least number of write cycles.
Each node of the tree records the address (21 Bits) of the log sector and the total
number of write cycles (10 Bits). In the worst case, all log sectors are free and there
is one node in the tree for each log sector. In this case, the total size of the tree is
(21 + 10) × 221 ≈ 8 MB. In fact, the experimental results show that the percentage
of free log sectors is normally less than 50 %.

Considering all these contributions, we can find that the total size of metadata is
normally less than 32 MB. Even in the worst case, the metadata consumes less than
4 % of the PCRAM, and the overhead of metadata is considered in the experiments.
For other assignments, the size of metadata is smaller, and the details are not presented
due to the page limitation.

3.7.2 Timing Overhead

The management of log assignments also incurs timing overhead. We also take the
wear-aware dynamic log assignment as the example to introduce the timing overhead.
For the read operation, the latency of accessing the metadata (record entries) varies
for each page. With the in-place updating ability, the log size of a data page is no
larger than that of one data page. Therefore, it takes less than 100 µs to access all
log record entries for each data page.

For the write operation, the metadata need to be updated if there is new log sector
assigned to a data page. In the worst case, the whole log sector is occupied with the
new updates, and a new log sector is assigned to the data page. In this case, the size of
updated PCRAM log region is the same as that in the NAND flash log region. Since
the write latency to PCRAM is less than that to NAND flash memory, the latency of
this part is reduced.

During the merge operation, it takes less time to release log pages in PCRAM
log region than that in NAND flash one, because the average log size of a data
page is reduced with the PCRAM log region. In order to achieve the wear-aware log
assignment, it takes extra latency to update the sorted tree of free log sector. In the
worst case, the timing complexity of searching the binary tree is Log2(N ), where
the N is the total number of nodes. Therefore, at most, we need to read 21 (we have
221 nodes) times to search and update the binary tree. The time is less than 100µs,
which is trivial compared to that of a merge operation (>20 ms).
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3.8 Experimental Results

In this section, we presents the simulation results of our hybrid architecture with
different configurations. Then, the results are analyzed and compared with those of
prior work.

3.8.1 Experimental Setup

We use TPC-C benchmarks [42] for the evaluations, which are generated using an
open-source tool Hammerora [46]. The tool runs with a MySQL database server on a
Linux platform under different configurations. In our experiments, the configuration
of transactions in these benchmarks are described in the Table 3.2. Note that different
sizes of data buffers are simulated.

The current operating systems do not support the management of data buffer as
shown in Fig. 3.2. In order to obtain proper log-based accessing traces to NAND
flash memory, we implemented a simulation tool of data buffer with the structure
shown in Fig. 3.2. This simulation tool uses the processor’s memory requests of the
database as the input. Then, the accesses to NAND flash memory storage system are
generated based on these memory requests with the log-based data buffer. In order
to obtain quantitative evaluations of performance, power consumption, and lifetime,
we implement the models of PCRAM and corresponding simulation tools in device,
circuit, and system levels. For the NAND flash memory, we study recent work and
products specs from industries [5, 39, 40, 47], and then, we adjust and integrate
proper parameters into our simulation tools.

The sizes of a page, an erase unit, and a log sector are set to be 4 , 256 KB, and
512 Bytes, respectively. For the configuration of the IPL method using only NAND
flash memory, there are four log pages in each erase unit. We have mentioned in
Sect. 3.3 that if the multi-level storage is supported with the PCRAM log region, the
area of log region is not increased if we replace NAND flash memory with PCRAM
of the same capacity. In order to explore the advantages of using PCRAM, the size of
PCRAM log region is reduced to be half of the flash log region. Therefore, the area
of log region is still kept the same even if the multi-level storage is not employed for
the PCRAM log region. We will show that performance is still improved. Thus, for
the simple static assignment configuration of hybrid architecture, there are 8 KB of
PCRAM logs in each erase unit. For the dynamic assignment, the merge operations

Table 3.2 The configuration of transactions in benchmarks

1 GByte database, 100 simulated users,
1G.(20-100)M.100u: the size of buffer pool varies

from 20 to 100 MB
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are triggered when the size of free log sectors are lower than 30 % of the total size of
PCRAM. Then, we ensure that the system will not be stalled for a long time when
burst write operations happen.

3.8.2 Write Performance Simulation

As we addressed before, the large overhead of write and erase operations is the
obstacle of improving performance of NAND flash memory. Our main goal of using
the PCRAM log region is to improve the write performance. Similar to prior work, we
also consider the impact of the data buffer size on the write performance. As shown
in Fig. 3.7a, the number of write operations is reduced as the size of data buffer
increases. Note that the different buffer sizes are considered to show the efficiency
of PCRAM log region under different environments. The actual buffer size may be
decided in real cases for different applications.

The comparison of merge numbers with different methods is shown in Fig. 3.7b.
The IPL represents the pure NAND flash memory using the IPL method. The
s-PCRAM represents the hybrid architecture using the basic static log assignment.
The d-PCRAM represents the hybrid architecture using the basic dynamic log assign-
ment. It means that there are no hot unit queue or merge threshold for optimizations
of merge operations.

The results show that the number of merge operations is reduced when the in-
place updating is enabled in the PCRAM log region. For the static log assignment,
the number of merge operations is reduced by 22.9 % on average, compared to that
of the IPL method. We can find that the hybrid architecture works better when the
size of data buffer is smaller. The reason is that, some write operations to the storage
system may be filtered when the size of data buffer is increased. Then, the write
intensities become more unbalanced. Therefore, the static log assignment method
works less efficient (as discussed in Sect. 3.4). We can also find that using the dynamic
assignment of log pages further reduces the number of merge operations significantly.
On average, the number of merge operations is reduced by 58.5 %, compared to the
IPL method. This observation is consistent with the previous discussion. All log

(a) (b) (c)

Fig. 3.7 a The impact of data buffer size on the write operations; b the comparison of merge
numbers; c the comparison of write time
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sectors are assigned on demand with the dynamic assignment. Consequently, we
get more benefits from the in-place updating with the dynamic assignment of log
pages. The more important thing is that the size of data buffer has little impact on the
working efficiency of the dynamic assignment method. As we discussed before, the
dynamic assignment method works well even when the write intensities are highly
unbalanced.

The write time is also simulated and compared in Fig. 3.7c. The similar conclusion
can be drawn for the write time because the results have the same trend as that of
merge operations. It is reasonable because the time consumed by merge operations
is dominating in total time of write operations.

In Fig. 3.8a, the numbers of merge operations are shown for the hybrid architecture
using the group static log assignment. The results include the numbers of merge
operations with different group sizes. The number of merge operations decreases
as the group size increases, but the improvement is not significant. And we have
mentioned that the overhead of management is increased with the size of group. The
results show that we can get more benefits from the group method when the size of
data buffer is larger. It is because the group method is used to mitigate the effect of
unbalanced write intensities, and the write intensities become more unbalanced with
a larger size of data buffer.

In Fig. 3.8b, the results of using different sizes of hot unit queues are compared.
At the beginning, the number of merge operations decreases as the size of hot queue
increases. It means that we can get more benefits from in-place updating of hot erase
units, if they are not merged. The number of merge operations is increased when the
queue size is too large. It is because too many erase units are kept untouched during
the process of merge operations. The capacity of free log sectors is reduced greatly.
Furthermore, many erase units in the queue are not hot ones when the queue size is
too large. The results show that the method works best with the queue size of 16.
The number of merge operations is reduced by 6.9 % on average.

Figure 3.8c shows the results after we set up the threshold number of log sectors
for merge operations. The number of merge operations could be reduced significantly
after we set up the threshold because the log sectors are released more efficiently
for each merge operation. Similarly, the threshold cannot be too large. Otherwise,

(a) (b) (c)

Fig. 3.8 a The impact of the group size on the group static assignment. b The impact of the hot
unit queue size on the dynamic assignment. c The impact of the merge threshold on the dynamic
assignment
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the total number of free log sectors are reduced greatly, and the number of merge
operations is increased. The results show that the method works best with the merge
threshold of 128. The number of merge operations is reduced by 35.2 % on average.

3.8.3 Read Performance Simulation

For different methods, the sizes of data and log that are read from the NAND flash
memory are listed in Table 3.3. The g-PCRAM-4 represents the hybrid architecture
using the group static log assignment, and there are four erase units in each group.
The d-PCRAM-16-128 indicates the hybrid architecture, which uses the dynamic log
assignment with the hot unit queue and merge threshold. The size of hot unit queue
is set to 16, and the merge threshold is set to 128. The Average Overhead shows the
average log data’s percentage in total data per read operation. The results of static
and dynamic assignments are compared to the IPL method, The Reduction represents
the decrease in overhead for reading log data in each read operation, when results
are compared to the IPL ones.

The results show that the average time of a read operation is also reduced with
the PCRAM log region because of two reasons. First, for each read operation, the
number of loaded log records is reduced with the in-place updating. In addition, the
read speed of PCRAM is faster than that of NAND flash memory. The effect of the
data buffer is also considered for the read operation. The three sets of results show
that we can get similar benefit from using the PCRAM log pages with different sizes
of data buffers. One interesting observation is that more log pages are read if we use
the dynamic assignment method. It is because the frequently accessed erase units
are assigned more log pages. The frequent updates also generate more log pages
for the same data page. And the numbers of read operations to these erase units are

Table 3.3 Read performance evaluations for PCRAM log pages

Methods Data pages read Log records read Avg. overhead (%) Reduction (%)

1 GB database, 20 MB data buffer
IPL 103220 6178 pages 5.99 –
g-PCRAM-4 103220 23680 KB 2.87 52.1
d-PCRAM-16-128 103220 33320 KB 4.04 32.6
1 GB database, 40 MB data buffer
IPL 87600 5715 pages 6.52 –
g-PCRAM-4 87600 21040 KB 3.00 54.0
d-PCRAM-16-128 87600 29768 KB 4.25 34.9
1 GB database, 80 MB data buffer
IPL 68240 4742 pages 6.95 –
g-PCRAM-4 68240 18080 KB 3.31 52.3
d-PCRAM-16-128 68240 24304 KB 4.45 35.9
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much larger than those of other ones because of intensive accesses. Consequently,
the total number of read operations are increased. Nevertheless, it is worth using the
dynamic allocation method because the write performance is increased greatly. With
write and read evaluation results, the estimated total execution time is compared for
managements policies, which is shown in Fig. 3.10a.

3.8.4 Energy Consumption Evaluation

The energy consumption for different methods is compared in Fig. 3.9. The write
operations energy is shown in Fig. 3.9a. The dynamic log assignment consumes the
least energy for the same benchmark because the number of merge operations is
greatly decreased with this method. Furthermore, the total size of log written to the
log region is reduced with the ability of in-place updating. For the read operation,
using PCRAM log region can also help to reduce the energy for two reasons. First,
the average size of log data loaded with one read operation is reduced. Second, it
takes less energy to access the PCRAM than that to access the same size of NAND
flash memory. Note that the dynamic assignment method consumes a little more
read operation energy than that of the static method. It is also because the frequently
accessed erase units are assigned more log pages. The total energy consumption is
also compared in Fig. 3.9c. Since the energy of write and merge operations dominates,
the dynamic log assignment still consumes the least energy consumption when both
read and write operations are considered.

3.8.5 Lifetime Evaluation

In this work, we assume the write cycles of NAND flash memory are 105, and the
write cycles of PCRAM are 108. In order to evaluate the lifetime of the data region,
the benchmark traces are kept feeding into the simulation tool. And we keep tracking
the number of write operations till one cell of data region wears out. The lifetime

(a) (b) (c)

Fig. 3.9 a The comparison of write operation energy; b the comparison of read operation energy;
c the comparison of total energy consumption
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(a) (b) (c)

Fig. 3.10 a The comparison of the total execution time; b the comparison of lifetime between the
data region and the log region; c the comparison of the whole storage system lifetime with different
configurations

of the log region is simulated in the same way. Then, based on the traces, we can
estimate and compare the lifetime.

The lifetime of data and log regions with the best dynamic assignment
(d-PCRAM-128-6) are compared in Fig. 3.10b. The first column is the lifetime of
the data region. The second column is the lifetime of the log region without using
any wear leveling technique. The third column is the optimized lifetime of the log
region with the wear leveling technique. We can find that, without wear leveling, the
lifetime of the log region is just a little longer than that of the data region for bench-
marks in this work. It is possible that the log region wears out first for benchmarks
with a little higher write intensities. After we use the wear leveling technique, the
lifetime of the log region is increased to about 10 times of the data region’s lifetime.
It promises that the log region will not wear out before the data region does, even
for benchmarks with much higher write intensities. Then, the lifetime of the whole
storage system is decided by that of the data region. The lifetime of the whole storage
system are compared in Fig. 3.10c with different configurations. The results show
that the lifetime of the whole storage system is improved after using the PCRAM log
region. It is because the number of erase operations is decreased with the same write
intensity. Consequently, the hybrid storage system with the dynamic log assignment
has the longest lifetime.

3.9 Conclusion

The performance of NAND flash memory is limited because of its erase-before-write
requirement, which does not allow in-place updating. The optimizations and man-
agements on NAND flash memory architecture are also limited by this problem. The
hybrid architecture using NAND flash memory and another nonvolatile memory,
such as PCRAM, makes it possible to exploit the advantages of both technologies.
Our PCRAM-based log region method has shown that the performance of the flash
memory could be improved significantly, if the log region allows the in-place updat-
ing even without the support of multi-level storage. We also show that our method
can decrease the overhead of read operations and increase the lifetime of the storage
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system. Furthermore, the energy consumption of both read and write operations is
reduced. More important , the in-place updating capability of PCRAM provides more
flexible management policies that enable further optimizations of performance and
lifetime. In the future, we plan to study the hybrid nonvolatile memory architecture
that combines other emerging memory technologies (such as MRAM and RRAM)
with the NAND flash memory to further explore the efficiency of using nonvolatile
memories.
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Chapter 4
Energy Efficient Systems Using Resistive
Memory Devices

Meng-Fan Chang and Pi-Feng Chiu

Abstract Energy efficient systems use volatile memory (VM) for fast and
low-voltage access and use nonvolatile memory (NVM) for power-off-mode data
storage. However, memory is becoming a bottleneck for electronic systems attempt-
ing to achieve low energy consumption. The resistive memory (memristor) is a
promising NVM for energy efficient computing because of its fast write speed and
low-power operations. This chapter provides an overview of the circuit design tech-
nologies and applications of resistive memory devices for energy efficient systems,
including resistive RAM (ReRAM), nonvolatile logic, and nonvolatile SRAM.

4.1 Introduction

Energy efficient computing is critical to mobile or battery-powered electronic sys-
tems. Battery-powered chips currently face the challenges of high computing per-
formance, low-power operation, a small form factor, and reliable data backup in the
event of a sudden power failure. The thermal problem is also a key factor preventing
the incorporation of many functional blocks on a 2D or 3D chip, resulting in problems
with reliability, speed degradation, incremental power leakage, and thermal runaway
effects.

Figure 4.1 shows a comparison of the performance of volatile memory (VM),
nonvolatile memory (NVM), and emerging nonvolatile memory (ENVM). SRAM
achieves the highest speeds and lowest operational voltage, but is unable to store data
when the power supply is turned off. Logic ROMs [1–5] have nonvolatile feature and
fast read speed, but lack flexibility in on-field data updating. Embedded Flash [2, 6–8]
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Fig. 4.1 Speed versus VDDmin for various memory types

allows on-field programming and has nonvolatile features, but requires high-voltage
operation and suffers from a slow write speed.

The intelligent use of the power-off mode can help suppress the power consump-
tion of chips, particularly nanometer chips with large standby power, as long as the
data backup/restore operation (power-on/off) does not consume too much power.
However, critical data must be first flushed to NVM to prevent data loss, as shown
in Fig. 4.2. If NVM are capable of write operations at lower power levels, energy
consumption can be reduced even further.

Fig. 4.2 Power consumption of a energy efficient system during active and standby modes
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Fig. 4.3 Conventional two-macro scheme a 2D and b 3D structures

To address the gaps in speed and minimum operation voltage (VDDmin) between
SRAM and NVM, many low-power chips use SRAM/DRAM for fast or low-
VDDmin access [2, 6–10] and flash memory for data storage in power-off mode,
instead of using a single NVM macro for both computing and power-off storage.
This two-macro (VM + NVM) scheme (Fig. 4.3a) also reduces the number of
NVM accesses and relaxes the endurance requirements for NVM. If nonvolatile
random access memory (nv-RAM) can achieve fast random read/write speeds and
high endurance, it can provide alternative memory architectures for 3D-ICs with-
out the need for DRAM, as shown in Fig. 4.3b. Thus, nv-RAM can reduce power
consumption by eliminating the DRAM self-refresh power required for additional
DRAM-NVM data transfer.

As discussed in [7, 8, 11, 12], the two-macro scheme consumes a consid-
erable amount of energy during power-off data backup operations and requires
long store/restore times because of word-by-word (serial) SRAM read/write and
long NVM write/read procedures. This is mainly because of the slow and power-
consuming NVM access. This store/restore behavior results in extended power-
on/power-off time. The long store time makes the two-macro scheme vulnerable
to data loss in the event of sudden power failure. The large peak current consumed
by flash memory also causes significant power integrity degradation for a system,
particularly for 3D-ICs.

In conventional power-off operations, a chip only stores a limited amount of data
and global operating states from SRAM/DRAM in NVM. This is because of the
constraints of NVM capacity and the store time required for power-off operation.
This causes the chip to lose detailed information (or local states) regarding sub-
blocks, which are stored in local registers or flip-flops, following power-off operation.
Without restoring the local states back to sub-blocks, the chip requires additional time
and power to repeat computations in returning to its prior-power-off state, following
a power-on procedure. In the worst-case scenario, and particularly after a sudden
power failure, the system may fail to recover its prior-power-off state. Nonvolatile
logic (nvLogic) [7, 8, 11–14] enables the store/restore of local states during power-
off/power-on operations without the risk of data loss or the consumption of additional
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Fig. 4.4 A chip structure with nvLogic and nvSRAM

power/time in re-computing the pre-power-off state. Section 3.3 presents a discussion
of the nvLogic.

Researchers have proposed concept called nonvolatile SRAM (nvSRAM) to
deliver faster store speeds than those offered by conventional two-macro schemes.
The nvSRAM integrates SRAM cells and NVM devices within a single cell, form-
ing a direct bit-to-bit connection in a 2D/3D arrangement to achieve rapid parallel
data transfer and fast power-on/power-off speed. Sections 3.3 and 3.4 discuss the
nvSRAM.

By using both nvLogic and nvSRAM, a chip may have an alternative structure to
achieve low-power operation and reliable data backup while a small area overhead,
as shown in Fig. 4.4.

To ensure low power consumption, and thus a long battery lifetime, mobile sys-
tems require a low dynamic power consumption and a low active-mode standby cur-
rent. Many portable chips employ dynamic voltage scaling (DVS) schemes [15, 16]
or use a low supply voltage (VDD) to reduce power consumption. These methods
reduce dynamic power consumption and active-mode leakage current, especially
in ultra-low-power systems and health/biomedical applications [17–19]. Figure 4.5
shows an example of dynamic power reduction using a lower VDD for a 90 nm
SRAM macro.

In both 2D and 3D chips, the thermal effect is one of the bottlenecks in reducing
system standby power. Figure 4.6 displays the measured leakage current of a 512 Kb
SRAM macro at three operating temperatures. Increasing the operating temperature
from its lowest value to its highest increases the SRAM leakage current by a factor
of more than 150x. To suppress the thermal effect and power consumption, the VDD
must be reduced.

Currently emerging resistive memory (ReRAM/memristor) [20–32] shows con-
siderable promise because it offers the advantages of rapid write time, low write volt-
age, large R-ratio, multilevel capability, and relatively low write power consumption
compared to Flash and other NVMs. These features make memristor technology
a good candidate for implementation in nvLogic and nvSRAM devices requiring
low store power and fast store time. However, current memristor devices suffer from
limited endurance, which influences the design of the circuit structure for memristor-
based nvLogic and nvSRAM. This section reviews the various circuit structures of

http://dx.doi.org/10.1007/978-1-4419-9551-3_1
http://dx.doi.org/10.1007/978-1-4419-9551-3_1
http://dx.doi.org/10.1007/978-1-4419-9551-3_1
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Fig. 4.5 Dynamic power of an on-chip SRAM macro

Fig. 4.6 Leakage current of an on-chip SRAM macro

endurance-aware memristor-based nvLogic and nvSRAM, especially for low-voltage
applications.

4.2 Fundamental of ReRAM (Memristor) Technology

4.2.1 An Example of ReRAM Devices: HfO2-Based
Bipolar ReRAM

Figure 4.7 shows a resistive memory device consisting of a TiN/TiOx/HfOx/TiN
resistive memory device [33–36] and a NMOS switch transistor. This resistive
memory cell uses the back-end-of-line (BEOL) process for the resistive device and
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Fig. 4.7 Structure of employed HfO2-based bipolar ReRAM cell

Fig. 4.8 a IV curve and b switching behavior of the HfOx-based ReRAM device

Table 4.1 SLC operation 0 (SET) 1 (RESET) Read

WL VG_SET VDD VDD
BL VSET 0 VBL−R

SL 0 VRESET 0
State LRS (RL ) HRS (RH ) ‘1’/‘0’

standard CMOS logic technology for the NMOS switch. This structure makes the
resistive memory cell appropriate for combination with CMOS logic technology.

This resistive memory cell is capable of two direct overwrite operations during
SLC operation: SET and RESET. Figure 4.8a shows the IV curve of this HfO2-
based bipolar ReRAM device. The bipolar resistive switching behavior of this device
defines write ‘0’ and write ‘1’ operations according to the polarity of the bias voltage.
Data-0 is represented by a low-resistance state (LRS), and data-1 is represented by a
high-resistance state (HRS). Table 4.1 shows the operating conditions of this resistive
memory cell. The SET operation changes the resistive device from HRS to LRS by
applying a SET voltage (VSET) to the bit line (BL) and connecting the source line (SL)
to the ground. A RESET operation applies a RESET voltage (VRESET) to the SL and
connects the BL to the ground. Similar to the SLC operation, this resistive memory
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Table 4.2 MLC operation

00 01 10 11 Read

WL VG_SET 1 VG_SET 2 VG_SET 3 VDD VDD
BL VSET VSET VSET 0 VBL−R

SL 0 0 0 VRESET 0
State LRS1 (R00) LRS2 (R01) LRS3 (R10) HRS (R11) 00∼11

cell supports MLC operation by applying different RESET operating conditions, as
shown in Table 4.2.

As shown in Fig. 4.8b [36], this resistive device has fast switching behavior and
small write current (<25 µA), characteristics, but requires a VBL−R below 0.3 V to
prevent read disturbance.

4.2.2 Speed, Power, and Endurance of Resistive Memory
(Memristor) Devices

Many resistive memory (memristor) devices have been reported in recent years.
Figure 4.9 presents a comparison of write current and switching time for vari-
ous NVM devices. ReRAM/memristor devices clearly achieve faster write times
with a smaller write current than other NVM devices. Figure 4.10 shows the write

Fig. 4.9 Write current and switching time of NVM devices
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Fig. 4.10 Write current and switching time of recent ReRAM devices

performance of various ReRAM/memristor devices, including bipolar and unipolar
devices. Several resistive memory devices consume only a small amount of cur-
rent and provide rapid switching time. Thus, ReRAM is one of the most promising
candidates for use as nvLogic and nvSRAM among all forms of NVM devices.

However, current ReRAM devices have limited endurance (Fig. 4.10). This
endurance issue has influenced the design of nvLogic and nvSRAM circuit struc-
tures.

4.2.3 Read Schemes for ReRAM Arrays and Macros

Figure 4.11 shows the waveforms of two commonly used sense amplifiers (SA): the
voltage-mode SA (VSA) and the current-mode SA (CSA).

A VSA pre-charges the selected BLs to a targeted voltage (VPRE) in the pre-charge
phase. When the word line (WL) is on, the BL is discharged by ICELL to read an LRS
cell and remains at VPRE to read an HRS cell. If the BL loading is large and the ICELL
is small, a long BL developing time is required for high-yield sensing. Adopting a
low VBL−R in a VSA limits the BL voltage difference (sensing margin) between
reading HRS and LRS cells. This in turn makes the read operations vulnerable to BL
noise, such as BL cross talk and WL-to-BL coupling.

The CSA scheme uses a fixed bias voltage on the BL to induce ICELL for reading.
When the WL is on, the LRS cell generates a larger ICELL than that of an HRS
cell. The current comparator then compares the to-be-sensed ICELL with a reference
current (IREF) to determine the sensing result. Figure 4.12 shows the read access time
of the VSA and CSA schemes for various BL lengths in ReRAM. When reading a
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Fig. 4.11 Sensing schemes in NVM a voltage-mode sensing; b current-mode sensing
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Fig. 4.12 Random read and write access times across various BL lengths for a HfO2-based ReRAM
device

0.18 um ReRAM LRS cell with ICELL = 20 uA, a CSA achieves a faster read speed
than a VSA when the BL length exceeds 128 rows. Thus, choosing the appropriate
sensing scheme for ReRAM depends on the resistance and cell array structures.

4.3 Memristor-Based nvLogic and nvSRAM

As discussed in Sect. 1.1, nonvolatile logic (nvLogic) enables the store/restore of
local states during power-off/power-on operations without the risk of losing data or
consuming additional power/time in re-computing the pre-power-off state.

Various types of NVM devices, including Flash, MRAM, PCRAM, and ReRAM
(memristor), have far less endurance than VM (SRAM and DRAM) or CMOS logic
(latch, flip-flop, logic gates). This prevents NVM devices from being implemented
in regular computing or as access units for nvLogic and nvSRAM. Endurance-
aware nvLogic and nvSRAM must employ conventional CMOS circuits for com-
puting/accessing. When used in conjunction with additional NVM devices, they act
as power-on/power-off data storage units, as shown in Fig. 4.13.

4.3.1 Nonvolatile-Latch (nvLatch) and Nonvolatile
SRAM Cells

Figure 4.14 shows a conventional latch or 6T SRAM cell. Figure 4.15 shows several
reported nonvolatile-latch (nvLatch) cells or nvSRAM cells derived from conven-
tional 6T SRAM cells. These nvSRAM cells are equipped with additional transistors
to provide NVM devices with storage and isolation functions. These nonvolatile

http://dx.doi.org/10.1007/978-1-4419-9551-3_1
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Fig. 4.13 NvLogic using nvLatch or nvFF

Fig. 4.14 Conventional 6T latch/SRAM cell

Fig. 4.15 Reported nonvolatile-latch (nvLatch) cells and nvSRAM cells
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SRAM designs achieve faster store/restore speeds than the two-macro approach for
mobile chips because of their bit-to-bit parallel data storage.

The SONOS-12T cell [37] requires a large area and a high store voltage and has
a long single-bit store time (TSTORE) because of the slow program time of SONOS
devices. The MRAM-19T2R latch [38] consumes a large store current (ISTORE) and
occupies a large area. The Fe-capacitor-6T2C cell [39] has a much smaller area
than 12T-19T nvLatch cells, but requires an extra 1/2VDD bias to read SRAM and
access NVM. This 1/2VDD bias requires an extra voltage regulator and consumes
significant DC current. The PCM-7T2R [40] cell has a competitive cell area, but
requires a large ISTORE and a moderate TSTORE because of the write behavior of
the PCM device. The PCM-7T2R cell has degraded cell VDD (CVDD) integrity.
The ReRAM-6T2R cell [41] has a compact area, but exhibits degraded SRAM cell
stability and large cell leakage because of the elimination of NVM switches.

4.3.2 Memristor-Based Nonvolatile Flip-Flop for nvLogic

Speed, power, and area are all important parameters for logic circuits. The
access/isolation functions of NVM in nvLogic circuits require additional transis-
tors to provide store/restore nonvolatile functionality. However, the added transistors
and parasitic load resulting from the nonvolatile function incur a large area overhead
and decrease the speed and power of logic gates. Thus, it is impractical to add NVM
devices to each logic gate.

Alternatively, applying nonvolatile functionality only to critical local states, which
are stored at latches or flip-flops, can optimize the design of nvLogic circuits.
Figure 4.16 shows the circuit structure of two nonvolatile flip-flops (nvFF) [42]
for logic libraries: nvFF-M and nvFF-S. The nvFF-M employs the Rnv8T [43] cell
as the master stage and a conventional CMOS circuit as the slave stage. The nvFF-
S employs the Rnv8T cell as the slave stage and a conventional CMOS circuit as
the master stage. These two nvFFs can be used separately or integrated in various
power-on procedures. These two nvFFs require only 16 % of the area overhead of
conventional FFs or nvFFs, yet achieve a lower VDD.

Fig. 4.16 a Nonvolatile flip-flop with memristor in master stage (nvFF-M); b nonvolatile flip-flop
with memristor in slave stage (nvFF-S)
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4.4 Low-Voltage nvSRAM

Figure 4.17 shows the application and cell structures of the nvSRAM cell. This
nvSRAM design integrates SRAM cells and NVM devices within a single cell,
forming a direct bit-to-bit connection in a 2D or vertical arrangement to achieve
fast parallel data transfer and fast power-on/power-off speed in mobile systems.

As with conventional 6T SRAM cells, previous 6T-SRAM-based nvSRAM cells
are unable to achieve a low VDDmin because of read/write failures, particularly
in nanometer processes. To prevent nvSRAMs from limiting the power reduction
provided by DVS schemes, low-VDDmin nvSRAM must offer a low-VDD power-on
operation. Therefore, new cell structures with read-/write-assist features are needed
for nvSRAM to achieve a low VDDmin.

4.4.1 Low-Voltage SRAM Review

Current DVS and low-voltage devices require low-VDDmin memory macros.
Unfortunately, many embedded memories cannot achieve a low VDDmin because
of read or write failure. Consequently, memory has become a bottleneck to reducing
the VDDmin of low-power mobile systems.

Figure 4.18 plots the threshold voltage (VTH) variation of a 90 nm process versus
transistor width. Clearly, a larger transistor is associated with lower VTH variation.
However, most memory cells have a small area and cannot use large transistors.
Nanometer memories are highly sensitive to VTH variation.

Many SRAM designs use column-multiplexing and read–write column circuitry to
achieve a small macro area and reduce the soft-error problem. Figure 4.19 displays
an SRAM miniarray. When a WL is activated during a read or write operation,
the selected SRAM cell and the other unselected SRAM cells on the same WL
are accessed. The unselected cells (on unselected columns) are in the dummy-read
mode, also called the half-selected (HS) mode. The data-0 storage node Q suffers

Fig. 4.17 Concept of application and cell structures of nvSRAM cell
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Fig. 4.18 Threshold voltage variation versus transistor width in a nanometer process

from a voltage bump when a cell is accessed. The voltage bump at Q, associated
with VTH variation, may cause data flipping in an SRAM cell during a read or
dummy-read operation. This flipping affects the read stability or half-select stability
of SRAM. Unfortunately, the cell stability, and specifically the static noise margin
(SNM) [44–46], worsens as the VDD decreases (Fig. 4.20). Read and half-selection
disturbances limit the operation of SRAM at low VDD. When the VDD is reduced,
the SRAM cells also suffer from write failure because the write margin (WM) is
reduced (Fig. 4.21). Therefore, the on-chip SRAM is a bottleneck in reducing the
VDD of a mobile SoC or 3D-IC.

As discussed in [7–9, 11, 12, 44–46], SRAM cell performance is highly sensi-
tive to variations in threshold voltage (VTH). A decrease in VDD compromises the
cell’s stability (static noise margin (SNM)) [44–46], read and half-selection (HS)
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Fig. 4.19 Column-multiplexing SRAM cell array

Fig. 4.20 a Read disturbance behavior, b RSNM of 6T SRAM cell, and c butterfly plot

disturbance, and the WM. Thus, SRAM creates a bottleneck in any attempt to reduce
VDD in a chip.

Researchers have proposed various read- or write-assist schemes to improve the
VDDmin of 6T SRAM cells [47–66]. However, the VDDmin of conventional 6T
SRAM cells still exceeds 0.6 V.
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Fig. 4.21 Write margin versus VDD

Researchers have also proposed many new SRAM cells with more than 6T to
lower the VDDmin. A 7T cell [67] is read disturb free, but suffers from degraded
WM. A read-decoupled (RD) 8T cell [58–60], [68–73] has superior read stability, but
fails to increase the WM and still suffers from write-mode half-select stability issues
(Fig. 4.22). Several read-decoupled 9Ts [74, 75] or 10T SRAM cells [60, 76–80] have
achieved ultra-low-VDD operation with good read stability, but they require a large
area and have a limited WM. Asymmetrical 6T SRAM cells [81] can improve the
WM at the expense of doubling the area. Single-ended 6T SRAM cells [18] improve
the read-mode on–off ratio, but require a large area and suffer from WM degradation.
Figure 4.23 presents a summary of the trade-off between area and VDDmin in SRAM
cells. Clearly, using the above cells for nvSRAM still poses challenges in terms of
degraded WM and large area overhead.

As mentioned earlier, DVS systems use a low to suppress active-mode power
consumption. However, conventional SRAM suffers read disturb and write failure at
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Fig. 4.22 Read-disturb-free 8T SRAM cell

Fig. 4.23 VDDmin and cell area of the reported SRAM cells

a low VDD because of process variations. The addition of NVM devices at SRAM
storage nodes yields an nvSRAM with a VDDmin that is worse than a typical SRAM.
Many nvSRAM cells suffer degraded cell stability because of leakage through non-
isolated NVM devices [82] and a loss of VDD/VSS integrity [38, 40]. Because
of the enlarged parasitic capacitance at storage nodes caused by the connection of
NVM devices/switches, nvSRAM cells equipped with NVM isolation switches suffer
decreased write speeds, particularly at a low VDD. Accordingly, DVS or low-VDD
chips also require a low VDDmin type of nvSRAM.
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Fig. 4.24 Structure of the Rnv8T cell

4.4.2 Low-Voltage nvSRAM Example

4.4.2.1 Rnv8T Cell Structure

Previous study proposes a resistive nonvolatile 8T2R (Rnv8T) SRAM cell (or a
memristor latch) [12] using 3D-stacked resistive memory (memristor or RRAM), as
shown in Fig. 4.24. The Rnv8T cell enables fast-store and low-store power opera-
tions. This study also proposes a bit line–control line (BL-CL) sharing scheme to
provide simple control of the memristors and a write-assist function with relaxed
write constraints to enable read-favored sizing (RFS) against read/write failure at a
reduced VDD.

The circuit scheme of the proposed resistive memory-based nonvolatile 8T2R
(Rnv8T) memristor latch and SRAM cell consists of a 6T SRAM cell, 2T RRAM-
switch (RSW), and two resistive devices (Fig. 4.24). The Rnv8T cell inherits all of
the advantages of 6T SRAM, including its fast read/write and low-voltage operation.
This design connects the memristors directly to SRAM storage nodes (Q and QB)
to enable the storage of complementary backup data while maintaining nonvolatile
characteristics. Unlike other nvSRAM cells, which require an additional control line
(CL) to perform store operations, the Rnv8T cell shares BLs with the NVM CL to
reduce the area overhead. This BL-CL sharing scheme enables RSWs to provide
SRAM-mode write-assist functions exceeding their original storage capability. To
reduce area overhead, the two memristor devices are vertically stacked above the 8T
SRAM cell.

Figure 4.25 shows the operation flow of the Rnv8T cell. In normal mode (or SRAM
mode), the Rnv8T cell performs SRAM functions and achieves fast read/write oper-
ations. When the system changes to standby mode, the Rnv8T macro proceeds to the
store operation by flushing the SRAM data into memristor devices. After successful
data backup, macro power can be completely shutdown to eliminate standby leak-
age. When the system wakes up, a restore operation recalls data from the memristor
devices back to the SRAM storage nodes.
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Fig. 4.25 Operation flow of the Rnv8T cell

4.4.2.2 Read/Write Operation

During read operations, the switch line (SWL) is kept low to turn off the RSWs
(RSWL and RSWR) to avoid disrupting the stability of the SRAM cell. The Rnv8T
cell performs a differential read in the same manner as a conventional 6T SRAM.

Write operations pull both the WL and the SWL high. The data to be written on
the BL/BLB are written into the SRAM cell through the pass gates and RSWs. The
RSWs provide a parallel write path and decrease the pull-up-PMOS to pass-gate-
NMOS ratio, also called the pull-up ratio (PR). This method provides a larger WM
and a faster write speed than that provided by a 6T SRAM cell. The WM used in this
work is the write-trip point (WTP), which is the voltage differential between the BL
and VSS when cell data flipping occurs. The transistor size of both the 6T and Rnv8T
(before read-favored sizing) cells are the same as a commercial 6T SRAM cell under
different technology nodes. To observe the worst effect of process variation, Fig. 4.26
shows the smallest values of the WM in the Monte Carlo simulation. Compared to
6T SRAM, the Rnv8T cell increases the WM by 4.13 and 5.78x at 0.5 V (0.18 µm)
and 0.35 V (65 nm), respectively (Fig. 4.26).

Fig. 4.26 Write margin versus VDD
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Fig. 4.27 Store operation of the Rnv8T cell

4.4.2.3 Store/Restore Operation

In store mode, two sub-operations (SET and RESET) are required to flush SRAM
data to the memristor devices (Fig. 4.27). In store mode, the SWL is kept high for
both SET and RESET sub-operations. SET operations raise the BL and BLB to a
high voltage (VSET) to provide the RL (if Q = 0) with positive voltage bias, switching
it to a low-resistance state (LRS). The subsequent RESET operation pulls the BL
and BLB to ground and set the CVDD to VRESET. This provides RR (if QB = 1) with
a negative voltage bias and switches it to a high-resistance state (HRS).

The restore mode recalls data from the two memristor devices (RL and RR) to
the SRAM storage nodes (Q and QB) during the system power-on period, as shown
in Fig. 4.28. First, SWL is raised to turn on RSWs (RSWL and RSWR) and both
BL and BLB are pulled to ground. This clears residual charges at the storage nodes
(Q/QB) and ensures that the two nodes are in an equal state to allow a fair comparison
at a later stage. As the CVDD increases, Q/QB is charged by PMOS, while RR/RL
provides paths to ground. The difference in resistance between RL and RR creates
different discharge currents and a voltage differential (VQ−QB) at Q and QB during
power on. The RL provides a large discharge current, resulting in a lower storage
node voltage, whereas the RH provides a small discharge current, resulting in a higher
storage node voltage. Finally, the cross-coupled latches amplify VQ−QB and restore
the digital data to the SRAM storage nodes.
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Fig. 4.28 Restore operation of the Rnv8T cell

4.4.2.4 Cell Stability and Read/Write VDDmin

Cell stability limits the VDDmin of the proposed Rnv8T cell during read operations.
Fortunately, the greatly improved WM provides sufficient room to trade the WM
for increased cell stability. Based on this improvement in WM, a read-favored siz-
ing scheme can be used to reduce the read/write VDDmin. Under the same area
constraints, the sizing of Rnv8T transistors can be adjusted to provide better read
stability performance by (1) enlarging the size ratio of PDL (PDR) over PGL (PGR)
to reduce read disturbance and (2) raising the trip point of the latch (inv1 and inv2)
to prevent data flipping.

Figure 4.29 compares the read static noise margin (RSNM) [44], WM, and cell
VDDmin for Rnv8T cells with and without the read-favored sizing scheme. This
analysis evaluates process variations using a 10,000-point Monte Carlo simulation.
The VDDmin of the nominal 6T cell and Rnv8T cell without the read-favored sizing
scheme are limited to 0.55 V, because of poor RSNM performance. Applying a BL-
CL sharing scheme to the Rnv8T cell improves the WM by 4.08x at 0.5 V. However,
this does not lower the VDDmin because the RSNM does not benefit from this
structure (i.e., the bottleneck remains).
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Fig. 4.29 Trade-offs between WM, RSNM, and VDDmin in the Rnv8T structure

Fig. 4.30 a Best-case condition and b worst-case condition of WM improvement

Applying the read-favored sizing scheme decreases the improvement in WM
slightly to 3.32x, whereas the RSNM produces an 11.1x improvement at
VDD = 0.6 V. The Rnv8T cell with read-favored sizing scheme achieved a VD-
Dmin 150 mV lower than without the read-favored sizing scheme. Consequently, the
Rnv8T cell with BL-CL sharing and the read-favored sizing technique achieved su-
perior cell stability and a lower SRAM read/write VDDmin than nominal 6T SRAM
or other nvSRAM cells.

Figure 4.30a shows the best-case conditions for an improvement in the WM, in
which the write ‘0’ operation is conducted with a low-resistance RL and a high-
resistance RR. The BL-CL sharing scheme provides (1) an additional write path on
the write ‘0’ side, which helps to (2) pull Q to ground and then (3) charge QB to VDD
by PUR and PGR. In the worst case as shown in Fig. 4.30b, the WM improvement
occurs for a write ‘0’ operation with a high-resistance RL and a low-resistance RR.
All the WM simulations in this paper are conducted under these conditions. Although
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the RL could be considered an ‘off’ state that provides negligible write current to help
the WM, the RR (low resistance) side can still influence write performance. As the
figure shows, (1) RR provides an additional write current to charge QB. Therefore,
(2) QB increases to a rate beyond that achieved without the Rnv8T scheme. (3) When
QB exceeds the threshold voltage of PDL, PDL can provide the strength in (4) to pull
Q to ground. As a result, even though the low resistance is not located on the write
‘0’ side, it can still improve the write performance. Under one specific condition
(VDD = 1.8 V, TT corner, 25 ◦C), the best case can provide a 55 % improvement in
the WM, while the worst case can still provide a 25 % improvement in the WM. This
improvement could be much more significant in cases of device mismatch and low-
voltage operation, as shown in Fig. 4.26. Figure 4.22 shows a comparison of the worst-
case WM improvement and the resistance of memristors. The improvement in WM
decreases as the HRS resistance increases for writing a “0” when Q = 1, particularly
for more advanced process nodes. Nevertheless, the minimum improvement in the
WM exceeds 67 % for 65-nm process nodes. Therefore, the write operation of the
Rnv8T cell is still better than 6T SRAM cells even with an extremely large HRS–LRS
ratio.

4.4.2.5 Restore Yield

The restore function of the Rnv8T cell can be viewed as a sensing operation in
which the latch structure works like a sense amplifier. This restore operation uses
a differential sensing scheme with two resistive devices written to different states,
which greatly increases the sensing margin. Figure 4.31 shows that the restore yield
can reach 99.6 % when the resistance ratio exceeds 3 and a higher yield when the
resistance ratio exceeds 5, under device mismatch demonstrated by a 40,000-point
Monte Carlo simulation. The memristor/ReRAM devices employed in this study
achieved a resistive ratio exceeding 10, ensuring 100 % restore yield in the Rnv8T
cell.

Fig. 4.31 Restore yield of
Rnv8T cell
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Fig. 4.32 a Proposed L7T SRAM cell. b Operation waveform of L7T cell

However, because of limited read stability, the Rnv8T cell is only capable of
achieving 0.45 V VDDmin for processes with a small variation in threshold voltage
(VTH) (i.e., 0.18 um). For nanometer processes, which have larger VTH variations,
the VDDmin of Rnv8T cells degrades (increases). This highlights the need for a new
nvSRAM cell structure for low-VDD applications and particularly for nanometer
chips.

4.4.2.6 Low-Voltage nvSRAM Example–9T2R nvSRAM

To overcome read and write failure at low VDD, a nonvolatile 9T2R SRAM cell
(Rnv9T) based on resistive memory was proposed [42]. The Rnv9T cell combines
the features of the previously proposed Rnv8T nvSRAM and low-voltage L-shaped
7T (L7T) SRAM [83] cells. Figure 4.32 shows the schematic and waveform of the
low-voltage 7T SRAM cell, which was developed from the Zigzag 8T (Z8T) cell [10].

The Rnv9T cell in Fig. 4.33 uses 1T-decoupled read port and pseudo read word
line (RWL) schemes to achieve read-disturb-free performance. Like the Rnv8T cell,
the Rnv9T cell employs the 2T memristor switch to oversee memristor control and
improve the WM. Because of this read-disturb-free feature, the Rnv9T cell is not
constrained to the read-favored sizing (RFS) scheme in the Rnv8T cell to improve the
read stability. This provides a larger WM than that achieved by the Rnv8T cell. Thus,
with improved read stability and WM, the Rnv9T cell achieves a lower VDDmin than
6T, L7T (i.e., sub-360 mV at 65 nm), and Rnv8T cells.
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Fig. 4.33 Structure of a proposed Rnv9T cell and b proposed Rnv10T cell

4.4.3 Comparison of nvSRAM Cells

Figure 4.34 presents a comparison of the WMs of Rnv8T cell and other nvSRAM cells
using a 10,000-point Monte Carlo simulation for various VDDs. Previous nvSRAM
cells were reconstructed according to [37–40, 82, 84] with the same transistor sizing
(pull-down, pass-gate, and pull-up transistors) as conventional a 6T SRAM cell. The
Rnv8T cell achieved an improvement in WM of 3.3x compared to other nvSRAM
cells. Thanks to the WM improvement, the Rnv8T cell also achieves faster write time
than other nvSRAM cells, as shown in Fig. 4.35.

Table 4.3 summarize the performance of various nvSRAM cell. Unlike previous
6T2R cells, the proposed Rnv8T cell does not suffer degraded cell stability because of
DC leakage current [82]. The VDDmin of the Rnv8T cell is 500 mV lower than that
of other nvSRAM and 6T SRAM cell designs for a variety of process considerations
(standard deviation of threshold voltage, σ − Vth), as shown in Fig. 4.36.

Fig. 4.34 Write margin of
nvSRAM cells



104 M.-F. Chang and P.-F. Chiu

Fig. 4.35 Comparison of SRAM-mode write time between nvSRAM cells

4.5 Energy Efficient Systems Using Nonvolatile-SRAM
and ReRAM

4.5.1 Overview of Recent ReRAM Macros

The current widespread development of resistive memory devices has recently led
to dramatic improvements in random read–write access speed, operation voltage,
and array density. Figure 4.37 compares the read speed and macro VDD of recently
reported ReRAM macros.

4.5.1.1 High-speed ReRAM Macros

Table 4.3 Performance of various nvSRAM cells

Structure 9T2R (Rnv9T) ST2R (Rnv8T) 12T 19T2R 6T2C 7T2R 8T2R 6T2R

NV device ReRAM ReRAM SONOS MRAM Fe. C PCM ReRAM ReRAM
Cell area S S M L S S S S
Write speed1 + + − − − X − −
VDDmin1 ++ + X X X X X −
TSTORE 10 ns2 10 ns2 4 ms 6 ns 200 ns 200 ns 10 ns 100 ns
VSTORE 1.8/-1.6 1.8/-1.6 -10/11 N/A 3V 3V 3V N/A
ISTORE <25 uA <25 uA N/A 1 mA N/A 600 uA 100 uA N/A
Endurance > 2 × l08 > 2 × l08 106 Inf. 108 106 N/A N/A
1compared with 6T SRAM, S small, M medium, L large, plus improved, minus degraded, X un-
changed
210 ns = SET + RESET time
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Fig. 4.36 Comparison of SRAM-mode VDDmin for nvSRAM cells

Fig. 4.37 Performance of published ReRAM macros

Voltage sensing or current sensing can be applied to the RRAM macro during
the read operation. The demonstrated 1-Kb-RRAM macro (Fig. 4.38) [85] uses a
reference cell to generate a reference current, which is 1/k of the read cell current
(ICELL) of the LRS RRAM cell. This reference current generates a reference voltage
on the reference bit line (RBL) for a voltage-mode differential-input sense ampli-
fier. However, a critical design challenge is to limit the BL voltage to under 0.3 V
throughout the sensing period to prevent read disturbance of the RRAM cell.

A novel current-mode sensing scheme [86] for ReRAM was proposed to achieve
fast random access time and high sensing yield against wide ReRAM-resistance
distribution and process variations. This high-speed ReRAM macro uses the parallel-
series reference-cell (PSRC) scheme to narrow the reference current distribution to
achieve a high read yield against resistance variation. This design also employs a
process-temperature-aware dynamic BL bias (PTADB) scheme to achieve small BL
bias voltage fluctuations, preventing read disturbance while maintaining a fast BL
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pre-charge speed. A fabricated 4 Mb-SLC/8 Mb-MLC dual-mode ReRAM macro
confirmed the effectiveness of proposed schemes for both SLC and MLC operations.
This is the first study to present an embedded mega-bit-scale NVM macro with sub-
8ns read–write random access time. This sensing scheme also enables robust read
operation against power integrity degradation in a 3D-IC with a large number of
stacked layers.

4.5.1.2 Logic-Process-Based ReRAM Macros

Two logic-process-based ReRAM macros were proposed: a contact-based ReRAM
(C-ReRAM) [87] and a CuXSiYO-based ReRAM [88].

The contact-based ReRAM macro use low-voltage circuit techniques to achieve
0.5 V read and write operation while offering a read speed similar to other NVM
designs operated at nominal VDD. This low-voltage ReRAM uses body-drain-driven
CSA (BDD-CSA) with a dynamic BL bias voltage (VBL) scheme to achieve sub-
0.5 V current-mode operation with a high sensing yield and fast read speed. This study
also develops low-voltage level shifters and a low-voltage charge pump to achieve
0.5 V write (reset/set) operations. A fabricated 65 nm CMOS logic-compatible 4Mb
C-ReRAM macro using the BDD-CSA achieves 0.5 V VDDmin. This BDD-CSA
achieved 0.32 V VDDmin. This study is the first to present a 0.5 V ReRAM macro
and a sub-0.4 V CSA.

The CuXSiYO-based ReRAM macro employs voltage-mode sensing and two
self-adaptive approaches for yield improvement and power reduction. The self-
adaptive write mode (SAWM) improves the R-ratio by overcoming large write speed

Fig. 4.38 Structures of high-speed and low-voltage ReRAM macros
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Fig. 4.39 Structures of cross-point ReRAM

variations. To improve read yield, the self-adaptive read mode (SARM) adds dummy
cells in a regular array to track the ReRAM cell and BL load variation for voltage-
mode operation. A fabricated 130 nm 8 Mb CuXSiYO-based ReRAM device achieves
a high yield and a 21ns read access time.

4.5.1.3 Cross-Point ReRAMt Macro

Researchers have proposed several cross-point-based 3D ReRAM macros [89]
(Fig. 4.39)

A 0.13 µm 64 Mb conductive metal oxide (CMOx)-based ReRAM [86] macro
was implemented by stacking an insulating oxide material on top of a conductive
oxide material [90]. This macro uses a 0.17 µm2 cell with multiple layer stacking
capability for high-density applications. This design achieves sub-100 nA sensing
but suffers from a slow read speed (exceed 50 us).

Another study presents a 0.18 um 8 Mb TaOx-based bipolar-type multilayered
cross-point ReRAM macro. This macro adopts the following three techniques to
reduce the sneak current in cross-point cell array structure: (1) use a bidirectional
diode as a memory cell select element, (2) a hierarchical BL structure, and (3) a
multibit write architecture. This 8 Mb macro achieves 443 MB/s write throughput
(with 64b parallel write operations per 17.2 ns cycle). This design is applicable to
high-density, stand-alone, and embedded memory with more stacked memory arrays
and or scaling memory cells.
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4.5.2 Standby-Mode Energy Reduction Using nvSRAM

Because of high data store/restore energy consumption of the two-macro
scheme, the memory power-off (or deep sleep mode) scheme offers no advantage
in power reduction for applications with a short standby/idle period (with frequent
wake-up operations). This prevents several mobile chips, which require a fast wake-
up response time, from employing memory power-off schemes to suppress standby
current, because of the long operation time required to recall data from eFlash to the
SRAM macro. For mobile chips requiring a fast wake-up time, lowering the SRAM
VDD to its data-retention voltage (DRV) is the only option for suppressing SRAM
standby power. Unfortunately, as the process is scaled down, growing demand for in-
creased memory capacity on chips and bias SRAM in DRV still leads to considerable
power consumption because of leakage.

The nvSRAM structure also plays a minor role in the store time and energy
consumption. The store operation is determined by the characteristics of the resis-
tive switching device. There is an obvious trend that memristor devices are moving
toward a fast switching time and low switching current. Because of the low energy
consumption and fast access time for store/restore operations, the proposed Rnv8T
makes the memory power down approach applicable not only to long standby periods,
but also to fast wake-up applications.

Figure 4.40 compares the standby-mode energy consumption of data-retention-
voltage (DRV)-biased SRAM with the memory power down approach for two-macro
schemes and nvSRAM based on Flash/RRAM. The standby energy of the two-macro
scheme includes the energy consumed in data backup operations (SRAM read out
+ RRAM write in) and the restore operation (ReRAM read out + SRAM write in).
Similarly, the standby energy of Rnv8T includes the energy consumed by the store
and restore operations. Compared with a 0.18 µm SRAM macro holding at a DRV
voltage of 0.4 V [91], the memory power down approach (one power-on operation
and one power-off operation) with the Rnv8T/Rnv9T macro consumes 2.24x less

Fig. 4.40 Comparison of standby-mode energy consumption
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Fig. 4.41 Comparison of the store time and store energy

standby-mode energy when the standby period exceeds 1 s. The nvSRAM scheme
offers additional benefits in more advanced technologies because of an increase in
SRAM leakage current. Thus, the Rnv8T macro saves more energy than DRV-biased
SRAM for applications with a standby period exceeding 4/160 ms for 65/90-nm
process nodes. This makes the Rnv8T/Rnv9T macro a good candidate for suppressing
standby energy in mobile chips across a wide range of standby durations.

4.5.2.1 Store Time

Figure 4.41 presents a comparison of the store time and store energy of Rnv8T//Rnv9T
cells, two-macro solutions, and other nvSRAM cells. The word-by-word data trans-
fer of two-macro solutions leads to an extremely long store time compared with the
parallel data transfer of nvSRAMs. The fast switching time and low write current of
the HfO2-based memristor/ReRAM devices allow the Rnv8T//Rnv9T cell to achieve
a faster store speed and lower store energy than other nvSRAM cells. The low-voltage
and low-current switching characteristics of this memristor/ReRAM device enable
multiple Rnv8T//Rnv9T cells to perform store operations simultaneously, further
reducing the store time.

The widespread development of resistive memory devices has recently led to
dramatic improvements in the SET/RESET current, and the reported minimum
RESET/SET current is currently below 1 uA [30, 92]. The use of a memristor de-
vice with a smaller store current enables a further reduction in the inrush current for
store operations, facilitating large-size block-store operations. Figure 4.42 presents
a comparison of restore time. The restore time of the two-macro solution includes
the time to read data from NVM and store it to SRAM word by word. In contrast,
the Rnv8T SRAM restores all data simultaneously in a mass restore operation as the
CVDD recovers.
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Fig. 4.42 Comparison of restore time

4.6 Summary and Conclusions

Resistive memory (memristor) devices offer the advantages of a short write time, low
write voltage, and small write power. However, current devices suffer from limited
endurance. Applying memristors to nvLogics and nvSRAMs suppresses the power
consumption required for store operations and achieves fast power-on/power-off
performance for the chip. This chapter explores various circuit structures associated
with nvLogic and nvSRAM and considers account memristor endurance, particularly
for low-voltage applications.
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Chapter 5
Asymmetry in STT-RAM Cell Operations

Yaojun Zhang, Wujie Wen and Yiran Chen

Abstract Spin-transfer torque random access memory (STT-RAM) has emerged as
a promising technology to replace SRAM and DRAM in embedded memory appli-
cations. In STT-RAM, the data are stored in a magnetic device (magnetic tunneling
junction or MTJ) as different resistance states. The unique data storage mechanism
of STT-RAM introduces the different design optimization concerns from conven-
tional memories. As one important characteristic, programming “1” and “0” into an
STT-RAM cell is very asymmetric in terms of performance, power, and reliability. In
this chapter, we will review this asymmetry and analyze its sources. The impacts of
this asymmetry on the STT-RAM cell optimization will be also discussed, followed
by the introduction on a model to simulate the STT-RAM cell asymmetry.

5.1 Introduction

The conventional memory technologies such as SRAM, DRAM, and Flash have
achieved a remarkable success in modern electronic designs. Following technology
scaling, the shrunk feature size and the increased process variations impose seri-
ous concerns on the power and reliability of these conventional memory technolo-
gies. Many new memory technologies, including spin-transfer torque random access
memory (STT-RAM), have emerged above the horizon. By leveraging a good com-
bination of the non-volatility of Flash, the comparable cell density to DRAM, and
the nanosecond programming time like SRAM, many applications of STT-RAM in
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embedded memory and on-chip cache designs have been successfully demonstrated
[16, 20, 23].

Conventional memory technologies rely on electrical charges to store the data. In
STT-RAM, the data are represented as the resistance states of a magnetic tunneling
junction (MTJ) device, which can be switched by applying a programming current
with different polarizations. Compared to the charge-based storage mechanism, the
dependency of this mechanism on the device volume is much less, introducing a better
scalability. Nonetheless, STT-RAM still suffers from the process variation issue as
the technology scales. Also, an intrinsic random process called thermal fluctuations
may cause the intermittent errors in the read and write operations of STT-RAM.

As technology scales, the STT-RAM density and power consumption improve.
However, process variations on STT-RAM cell designs, including MOS transis-
tor device variations, MTJ geometry variations, and resistance variations, become
prominent. Many researches have been conducted to simulate the impacts of process
variations and thermal fluctuations on STT-RAM reliability. A common simulation
flow is as follows: First, a macro-magnetic model runs extensively to characterize
the MTJ switching behaviors under different MTJ device variations; after that, the
derived statistical MTJ electrical properties, i.e., the resistance distributions, together
with the CMOS device variations, are sent to SPICE simulations to get the MTJ
programming current distributions. In some recent works, thermal fluctuations are
handled as either the random magnetic field in macro-magnetic models or the resis-
tance noise in SPICE simulations to obtain the MTJ switching time variation or the
read disturbance.

In this chapter, the impacts of the device parametric variations in MTJ and transis-
tors and intrinsic MTJ operating uncertainties on the performances and reliability of
STT-RAM cells are systematically analyzed. A fast, scalable, and portable statistical
STT-RAM reliability analysis methodology, namely “PS3-RAM”, is introduced to
simulate the impacts of multidimensional variations on the STT-RAM read and write
operations. We reveal that the write mechanism of STT-RAM cells is highly asym-
metric at different switching directions, i.e., ‘0’→‘1’ and ‘1’→‘0’. Specifically, the
switching of ‘0’→‘1’ takes longer time than ‘1’→‘0’ at the same switching current
while suffering from the larger variations. This asymmetry is further aggravated by
the different biasing conditions of the driving NMOS transistor at different switching
directions and the device variations in both MTJ and NMOS transistors. An example
of minimizing the design space pessimism that required to tolerate the asymmetry
and variations in STT-RAM write performance is also shown.

5.2 STT-RAM Basics

Spin-transfer torque random access memory (STT-MRAM) uses MTJ device to store
the information. An MTJ has two ferromagnetic layers (FL) and one oxide barrier
layer (BL). The resistance of MTJ depends on the relative magnetization directions
(MDs) of the two FLs. When their MDs are parallel or anti-parallel, the MTJ is in
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Fig. 5.1 MTJ structure. a Anti-parallel (high-resistance state). b Parallel (low-resistance state).
c 1T1J STT-RAM cell structure

its low or high-resistance state, as illustrated in Fig. 5.1. Rh and Rl are usually used
to denote the high and the low MTJ resistance, respectively. Tunneling magnetore-
sistance (TMR) is defined as (Rh − Rl)/Rl , which presents the distinction between
the two resistance states.

In an MTJ, the MD of one FL (reference layer) is pinned, while the one of the
other free layer (FL) can be flipped by applying a polarized write current through the
MTJ. For example, the switching from low-resistance state (“0”) to high-resistance
state (“1”) can be realized by applying a current from B to A, as shown in Fig. 5.1.
A larger write current can shorten the MTJ switching time by paying the additional
memory cell area overhead: In the popular “1T1J” (one-transistor-one-MTJ) cell
structure (see Fig. 5.1c), the MTJ write current is supplied by the NMOS transistor.
Increasing the write current requires a larger NMOS transistor. Also, the increased
write current raises the breakdown possibility of the MTJ device.

5.3 Persistent and Non-persistent Variations

The persistent errors in an STT-RAM cell include the write errors incurred by the
insufficient MTJ write current, the variation in MTJ critical switching current, and
the insufficient read sense margin. They are mainly caused by the process variations
in the NMOS transistors and the MTJ devices.

5.3.1 Persistent Errors

The persistent errors in an STT-RAM cell include the write errors incurred by the
insufficient MTJ write current, the variation in MTJ critical switching current, and
the insufficient read sense margin. They are mainly caused by the process variations
in the NMOS transistors and the MTJ devices.
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5.3.1.1 Transistor and MTJ Device Variation

The CMOS process variations that contribute to the variability of the driving strength
of the NMOS transistor in an “1T1J” STT-RAM cell structure include random
dopant fluctuations (RDFs), line-edge roughness (LER), shallow trench isolation
(STI) stress, and the geometry variations in transistor channel length/width. Besides
the geometry variations, most of the CMOS process variations are reflected as the
threshold voltage deviations. The random variation of the threshold voltage is promi-
nent in the scaled CMOS technology and can severely affect circuit stability and
performance.

CMOS process variations affect not only the driving strength of the MOS tran-
sistor but also its equivalent resistance. The relative deviations of MOS transistor
parameters are reduced when the transistor size increases.

The major sources of MTJ device variations include (1) MTJ shape variations;
(2) MgO thickness variations; and (3) normally distributed localized fluctuation of
magnetic anisotropy K = Ms ·Hk [11]. The first two factors cause the variations in the
MTJ resistance and the MTJ switching current by changing the bias conditions of the
NMOS transistor. The third factor is the intrinsic variation in magnetic material that
affects the MTJ switching threshold current density (Eq. 5.1) and the magnetization
stability barrier height (Eq. 5.2) [11].

JC0 =
(

2e

�

) (
α

η

)
(tF Ms)(Hk ± Hext + 2πMs) (5.1)

Δ = Ku V

kB T
= Ms Hk V cos2(θ)

kB T
(5.2)

Here, the switching threshold current density JC0 is the minimal current density
that causes the MTJ resistance flipping in the absence of any external magnetic
field at 0K; e is the electron charge; α is the damping constant; Ms is the saturation
magnetization; tF is the thickness of the free layer; � is the reduced Planck’s constant;
Hk is the effective anisotropy field including magnetocrystalline anisotropy and shape
anisotropy; Hext is the external field; η is the spin-transfer efficiency; T is the working
temperature; K B is Boltzmann constant; and V is MTJ element volume.

Without considering any power rail fluctuations, during the write operation of an
STT-RAM cell, the write current through the MTJ is mainly determined by the size of
CMOS transistor and the MTJ resistance. The channel width, length, and threshold
voltage of the NMOS transistor are the main parameters that affect the CMOS tran-
sistor performance. The standard variation in threshold voltage Vth decreases when
the transistor size increases as σ(Vth)∝ 1/

√
W L . The MTJ resistance RMTJ ∝ et/A,

where t is the tunneling oxide thickness and A is the MTJ surface area. The variations
in both t and A follow Gaussian distribution [7]. Since Vds = Vdd − ΔVMTJ, where
ΔVMTJ = IMTJ·RMTJ is the voltage drop across the MTJ, Vds should be a function
of IMTJ.
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Normally, the variations in tunneling oxide thickness (t) and cross-sectional area
(A) follow Gaussian distributions with a standard deviations of 2 or 5 % of their
means, respectively [7]. Also, the MTJ variations are independent from the CMOS
process variations since they are fabricated at different layers with different processes.

5.3.1.2 Fluctuation of Magnetic Anisotropy

Different from the CMOS process variations and the MTJ geometry variations that
directly affecting the MTJ write current, the localized fluctuation of the MTJ magnetic
anisotropy results in the variations in the switching threshold current density JC0. In
the concerned MTJ switching time range (a few ns to hundreds of ns), our magnetic
model shows that the fluctuation of the MTJ magnetic anisotropy causes a standard
deviation of the MTJ switching threshold current density that is about 2 % of the
nominal value.

5.3.2 Non-persistent Errors

Device variations are introduced by the uncertainties during the manufacturing
process. After the device is fabricated, the device parameters are fixed and their
impacts on the circuit performance are deterministic. Besides the device variations
of MOS transistor and MTJ, the MTJ switching performance is also affected by
the intrinsic thermal fluctuations. The thermal-induced MTJ switching variation is
a purely random process and cannot be deterministically repeated. It is the major
source of the non-persistent errors in STT-RAM operations.

5.3.2.1 Thermal Fluctuation

In general, the impact of thermal fluctuations can be modeled by the thermal-induced
random field hfluc in stochastic Landau–Lifshitz–Gilbert (LLG) equation (Eq. 5.3)
[1, 3, 5] as

d−→m
dt = −−→m × (

−→
h eff + −→

h fluc) + α−→m × (
−→m × (

−→
h eff + −→

h fluc)) +
−→
T norm

Ms
. (5.3)

Here, −→m is the normalized magnetization vector. Time t is normalized by γMs .

γ is the gyromagnetic ratio, and Ms is the magnetization saturation.
−→
h eff =

−−→
Heff
Ms

is the normalized effective magnetic field.
−→
h fluc is the normalized thermal agi-

tation fluctuating field at finite temperature, which represents the thermal fluctu-

ation. α is the LLG damping parameter.
−→
T norm = −→

T
Ms V is the spin-torque term

with units of magnetic field. The net spin torque
−→
T can be obtained through
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microscopic quantum electronic spin transport model. Under the intrinsic thermal
fluctuations, the MTJ switching time becomes unrepeatable and follows a distribu-
tion. As we shall show later, this distribution is also affected by the MTJ and NMOS
transistor device variations and causes the asymmetric STT-RAM cell switching at
two switching directions.

Based on the switching time, the switching process of an MTJ can be categorized
into three working regions:

In a relatively long switching time (> 10 ns), we have

IC1(tw) = IC0(1 − (1/Δ)ln(tw/τ0)). (5.4)

Here, tw is switching time; τ0 is relaxation time; and T is the working temperature.
In a ultrashort switching time (< 3 ns):

IC3(tw) = IC0 + C ln(π/2θ). (5.5)

Here, C is a fitting parameter and θ is the initial angle between the magnetization
vector and the easy axis.

When the MTJ switching time is in the middle (3 ns < tw < 10 ns), a dynamic
reversal that combines the precessional and thermally activated switching occurs.
Based on the simulation results of our macro-magnetic model, we derive a fitting
function of the critical MTJ switching current IC2 as

IC2(tw) = 30(IC3(3n) − IC1(10n))/tw + (10IC3(3n) − 3IC1(10n))/7. (5.6)

Here, n is a fitting parameter.
Figure 5.2 shows the MTJ switching current versus the mean and the SDMR of

the MTJ switching time. The device parameters are extracted from a 45 × 90 nm
elliptical MTJ device, which have been calibrated with the measurement data of a
real fabricated device from a leading magnetic recording company. The results of
both switching directions (‘1’→‘0’ and ‘0’→‘1’) are depicted.

Figure 5.2a shows the means of MTJ switching current and switching time in both
1→0 (negative) and ‘0’→‘1’ (positive) switchings for the same MTJ. As Eq. 5.3,
thermal fluctuation influences the magnetic process in MTJ switching and causes
the variations in MTJ switching time. When MTJ working in a relatively long time
region (>10 ns), the thermal fluctuation is dominated by the thermal component of
internal energy; when MTJ working in a short time region (<10 ns), the thermal
fluctuation is dominated by the thermally active initial angle of procession [21]. This
uncertainty causes the unsuccessful writes if the MTJ does not switch before the write
pulse width is removed or the read overwrite errors if the MTJ resistance switches
before the read voltage/current is removed.

Figure 5.2b shows the distribution of MTJ switching time at both ‘1’→‘0’ and
‘0’→‘1’ switchings. When the mean of MTJ switching time decreases, its standard
deviation decreases first and then increases. The minimal SDMR of the MTJ switch-
ing time occurs around tw = 10 ns. Noted that when the MTJ is working at a small
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current region, the MTJ switching time follows Poisson’s distribution; when the MTJ
is working at a large current region, the MTJ switching time follows Gaussian dis-
tribution; and the MTJ switching time is a mixed distribution when it is in between
the two above working regions.

The distinction between the means of the MTJ switching time of two switching
directions under the same switching current can be explained as the asymmetric
impacts of tunneling spin polarization P as

J 0→1
C0

J 1→0
C0

= 1 + P2

1 − P2 . (5.7)

Here, J 0→1
C0 and J 1→0

C0 denote the MTJ switching threshold current densities at
the switchings of ‘0’→‘1’ and ‘1’→‘0,’ respectively.

The different standard deviations of the MTJ switching time at two switch-
ing directions, however, are caused by the asymmetric influences of the ther-
mal agitation fluctuating field

−→
h fluc. Noticed that when the MTJ works at long
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switching time (>40 ns) under a low switching current, the standard deviation of the
MTJ switching time for both switching directions is almost the same. However, fol-
lowing the decrease in the MTJ switching time, the standard deviation difference of
the MTJ switching time becomes prominent. It is due to the reduced thermal impacts
and the increased asymmetry of the spin-torque term

−→
T norm in MTJ switching under

a high switching current. In general, MTJ switching time has a larger mean and
a wider distribution in ‘0’→‘1’ switching than ‘1’→‘0’ switching under the same
switching current.

5.3.2.2 Temperature Dependency

The switching performance of an MTJ can be improved by raising the working
temperature. Higher temperature degrades the magnetization stability barrier height
(Eq. 5.2) and reduces the critical MTJ switching current and/or the switching time.
Figure 5.3 shows the critical MTJ switching currents versus switching time under
different temperatures. The impacts of temperature variations are more significant in
long working time region: The impact of thermal fluctuations on the MTJ switching
performance is more prominent when the MTJ switching current is low, compared
to the impact of spin torque.

The temperature sensitivity of the nominal switching time of the MTJ driven by
the NMOS transistors with different sizes is shown in Fig. 5.4. The MTJ switching
time increases when the temperature rises. It actually indicates that the improvement
in MTJ magnetic switching cannot compensate the driving ability loss of the NMOS
transistor when the working temperature rises up.

5.4 PS3-RAM Method

“PS3-RAM” is a fast, scalable, and portable statistical STT-RAM reliability analy-
sis methodology. Figure 5.5 depicts the overview of “PS3-RAM” methods, includ-
ing the sensitivity analysis for MTJ switching current (I ), the I sample recovery,
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and the statistical thermal analysis of STT-RAM. Array-level analysis and design
optimizations can be also conducted using PS3-RAM.

5.4.1 Sensitivity Analysis on MTJ Switching

In this section, the sensitivity model is used for to characterize the MTJ switching
current distribution. The contributions of different variation sources to the distribution
of the MTJ switching current will be discussed. The definitions of the variables used
in this section are summarized in Table 5.1.

5.4.1.1 Threshold Voltage Variation

The variations in channel length (L), width (W ), and threshold voltage (Vth are three
major factors inducing the variations in transistor driving ability. Vth variation mainly
comes from RDF and LER, which is also the source of some geometry variations
(i.e., L and W ) [14, 21]. It is known that the Vth variation is also correlated with L
and W and its variance decreases as the transistor size increases. The deviation of the
Vth from the nominal value following the change in L (ΔL) can be modeled by [22]

Table 5.1 Simulation
parameters and environment
setting

Parameters Mean Standard deviation

Channel length L = 45 nm σL = 0.05L
Channel width W = 90 ∼ 1800 nm σW = 0.05L
Threshold voltage V th = 0.466 V compact model
Mgo thickness τ = 2.2 nm στ = 0.02τ
MTJ surface area A = 45 × 90 nm2 σA = 0.05A
Resistance low RL = 1000 � By calculation
Resistance high RH = 2000 � By calculation
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ΔVth = ΔVth0 + Vdsexp(− L

l ′ ) · ΔL

l ′ . (5.8)

The standard deviation of Vth can be calculated as
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σ2
Vth

= C1

W L
+ C2

exp (L/l ′)
· Wc

W
· σ2

L . (5.9)

Here, Wc is the correlation length of non-rectangular gate (NRG) effect, which
is caused by the randomness in sub-wavelength lithography. C1, C2, and l

′
are

technology-dependent coefficients. The first term at the right side of Eq. (5.9)
describes the RDF’s contribution to σVth . The second term in Eq. (5.9) represents the
contribution from NRG, which is heavily dependent on L and W . Following tech-
nology scaling, the contribution of this term becomes prominent due to the reduction
in L and W .

5.4.1.2 Sensitivity Analysis on Variations

Although the contributions of MTJ and CMOS parameters to the MTJ switching
current distribution cannot be explicitly expressed, it is still possible for us to conduct
a sensitivity analysis to obtain the critical characteristics of the distribution. Without
the loss of generality, the MTJ switching current I can be modeled by a function of
W , L , Vth, A, and τ . A and τ are the MTJ surface area and MgO layer thickness,
respectively. The first-order Taylor expansion of I around the mean values of every
parameter is

I (W, L , vth, A, τ ) ≈ I
(
W , L̄, V̄th, Ā, τ̄

) + ∂ I
∂W

(
W − W

)
+ ∂ I
∂L

(
L − L̄

) + ∂ I
∂Vth

(
Vth − V̄th

) + ∂ I
∂A

(
A − Ā

) + ∂ I
∂τ (τ − τ̄ ) .

(5.10)

As aforementioned, W , L , A, and τ generally follow Gaussian distribution [8].
Vth is correlated with W and L , as shown in Eq. (5.8) and (5.9). Because the MTJ
resistance R ∝ eτ

A [8], we have

∂ I

∂A
ΔA + ∂ I

∂τ
Δτ = ∂ I

∂R

(
∂R

∂A
ΔA + ∂R

∂τ
Δτ

)
= ∂ I

∂R
ΔR. (5.11)

It indicates that the combined contribution of A and τ is the same as the impact of MTJ
resistance R. The difference between the actual I and its mathematical expectation
μI can be calculated by

I (W, L , Vth, R) − E
(
I
(
W , L̄, V̄th, R

)) ≈ (5.12)

∂ I

∂W
ΔW + ∂ I

∂L
ΔL + ∂ I

∂Vth
ΔVth + ∂ I

∂R
ΔR.

Here, μI ≈ E
(
I
(
W , L̄, V̄th, R

)) = I
(
W , L̄, V̄th, R

)
and the mean of MTJ resis-

tance R ≈ R
(

Ā, τ̄
)
. Combining Eqs. (5.8), (5.9), and (5.12), the standard deviation

of I (σI ) can be calculated as
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δ2
I =

(
∂ I

∂W

)2

σ2
W +

(
∂ I

∂L

)2

σ2
L +

(
∂ I

∂R

)2

σ2
R

+
(
∂ I

∂Vth

)2 (
C1

W L
+ C2

exp (L/l ′)
· Wc

W
· σ2

L

)

+ 2
∂ I

∂L

∂ I

∂vth
ρ1

1√
W L

σL + 2
∂ I

∂W

∂ I

∂Vth
ρ2

1√
W L

σW

+ 2
∂ I

∂L

∂ I

∂Vth
Vds exp(− L

l ′ )
σ2

L

l ′ . (5.13)

Here, ρ1 = cov(Vth0,L)√
σ2

vth0
σ2

L

and ρ2 = cov(Vth0,W )√
σ2

Vth0
σ2

W

are the correlation coefficients

between Vth0 and L or W , respectively [21]. σ2
Vth0

= C1
W L . The last three terms

at the right side of Eq. (5.13) are significantly smaller than other terms and can be
safely ignored in the simulations of normal STT-RAM operations.

The accuracy of the coefficient in front of the variances of every parameter at the
right side of Eq. (5.13) can be improved by applying window-based smooth filtering.
Take W as an example:

(
∂ I

∂W

)
i

= I
(
W + iΔW, L , Vth, R

) − I
(
W − iΔW, L , Vth, R

)
2iΔW

, (5.14)

where i = 1, 2, ...K . Different ∂ I
∂W can be obtained at the different step i . K samples

can be filtered out by a window-based smooth filter to balance the accuracy and the
computation complexity as

∂ I

∂W
=

K∑
i=1

ωi

(
∂ I

∂W

)
i
. (5.15)

Here, ωi is the weight of sample i , which is determined by the window type, i.e.,
Hamming window or rectangular window [6].

5.4.1.3 Variation Contribution Analysis

The variations’ contributions to I are mainly represented by the first four terms at
the right side of Eq. (5.13) as

S1 =
(
∂ I

∂W

)2

σ2
W , S2 =

(
∂ I

∂L

)2

σ2
L , S3 =

(
∂ I

∂R

)2

σ2
R

S4 =
(
∂ I

∂Vth

)2 (
C1

W L
+ C2

exp (L/l ′)
· Wc

W
· σ2

L

)
. (5.16)
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As pointed out by many prior arts [22], an asymmetry exists in STT-RAM write
operations: the switching time of ‘0’→‘1’ is longer than that of ‘1’→‘0’ and suffers
from a larger variance. Also, the switching time variance of ‘0’→‘1’ is more sensitive
to the transistor size changes than ‘1’→‘0’. As we shall show later, these phenomena
can be well explained by using our sensitivity analysis.

As shown in Fig. 5.1, when writing ‘0’, the word line (WL) and bit line (BL) are
connected to Vdd, while the source line (SL) is connected to ground. Vgs = Vdd and
Vds = Vdd − I R. The NMOS transistor is working in saturation region when the W
is small or in triode region when W is large. Based on short-channel BSIM model,
the MTJ switching current supplied by the NMOS transistor working in saturation
region can be calculated by

I = β · [
(Vdd − Vth) (Vdd − IR) − a

2 (Vdd − IR)2]
1 + 1

vsat L
(Vdd − IR)

. (5.17)

Here, β = μ0Cox
1+U0(Vdd−Vth)

W
L . U0 is the vertical field mobility reduction coefficient, μ0

is electron mobility, Cox is gate oxide capacitance per unit area, a is body effect coeffi-
cient, and vsat is carrier velocity saturation. Based on short-channel PTM model [10]

and short-channel BSIM model [2, 13], we derive
(
∂ I
∂W

)2
,
(
∂ I
∂L

)2
,
(
∂ I
∂R

)2
, and(

∂ I
∂Vth

)2
as

(
∂ I

∂W

)2

0
≈ 1

(A1W + B1)
4 ,

(
∂ I

∂L

)2

0
≈ 1(

A2
W + B2W + C

)2

(
∂ I

∂R

)2

0
≈ 1(

A3
W + B3

)4 ,

(
∂ I

∂Vth

)2

0
≈ 1(

A4√
W

+ B4
√

W
)4 . (5.18)

Here, R is the high-resistance state of the MTJ, or RH .

A1 =
√
μ0Cox Vdd (Vdd − Vth)

L
R

B1 =
√

L

μ0Cox Vdd (Vdd − Vth)

A2 = L2

μ0Cox Vdd (Vdd − Vth)

B2 = R2μ0Cox
Vdd − Vth

Vdd

A3 = L

μ0Cox
√

Vdd (Vdd − Vth)
, B3 = R√

Vdd
, C = 2L R

Vdd
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A4 =
√

L

μ0Cox Vdd
, B4 =

√
μ0Cox

LVdd
R (Vdd − Vth) . (5.19)

For a NMOS transistor working in triode region at ‘0’→‘1’ switching, the MTJ
switching current becomes

I = β

2a

[
(Vdd − I R − Vth) − I

WCox v2
sat

]2

. (5.20)

where R is the low-resistance state of the MTJ, or RL . We have

(
∂ I

∂W

)2

1
≈ 1

(A5W + B5)
4 ,

(
∂ I

∂L

)2

1
≈ 1(

A6
W + B6

)2

(
∂ I

∂R

)2

1
≈ 1(

A7
W + B7

)4 ,

(
∂ I

∂Vth

)2

1
≈ 1(

A8
W + B8

)2 . (5.21)

Here,

A5 =
√

2Cox vsatμ0

La + μ0 (Vdd − Vth)
R

B5 = μ0

2Cox vsat [La + μ0 (Vdd − Vth)]

A6 = μ0

2aCox v2
sat

, B6 = Rμ0

avsat

A7 = 1

2Cox vsat

√
μ0

Lavsat + μ0 (Vdd − Vth)

B7 =
√

μ0

Lavsat + μ0 (Vdd − Vth)
R

A8 = 1

2Cox vsat
, B8 = R. (5.22)

In general, a large Si , i = 1...4, corresponds to a large contribution to I variation.
When W is approaching infinity, only S3 is non-zero at ‘1’→‘0’ switching, while
both S2 and S3 are non-zero at ‘0’→‘1’ switching. It indicates that the residual
values of S1–S4 at ‘0’→‘1’ switching are larger than that at ‘1’→‘0’ switching when
W → ∞. In other words, ‘0’→‘1’ switching suffers from a larger MTJ switching
current variation than ‘1’→‘0’ switching when NMOS transistor size is large.
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5.4.1.4 Simulation Results of Sensitivity Analysis

Sensitivity analysis [4] can be used to obtain the statistical parameters of MTJ
switching current, i.e., the mean and the standard deviation, without running the
costly SPICE and Monte Carlo simulations. It can be also used to analyze the con-
tributions of different variation sources to I variation in details. The normalized
contributions (Pi ) of variation resources W , L , Vth, and R are defined as

Pi = Si

4∑
i=1

Si

, i = 1, 2, 3, 4. (5.23)

Here,

S1 =
(
∂ I

∂W

)2

σ2
W , S2 =

(
∂ I

∂L

)2

σ2
L , S3 =

(
∂ I

∂R

)2

σ2
R,

S4 =
(
∂ I

∂Vth

)2 (
C1

W L
+ C2

exp (L/l ′)
· Wc

W
· σ2

L

)
. (5.24)

Figures 5.6 and 5.7 show the normalized contributions of every variation source
at ‘0’→‘1’ and ‘1’→‘0’ switchings, respectively, at different transistor sizes. We
can see that L and Vth are two major contributors to I variation at both switching
directions when W is small. At ‘1’→‘0’ switching, the contribution of L ramps up
until reaching its maximum value when W increases and then quickly decreases
when W further increases. At ‘0’→‘1’ switching, however, the contribution of L
monotonically decreases, but keep being the dominant factor over the simulated W
range. At both switching directions, the contributions of R rise up when W increases.
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At ‘1’→‘0’ switching, the normalized contribution of R becomes almost 100 % when
W is really large.

5.4.2 Write Current Distribution Recovery

After the I distribution is characterized by the sensitivity analysis, the next question
becomes how to recover the distribution of I from the characterized information in the
statistical analysis of STT-RAM reliability. It is found that dual-exponential function
can provide an excellent accuracy of the typical distributions of I in modeling and
recovering these distributions. The dual-exponential function for the I distributions
is shown below:

f (I ) =
{

a1eb1(I−u) I ≤ u
a2eb2(u−I ) I > u.

(5.25)

Here, a1, b1, a2, b2, and u are the fitting parameters, which can be calculated by
matching the first- and second-order momentums of the actual I distribution and the
dual-exponential function as

∫
f (I )d I = 1∫
I f (I )d I = E (I )∫
I 2 f (I )d I = E (I )

2 + σ2
I .

(5.26)

Here, E (I ) and σ2
I can be obtained from the sensitivity analysis.

The recovered I distribution can be used to generate the MTJ switching current
samples, as shown in Fig. 5.8. At the beginning of the sample generation flow, the
confidence interval for STT-RAM design is determined, e.g., [μI − 6σI ,μI + 6σI ]
for a six sigma confidence interval. For example, if N samples are needed to generate
within the confidence interval, at the point of I = Ii , a switching current sequence
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of [NPri ] samples must be generated. Here, Pri ≈ f (Ii )Δ. Δ equals 12σI
N , or the

step of sampling generation. f (Ii ) is the dual-exponential function.
Figure 5.9 shows the relative error of the mean and the standard deviation of

the recovered I distribution w.r.t. the results directly from the sensitivity analysis
(see Eqs. (5.12) and (5.13)). The maximum relative error <10−2, which proves the
accuracy of our dual-exponential model.

Figures 5.10 and 5.11 compare the probability distribution functions (PDF’s) of
I from SPICE and Monte Carlo simulations and from the recovery process based
on our sensitivity analysis at two switching directions. This method achieves good
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Fig. 5.11 Recovered I versus Monte Carlo result at ‘0’→‘1’

accuracy at both simulated representative transistor channel widths (W = 90 nm or
= 720 nm).

5.4.3 Statistical Thermal Analysis

The variation in the MTJ switching time (τth) incurred by the thermal fluctuations
follows Gaussian distribution when τth is below 10 ∼ 20 ns, as Sect. 5.3.2 shows [22].
In this range, the distribution of τth can be easily constructed after the I is determined.
The distribution of MTJ switching performance can be obtained by combining the
τth distributions of all I samples.
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5.5 Write Reliability Analysis

In this section, the statistical analysis is conducted on the write reliability of
STT-RAM cells by leveraging our PS3-RAM method. Both device variations and
thermal fluctuations are considered.

5.5.1 Reliability Analysis of STT-RAM Cells

The write failure rate PW F of an STT-RAM cell can be defined as the probability
that the actual MTJ switching time τth is longer than the write pulse width Tw or
PW F = P (τth > Tw). τth is impacted by the MTJ switching current, MTJ and MOS
device variations, MTJ switching direction, and thermal fluctuations. The simulation
of PW F can be conducted by PS3-RAM without incurring the costly Monte Carlo
runs with hybrid SPICE and macro-magnetic modeling steps.

Figures 5.12 and 5.13 show the PW F ’s simulated with PS3-RAM for both switch-
ing directions at 300 K. The simulation environment is summarized in Table 5.1. For
comparison purpose, the Monte Carlo simulation results are also presented. Different
Tw’s are selected at either switching directions due to the asymmetric MTJ switch-
ing performances [22]: (Tw = 10, 15, 20 ns at ‘0’→‘1’ and Tw = 6, 8, 10, 12 ns
at ‘1’→‘0’). The PS3-RAM results are in excellent agreement with the ones from
Monte Carlo simulations.

Since ‘0’→‘1’ is the limiting switching direction for STT-RAM reliability, in
Fig. 5.14, the PW F of different STT-RAM cell designs under different temperatures
is also compared at this switching direction based on the result in Sect. 5.3.2. The
results show that PS3-RAM can provide very close but pessimistic results compared
to those of the conventional simulations. PS3-RAM is also capable to precisely
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capture the small error rate change due to a little temperature shift (from T = 300 K
to T = 325 K).

Figure 5.15 is one of the examples that PS3-RAM is used to explore the STT-RAM
design space: The trade-off curves between PW F and Tw are simulated at different
W ’s. The corresponding trade-off between W and Tw can be easily identified on
Fig. 5.15.

5.5.2 Computation Complexity Evaluation

We can also compare the computation complexity of our proposed PS3-RAM with
the conventional simulation method. Assume the number of variation sources is M ;
for a statistical analysis of an STT-RAM design, the numbers of SPICE simulations
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required by conventional flow and PS3-RAM are Nstd = Ns
M and NP S3−RAM =

2K M + 1, respectively. Here, K denotes the sample numbers for window-based
smooth filter in sensitivity analysis. Ns is average sample numbers of every variation
in the Monte Carlo simulations in conventional method and K 
 Ns . The speedup

Xspeedup ≈ N M
s

2K M can be up to multiple orders of magnitude: For example, if we set
Ns = 100, M = 4, (Note: Vth is not an independent variable) and K = 50, the
speedup is around 2.5 × 105.

5.6 Design Space Exploration

Device variations and thermal fluctuations on the write performance and reliabil-
ity have been analyzed in the previous section. Based on the statistical analysis in
Sect. 5.5, in this section, the outcomes of different design methodologies will be
presented, followed by the exploration on the approaches to minimize the design
pessimism for the STT-RAM write operations.

A corner design methodology is usually used to overcome the impacts of device
variations. The design corner can be set up as the combinations of device parameters.
In STT-RAM cell design, the design corner can be set up as follows:

Based on the impacts of the major sources of device variations, the worst corner
happens when L , Vth, and τ show positive deviations from their nominal values and
W shows a negative deviation from its nominal value. However, the worst corner of A
is difficult to determined: A large MTJ surface raises the magnitude of MTJ switching
threshold current, while it causes the reduction in MTJ resistance, which can improve
the NMOS transistor driving ability and vice versa. Two sub-worst corners need to
be created for both the positive and the negative deviations of A. Table 5.2 lists the
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Table 5.2 3σ worst case
parameters

W L Vth τ A
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Fig. 5.16 Design space based on device parameters corner (Corner-P-I)

parameter deviations we used in the 3σ worst corner of both NMOS transistor and
MTJ devices.

The simulated relationship between the NMOS transistor size and the required
write pulse width is shown in Fig. 5.16. Here, only the device variations are considered
and the thermal fluctuations are neglected. The required write pulse width value is
calculated from the nominal relationship curve between the MTJ write current and
the switching time (see Fig. 5.2a), while the MTJ write current is calculated based
on the 3σ device parameter corner. The solid blue and red lines denote the results of
‘1’→‘0’ switching and ‘0’→‘1’ switching, respectively. The worst result is obtained
when the MTJ surface area A is 15 % less than the nominal value. Simulation shows
that ‘0’→‘1’ switching is the limiting switching direction, which requires larger
transistor size and/or longer write pulse width. The pass region is constrained by the
solid red line. This design method here is called as “Corner-P-I.” For comparison
purpose, the nominal design result that does not consider any device variations or
thermal fluctuations is also plotted as the dash blue and red lines. A larger pass region
is observed though it is an optimistic result.

5.6.1 Process Variation Aware Only Corner Design

There is another way to create design corner, i.e., directly using the 3σ value of
the MTJ write current distribution to compute the required write pulse width. This
method equals characterizing the MTJ write current corner by conventional statistical
CMOS circuit design method and then deriving the MTJ switching time with the
nominal MTJ switching curve. We refer to this design method as “Corner-P-II.” The
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corresponding results are shown in Fig. 5.17. The pass region is relaxed from the
“Corner-P-I” result by accurately estimating the 3σ corner value of the MTJ write
current. However, this result may become optimistic as the thermal fluctuation is
ignored.

5.6.2 Process Variation and Thermal Fluctuation
Aware Corner Design

As aforementioned, thermal fluctuations cause the variation in MTJ switching time
even the MTJ write current is fixed. If thermal fluctuations are considered, a corner
representing MTJ switching time variation must be also created in the corner design
of STT-RAM cell. For example, the distribution of MTJ switching time under certain
MTJ write current can be obtained by macro-magnetic model. Then, the required
MTJ write pulse width can be selected as the one corresponding to the +3σ deviation
of the MTJ switching time from its nominal value. The simulations results of the
required write pulse width at different transistor size are also shown in Fig. 5.17.
Compared to the result of “Corner-P-II,” additional pessimism is added into the pass
region because of the consideration on thermal fluctuations. Here, the same current
corner of “Corner-P-II” is used, and this corner design is called as “Corner-PT-II.”

5.6.3 Process Variation and Thermal Fluctuation Aware
Statistical Design

It is well known that the combination of the worst corners of all device parameters
may derive very pessimistic design since the worst cases seldom happen simultane-
ously. To reduce the design pessimism introduced by conventional corner designs, we
established our macro-magnetic–SPICE design platform to simulate the statistical
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property of STT-RAM cell operations. Monte Carlo simulations are run on both
macro-magnetic MTJ model and SPICE transistor model to obtain the overall MTJ
switching time distributions when both device variations and thermal fluctuations
are considered.

Figure 5.18 shows the pass regions of the STT-RAM cell at different σ’s of MTJ
switching time. The pass region of the STT-RAM cell at +3σ corner of MTJ switching
time is between the results of “Corner-P-II” and “Corner-PT-II” designs, indicating
the optimism of “Corner-P-II” and the pessimism of “Corner-PT-II.” In any cases,
‘0’→‘1’ switching continues to be the limiting direction. It actually means that we
should avoid the ‘0’→‘1’ switching in the operation of STT-RAM, as pointed out
by many other studies [9].

5.7 Word-line Override Designs and Statistical
Optimization Flow

5.7.1 Word-line Override Designs

As shown in Table 5.3, the effectiveness of increasing NMOS transistor size is
degraded by the reduced Vgs . Word-line override, which compensates the loss of
Vgs by adding additional voltage on WL for higher Vgs , was proposed to improve
the driving ability of the NMOS transistor [17].

We assume that the WL voltage is raised to 1.1V rather than the normal 1V in
‘0’→‘1’ switching in WL override scheme. Table 5.3 compares the NMOS transis-
tor driving abilities of the original design and the WL override design. Substantial
improvement in MTJ write current is achieved in WL override design, while the
incurred current variation is minimal. As a result, the total error rates reduce, as
shown in Fig. 5.19.
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Table 5.3 Driving current distribution with and without override voltage

Transistor size (nm) Original design Override design
Mean (μA) Std. dev. (μA) Mean (μA) Std. dev. (μA)

180 148.28 14.35 169.07 14.39
270 194.75 18.11 222.21 18.19
360 230.18 20.68 262.80 20.85
450 258.18 22.76 294.89 23.01
540 280.79 24.51 320.83 24.87
630 299.91 26.15 342.69 26.62
720 315.41 27.31 360.49 27.88
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Figure 5.20 depicts the required write pulse widths by both original and WL
override designs for certain total write error rates, in both ‘0’→‘1’ and ‘1’→‘0’
switches. Substantial reductions in the required writing pulse width are observed in
WL override design. However, the effectiveness of WL override design is degraded
by the reduced Vgs when the NMOS transistor size increases.
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5.7.2 STT-RAM Cell Design Optimization Flow

Figure 5.21 illustrates an STT-RAM cell design optimization flow to estimate and
minimize the operation errors. After the MTJ device parameters are given, the NMOS
transistor sizes are calculated accordingly, based on the designed (nominal) values
of both MTJ and CMOS parameters. Meanwhile, a reasonable operation pulse width
will be calculated based on the nominal design. In the second step, the device parame-
ter samples, including both the geometry and the material parameters, are generated
based on the process variations in both NMOS transistor and MTJ. These samples
are sent to the SPICE simulations to collect the write current samples through the
MTJ. The third step takes into account the thermal fluctuation effects and the fluctu-
ation of magnetic anisotropy under the given operation pulse width to calculate the
distribution of the MTJ switching time and the write errors. Based on the specific
write performance and the write error rate requirements, the optimal design points
for both the NMOS transistor and the MTJ are found. If the result leads to a design

Simulation Based on Nominal 
Process Parameters

Sampling of STT-
RAM cell design

MTJ
Variations

Transistor
Variations

Initial STT-RAM 
cell design

MTJ Switching Time Distribution Simulation

Sample 1 Sample 2 Sample N Thermal 
Fluctuation

Merge

Calculated Operation 
Pulse Width

Meet Performance 
Criteria?

Under allowed 
overhead?

Optimize 
Transistor Size

Iteration >
Threshold?

Final 
Design

Yes

Yes

Yes

No

No

No

No

Design 
Fail

Fig. 5.21 Precess variation aware STT-RAM design flow
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failure, then the override design will be applied to meet the performance. Similar
design flow can be applied to the read error optimization or take it into the overall
STT-RAM error rate optimization design flow.

5.8 Conclusion

In this chapter, we conduct a comprehensive discussion on the major variation
sources in the STT-RAM designs and quantitatively analyze their impacts on the
STT-RAM cell read and write operations. Both process variations and thermal fluc-
tuations, which cause the significantly unbalanced write reliability at the switchings
of ‘1’→‘0’ and ‘0’→‘1’, are considered in the analysis. After that, a fast and scal-
able statistical STT-RAM reliability analysis method named PS3-RAM is introduced.
PS3-RAM is able to simulate the impact of the concerned variation sources on the
statistical STT-RAM write performance, without running the costly Monte Carlo
simulations on SPICE and macro-magnetic models. The effectiveness of different
design methodologies are also evaluated, including nominal design, corner designs
(with only device variations and with both device variations and thermal fluctuations)
and full statistical design.
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Chapter 6
An Energy-Efficient 3D Stacked STT-RAM
Cache Architecture for CMPs

Guangyu Sun, Xiangyu Dong, Yiran Chen and Yuan Xie

Abstract In this chapter, we introduce how to adopt spin-transfer torque random
access memory (STT-RAM) as on-chip L2 caches to achieve better performance and
lower energy consumption, compared to traditional L2 cache designs. STT-RAM
is a promising memory technology for on-chip cache design because of its fast
read access, high density, and non-volatility. Using 3D heterogeneous integrations, it
becomes feasible and cost-efficient to stack STT-RAM atop conventional chip multi-
processors (CMPs). However, one disadvantage of STT-RAM is its long write latency
and its high write energy. In this chapter, we first stack STT-RAM-based L2 caches
directly atop CMPs and compare it against SRAM counterparts in terms of perfor-
mance and energy. We observe that the direct STT-RAM stacking might harm the chip
performance due to the aforementioned long write latency and high write energy. To
solve this problem, we then propose two architectural techniques: read-preemptive
write buffer and SRAM–STT-RAM hybrid L2 cache. The simulation result shows that
our optimized STT-RAM L2 cache improves performance by 4.91 % and reduces
power by 73.5 % compared to the conventional SRAM L2 cache with the similar area.
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6.1 Introduction

The diminishing return of endeavors to increase clock frequencies and exploit
instruction-level parallelism in a single processor has led to the advent of chip multi-
processors (CMPs) [5]. The integration of multiple cores on a single chip is expected
to accentuate the already daunting “memory wall” problem [3], and it becomes a
major challenge of supplying massive multicore chips with sufficient memories.

The introduction of the three-dimensional (3D) integration technology [6, 35] pro-
vides the opportunity of stacking memories atop compute cores and therefore allevi-
ates the memory bandwidth challenge of CMPs. Recently, active research [1, 10, 24]
has targeted SRAM caches or DRAM memories stacking.

Spin-transfer torque random access memory (STT-RAM) is a promising mem-
ory technology with attractive features such as fast read access, high density, and
non-volatility [11, 36]. How to integrate STT-RAM into compute cores on planular
chips is the key obstacle since the STT-RAM fabrication involves hybrid magnetic-
CMOS processes. Fortunately, 3D integrations enable the cost-efficient integration
of heterogeneous technologies, which is ideal for STT-RAM stacking atop compute
cores. Some recent work [7, 9] has evaluated the benefits of STT-RAM as a universal
memory replacement for L2 caches and main memories in single-core chips.

In this chapter, we further evaluate the benefits of stacking STT-RAM L2 caches
atop CMPs. We first develop a cache model for stacking STT-RAM and then compare
the STT-RAM-based L2 cache against its SRAM counterpart with the similar area
in terms of performance and energy. The comparison shows that (1) for applications
that have moderate write intensities to L2 caches, the STT-RAM-based cache can
reduce the total cache power significantly because of its zero standby leakage and
achieve considerable performance improvement because of its relatively larger cache
capacity and (2) for applications that have high write intensities to L2 caches, the
STT-RAM-based cache can cause performance and power degradations due to the
long latency and the high energy of STT-RAM write operations.

These two observations imply that STT-RAM-based caches might not work effi-
ciently if we directly introduce them into the traditional CMP architecture because
of their disadvantages on write latency and write energy. In light of this concern,
we propose two architectural techniques, read-preemptive write buffer and SRAM–
STT-RAM hybrid L2 cache, to mitigate the STT-RAM write-associated issues. The
simulation result shows that performance improvement and power reduction can be
achieved effectively with our proposed techniques even under the write-intensive
workloads.

6.2 Related Work

Some previous research focused on the performance improvement by stacking
DRAM main memories on top of processors. 3D cache model has been developed to
facilitate architectural-level analysis [15, 34]. Performance analysis of 3D stacking
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memory was studied by Loi et al. [23]. Li et al. [22] have also reported performance
improvement by using stacked SRAM L2 caches for CMPs. Black et al. studied the
benefits of stacking a large DRAM or SRAM cache on a Intel Core 2 Duo processor
and achieved considerable performance improvement [1]. Loh [24–26] presented
an aggressive 3D DRAM integration as on-chip caches and main memories. Kgil
et al. [17] have implemented an aggressive CMP method by replacing all the L2
caches with in-order simple processor cores and used 3D stacking DRAM to sat-
isfy the memory capacity and bandwidth requirements. Ghosh et al. [10] proposed
a new method to reduce the power consumption in systems where the DRAM is
stacked on top of the processor cores. A prototype of the 80-core teraflop processor
with an SRAM layer stacked on top of the processor cores, which was designed and
fabricated by Intel, also demonstrated the benefits of stacking SRAM memories on
CMPs [2].

In order to overcome the memory wall, extensive research has been done to find
alternatives of the traditional SRAM and DRAM technologies. Various emerging
memory technologies, such as STT-RAM, phase change memory (PCM), floating
body DRAM (FBDRAM), have been proposed to replace SRAM/DRAM in differ-
ent levels of the memory hierarchy [21, 30, 32, 33, 37]. STT-RAM is normally
employed as a competitive replacement of SRAM as on-chip memories because of
its advantages of fast read speed, low leakage power, and high density [30, 33]. PCM
is widely studied as a potential candidate of the main memory because it has higher
density and lower standby power compared to DRAM [21, 32, 37]. As an emerging
memory compatible with CMOS technology, FBDRAM is also attracting more atten-
tion, recently [19, 28]. With these emerging memory technologies, prior research has
shown improvements in performance, power consumption, and reliability.

These emerging memories, however, have some common limitations such as long
write latency and high write energy. Although the memory capacity is increased
after using these high-density memories, the long write latency may offset the ben-
efits and degrade the performance for workloads with intensive write operations.
Similarly, although the standby power is reduced by using these emerging mem-
ories, the dynamic power can be significantly increased due to high write energy.
Some research has been done to hide the long write latency by stalling the write
and preempting the blocked read [31]. The replacement policy can also be tailored
to reduce the write intensity [38]. Recently, Smullen et al. proposed to scarify the
non-volatility to improve the write speed [33].

6.3 Background

This section briefly introduces the background of STT-RAM and 3D integration
technologies.
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6.3.1 STT-RAM Background

The basic difference between the STT-RAM and the conventional RAM technologies
(such as SRAM/DRAM) is that the information carrier of STT-RAM is magnetic
tunnel junctions (MTJs) instead of electric charges [36]. As shown in Fig. 6.1, each
MTJ contains a pinned layer and a free layer. The pinned layer has fixed magnetic
direction, while the free layer can change its magnetic direction by spin torque
transfers [11]. If the free layer has the same direction as the pinned layer, the MTJ
resistance is low and indicates state “0”; otherwise, the MTJ resistance is high and
indicates state “1”.

The latest STT-RAM technology (spin torque transfer ram, STT-RAM) changes
the magnetic direction of the free layer by directly passing spin-polarized currents
through MTJs. Compared to the previous generation of MRAM using external mag-
netic fields to reverse the MTJ status, STT-RAM has the advantage of scalability,
which means that the threshold current to make the status reversal will decrease as
the size of the MTJ becomes smaller.

The most popular structure of STT-RAM cells is composed of one NMOS transis-
tor as the access device and one MTJ as the storage element (“1T1J” structure) [11].
As illustrated in Fig. 6.1, the storage element, MTJ, is connected in series with the
NMOS transistor. The NMOS transistor is controlled by the word line (WL) sig-
nal. The detailed read and write operations for each STT-RAM cell are described as
follows:

• Read Operation: When a read operation happens, the NMOS is turned on and a
small voltage difference (−0.1 V as demonstrated in [11]) is applied between the bit
line (BL) and the source line (SL). This voltage difference causes a current through
the MTJ whose value is determined by the status of MTJs. A sense amplifier
compares this current to a reference current and then decides whether a “0” or a
“1” is stored in the selected STT-RAM cell.

• Write Operation: When a write operation happens, a large positive voltage dif-
ference is established between SLs and BLs for writing “0”s or a large negative
one for writing “1”s. The current amplitude required to ensure a successful status
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Fig. 6.1 An illustration of one STT-RAM cell
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reversal is called threshold current. The current is related to the material of the
tunnel barrier layer, the writing pulse duration, and the MTJ geometry [8].

In this work, we use the writing pulse duration of 10 ns [36], below which
the writing threshold current will increase exponentially. In addition, we scale the
STT-RAM size of previous work [11] down to 65 nm technology node. Assuming
the size of MTJs is 65 × 90 nm, the derived threshold current for magnetic reversal
is about 195 µA.

6.3.2 3D Integration Overview

The 3D integration technology has recently emerged as a promising means to miti-
gate interconnect-related problems. By using the vertical through silicon via (TSV),
multiple active device layers can be stacked together (through wafer stacking or die
stacking) in the third dimension [35].

3D integrations offer a number of advantages over traditional two-dimensional
(2D) designs [6]: (1) shorter global interconnects because the vertical distance (or
the length of TSVs) between two layers is usually in the range of 10–100µm [35],
depending on manufacturing processes; (2) higher performance because of reducing
the average interconnect length; (3) lower interconnect power consumption due to the
wire length reduction; (4) denser form factor and smaller footprint; and (5) support
for the cost-efficient integration of heterogenous technologies.

In this chapter, we rely on the 3D integration technology to stack a massive amount
of L2 caches (2 MB for SRAM caches and 8 MB for STT-RAM caches) on top of
CMPs. Furthermore, the heterogenous technology integration enabled by 3D makes
it feasible to fabricate STT-RAM caches and CMP logics as two separate dies and
then stack them together in a vertical way. Therefore, the magnetic-related fabrication
process of STT-RAM will not affect the normal CMOS logic fabrication and keep
the integration cost-efficient.

6.4 STT-RAM and Non-uniform Cache Access Models

In this section, we describe an STT-RAM circuit model and a non-uniform cache
access (NUCA) model which is implemented with network on chip (NoC).

6.4.1 STT-RAM Modeling

To model STT-RAM, we first estimate the area of STT-RAM cells. As shown in
Fig. 6.1, each STT-RAM cell is composed of one NMOS transistor and one MTJ. The
size of MTJs is only limited by manufacturing techniques, but the NMOS transistor
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Table 6.1 STT-RAM cell
specifications

Technology 65 nm

Write pulse duration 10 ns
Threshold current 195 µA
Cell size 40F2

Aspect ratio 2.5

Table 6.2 Comparison of
area, access time, and energy
consumption (65 nm
technology)

Cache size 128 KB SRAM 512 KB STT-RAM

Area 3.62 mm2 3.30 mm2

Read latency 2.252 ns 2.318 ns
Write latency 2.264 ns 11.024 ns
Read energy 0.895 nJ 0.858 nJ
Write energy 0.797 nJ 4.997 nJ

has to be sized properly so that it can drive sufficiently large current to change the
MTJ status. The current driving ability of NMOS transistor is proportional to its W/L
ratio. Using HSPICE simulation, we find that the minimum W/L ratio for the NMOS
transistor under 65 nm technology node is around 10 to drive the threshold writing
current of 195 µA. We further assume the width of the source or drain regions of an
NMOS transistor is 1.5F , where F is the feature size. Therefore, we estimate the
STT-RAM cell size is about 10F × 4F = 40F2. The parameters of our targeted
STT-RAM cell are tabulated in Table 6.1.

Despite the difference in storage mechanisms, STT-RAM and SRAM have the
similar peripheral interfaces from the circuit designers’ point of view. By simulating
with a modified version of CACTI [13], our result shows that the area of a 512 KB
STT-RAM cache is similar to a 128 KB SRAM cache whose cell is about 146F2 (this
value is extracted from CACTI). Table 6.2 lists the comparison between a 512 KB
STT-RAM cache bank and a 128 KB SRAM cache bank, which are used later in this
chapter, in terms of area, access time, and access energy.

6.4.2 Modeling 3D NUCA Cache

As the caches’ capacity and area increase, the wire delay has made the NUCA
architecture [18] more attractive than the conventional uniform cache access (UCA)
one. In NUCA, the cache is divided into multiple banks with different access latencies
according to their locations relative to cores and these banks can be connected through
a mesh-based NoC.

Extending the work of CACTI [13], we develop our NoC-based 3D NUCA model.
The key concept is to use NoC routers for communications within planular layers,
while using a specific through silicon bus (TSB) for communications among different
layers. Figure 6.3a illustrates an example of the 3D NUCA structure. There are four
cores located in the core layer and 32 cache banks in each cache layer, and all
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layers are connected by TSB, which is implemented with TSVs. This interconnect
style has the advantage of short connections provided by 3D integrations. It has
been reported that the vertical latency of traversing a 20-layer stack is only 12 ps
[27], thus the latency of TSB negligible compared to the latency of 2D NoC routers.
Consequently, it is feasible to have single-hop vertical communications by utilizing
TSBs. In addition, hybridization of 2D NoC routers with TSBs requires one (instead
of two) additional link on each NoC router, because TSB can move data both upward
and downward [22].

As shown in Fig. 6.3a, cache layers are on top of core layers and they can either
be SRAM or STT-RAM caches. Figure 6.3b shows a detailed 2D structure of cache
layers. Every four cache banks are grouped together and routed to other layers via
TSBs.

Similar to prior approaches [4, 22], the proposed model supports data migration,
which moves data closer to their accessing core. For set-associative cache, the cache
ways belonging to the set should be distributed into different banks so that data
migration can be implemented. In our 3D NUCA model, each cache layer is equally
divided into several zones. The number of zones is equal to the number of cores,
and each zone has a TSB located at its center. The cache ways of each set are
uniformly distributed into these zones. This architecture promises that, within each
cache set, there are several ways of cache lines close to the active core. Figure 6.2
gives an illustration of distributing eight ways into four zones. Figure 6.3a shows an
example of data migration after which the core in the upper left corner can access
the data faster. In this chapter, this kind of data migrations is called inter-migration
to differentiate another kind of migration policy introduced later.

The advantages of this 3D NUCA cache are as follows: (1) Placing L2 caches
in separate layers makes it possible to integrate STT-RAM with traditional CMOS
process technology and (2) separating cores from caches simplifies the design of
TSBs and routers because TSBs are now connected to cache controllers directly, and
there is no direct connection between routers and cache controllers.

We provide one TSB for each core in the model. Considering that the TSV pitch
size is reported to be only 4–10µm [27]; thus, even a 1024-bit bus (much wider than
our proposed TSB) would only incur an area overhead of 0.32 mm2. In our study, the
die area of an 8-core CMP is estimated to be 60 mm2 (discussed later). Therefore, it
is feasible to assign one TSB for each core and the TSV area overhead is negligible.

Fig. 6.2 Eight cache ways are distributed in four banks. Assume four cores and accordingly four
zones each layer
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(a) (b)

Fig. 6.3 a An illustration of the proposed 3D NUCA structure, which includes 1 core layer, 2 cache
layers. There are 4 processing cores per core layer, 32 cache banks per cache layer, and 4 through-
layer-bus across layers. b Connections among routers, caches banks, and through-layer-buses

6.4.3 Configurations and Assumptions

Our baseline configuration is an 8-core in-order processor using the UltraSPARC III
ISA. In order to predict the chip area, we investigate some die photos, such as cell
processor [16], Sun UltraSPARC T1 [20], etc., and estimate the area of an 8-core
CMP without caches to be 60 mm2. By using our modified version of CACTI [13],
we further learn that one cache layer fits to either a 2 MB SRAM or an 8 MB STT-
RAM L2 cache, assuming that each cache layer has the similar area to that of core
layer (60 mm2). The configurations are detailed in Table 6.3. Note that the power of
processors is estimated based on the data sheet of real designs [16, 20].

We use the Simics toolset [29] for performance simulations. Our 3D NUCA archi-
tecture is implemented as an extended module in Simics. We use a few multithreaded
benchmarks from OpenMP2001 [14] and PARSEC [12] suites. Since the performance
and power of STT-RAM caches are closely related to transaction intensity, we select
some simulation workloads as listed in Table 6.4 so that we have a wide range
of transaction intensities to L2 caches. The average numbers of total transactions
(TPKI)1 and write transactions (WPKI) of L2 caches are listed in Table 6.4. For each
simulation, we fast forward to warm up the caches and then run 3 billion cycles. We
use the total IPC of all the cores as the performance metric.

1 TPKI is the number of total transactions per 1K instructions, and WPKI is the number of write
transactions per 1K instructions.
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Table 6.3 Baseline configuration parameters

Processors

# of cores 8
Frequency 3 GHz
Power 6 W/core
Issue width 1 (in order)
Memory parameters
L1 cache Private, 16 + 16 KB, 2-way, 64 B line, 2-cycle, write-through, 1 read/write

port
SRAM L2 Shared, 2 MB (16 × 128 KB), 32-way, 64 B line, read/write per bank:

7-cycle, write-back, 1 read/write port
STT-RAM L2 Shared, 8 MB (16 × 512 KB), 32-way, 64 B line, read penalty per bank:

7-cycle, write penalty per bank: 33-cycle, write-back, 1 read/write port
Write buffer 4 entry, retire-at-2
Main memory 4 GB, 500-cycle latency
Network parameters
# of layers 2
# of TSB 8
Hop latency TSB 1 cycle, V_hop 1 cycle H_hop 1 cycle
Router latency 2-cycle

Table 6.4 L2 transaction
intensities

Name TPKI WPKI

Galgel 1.01 0.31
Apsi 4.15 1.85
Equake 7.94 3.84
Fma3d 8.43 4.00
Swim 19.29 9.76
Streamcluster 55.12 23.326

6.4.4 SNUCA and DNUCA

Static NUCA (SNUCA) and dynamic NUCA (DNUCA) are two different implemen-
tations of the NUCA architecture proposed by Kim et al. [18]. SNUCA statically par-
titions the address space across cache banks, which are connected via NoC; DNUCA
dynamically migrates frequently accessed blocks to the closest banks. These two
NUCA implementations result in different access patterns and variable write inten-
sities. In our later simulations, we use both SNUCA-SRAM and DNUCA-SRAM
L2 caches as our baselines when evaluating the performance and power benefits of
STT-RAM caches.
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6.5 Direct Replacing SRAM with STT-RAM as L2 Caches

In this section, we directly replace SRAM L2 caches with STT-RAM ones that have
the comparable area and show that without any optimization, a naive STT-RAM
replacement will harm both performance and power when the workload write inten-
sity is high.

6.5.1 Same Area Replacement

As shown in Table 6.2, a 128 KB SRAM bank has the similar area as a 512 KB STT-
RAM bank does. Thereby, in order to keep the area of cache layers unchanged, it
becomes reasonable to replace SRAM L2 caches with STT-RAM ones whose capac-
ity is three times larger. We call this replacement strategy as “same area replacement.”

Using this strategy, we integrate as many caches in the cache layers as possible.
Considering our baseline SRAM L2 cache has 16 banks and each cache bank has
the capacity of 128 KB, we keep the number of banks unchanged but replace each
128 KB SRAM L2 cache bank with a 512 KB STT-RAM cache bank. The read/write
access time and read/write energy consumption are tabulated in Table 6.2 for both
SRAM and STT-RAM.

6.5.2 Performance Analysis

Because the number of banks remains the same and our modified CACTI shows that
128 KB SRAM bank and 512 KB STT-RAM bank have similar read latencies (2.252
vs. 2.318 ns in Table 6.2), the read latencies of the 2 MB SRAM cache and the 8 MB
STT-RAM cache are similar as well. Since the STT-RAM cache capacity is three
times larger, the access miss rate to the L2 cache decreases as shown in Fig. 6.4. On
average, the miss rates are reduced by 19.0 % and 12.5 % for SNUCA STT-RAM
cache and DNUCA STT-RAM cache, respectively.

The IPC comparison is illustrated in Fig. 6.5. Caused by the large STT-RAM
cache capacity, the L2 cache miss rate decrease improves the performance of the
first two workloads (“galgel” and “apsi”); however, the performance of the rest four
workloads is not improved as expected. On average, the performance degradation
of SNUCA STT-RAM and DNUCA STT-RAM is 3.09 % and 7.52 %, respectively,
compared to their SRAM counterparts.

This performance degradation of direct STT-RAM replacement can be explained
by Table 6.4, where we can observe the write operation intensity (presented by
WPKI) of “equake,” “fma3d,” “swim,” and “streamcluster” is much higher than that
of “galgel” and “apsi.” Due to the long latency of STT-RAM write operations, the
high write intensity is reflected by the performance loss. When the write intensity
is sufficiently high, the resulting performance loss overwhelms the performance
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2M-SRAM-SNUCA 8M-STTRAM-SNUCA 2M-SRAM-DNUCA 8M-STTRAM-DNUCA

Fig. 6.4 The comparison of L2 caches access miss rates for SRAM L2 cache and STT-RAM L2
cache that have similar area. Larger capacity of STT-RAM cache results in smaller cache miss rates

2M-SRAM-SNUCA 8M-STTRAM-SNUCA 2M-SRAM-DNUCA 8M-STTRAM-DNUCA

Fig. 6.5 IPC comparison of SRAM and STT-RAM L2 caches (normalized by 2M SNUCA-SRAM
cache)

gain achieved by reduced L2 cache miss rate. This observation is further supported
by comparison between SNUCA and DNUCA. From Fig. 6.5, one can observe that
performance degradation is more significant when we use DNUCA STT-RAM caches
because data migrations in DNUCA initiate more write operations than SNUCA does
and thus cause high write intensities.

To summarize, we conclude our first observation of using STT-RAM caches as

Observation 1 Replacing SRAM L2 caches directly with STT-RAM, which has the
similar area but with a large capacity, can reduce the access miss rate of the L2
cache. However, the long latency associated with the write operations to the STT-
RAM cache has a negative impact on the performance. When the write intensity is
high, the benefits caused by miss rate reductions could be offset by the long latency
of STT-RAM write operations and eventually result in performance degradation.

6.5.3 Power Analysis

The major contributors of the total power consumption in caches are leakage power
and dynamic power:
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• Leakage Power: When process technology scales down to sub-90 nm, the leakage
power in CMOS technology becomes dominant. Since STT-RAM is a non-volatile
memory technology, there is no power supply to each STT-RAM cell, and then,
STT-RAM cells do not consume any standby leakage power. Therefore, we only
consider peripheral circuit leakage power for STT-RAM caches and the leakage
power comparison of 2 MB SRAM and 8 MB STT-RAM is listed in Table 6.5.

• Dynamic Power: The dynamic power estimation for the NUCA cache is described
as follows. For each transaction, the total dynamic power is composed of the
memory cell access power, the router access power, and the power consumed by
wire connections. In this chapter, these values are either simulated by HSPICE or
obtained from our modified version of CACTI. The access number of routers and
the length of wire connections vary from the location of the requesting core and
the requested cache lines.

Figure 6.6 shows the power comparison of SRAM and STT-RAM L2 caches. One
can observe that

• For SRAM L2 caches, since the leakage power dominates, the total power for
SNUCA-SRAM and DNUCA-SRAM is very close. On the contrary, the dynamic
power dominates the STT-RAM cache power.

• For all the workloads, STT-RAM caches consume less power than SRAM caches
do. The average power savings across all the workloads are about 78 and 68 % for
SNUCA and DNUCA, respectively. The power saving for DNUCA STT-RAM is
smaller because of the high write intensity caused by data migrations. It is obvious
that the “low leakage power” feature makes STT-RAM more attractive to be used

Table 6.5 Leakage power of
SRAM and STT-RAM caches
at 80 ◦C

Cache configurations Leakage power (W)

2 MB 16 × 128 KB SRAM cache 2.089
8 MB 16 × 512 KB STT-RAM cache 0.255

 8M-STTRAM-DNUCA2M-SRAM-SNUCA  8M-STTRAM-SNUCA  2M-SRAM-DNUCA

Fig. 6.6 Power comparison of SRAM and STT-RAM L2 caches (normalized by 2 MB SNUCA-
SRAM cache)
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as large on-chip memory, especially when SRAM leakage power becomes worse
with technology scaling.

• The average power savings for the first four workloads are more than 80 %. How-
ever, for the workload “streamcluster,” the total power saving is only 63 and 30 %
for SNUCA and DNUCA, respectively, due to its much higher L2 cache write
intensity (see Table 6.4).

To summarize, our second conclusion of direct STT-RAM cache replacement is

Observation 2 Direct replacing of the SRAM L2 cache with a STT-RAM cache,
which has similar area but with larger capacity, can greatly reduce the leakage power.
However, when the write intensity is high, the dynamic power increases significantly
because of the high energy associated with the STT-RAM write operation and the
amount of total power saving could be reduced.

These two conclusions show that if we directly replace SRAM caches with STT-
RAM caches using “same area strategy,” the long latency and high energy consump-
tion of STT-RAM write operations can offset the performance and power benefit
brought by STT-RAM cache when the cache write intensity is high.

6.6 Novel 3D-Stacked Cache Architecture

In this section, we propose two techniques to mitigate the write operation problem
of using STT-RAM caches: Read-preemptive write buffer is employed to reduce the
stall time caused by the STT-RAM long write latency; SRAM–STT-RAM hybrid L2
cache is proposed to reduce the number of STT-RAM write operations and thereby
improve both performance and power. Finally, we combine these two techniques
together as an optimized STT-RAM cache architecture.

6.6.1 Read-Preemptive Write Buffer

The first observation in Sect. 6.5 shows that the long STT-RAM write latency has
a serious impact on the performance. In the scenario where a write operation is
followed by several read operations, the ongoing write operation may block the
upcoming read operations and cause performance degradations. Although the write
buffer design in modern processors works well for SRAM caches, our experiment
result in Sect. 6.5.2 shows that this write buffer does not fit for STT-RAM caches
due to the large variation between STT-RAM read latency and write latency. In order
to make STT-RAM caches work efficiently, we explore the proper write buffer size
and propose a “read-preemptive” management policy for it.
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6.6.1.1 The Exploration of the Buffer Size

The choice of the buffer size is important. The larger the buffer size is, the more write
operations can be hidden. Thereby, the number of stall cycles decreases. However, on
the other hand, the larger the buffer size is, the longer time it takes to check whether
there is a “hit” in the buffer and then to access it. Furthermore, the design com-
plexity and the area overhead also increase with the buffer size growth. Figure 6.7
shows the relative IPC improvement by using different buffer sizes for workloads
“streamcluster” and “swim.” Observing the simulation result, we choose the size of
20 entries as the optimal STT-RAM write buffer size. Compared to the SRAM write
buffer, which has only 4 entries (as listed in Table 6.3), the STT-RAM write buffer
size is much larger and we use 20-entry write buffer for STT-RAM caches in the
later simulations.

6.6.1.2 Read-Preemptive Policy

Since the L2 cache can receive requests from the upper level memory (L1 cache)
and the write buffer, a priority policy is necessary to solve the conflict that a read
request and a write request compete for the execution right. For STT-RAM caches,
write operation latencies are much larger than read latencies; thus, our objective is
to prevent write operations from blocking read operations. As a result, we have our
first rule:

Rule 1 The read operation always has the higher priority in a competition for the
execution right.

Additionally, consider there is a read request blocked by a write operation that is
already in process, the STT-RAM write latency is so large that its retirement may
block one or more read request for a long period and further cause performance
degradations. In order to mitigate this problem, we propose another read-preemptive
rule as follows:

Fig. 6.7 The impact of buffer size. The IPC improvement is normalized by that of 8M STT-RAM
cache without write buffer
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Rule 2 When a read request is blocked by a write retirement and the write buffer
is not full, the read request can trap and stall the write retirement if the preemption
condition (discussed later) is satisfied. Then, the read operation obtains the right of
the execution to the cache. The stalled write retirement will retry later.

Our proposed read-preemptive policy tries to execute STT-RAM read requests
as early as possible, but the drawback is that some write retirements need to be re-
executed and the possibility of full buffer increases. The pivot is to find a proper
preemption condition. One extreme method is to stall the write retirement as long
as there is a read request, which means that read requests can always be executed
immediately. Theoretically, if the write buffer size is large enough, no read request
will be blocked. However, since the buffer size is limited, the increased possibility
of full buffer could also harm the performance. In some other cases, stalling write
retirements for read requests is not always good. For example, if a write retirement
almost finishes, no read request should stall the retirement process. Consequently, we
propose to use the retirement accomplishment degree, denoted as α, as the preemption
condition. The retirement accomplishment degree is the accomplishment percentage
of the ongoing write retirement, below which no preemption will occur.

Figure 6.8 compares the IPC of using different α in our read-preemptive policy.
Note that α = 0 % represents the non-conditional preemption policy and α = 100 %
represents the traditional write buffer. We can find that for the workloads with low
write intensities, such as “galgel” and “apsi,” the performance improves asα increases
and the non-conditional preemption policy works the best. However, for the bench-
mark with high write intensities, like “streamcluster,” the performance improves at
the beginning but then degrades as α increases. Generally, in this chapter, we set
α = 50 % to make our read-preemptive policy effective for all the workloads.

A counter is required in order to make the accomplishment degree aware of
the cache controller. The counter resets to zero and begins to count the number
of cycles when a retirement begins. The cache controller checks the counter and

Fig. 6.8 The impact of α on the performance. The IPC values are normalized by that of using the
traditional policy
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2M-SRAM-SNUCA 8M-STTRAM-SNUCA 8M-STTRAM-SNUCA 2M-SRAM-DNUCA 8M-STTRAM-DNUCA 8M-STTRAM-DNUCA(a) (b)

Fig. 6.9 The comparison of IPC among 2M SRAM, 8M STT-RAM with traditional write buffer,
and 8M STT-RAM with read-preemptive write buffer (normalized by that of SRAM)

2M-SRAM-SNUCA 8M-STTRAM-SNUCA 8M-STTRAM-SNUCA 2M-SRAM-DNUCA 8M-STTRAM-DNUCA 8M-STTRAM-DNUCA(a) (b)

Fig. 6.10 The comparison of total power of 2M SRAM, 8M STT-RAM with traditional write
buffer, and 8M STT-RAM with read-preemptive write buffer (normalized by that of SRAM)

decides whether to stall the retirement for the read request. The area of 20 buffer
entries can be evaluated as a cache whose size is 20 × 64 byte (less than 2 KB).
We use a 7-bit counter to record the retirement accomplishment degree. Since the
area of each 3D-stacked layer is around 60 mm2, the area overhead of our proposed
read-preemptive write buffer is less than 1 %. Similarly, the leakage power increase
caused by this buffer is also negligible.

Figures 6.9 and 6.10 illustrates the performance and power improvement gained by
our proposed read-preemptive write buffer. Compared to the IPC of SRAM baseline
configurations, the average performance improvements are 9.93 % and 0.41 % for
SNUCA and DNUCA, respectively. The average power reductions are 67.26 % and
59.3 % for SNUCA and DNUCA, respectively. Compared to the result of direct
STT-RAM replacement shown in Figs. 6.5 and 6.6, the performance degradation
is eliminated, but the amount of power savings decrease. It is because using our
read-preemptive write buffer causes some re-executions of write operations which
consume more power.

6.6.2 SRAM–STT-RAM Hybrid L2 Cache

The aforementioned read-preemptive write buffer hides the STT-RAM long write
latency, but the total number of write operations remains the same. In order to reduce
the number of write operations to STT-RAM cells, we propose another technique
called SRAM–STT-RAM Hybrid Cache and show how this technique can further
reduce the dynamic power as well as improve the performance.
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6.6.2.1 SRAM–STT-RAM Hybrid Cache Implementation

The proposed hybrid cache implementation is that, instead of building a pure
STT-RAM cache, we compose the ways in each cache set with a majority of STT-
RAM cache lines and a minority of SRAM ones. The main purpose is to keep as many
write-intensive data in the SRAM part as possible and hence reduce the number of
write operations to the STT-RAM part. In this work, we design an SRAM–STT-RAM
hybrid L2 cache with 31 ways of STT-RAM and 1 way of SRAM (31M1S).

After having these hybrid cache lines, the second step is to distribute STT-RAM
cache lines and SRAM ones into separate cache banks. Considering the SRAM
part is the minority in the proposed 31M1S cache, one partitioning alternative is
to distribute these SRAM cache lines into different banks so that there are several
SRAM cache lines close to each processing core. However, this method requires
each cache bank to be a heterogenous memory array with SRAM and STT-RAM
cells and increases the complexity of the cache design. In addition, this distributed
partitioning of SRAM cells implies that the SRAM and STT-RAM cells have to
be fabricated together. Considering the specialization of the STT-RAM fabrication
process, this method also eliminates the cost advantages of stacking STT-RAMs on
top of processing cores.

Therefore, we use another alternative that we reduce the number of cache lines in
some STT-RAM cache banks compared to the pure STT-RAM cache structure (as
shown in Fig. 6.11a that the STT-RAM banks at four corners are smaller than other

(a) (b) (c)

Fig. 6.11 SRAM–STT-RAM hybrid cache implementation a one placement method of SRAM and
STT-RAM cache banks. b data migrations in original STT-RAM caches. c data migrations in hybrid
SRAM–STT-RAM caches
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STT-RAM banks), compensate this cache line loss with SRAM ones, and collect
all the SRAM cache lines together to build several entire SRAM banks on the core
layer. As shown in Fig. 6.11a, SRAM cache banks are placed in the center of the
core layer instead of being distributed. In this method, SRAM and STT-RAM cache
banks have no difference from the architectural point of view.

Note that after placing one way of SRAM cache lines in the core layer, the area of
the core layer will increase and the area of the cache layer will decrease. In this work,
the total size of all the SRAM cache lines is 256 KB, and the derived area overhead
is about 12.5 %.

6.6.2.2 Hybrid Cache Management Policy

Another important issue is how to manage the hybrid L2 cache to improve the per-
formance and reduce the power. Because the key point is to reduce the number of
write operations to STT-RAM cache cells, we need to move as many write-intensive
data in SRAM cache banks as possible. The management policy of the hybrid cache
can be described as follows:

• The cache controller is aware of the locations of SRAM cache ways and STT-RAM
cache ways. When there is a write miss, the cache controller first tries to place the
data in the SRAM cache ways.

• Considering the high probability that a core write data to a specific group of
cache lines repeatedly, data in STT-RAM caches should be migrated to SRAM
caches if the some cache lines are frequently written to. In this work, data in STT-
RAM caches will be migrated to SRAM caches when they are accessed by two
successive write operations. This kind of data migration is named intra-migration
to differentiate inter-migration policy introduced in Sect. 6.4. Due to the existence
of this intra-migration policy, the number of write accesses from cores to STT-
RAM caches can be reduced.

• Note that read operations from cores are also possible to cause data migrations,
the number of which could be even larger than that of direct write accesses from
cores. Therefore, a new type inter-migration policy is introduced. Figure 6.11b
and c compares the banks from which data can be migrated toward the core in
upper left corner. Figure 6.11b shows that in original inter-migration policy, the
cache layer is divided into 4 uniform groups and there is only one core associative
with each part. In this work, banks in each group are named as the host banks
of their corresponding core. Data can only be migrated from non-host banks. For
the traditional management policy, the data will be migrated to host bank. For the
management policy proposed for the hybrid cache, the data can only be migrated
to SRAM banks.

Two data migrations are illustrated in Fig. 6.11b for the traditional inter-migration.
When using the hybrid SRAM–STT-RAM cache, the host banks for a core is rede-
fined as shown in Fig. 6.11c. Two corresponding data migrations are also shown
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8M-STTRAM-DNUCA 8M-Hybrid-DNUCA

Fig. 6.12 The STT-RAM write intensity to STT-RAM before and after using hybrid SRAM–STT-
RAM caches

2M-SRAM-DNUCA 8M-STTRAM-DNUCA 8M-Hybrid-DNUCA

Fig. 6.13 The comparison of IPC among 2M SRAM cache, 8M STT-RAM pure cache, and 8M
SRAM–STT-RAM hybrid cache (normalized by the IPC of 8M STT-RAM pure cache)

in Fig. 6.11c. Using this policy, there is no data migration between two STT-RAM
cache lines, which reduces the number of write operations greatly. The drawback is
that SRAM banks are shared by all cores so that their limited sizes may increase L2
miss rates. Considering we have 8M of total cache size, which is considerably large
for most applications, our simulation results show that the increase in L2 miss rates
is very small.

Figure 6.12 shows that the number of STT-RAM write operations per 1K instruc-
tions is reduced dramatically by using our hybrid SRAM–STT-RAM approach. As
a result, the dynamic power associated with write operations to STT-RAM cells is
also reduced and the performance is improved. Figure 6.13 shows the performance
comparison. On average, the hybrid cache structure improves the performance by
5.65 %, which means that it mitigates the performance loss of STT-RAM caches
from 8.48 to 2.61 % compared to their SRAM counterparts.

Figure 6.14 shows the power comparison. We observe that the total power is
reduced except for “galgel.” It is because both read and write intensities in “galgel”
are so small that the dynamic power is very low. Consequently, the introduction of
SRAM cache lines in the hybrid cache brings the leakage power back and eliminates
the dynamic power reduction achieved by the hybrid structure. However, as the write
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2M-SRAM-DNUCA 8M-STTRAM-DNUCA 8M-Hybrid-DNUCA

Fig. 6.14 The comparison of total power consumption among 2M SRAM cache, 8M STT-RAM
pure cache, and 8M SRAM–STT-RAM hybrid cache (normalized by the total power consumption
of 8M STT-RAM pure cache)

intensity increases, the SRAM–STT-RAM hybrid cache starts to save total power
consumptions. For example, the total power consumption is cut by more than half
for workloads such as “swim” and “streamcluster.” On average, after the transition
from SRAM caches to STT-RAM ones, our proposed hybrid cache further reduces
the total power by 12.45 %.

6.6.3 Combination of Read-Preemptive Buffer and Hybrid
Architecture

We combine the two techniques together as an optimized STT-RAM L2 cache archi-
tecture. In this architecture, we get more benefits from the advantages of the STT-
RAM cache and, at the same time, mitigate the penalties caused by write operations.
The performance and power comparisons are shown in Figs. 6.15 and 6.16, respec-
tively. The average IPC is improved by 4.91 % compared to the SRAM SNUCA
baseline, while power saving is 73.5 %. Table 6.6 gives an overview of the perfor-
mance and power improvements.

6.7 Conclusion

STT-RAM is a promising candidate of on-chip memories, and the emerging 3D het-
erogeneous integration makes it feasible to stack STT-RAM as L2 caches for CMPs.
In this work, we present a cache model for STT-RAM L2 cache stacking and evaluate
its performance and power benefit. Even though replacing SRAM L2 cache with STT-
RAM can result in significant power savings, the drawback comes from STT-RAM’s
long write latency and high write energy. As a result, for applications with high L2
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2M-SRAM-SNUCA 2M-SRAM-DNUCA 8M-STTRAM-SRAM Hybrid

Fig. 6.15 The comparison of IPC among 2 MB SRAM SNUCA cache, 2 MB SRAM DNUCA
cache, and 8 MB SRAM–STT-RAM hybrid cache with read-preemptive write buffer (normalized
by the IPC of 2 MB SRAM SNUCA cache)

2M-SRAM-SNUCA 2M-SRAM-DNUCA 8M STTRAM-SRAM Hybrid

Fig. 6.16 The comparison of total power consumption among 2 MB SRAM cache, 2 MB SRAM
cache, and 8 MB SRAM–STT-RAM hybrid cache with read-preemptive write buffer (normalized
by the total power consumption of 2 MB SRAM cache)

Table 6.6 The performance
and power improvement
overview (use 2 MB SRAM
L2 SNUCA cache as the
baseline)

Performance (%) Total power (%)

Read-preemptive buffer 9.93 67.26
Hybrid cache −2.61 85.45
Combined 4.91 73.5

cache write intensities, the performance can be degraded and the power saving can
be reduced. Therefore, we propose two techniques: read-preemptive write buffer to
mitigate the performance penalty caused by the long write latency and SRAM–STT-
RAM hybrid L2 cache to reduce the number of STT-RAM write operations. Our
result shows that these two techniques can make STT-RAM cache work effective for
most workloads, regardless of their write intensities.
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Chapter 7
STT-RAM Cache Hierarchy Design and
Exploration with Emerging Magnetic Devices

Hai (Helen) Li, Zhenyu Sun, Xiuyuan Bi, Weng-Fai Wong, Xiaochun Zhu
and Wenqing Wu

Abstract Spin-transfer torque random access memory (STT-RAM) is a promising
new nonvolatile technology that has good scalability, zero standby power, and radi-
ation hardness. The use of STT-RAM in last level on-chip caches has been proposed
as it significantly reduced cache leakage power as technology scales down. Having a
cell area only 1/9 to 1/3 that of SRAM, this will allow for a much larger cache with the
same die footprint. This will significantly improve overall system performance, espe-
cially in this multicore era where locality is crucial. However, deploying STT-RAM
technology in L1 caches is challenging because write operations on STT-RAM are
slow and power-consuming. In this chapter, we propose a range of cache hierarchy
designs implemented entirely using STT-RAM that delivers optimal power saving
and performance. In particular, our designs use STT-RAM cells with various data
retention times and write performances, made possible by novel magnetic tunneling
junction (MTJ) designs. For L1 caches where speed is of the utmost importance, we
propose a scheme that uses fast STT-RAM cells with reduced data retention time
coupled with a dynamic refresh scheme. We will show that such a cache can achieve
9.2 % in performance improvement and saves up to 30 % of the total energy when
compared to one that uses traditional SRAM. For lower-level caches with relatively
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larger cache capacities, we propose a design that has partitions of different retention
characteristics and a data migration scheme that moves data between these parti-
tions. The experiments show that on the average, our proposed multiretention-level
STT-RAM cache reduces total energy by as much as 30–70 % compared to previous
single retention-level STT-RAM cache, while improving IPC performance for both
2-level and 3-level cache hierarchies.

7.1 Introduction

Increasing capacity and cell leakage have caused the standby power of SRAM on-chip
caches to dominate the overall power consumption of the latest microprocessors.
Many circuit design and architectural solutions, such as VDD scaling [14], power
gating [17], and body biasing [13], have been proposed to reduce the standby power of
caches. However, these techniques are becoming less effective as technology scaling
has caused the transistor’s leakage current to increase exponentially. Researchers
have been prompted to look into the alternatives of SRAM technology. One possibility
is the embedded DRAM (eDRAM) which is denser than SRAM. Unfortunately, it
suffers from serious process variation issues [1]. Another alternative technology is
the embedded phase change memory (PCM) [5], a new nonvolatile memory that can
achieve very high density. However, its slow access speed makes PCM unsuitable as
a replacement for SRAM.

Another substitute for SRAM, the spin-transfer torque RAM (STT-RAM), is
receiving significant attention because it offers almost all the desirable features of a
universal memory: the fast (read) access speed of SRAM, the high integration density
of DRAM, and the nonvolatility of Flash memory. Also, the compatibility with the
CMOS fabrication process and similarities in the peripheral circuitries makes the
STT-RAM an easy replacement for SRAM.

However, there are two major obstacles to use STT-RAM for on-chip caches,
namely its longer write latency and higher write energy. During an STT-RAM write
operation in the sub-10 ns region, the magnetic tunnel junction (MTJ) resistance
switching mechanism is dominated by spin precession. The required switching cur-
rent rises exponentially as the MTJ switching time is reduced. As a consequence,
the driving transistor’s size must increase accordingly, leading to a larger memory
cell area. The lifetime of memory cell also degrades exponentially as the voltage
across the oxide barrier of the MTJ increases. As a result, a 10 ns programming time
is widely accepted as the performance limit of STT-RAM designs and is adopted in
mainstream STT-RAM research and development [6, 8, 12, 25, 30].

Several proposals have been made to address the write speed and energy lim-
itations of the STT-RAM. For example, the early write termination scheme [32]
mitigates the performance degradation and energy overhead by eliminating unnec-
essary writes to STT-RAM cells. The dual write speed scheme [30] improves the
average access time of an STT-RAM cache by having a fast and a slow cache parti-
tion. A classic SRAM/STT-RAM hybrid cache hierarchy with 3D stacking structure
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was proposed in Ref. [25] to compensate the performance degradation caused by
STT-RAM by migrate write-intensive data block into SRAM-based cache way.

In memory design, the data retention time indicates how long data can be retained
in a nonvolatile memory cell after it has been written. In other words, it is the unit for
measuring nonvolatility of a memory cell. Relaxing this nonvolatility can make the
memory cells easier to be programmed and leads to a lower write current or faster
switching speed. In Ref. [22], the volume (cell area) of the MTJ device is reduced
to achieve better writability by sacrificing the retention time of the STT-RAM cache
cells. A simple DRAM-style refresh scheme was also proposed to maintain the
correctness of the data.

The key insight informing this paper is that the access patterns of L1 and lower-
level caches in a multicore microprocessor are different. Based on this realization,
we propose the use of STT-RAM designs with different nonvolatilities and write
characteristics in different parts of the cache hierarchy so as to maximize power and
performance benefits. A low-power dynamic refresh scheme is proposed to maintain
the validity of the data. Compared to the existing works on STT-RAM cache designs,
our work makes the following contributions:

• We present a detailed discussion on the trade-off between the MTJ’s write per-
formance and its nonvolatility. Using our macromagnetic model, we qualitatively
analyze and optimize the device

• We propose a multiretention-level cache hierarchy implemented entirely with STT-
RAM that delivers the optimal power saving and performance improvement based
on the write access patterns at each level. Our design is easier to fabricate and has
a lower die cost

• We present a novel refresh scheme that achieves the theoretically minimum refresh
power consumption. A counter is used to track the life span of L1 cache data.
The counter can be composed of SRAM cells or the spintronic memristor. As an
embedded on-chip timer, spintronic memristor can save significant energy and
on-chip area when compared to SRAM. Moreover, the cell size of the memristor
is close to that of STT-RAM, making the layout easier

• We propose the use of a hybrid lower-level STT-RAM design for cache with large
capacity that simultaneously offers fast average write latency and low standby
power. It has two cache partitions with different write characteristics and non-
volatility. A data migration scheme to enhance the cache response time to write
accesses is also described. The proposed hybrid cache structure has been evaluated
in lower-level cache of both 2-level and 3-level cache hierarchies.

The rest of our chapter is organized as follows. Section 7.2 introduces the techni-
cal backgrounds of STT-RAM and spintronic memristor. Section 7.3 describes the
trade-offs involved in MTJ nonvolatility relaxation and the memristor-based counter
design. Section 7.4 proposes our multiretention STT-RAM L1 and L2 cache struc-
tures. Section 7.5 discusses our experimental results. Related works are summarized
in Sect. 7.6, followed by our conclusion in Sect. 7.7.
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7.2 Background

7.2.1 STT-RAM

The data storage device in an STT-RAM cell is the magnetic tunnel junction (MTJ),
as shown in Fig. 7.1a, b. A MTJ is composed of two ferromagnetic layers that are
separated by an oxide barrier layer (e.g., MgO). The magnetization direction of one
ferromagnetic layer (the reference layer) is fixed, while that of the other ferromagnetic
layer (the free layer) can be changed by passing a current that is polarized by the
magnetization of the reference layer. When the magnetization directions of the free
layer and the reference layer are parallel (anti-parallel), the MTJ is in its low (high)-
resistance state.

The most popular STT-RAM cell design is one-transistor-one-MTJ (or 1T1J)
structure, where the MTJ is selected by turning on the word line (WL) that is con-
nected to the gate of the NMOS transistor. The MTJ is usually modeled as a current-
dependent resistor in the circuit schematic, as shown in Fig. 7.1c. When writing “1”
(high-resistance state) into the STT-RAM cell, a positive voltage is applied between
the source line (SL) and the bit line (BL). Conversely, when writing a “0” (low
resistance state) into the STT-RAM cell, a negative voltage is applied between the
SL and the BL. During a read operation, a sense current is injected to generate the
corresponding BL voltage VBL. The resistance state of the MTJ can be read out by
comparing the VBL to a reference voltage.
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Table 7.1 Memristor design parameters

Length (L) Width (w) Thickness (h) RH (�) RL (�) �v (nm3 × C−1) Jcr (A × nm−2)

90 nm 45 nm 14 nm 7,500 2,500 2.01 × 10−14 2 × 10−8

7.2.2 Spintronic Memristor

As the fourth passive circuit element, the memristor has the natural property to record
the historical profile of its electrical excitations [4]. In 2008, HP Lab reported the dis-
covery of the memristor device, which was realized in a TiO2 thin-film device [23].
In this work, we use the magnetic version of memristors, the tunneling magnetore-
sistance (TMR)-based spintronic memristor, as its device structure is similar to the
MTJ, having a compatible manufacturing process.

Figure 7.2a illustrates the structure of a spintronic memristor [20, 27]. Like a
MTJ, the free layer in a spintronic memristor is divided into two domains whose
magnetization directions are, respectively, parallel or anti-parallel to the one of the
reference layer. The domain wall can move along the length of the free layer when
a polarized current is applied vertically.

As shown in Fig. 7.2b, the overall resistance of such a spintronic memristor can be
modeled as two resistors connected in parallel with resistances RL/α and RH /(1−α),
respectively [27]. Here, 0 ≤ α ≤ 1 represents the relative position of the domain
wall which is the ratio of the domain wall position (x) over the total length of the
free layer (L). The overall memristance can be expressed as

M(α) = RH × RL

RH × α + RL × (1 − α)
. (7.1)

The domain wall moves only when the applied current density (J ) is above the
critical current density (Jcr) [15]. The domain wall velocity, v(t), is determined by
the spin-polarized current density J as [15]

v(t) = dα(t)

dt
= �v

L
× Jeff(t), Jeff =

{
J, J ≥ Jcr
0, J ≥ Jcr.

(7.2)

where �v is the domain wall velocity coefficient. It is determined by the device’s
structure and material. It is particularly noteworthy that the domain wall motion
process has been successfully demonstrated in fabrication very recently [18].

Figure 7.3 shows the simulated programming property of a spintronic memristor
when successive square waves are applied. The dashed gray line represents the push-
ing pulses applied across the spintronic memristor; the solid pink line is the corre-
sponding current amplitude through the memristor. At the beginning of the simulated
period, the pushing pulses raise up memristance, and therefore, the current amplitude
decreases. Once the domain wall hits the device boundary, subsequent application of
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electrical excitations will not change the memristance. The larger the level number
of memristance is, the more accurate the decision granularity will be. However, that
also indicates a smaller sense margin. As we shall show in Sect. 7.4 that for our
purpose, we partitioned the memristance of the spintronic memristor into a moderate
number of 16 levels. The parameters of the spintronic memristor are summarized in
Table 7.1.
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7.3 Design

7.3.1 MTJ Write Performance Versus Nonvolatility

The data retention time, Tstore, of a MTJ is determined by the magnetization stability
energy height, Δ:

Tstore = 1

f0
eΔ. (7.3)

f0 is the thermal attempt frequency, which is of the order of 1 GHz for storage
purposes [7]. Δ can be calculated by

Δ =
(

Ku V

kBT

)
=

(
Ms Hk V cos2(θ)

kB T

)
, (7.4)

where Ms is the saturation magnetization. Hk is the effective anisotropy field includ-
ing magnetocrystalline anisotropy and shape anisotropy. θ is the initial angle between
the magnetization vector and the easy axis. T is the working temperature. kB is
Boltzmann constant. V is the effective activation volume for the spin-transfer torque
writing current. As Eqs. (7.3) and (7.4) show, the data retention time of an MTJ
decreases exponentially when its working temperature, T , rises.

The required switching current density, JC, of an MTJ operating in different
working regions can be approximated as [21, 24]

J THERM
C (Tsw) = JC0

(
1 − 1

Δ
ln

(
Tsw

τ0

))
(Tsw > 10 ns) (7.5)

J DYN
C (Tsw) = J THERM

C (Tsw) + J PREC
C (Tsw)e(−A(Tsw−TPIV))

1 + e(−A(Tsw−TPIV))
(10 ns > Tsw > 3 ns)

(7.6)

J PREC
C (Tsw) = JC0 + C ln( π

2θ
)

Tsw
(Tsw < 3 ns). (7.7)

Here, A, C , and TPIV are the fitting parameters. Tsw is the switching time of MTJ
resistance. JC = J THERM

C (Tsw), J DYN
C (Tsw), or J PREC

C (Tsw) are the required switching
currents at Tsw in different working regions, respectively. The switching threshold
current density JC0, which causes a spin flip in the absence of any external magnetic
field at 0 K, is given by

JC0 = (
2e

�
)

(
α

η

)
(tF Ms) (Hk ± Hext + 2π Ms). (7.8)
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Here, e is the electron charge, α is the damping constant, τ0 is the relaxation time,
tF is the free layer thickness, � is the reduced Planck’s constant, Hext is the external
field, and η is the spin-transfer efficiency.

As proposed by [22], shrinking the cell surface area of the MTJ can reduce
Δ and consequently decreases the required switching density JC , as shown in
Eq. (7.5). However, such a design becomes less efficient in the fast-switching region
(TSW < 3 ns) because the coupling between Δ and JC is less in this region, as
shown in Eq. (7.7). Based on the MTJ switching behavior, we propose to change Ms ,
Hk , or tF to reduce Jc. Such a technique can lower not only Δ but also Jc0, offering
efficient performance improvement over the entire MTJ working range.

We simulated the switching current versus the switching time of a baseline
45 × 90 nm elliptical MTJ over the entire working range, as shown in Fig. 7.4. The
simulation is conducted by solving the stochastic magnetization dynamics equation
describing spin torque-induced magnetization motion at finite temperature [28]. The
MTJ parameters are taken from [28], which are close to the measurement results
recently reported in [31]. The MTJ data retention time is measured as the MTJ
switching time when the switching current is zero. When the working temperature
rises from 275 to 350 K, the MTJ’s data retention time decreased from 6.7 × 106 to
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4.27 years. In the experiments reported in this work, we shall assume that the chip
is working at a high temperature of 350 K.

7.3.2 STT-RAM Cell Design Optimization

To quantitatively study the trade-offs between the write performance and nonvolatil-
ity of an MTJ, we simulated the required switching current of three different MTJ
designs with the same cell surface shapes. Besides the “Base” MTJ design shown in
Fig. 7.4, two other designs (“Opt1” and “Opt2”) that are optimized for better switch-
ing performance with degraded nonvolatility were studied. The corresponding MTJ
switching performances of these three designs at 350 K are shown in Fig. 7.5a. The
detailed comparisons of data retention times, the switching currents, the bit write
energies, and the corresponding STT-RAM cell sizes of three MTJ designs at the
given switching speed of 1, 2, and 10 ns are given in Fig. 7.6.

Significant write power saving is achieved if the MTJ’s nonvolatility can be
relaxed. For example, when the MTJ data retention time is scaled from 4.27 years
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(“Base”) to 26.5 µs (“Opt2”), the required MTJ switching current decreases from
185.2 to 62.5 µA for a 10 ns switching time at 350 K. Or, at an MTJ switching current
of 150 µA, the corresponding switching times of all three MTJ designs varied from
20 to 2.5 ns. A switching performance improvement of 8× can be obtained, as shown
in Fig. 7.5a.

Since the switching current of an MTJ is proportional to its area, the MTJ is
normally fabricated with the smallest possible dimension. The STT-RAM cell’s area
is mainly constrained by the NMOS transistor which needs to provide sufficient
driving current to the MTJ. Figure 7.5b shows the minimal required NMOS transistor
size when varying the switching current and the corresponding STT-RAM cell area
at 45 nm technology node. The PTM model was used in the simulation [3], and the
power supply VDD is set to 1.0 V. Memory cell area is measured in F2, where F is
the feature size at a certain technology node.

According to the popular cache and memory modeling software CACTI [2], the
typical cell area of SRAM is about 125 F2. For an STT-RAM cell with the same
area, the maximum current that can be supplied to the MTJ is 448.9 µA. A MTJ
switching time of less than 1ns can be obtained with the “Opt2” design under such as
a switching current, while the corresponding switching time for the baseline design
is longer than 4.5 ns. In this chapter, we will not consider designs that are larger than
125 F2.

Since “Opt1” and “Opt2” require less switching current than the baseline design
for the same write performance, they also consume less write energy. For instance,
the write energies of “Base” and “Opt2” designs are 1.85 and 0.62 pJ, respectively,
for a switching time of 10 ns. If the switching time is reduced to 1 ns, the write energy
of “Opt2” design can be further reduced down to 0.32 pJ. The detailed comparisons
on the write energies of different designs can be found in Fig. 7.6d.

7.4 Multiretention-level STT-RAM Cache Hierarchy

In this section, we will describe our multiretention-level STT-RAM-based cache
hierarchy. Our multiretention-level STT-RAM cache hierarchy takes into account
the difference in access patterns in L1 and the lower-level cache (LLC).

For L1, the overriding concern is access latency. Therefore, we propose the use of
our “Opt2” nonvolatility-relaxed STT-RAM cell design as the basis of the L1 cache.
In order to prevent data loss introduced by relaxing its nonvolatility, we propose a
dynamic refresh scheme to monitor the life span of the data and refresh cells when
needed. LLC caches are much larger than L1 cache. As such, a design built with only
“Opt2” STT-RAM cells will consume too much refresh energy. Use of the longer
retention “Base” or “Opt1” design is more practical. However, to recover the lost
performance, we propose a hybrid LLC that has a regular and a nonvolatility-relaxed
STT-RAM portions. Data will be migrated from one to other accordingly. The details
of our proposed cache hierarchy will be given in the following subsections.
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7.4.1 The Nonvolatility-Relaxed STT-RAM L1 Cache Design

As established earlier, using the “Opt2” STT-RAM cell design for L1 caches can
significantly improve the write performance and energy. However, its data retention
time of 26.5 µs may not be sufficient to retain the longest living data in L1. Therefore,
a refresh scheme is needed. In Ref. [22], a simple DRAM-style refreshing scheme
was used. This scheme refreshes all cache blocks in sequence, regardless of its data
content. Read and write accesses to memory cells that are being refreshed must be
stalled. As we shall show in Sect. 7.5.2, this simple scheme introduces many unneces-
sary refreshing operations whose elimination will significantly improve performance
and save energy.

7.4.1.1 Dynamic Refresh Scheme

To eliminate unnecessary refresh, we propose the use counters to track the life span
of cache data blocks. Refresh is performed only on cache blocks that have reached
their full life span. In our refresh scheme, we assign one counter to each data block
in the L1 cache to monitor its data retention status. Figure 7.7 illustrates our dynamic
refresh scheme. The operation of the counter can be summarized as follows:

• Reset: On any write access to a data block, its corresponding counter is reset to ‘0’
• Pushing: We divide the STT-RAM cell’s retention time into Nmem periods, each of

which is Tperiod long. A global clock is used to maintain the countdown to Tperiod.
At the end of every Tperiod, the level of every counter in the cache is increased by
one

• Checking: The data block corresponding to a counter would have reached the
maximum retention time when the counter reaches its highest level and hence needs
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to be refreshed. The overhead of such counter pushing scheme is very moderate.
Take, for example, a 32 KB L1 cache built using the “Opt2” STT-RAM design
and a counter can represent 16 values from 0 to 15. A pushing operation happens
once every 3.23 ns,= (26.5 µs/512/16) in the entire L1 cache. This is more than
6 cycles at a 2 GHz clock frequency. A larger cache may mean a higher pushing
overhead.

The following is some design details of the proposed dynamic refresh scheme:

• Cache access during refresh: During a refresh operation, the block’s data are read
out into a buffer and then saved back to the same cache block. If a read request
to the same cache block comes before the refresh finishes, the data are returned
from this buffer directly. There is therefore no impact on the read response time
of the cache. Should a write request comes, the refresh operation is terminated
immediately, and the write request is executed. Again, no penalty is introduced

• Reset threshold Nth: However, we observe that during the life span of a cache
block, updates happen more frequently within a short period of time after it has
been written. Many resets of the cache block data occur far from their data retention
time limits, giving us an optimization opportunity. We altered the reset scheme
to eliminate counter resets that happen within a short time period after data have
been written. We define a threshold level, Nth, that is much smaller than Nmem.
The counter is reset only when its resistance is higher than Nth. The larger Nth is,
the more resets are eliminated. On the other hand, the refresh interval of the data
next written into the same cache block is shortened. However, our experiments in
Sect. 7.5.2 shall show that such cases happen very rarely and the lifetimes of most
data blocks in the L1 cache are much shorter than 26.5 µs.

7.4.1.2 Counter Design

In the proposed scheme, the counters are used in two ways: (1) to monitor the time
duration for which the data have been written into the memory cells and (2) to monitor
the read and write intensity of the memory cells. These counters can be implemented
either by the traditional SRAM or by the recently discovered memristor device. The
design detail of memristor as an on-chip analog counter will be introduced here. A
Verilog-A model for spintronic memristor [27] was used in circuit simulations.

As demonstrated in Eqs. (7.1) and (7.2), when the magnitude of programming
pulse is fixed, the memristance (resistance) of a spintronic memristor is determined
by the accumulated programming pulse width. We utilize this characteristic to imple-
ment a high-density, low-power, and high-performance counter used in our cache
refresh scheme: The memristance of a memristor can be partitioned into multiple
levels, corresponding to the values the counter can record.

The maximum number of memristance levels is constrained by the minimal sense
margin of the sense amplifier/comparator and the resolution of the programming
pulse, i.e., the minimal pulse width. The difference between RH and RL of the
spintronic memristor used in this work is 5,000 � (see Table 7.1), which is sufficiently
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Table 7.2 Comparison between SRAM and memristor counter

A 4-bit counter SRAM Memristor

Area of a memory cell 100 ∼ 150 F2 33 F2

Number of memory cells 4 1
Pushing and checking energy 0.7 pJ 0.45 pJ
Reset energy 0.46 pJ 7.2 pJ
Sense margin 50 ∼ 100 mV at 45 nm tech. 46.875 mV

large to be partitioned into 16 levels. Moreover, we use the pushing current of 150 µA
as the read current, further enlarging the sensing margin. The sense margin of the
memristor-controlled counter ΔV = 46.875 mV (150 µA × 5, 000 �/16 levels) is
at the same level as the sense margin in nowadays SRAM design.

The area of a memristor is only 2 F2 (refer Table 7.1). The total size of a memristor
counter including a memristor and a control transistor is below 33 F2. For compari-
son, the area of a 6T SRAM cell is about 100 ∼ 150 F2 [33]. More importantly, the
memristor counter has the same layout structure as STT-RAM and therefore can be
easily integrated into STT-RAM array.

The memristance variation induced by process variations [10] is the major issue
when utilizing memristors as data storage device. The counter design faces the same
issue, but the impact is not that critical: As a timer, the memristance variation can be
overcome by giving enough design margin to guarantee the on-time refresh.

Every pushing and checking operation of a SRAM counter should include two
actions: increase the counter value by one and read it out. In the proposed memristor
counter design, the injected current can obtain the two purposes simultaneously
—pushing the domain wall to enable counter value increment and meanwhile serving
as read current for data detection. The comparison between the two types of counter
designs is summarized in Table 7.2. Note that the memristor counter has a larger
energy consumption during a reset operation in which its domain wall moves from
one end to the other.

7.4.2 Lower-level Cache with Mixed High- and Low-Retention
STT-RAM Cells

The data retention time requirement in the mainstream STT-RAM development of
4 ∼ 10 years was inherited from Flash memory designs. Although such a long data
retention time can save significant standby power of on-chip caches, it also entails a
long write latency (∼10 ns) and large write energy [25]. Relaxing the nonvolatility
of the STT-RAM cells in the lower-level cache will improve write performance as
well as save more energy. However, if further reducing retention time to µs scale,
e.g., 26.5 µs of our “Opt2” cell design, the refresh energy dominates, and hence, any
refresh scheme becomes impractical for the large lower-level cache.
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The second technique we proposed is a hybrid memory system that has both
high- and low-retention STT-RAM portions to satisfy both the power and perfor-
mance targets simultaneously. We take a L2 cache with 16 ways as a case study as
shown in Fig. 7.8, way 0 of the 16-way cache is implemented with a low-retention
STT-RAM design (“Opt2”), while ways 1–15 are implemented with the high-
retention STT-RAM (“Base” or “Opt1”). Write-intensive blocks are primarily
allocated from way 0 for a faster write response, while read-intensive blocks are
maintained in the other ways.

Like our proposed L1 cache, counters are used in way 0 to monitor the blocks’
data retention status. However, unlike in L1 where we perform a refresh when a
memristor counter expires, here we move the data to the high-retention STT-RAM
ways.

Figure 7.8 demonstrates the data migration scheme to move the data between the
low and the high-retention cache ways based on their write access patterns. A write
intensity prediction queue (WIPQ) of 16 entries is added to record the write access
history of the cache. Every entry has two parts, namely the data address and an access
counter.

During a read miss, the new cache block is loaded to the high-retention (HR)
region (ways 1–15), following the regular LRU policy. On a write miss, the new cache
block is allocated from the low-retention (LR) region (way 0), and its corresponding
memristor counter is reset to ‘0’. On a write hit, we search the WIPQ first. If the
address of the write hit is already in WIPQ, the corresponding access counter is
incremented by one. Note that the block corresponding to this address may be in the
HR- or the LR-region of the cache. Otherwise, the hit address will be added in to
the queue if any empty entry available. If the queue is full, the LRU entry will be
evicted and replaced by the current hit address. The access counters in the WIPQ are
decremented periodically, for example, every 2,000 clock cycles, so that the entries
that are in the queue for too long will be evicted. Once an access counter in a WIPQ
entry reaches a preset value, NHR→LR, the data stored in the corresponding address
will be swapped with a cache block in the LR-region. If the corresponding address
is already in the LR-region, no further action is required. A read hit does not cause
any changes to the WIPQ.

Likewise, a read intensity record queue (RIRQ) with the same structure and num-
ber of entries is used to record the read hit history of the LR-region. Whenever there
is a read hit to the LR-region, a new entry is added into the RIRQ. Or if a correspond-
ing entry already exists in the RIRQ, the value of the access counter is increased by
one. When the memristor counter of a cache block Bi in the LR-region indicates
the data are about to become unstable, we check to see whether this cache address
is read intensive by searching the RIRQ. If Bi is read intensive, it will be moved to
HR-region. The cache block being replaced by Bi in the HR-region will be selected
using the LRU policy. The evicted cache block will be send to main memory. If Bi

is not read intensive, it will be written back to main memory.
In a summary, our proposed scheme uses the WIRQ and RIRQ to dynamically

classify cache blocks into three types:
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1. Write intensive: The addresses of such cache blocks are kept in the WIRQ.
They will be moved to the LR-region once their access counters in WIRQ reach
NHR→LR;

2. Read intensive but not write intensive: The addresses of such cache blocks are
found in the RIRQ but not in the WIRQ. As they approach to their data retention
time limit, they will be moved to the HR-region

3. Neither write nor read intensive: Neither WIRQ nor RIRQ has their addresses.
They are kept in HR-region or evicted from LR-region to main memory directly.

Identifying a write intensive cache blocks also appeared in some previous works.
In Ref. [25], they check whether two successive write accesses go to the same cache
block. It is highly possible that a cache block may be accessed several times within
very short time and then becomes inactive. Our scheme is more accurate and effective
as it monitors the read and write access histories of a cache block throughout its
entire life span. The RIRQ ensures that read intensive cache blocks migrate from
the LR-region to HR-region in a timely manner that, at the same time, also improves
energy efficiency and performance.

7.5 Simulation Results and Discussion

7.5.1 Experimental Setup

We modeled a 2 GHz microprocessor with 4 out-of-order cores using MARSSx86
[16]. Assume a two-level or a three-level cache configuration and a fixed 200-cycle
main memory latency. The MESI cache coherency protocol is utilized in the private
L1 caches to ensure consistency, and the shared lower-level cache uses a write-
back policy. The parameters of our simulator and cache hierarchy can be found in
Tables 7.3 and 7.4.

Table 7.5 shows the performance and energy consumptions of various designs
obtained by a modified NVSim simulator [19]. All the “*-hi*”, “*-md*”, and
“*-lo*” configurations use the “Base”, “Opt1”, and “Opt2” MTJ designs, respec-
tively. Note that as shown in Fig. 7.5, they scale differently. We simulated a subset
of multithreaded workloads from the PARSEC 2.1, and the SPEC 2006 benchmark

Table 7.3 Simulation platform

Max issue width 4 insts Fetch width 4 insts

Dispatch width 4 insts Write-back width 4 insts
Commit width 4 insts Fetch queue size 32 insts
Reorder buffer 64 entries Max branch in pipeline 24
Load store queue size 32 entries Functional units 2 ALU 2 FPU
Clock cycle period 0.5 ns Main memory 200 cycle latency
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suites so as to cover a wider spectrum of read/write and cache miss characteristics.
We simulated 500 million instructions of each benchmark after their initialization.

SPICE simulations were conducted to characterize the performance and energy
overheads of the memristor counter and its control circuit. The reset energy of a mem-
ristor counter is 7.2 pJ, and every pushing–checking operation consumes 0.45 pJ.

We compared the performance (in terms of instruction per cycle, IPC) and the
energy consumption of different configurations for both 2-level and 3-level hybrid
cache hierarchies. The conventional all-SRAM cache design is used as the baseline.
The optimal STT-RAM cache configuration based on our simulations is summa-
rized as follows. The detailed experimental results will be shown and discussed in
Sects. 7.5.2, 7.5.3, and 7.5.4.

• An optimal 2-level STT-RAM cache hierarchy is the combination of (a) a L1
cache of the “L1-lo2” design and (b) a hybrid L2 cache of using the “L2-lo” in the
LR-region and “L2-md2” in the HR-region;

• An optimal 3-level STT-RAM cache hierarchy is composed of (a) a L1 cache of
the “L1-lo2” design, (b) a hybrid L2 cache of using the “L2-lo” in the LR-region
and “L2-md1” in the HR-region and (c) a hybrid L3 cache of the “L3-lo” design
in the LR-region and “L3-md2” in the HR-region.

7.5.2 Results for the Proposed L1 Cache Design

To evaluate the impacts of using STT-RAM in L1 cache design, we implemented
the L1-cache with the different STT-RAM designs listed in the L1 cache portion
of Table 7.5 while leaving the SRAM L2 cache unchanged. L1 I-cache are read
operation, it is implemented by conventional STT-RAM. Compared to SRAM L1
I-cache, conventional STT-RAM has a faster read speed and large cache capacity
that can reduce cache miss rate. Due to the smaller STT-RAM cell size, the overall
area of L1 cache is significantly reduced. The delay components of interconnect
and peripheral circuits also decrease accordingly. Even considering the relatively
long sensing latency, the read latency of STT-RAM L1 cache is still similar or even
slightly lower than that of a SRAM L1 cache. However, the write performance of
STT-RAM L1 cache is always slower than that of the SRAM L1 cache for all the
design configurations considered. The leakage power consumption of the STT-RAM

Table 7.4 Cache hierarchy configuration

Baseline 2-level cache hierarchy Local L1 cache: 32 KB 4-way, 64 B cache block
Shared L2 cache: 4 MB 16-way, 128 B cache block

3-level cache hierarchy Local L1 cache: 32 KB 4-way, 64 B cache block
Local L2 cache: 256 KB 8-way, 64 B cache block
Shared L3 cache: 4 MB 16-way, 128 B cache block
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Table 7.5 Cache configuration

32KB L1 Cache

SRAM lo1 lo2 lo3 md hi
Cell size (F2) 125 20.7 27.3 40.3 22 23
MTJ switching time (ns) / 2 1.5 1 5 10
Retention time / 26.5 µs 3.24 s 4.27 year
Read latency (ns) 1.113 0.778 0.843 0.951 0.792 0.802
Read latency (cycles) 3 2 2 2 2 2
Write latency (ns) 1.082 2.359 1.912 1.500 5.370 10.378
Write latency (cycles) 3 5 4 4 11 21
Read dyn. energy (nJ) 0.075 0.031 0.035 0.043 0.032 0.083
Write dyn. energy (nJ) 0.059 0.174 0.187 0.198 0.466 0.958
Leakage power (mW) 57.7 1.73 1.98 2.41 1.78 1.82

4 MB L2 or L3 Cache

SRAM lo md1 md2 md3 hi
Cell size (F2) 125 20.7 22 15.9 14.4 23
MTJ switching time (ns) / 2 5 10 20 10
Retention time / 26.5 µs 3.24 s 4.27 year
Read latency (ns) 4.273 2.065 2.118 1.852 1.779 2.158
Read latency (cycles) 9 5 5 4 4 5
Write latency (ns) 3.603 3.373 6.415 11.203 21.144 11.447
Write latency (cycles) 8 7 13 23 43 23
Read dyn. energy (nJ) 0.197 0.081 0.083 0.070 0.067 0.085
Write dyn. energy (nJ) 0.119 0.347 0.932 1.264 2.103 1.916
Leakage power (mW) 4107 96.1 104 69.1 61.2 110

caches comes from the peripheral circuits only and is very low. The power supply
to the memory cells that are not being accessed can be safely cut off without fear of
data loss until the data retention limit is reached.

Figure 7.9 illustrates the ratio between read and write access numbers in L1
D-cache. Here, the read and write access numbers are normalized to the total L1
cache access number of blackscholes. The ratio reflects the sensitivity of the
L1 cache in terms of performance, the dynamic energy toward per-read and per-write
latency, and energy of the L1 cache.

Figure 7.10 shows the IPC performance of the simulated L1 cache designs nor-
malized to the baseline all-SRAM cache. On average, implementing the L1 cache
using the “Base” (used in “L1-hi”) or “Opt1” (used in “L1-md”) STT-RAM design
incurs more than 32.5–42.5 % IPC degradation, respectively, due to the long write
latency. However, the performance of the L1 caches with the low-retention STT-
RAM design significantly improves compared to that of the SRAM L1 cache: the
average normalized IPC’s of ‘L1-lo1’, ‘L1-lo2’, and ‘L1-lo3’ are 0.998, 1.092, and
1.092, respectively. The performance improvement of ‘L1-lo2’ or ‘L1-lo3’ L1 cache
w.r.t the baseline SRAM L1 cache comes from the shorter read latency even though
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its write latency is still longer (see Table 7.5). However, L1 read accesses are far
more frequent than write access in most benchmarks as shown in Fig. 7.9. In some
benchmarks whose read/write ratio is pretty high, for example, swaptions, the
‘L1-lo2’ or ‘L1-lo3’ design achieves a better than 20 % improvement in IPC.

The energy consumptions of the different L1 cache designs normalized to the
baseline all-SRAM cache are summarized in Fig. 7.11a. The reported results include
the energy overhead of the refresh scheme and the counters, where applicable. Not
surprisingly, all three low-retention STT-RAM L1 cache designs achieved significant
energy savings compared to the SRAM baseline. The “L1-lo3” design consumes
more energy because of its larger memory cell size and larger peripheral circuit
having more leakage and dynamic power, as shown in Table 7.5. Figure 7.11a also
shows that implementing the L1 cache with the “Base” (used in “L1-hi”) or “Opt1”
(used in “L1-md”) STT-RAM is much less energy efficient because (1) the MTJ
switching time is longer, resulting in a higher write dynamic energy and (2) a longer
operation time due to the low IPC.

Figure 7.11b presents the breakdowns of the read dynamic energy, the write
dynamic energy, and the leakage energy in the baseline SRAM cache. First, the
leakage occupies more than 30 % of overall energy, most of which can be elimi-
nated in STT-RAM design. Second, when comparing to Fig. 7.9, we noticed that the
dynamic read/write energy ratio is close to the read/write access ratio. The high read
access ratio together with the lower per-bit read energy consumption of STT-RAM
results in a much lower dynamic energy of STT-RAM L1 cache design. Therefore,
“L1-lo1”, “L1-lo2”, and “L1-lo3” STT-RAM designs save up to 30 to 40 % of overall
energy compared to the baseline SRAM L1 cache.

Figure 7.12a compares the refresh energy consumptions of the ‘L1-lo2’ L1 cache
under different refresh schemes. In each group, the three bars from left to right
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Fig. 7.13 Cache write access distributions of the selected benchmarks

implementing the refresh scheme with Nth = 10. Note that the y-axis is in logarithmic
scale.

The energy consumption of the simple DRAM-style refresh scheme accounts for
more than 20 % of the overall L1 cache energy consumption on average. In some
extreme cases of low write access frequency, for example, mcf, this ratio is as high
as 80 % because of the low dynamic cache energy consumption. The total energy
consumption of our proposed refresh scheme consists of the checking and pushing,
the reset, and the memory cell refresh.

As we discussed in Sect. 7.4.1, the introduction of the reset threshold Nth can fur-
ther reduce the refresh energy consumption by reducing the number of counter resets.
This is confirmed in Fig. 7.12a, b. The number of counter reset operations is reduced
by more than 20× on average after setting a reset threshold Nth of 10, resulting in
more than 95 % of the reset energy being saved. The energy consumption for the
refresh scheme is very marginal, accounting for only 4.35 % of the overall L1 cache
energy consumption. By accurately monitoring the life span of the cache line data,
our refresh scheme significantly reduced the refresh energy in all the benchmarks.

The refresh energy saving by utilizing the dynamic refresh scheme is determined
by the cache write access distribution and intensity. Figure 7.13 demonstrates the
distribution of average write access intervals obtained from four selected benchmarks.
In each subfigure, the STT-RAM retention time is represented by the red vertical line.
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Fig. 7.14 Cache write access intensities of different cache lines

Therefore, the data stored in those cache lines on the right side of the red line need
refreshment to maintain correctness.

We also collected the cache write access intensities with time. The results of two
selected benchmarks are shown in Fig. 7.14. For illustration purpose, we divide the
overall simulation time into ten periods and partition cache lines into eight groups.
Figure 7.14 exhibits the average write access intervals for all the cache line groups in
each time period. Benchmark hammer has a relatively uniform cache write intensity.
Its average write access interval is less than 2 µs, which is much shorter than the
STT-RAM data retention time 26.5 µs. Often the cache lines are updated by regular
write access without refreshed. Therefore, the dynamic refresh scheme can reduce
the refresh energy of hammer significantly—from 30 to 1 % of the total energy
consumption when DRAM-style refresh is utilized. On the contrary, benchmark
gobmk demonstrates a completely uneven write access intensities among different
cache lines. Moreover, the access intervals of many cache lines are longer than the
data retention time, making refresh necessary. The dynamic refresh scheme does not
benefit too much in such a type of programs.

7.5.3 Evaluating the Hybrid Cache Design in 2-Level Cache
Hierarchy

First, we evaluate the proposed hybrid cache design within L2 cache in 2-level cache
hierarchies. In comparing the different L2 cache designs, we fixed the L1 cache to
the ‘L1-lo2’ design. In our proposed hybrid L2 cache, way 0 assumes the ‘L2-lo’
design for the best read latency and the smallest leakage power among all three
low-retention STT-RAM designs. Ways 1 to 15 are implemented using the ‘L2-
md1’, ‘L2-md2’, or ‘L2-md3’ (all “Opt1” MTJ designs) because a 3.24s retention
time is good enough for most applications, and they have the minimal refresh over-
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Fig. 7.16 The hybrid L2 cache statistics. a The write access numbers in HR- and LR-regions. b
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head. The three resultant configurations are labeled as ‘L2-Hyb1’, ‘L2-Hyb2’, and
‘L2-Hyb3’, respectively. We compare our hybrid L2 cache with the single retention-
level STT-RAM design of [22] and the read/write aware high-performance architec-
ture (RWHCA) of [29] and label them as ‘L2-SMNGS’ and ‘L2-RWHCA’, respec-
tively. For ‘L2-SMNGS’, we assumed that the L2 cache uses ‘L2-md1’ because its
cell area of 22 F2 is compatible with the 19 F2 one reported in [22]. Instead of using
‘L2-hi’ in ways 1–15, ‘L2-RWHCA’ uses ‘L2-md2’ as it has an access latency that is
similar to the one assumed in [29] but a much lower energy consumption. Except for
hybrid, all other L2 STT-RAM schemes use the simple DRAM refresh when refresh
is needed. To be consistent with the previous section, we normalize the simulation
results to the all-SRAM design.

Figure 7.15 compares the normalized IPC results of the different L2 cache designs.
As expected, the regular STT-RAM L2 cache with ‘L2-hi’ design shows the worst
performance among all the configurations, especially for benchmarks with high L1
miss rates and L2 write frequencies (such as mcf and swaptions). Using relaxed
retention STT-RAM design, ‘L2-SMNGS’ improves performance, but on the aver-
age, it still suffers 6 % degradation compared to the all-SRAM baseline due to its
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longer write latency. Among the three hybrid schemes we proposed, ‘L2-Hyb1’ is
comparable in performance (99.8 % on average) to the all-SRAM cache design. As
we prolong the MTJ switching time by reducing STT-RAM cell size in ‘L2-Hyb2’
and ‘L2-Hyb3’, IPC performance suffers.

Figure 7.16a compares the write access numbers in HR- and LR-regions in hybrid
L2 cache. Some benchmarks, such as mcf and freqmine, have a large amount
of write accesses falling into HR-region, resulting in significant IPC performance
degradation. In the contrast, other programs such as bodytrack and ferret
obtain IPC improvement compared to all-SRAM baseline, which mainly benefits
from the less L2 write accesses. Although blacksholes sends more data to HR-
region than bodytrack and ferret, it has low chances to swap data between
HR- and LR-regions and to write data back to main memory, as shown in Fig. 7.16b,
c, respectively. So the performance of blacksholes also improves. In summary,
all our hybrid L2 caches outperform both ‘L2-SMNGS’ and ‘L2-RWHCA’ due to
their lower read latencies.

Since the savings in leakage energy by using STT-RAM designs in the L2 cache
are well established, we compared the dynamic energy consumptions of different
L2 cache designs. The energy overheads of the data refresh in LR-region and the
data migration between LR- and HR-regions in our hybrid L2 caches are included
in the dynamic energy. Due to the lower write energy in the LR-region, ‘L2-Hyb1’
has the lowest dynamic energy consumption, as shown in Fig. 7.19a. As the STT-
RAM cell size is reduced, the write latency and write energy consumption increased.
Thus, the corresponding dynamic energy of ‘L2-Hyb2’ and ‘L2-Hyb3’ grows rapidly.
Figure 7.19b shows the leakage energy comparison. Compared to ‘L2-RWHCA’
which is a combination of SRAM/STT-RAM [29], all the other configurations have
much lower leakage energy consumptions. ‘L2-hi’, ‘L2-SMNGS’, and ‘L2-Hyb1’
have similar leakage energies because their memory array sizes are quite close to
each other. However, ‘L2-Hyb2’ and ‘L2-Hyb3’ benefit from their much smaller
memory cell size.

The overall cache energy consumptions of all the simulated cache configurations
are summarized in Fig. 7.17. On the average, ‘L2-Hyb2’ and ‘L2-Hyb3’ consume
about 70 % of the energy of ‘L2-SMNGS’ and 26.2 % of ‘L2-RWHCA’. In summary,
our proposed hybrid scheme outperforms the previous techniques in [22] and [29]
both in terms of performance and in terms of total energy (by an even bigger margin).

7.5.4 Deployment in 3-level Cache Hierarchies

We also evaluate four 3-level cache designs whose parameters were given in Table 7.5.
These designs are

1. The all-SRAM cache hierarchy;
2. ‘3L-SMNGS’ that uses the “md1” STT-RAM design in all the three level of

caches, just like ‘L2-SMNGS’ [22];
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3. ‘3L-MultiR’—a multiretention 3-level STT-RAM cache hierarchy with “L1-lo2”
, “L2-md2”, and “L3-hi”;

4. ‘3L-MultiR-Hyb’—a multiretention 3-level STT-RAM cache hierarchy with
“L1-lo2”, as well as the proposed hybrid cache design used in both L2 and L3
caches. Here, ‘Hyb1’ is used in L2 cache for the performance purpose, while
‘Hyb2’ is used in L3 cache to minimize the leakage energy.

In [22], the IPC performance degradations for using the single retention STT-RAM
(‘md1’) were from 1 to 9 % when compared to an all-SRAM design. Our simulation
result of ‘3L-SMNGS’ (8 % performance degradation on average) matches this well.
Comparatively, the average IPC performance degradation of ‘3L-MultiR’ is only
1.4 % on average, as shown in Fig. 7.18. The performance gain of ‘3L-MultiR’
over ‘3L-SMNGS’ comes mainly from “L1-lo2”. ‘3L-MultiR-Hyb’ has the best
performance which is on average 8.8 and 2.1 % better than ‘3L-SMNGS’ and ‘3L-
MultiR’, respectively. Most of the write accesses in L2 and L3 caches of ‘3L-MultiR-
Hyb’ are allocated into the fast region, boosting up the system performance. Under
the joint effort of “L1-lo2” and hybrid lower-level cache, ‘3L-MultiR-Hyb’ can even
achieve a slightly higher IPC can all-SRAM design.

L2-hi L2-SMNGS L2-RWHCA L2-Hyb1 L2-Hyb2 L2-Hyb3
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Fig. 7.20 Overall cache energy consumption comparison 3-level cache designs (Normalized to the
all-SRAM design)

Normalized against an all-SRAM 3-level cache design, the overall energy com-
parison of 3-level cache hierarchy is shown in Fig. 7.20. All three combinations with
STT-RAM save significantly more energy when compared to the all-SRAM design.
‘3L-MultiR’ saves slightly more overall energy compared to ‘3L-SMNGS’ because
the ‘Lo” STT-RAM cell design has a lower per-bit access dynamic energy than the
“md” design. In ‘3L-MultiR-Hyb’, shared L3 cache which embedded “md2” is much
larger than local L2 cache which uses “md1”. Thereby, the leakage of L3 dominates
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Fig. 7.21 IPC and overall cache energy comparison between 2-level and 3-level SRAM cache
designs (normalized to the 2-level SRAM design)

the overall energy consumption. The leakage power ratio between “md2” and “hi” is
69.1/110 (see Table 7.5). This is why the overall energy of ‘3L-MultiR-Hyb’ is only
60 % of ‘3L-MultiR’ whose L3 is “hi”.

7.5.5 Comparison Between 2-Level and 3-Level Cache Hierarchies

First, we directly compare 2-level and 3-level caches both implemented by SRAM.
Figure 7.21a shows the IPC comparison. The 3-level SRAM cache outperforms the
2-level SRAM cache by 24.2 % in IPC performance because the 3-level cache hierar-
chy includes 256 KB private L2 cache within each core, enlarging the cache capacity
by 32 %. Accordingly, the leakage energy increases. Figure 7.21b compares their
overall energy consumptions. The total energy of 3-level SRAM cache is 14.4 %
greater than that of 2-level SRAM cache.

The 2-level cache hierarchy with hybrid LR- and HR-regions (‘2L-Hybrid’) is
compared with the 3-level multiretention STT-RAM cache hierarchy (‘3L-MuliR’).
With regard to IPC performance, ‘2L-Hybrid’ is 14.36 % worse than ‘3L-MuliR’,
as shown in Fig. 7.22a. Compared to SRAM-based cache, that is to say the hybrid
design actually shrinks the performance degradation between 2-level and 3-level
cache hierarchies. On the one hand, since the leakage energy of STT-RAM cell is
very small, the leakage energy increasing has a much smaller scalar than the growth
of cache capacity. On the other hand, the access to L3 cache is filtered by L2 cache,
which induces a smaller dynamic energy in ‘3L-MuliR’ than that of ‘2L-Hybrid’.
So the overall energy of ‘3L-MuliR’ is not increased as 3L SRAM does. The overall
energy comparison between ‘2L-Hybrid’ and ‘3L-MuliR’ is shown in Fig. 7.22b.
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Fig. 7.22 IPC and overall cache energy comparison between 2-level and 3-level STT cache designs
(normalized to the 2-level hybrid STT design)

7.6 Related Work

STT-RAM has many attractive features such as the nanosecond access time, CMOS
process compatibility, and nonvolatility. The unique programming mechanism of
STT-RAM—changing the MTJ resistance by passing a spin-polarized current
[9]—ensures good scalability down to the 22nm technology node with a program-
ming speed that is below 10 ns [26]. Early this year, Zhao, et al. [31] reported a
subnanosecond switching at the 45 nm technology node for the in-plane MTJ devices.

Dong, et al. [8] gave a comparison between the SRAM cache and STT-RAM
cache in a single-core microprocessor. Desikan, et al. [6] conducted an architectural
evaluation of replacing on-chip DRAM with STT-RAM. Sun, et. al. [25] extended
the application of STT-RAM cache to chip multiprocessor (CMP) and studied the
impact of the costly write operation in STT-RAM on power and performance.

Many proposals have been made to address the slow write speed and high write
energy of STT-RAM. Zhou et al. [32] proposed an early write termination scheme
to eliminate the unnecessary writes to STT-RAM cells and save write energy. A dual
write speed scheme was used to improve the average access time of STT-RAM cache
that distinguishes between the fast and slow cache portions [30]. A SRAM/STT-RAM
hybrid cache hierarchy and some enhancements, such as write buffering and data
migration, were also proposed in [25, 29]. The SRAM and STT-RAM cache ways
are fabricated on the different layers in the proposed 3D integration. The hardware
and communication overheads are relatively high. None of these works considered
using STT-RAM in L1 due to its long write latency.

In early 2011, Smullen et al. [22] proposed trading-off the nonvolatility of STT-
RAM for write performance and power improvement. The corresponding DRAM-
style refresh scheme to assure the data validity is not scalable for a large cache
capacity. However, the single retention-level cache design is lack of optimization
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space to maximize the benefits of STT-RAM writability and nonvolatility trade-offs.
Also, the MTJ optimization technique they proposed, namely shrinking the cell
surface area of the MTJ, is not efficient in the fast-switching region (< 10 ns), as
discussed in Sect. 7.3.

The macromagnetic model used in our work was verified by a leading mag-
netic recording company and calibrated with the latest in-plane MTJ measurement
results [31]. However, we note that our model was not able to reproduce the MTJ
parameters given in [22], which are overly optimistic in the fast-switching region
(<3 ns) in terms of write energy and performance, as well as data retention time.

7.7 Conclusion

In this chapter, we proposed a multiretention-level STT-RAM cache hierarchy that
trades off the STT-RAM cell’s nonvolatility for energy saving and performance
improvement. Taking into consideration the differences in data access behavior, we
proposed a low-retention L1 cache with a counter-controlled refresh scheme and a
hybrid structure for lower-level cache with both low- and high-retention portions.
A memristor-controlled refresh scheme was proposed for the STT-RAM L1 cache
to ensure data validity with the minimized hardware cost. For L2, a data migration
scheme between the low- and the high-retention portions of the cache yielded fast
average write latency and low standby power. Compared to the classic SRAM or a
SRAM/STT-RAM hybrid cache hierarchy, our proposal uses only STT-RAM. This
can save significant die cost and energy consumption. Moreover, compared to the pre-
vious STT-RAM-relaxed retention design that only has a single retention level, our
design utilizes multiple retention levels, resulting in an architecture that is optimized
for the data access patterns of the different cache levels.

Our experimental results show that our proposed multiretention-level STT-RAM
hierarchy achieves on average a 73.8 % energy reduction over the SRAM/STT-RAM
mixed design, while maintaining a nearly identical IPC performance. Compared with
the previous single-level relaxed retention STT-RAM design, we obtained a 5.5 %
performance improvement and a 30 % overall energy reduction by having multiple
retention levels in 2-level hierarchy. The multiretention STT-RAM cache with pro-
posed hybrid STT-RAM lower-level cache achieves on average of 6.2 % performance
improvement and 40 % energy saving compared to the previous single-level relaxed
retention STT-RAM design for a 3-level cache hierarchy. Compared to traditional
SRAM L1 cache, the L1 cache with a ultralow-retention STT-RAM augmented by
the proposed refresh scheme can achieve a 9.2 % performance improvement and a
30 % energy saving.

With technology scaling, and the increasing complexity of fabrication, we believe
that our proposed cache hierarchy will become even more attractive because of its
performance, low energy consumption, and CMOS compatibility.
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Chapter 8
Resistive Memories in Associative Computing

Engin Ipek, Qing Guo, Xiaochen Guo and Yuxin Bai

Abstract As CMOS scaling continues into the billion transistor era, power
dissipation and off-chip bandwidth limitations are threatening to bring an end to
microprocessor performance growth. Data-intensive applications such as data min-
ing, information retrieval, video processing, and image coding demand significant
computational power and generate substantial memory traffic, which places a heavy
strain on both off-chip bandwidth and overall system power. Associative comput-
ing using ternary content-addressable memories (TCAM) is an attractive solution to
curb both power dissipation and off-chip bandwidth demand in a wide range of data-
intensive applications. When associative lookups are implemented using TCAM,
data are processed directly on the TCAM chip, which decreases off-chip traffic and
lowers bandwidth demand. Often, a TCAM-based system also improves energy effi-
ciency by eliminating instruction processing and data movement overheads that are
present in a purely RAM-based system. This chapter reviews TCAM designs using
CMOS and resistive memory technologies and presents a case study on a novel mem-
ory system that aims at cost-effective, modular integration of a high-capacity TCAM
within a general-purpose computing platform.
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8.1 Location-addressed Computing

Conventional von Neumann architectures store and retrieve data by explicitly
addressing memory locations. This elegant model simplifies computer system design
and implementation from both hardware and software perspectives; consequently,
location-addressed computing has been a commercial success for the past 60 years.
Unfortunately, despite this ease of implementation and long-lived success, location-
addressed computing also introduces significant sources of inefficiency that degrade
system performance. Since processing units and data storage are physically apart,
programs are responsible for indexing the memory locations, fetching operands, and
storing results, which often results in significant data movement across the memory
hierarchy. Data-intensive applications such as data mining, information retrieval,
video processing, and image coding demand significant computational power and
generate substantial memory traffic, which places a heavy strain on both off-chip
bandwidth and overall system power in a location-addressed computer system.
Device, circuit, and architecture innovations are needed to surmount this problem.

8.2 Associative Computing

An effective way of addressing power and bandwidth limitations on many data-
intensive workloads is to use memories that are accessed based on content (also
named association [27]), rather than index. Associative computing, which leverages
memory systems that store and retrieve data by content, has been broadly applied
to both software and hardware designs. The best known software solution is a hash
table, whereby data are located by an address computed through a hash function. A
hash table has O(1) lookup time and is proven more efficient than other data structures
in handling sparse data (i.e., when the number of keys in use is far less than the total
number of possible keys). On the hardware side, a simple example of associative
computing is the use of content-addressable memory (CAM), which has seen wide
use since 1970s [5]. Nowadays, CAMs are commonly used in highly associative
caches, translation lookaside buffers (TLBs), and microarchitectural queues (e.g.,
issue queues). Compared to a hash table, a CAM has no collision problems and
offers better storage utilization and shorter search time; moreover, a CAM avoids the
software overhead of rehashing and chaining.

8.2.1 CAM Basics

A CAM conceptually implements the inverse function of a RAM. Figure 8.1 shows
an example CAM structure. A CAM consists of a data array, peripheral circuitry, and
result generation network (e.g., an encoder). The data array comprises a mesh of cells
for storage, which are connected by horizontal matchlines and vertical searchlines.
Each row of the data array holds a searchable entry. On a CAM lookup, a search key
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Fig. 8.1 A conceptual view of a CAM. A CAM consists of a data array (where the stored words
reside), peripheral circuitry (sense amplifiers and search key registers), and result generation network
(encoder)

is applied to the search key register (shaded block under the data array in Fig. 8.1);
subsequently, the searchlines and matchlines are driven to compare the search key
to all stored entries simultaneously. The search result on each matchline is sensed
by a sense amplifier. A result generation network then operates on the output of the
sense amplifiers and returns the final result. In this example, the encoder will return
the index of the highest-priority matching row.

8.2.2 Ternary CAMs

A ternary CAM (TCAM) is a special type of associative memory that allows for both
storing and searching with a wildcard (X) in addition to a logic 0 or 1. A wildcard,
when part of either the search key or the stored data word, matches against both binary
states as well as another wildcard. (Table 8.1 shows the truth table of a TCAM.) This
flexibility can be exploited by a surprisingly large number of applications.

TCAM has been widely used in networking for decades. The primary commercial
application of earlier generation TCAM was in routers [39], where it was used to store
the routing table and to perform fast lookups through longest prefix matching [59].
With technology scaling over the last 20 years, TCAM capacity has increased from

Table 8.1 Truth table of a TCAM

Stored content Search key Search Result

0 0 Match
0 1 Mismatch
1 0 Mismatch
1 1 Match
Xa — Match
—b X Match
a X is a wildcard
b—can be a 0, 1, or wildcard
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64 Kb [64] to 9 Mb [25], while typical array width has grown from 72 to 576 bits.
Numerous networking applications have emerged to leverage the benefits of TCAM,
including packet classification [28], access control list filtering [40], and network
intrusion detection [7].

8.3 TCAM Design Issues

The main design challenge of content-addressable memories is achieving high search
throughput without unduly sacrificing power, or area efficiency.1 Throughput can be
improved by increasing the number of cells that are searched in parallel (which often
comes with an increase in power consumption), and by speeding up the sensing
and result generation circuitry (which often results in a reduction in area efficiency).
This trade-off between system performance, power consumption, and area efficiency
must be carefully balanced in TCAM design. This section presents existing TCAM
proposals, with a particular emphasis on the cell structure. Circuit- and architecture-
level design issues in existing TCAMs are discussed thoroughly in other work [47].

8.3.1 CMOS-based TCAM Cells

A TCAM cell serves two functions: bit storage and bit comparison. Figure 8.2 shows
a NOR-style TCAM cell: the two pairs of cross-coupled inverters act as bistable
storage elements that hold the value, and the two access transistors M1 and M2 are
used to read and write the cell contents. Transistors M3 − M6 form two pull-down
paths. On a search, the matchline M L is driven high, and searchlines supply the
complementary search values SL and SL . The cross-coupled inverters supply the
data stored in the cell, and the bottom four NMOS transistors (M3 − M6) compare
the search key to the data. On a mismatch, one of the pull-down paths is activated,

Fig. 8.2 An example NOR-style TCAM cell. Two pairs of cross-coupled inverters store comple-
mentary data bits (D and D). M1and M2 are access transistors, and transistors M3 − M6 compare
the search key against the data stored in the cell

1 Area efficiency is defined as the area of the data arrays divided by the total area.
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Fig. 8.3 An example NAND-style TCAM cell. The cross-coupled inverters (top) store
complementary data bits, while the cross-coupled inverters (bottom) can be programmed to store
a wildcard. M1 − M4 are access transistors. Transistors M5, M6, and Mmask compare the search
key against the data stored in the cell

connecting the matchline to ground; on a match, all pull-down paths are inactive,
leaving the matchline in the high state. To store a wildcard, both D and D are
programmed to 1; to search with a wildcard, both SL and SL are driven low. A
wildcard always results in a match when it is part of the search key or the stored
word.

An example NAND-style TCAM cell is shown in Fig. 8.3, where a pair of cross-
coupled inverters stores the data bit (D) and its complement (D). Transistors M5,
M6, and Mmask work as switches. On a match, Mmask turns on, transmitting the
matchline (M L) state from the previous stage to the next stage; on a mismatch, Mmask
electrically disconnects the matchline from the following stage. To store a wildcard,
another pair of cross-coupled inverters (at the bottom of the cell) is programmed
to keep Mmask on, thereby allowing the matchline current to flow through the cell
regardless of the stored data. To search with a wildcard, both searchlines (SL and
SL) are driven high.

On the one hand, the NOR cell provides full rail voltage at the gates of all tran-
sistors, leading to faster matchline evaluation and a larger noise margin than the
N AN D cell; on the other hand, the N AN D cell has no active VDD-GND path and
thus offers a power advantage. However, an N AN D TCAM row has to propagate
the matchline state in serial, resulting in a sluggish matchline evaluation.

A CMOS-based TCAM cell is relatively large. Even with an area-efficient imple-
mentation that uses half-latches instead of cross-coupled inverters [4], its area is
541F2 (where F is the feature size), which is 3.8× as large as an SRAM cell, and
over 90× as large as a DRAM cell. Table 8.2 shows a comparison among CMOS-

Table 8.2 Comparison of CMOS-based memory technologies [16]

Memory Chip capacity (MB) $ / chip $ / MB Access speed (ns) Watts / chip Watts / MB

DRAM 128 10–20 0.08–0.16 40–80 1–2 0.008–0.016
SRAM 9 50–70 5.5–7.8 3–5 1.5–3 0.17–0.33
TCAM 4.5 200–300 44.5–66.7 4–5 15–20 3.33–4.44
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based TCAM, SRAM, and DRAM chips. State-of-the-art TCAM devices are as fast
as SRAM, but the cost per bit is 8× higher due to the lower density of TCAM.
Furthermore, TCAM is 10× more power hungry than SRAM and DRAM. These
and other limitations restrict the commercial use of TCAM to niche networking
applications.

8.3.2 Resistive TCAM Designs

As CMOS scales to 22-nm and beyond, charge-based memory technologies such
as DRAM, Flash, and SRAM are starting to experience scalability problems [23].
In response, the industry is exploring resistive memory technologies that can serve
as scalable, long-term alternatives to charge-based memories. Resistive memories,
which include phase-change memory (PCM) and spin-torque transfer magnetore-
sistive RAM (STT-MRAM), store information by modulating the resistance of
nanoscale storage elements and are expected to scale to much smaller geometries
than charge-based memories. Resistive memories are non-volatile, which provides
near-zero leakage power and immunity to radiation induced transient faults; how-
ever, because resistive memories need to change material states to update stored data,
they generally suffer from high write energy, long write latency, and limited write
endurance.

8.3.2.1 Phase-Change Memory

Phase-change memory (PCM) [29] is argurably the most mature among all resistive
memory technologies, as evidenced by 128Mb parts that are currently in produc-
tion [43], as well as gigabit array prototypes [9, 58]. A PCM cell is formed by sand-
wiching a chalcogenide phase-change material such as Ge2Sb2T e5 (GST) between
two electrodes. PCM resistance is determined by the atomic ordering of this chalco-
genide storage element and can be changed from less than 10 K� in crystalline state
to greater than 1 M� in amorphous state [23, 58]. On a write, a high-amplitude cur-
rent pulse is applied to the cell to induce Joule heating. A slow reduction in write
current causes the device to undergo a fast annealing process, whereby the material
reverts to a crystalline state. Conversely, an abrupt reduction in current causes the
device to retain its amorphous state. On a read, a sensing current lower than the write
current passes through the cell, and the resulting voltage is sensed to infer the cell’s
content. Since the ratio of the high (RH I ) and low (RL O ) resistances is as high as
100, a large sensing margin is possible; however, the absolute resistance is in the
mega-ohm range, which leads to large RC delays, and hence, slow reads [23]. PCM
also suffers from finite write endurance; the typical number of writes that can be per-
formed before a cell wears out is 106–108 [23]. Consequently, several architectural
techniques have been proposed to alleviate PCM’s wear-out problem [8, 22, 52, 57].



8 Resistive Memories in Associative Computing 207

8.3.2.2 Spin-Torque Transfer Magnetoresistive RAM

As a universal embedded memory candidate, Spin-torque Transfer Magnetoresistive
RAM (STT-MRAM) has a read speed as fast as SRAM [69], practically unlimited
write endurance [13], and favorable delay and energy scaling characteristics [23].
Multimegabit array prototypes at competitive technology nodes (e.g., 45 and 65 nm)
have already been demonstrated [32, 63], and the ITRS projects STT-MRAM to be
in production by 2013 [23]. In STT-MRAM, information is stored by modulating the
magnetoresistance of a thin film stack called a magnetic tunnel junction (MTJ). An
MTJ is typically implemented using two ferromagnetic Co40 Fe40 B20 layers, and an
MgO tunnel barrier that separates the two layers. One of the ferromagnetic layers, the
pinned layer, has a fixed magnetic spin, while the magnetic spin of the free layer can
be altered by applying a high-amplitude current pulse through the MTJ. Depending
on the direction of the current, the magnetic polarity of the free layer can be made
either parallel or antiparallel to that of the pinned layer. In the case of anti-parallel
alignment, the MTJ exhibits high resistance (12.5 K� at 22 nm [23]); in the case of
parallel alignment, a low resistance (5 K�) is observed [23]. Although the typical
RH I
RL O

ratio (2.5) is lower than that of PCM (100), it is still relatively easy to sense the
state of a single bit [61].

8.3.2.3 Resistive TCAM Cell Designs

Resistive memories offer high density and near-zero leakage power, making them
promising to build area- and power-efficient TCAMs. Matsunaga et al. [38] propose
a 2T-2R TCAM cell (Fig. 8.4). The proposed cell consists of two resistor–transistor
pairs, where each resistor is implemented using a resistive memory element (e.g., an
MTJ in STT-MRAM, or a GST stack in PCM) that can be programmed to high- or
low-resistance states. To store a logic 1 or 0, the resistor on the left is programmed
to store the data bit (D), while the resistor on the right is programmed to store the
complement of the data (D). For example, when storing a logic 1, the resistor on the
left is programmed to RHI , and the resistor on the right is programmed to RLO. To
store a wildcard, both resistors are programmed to RHI .

Fig. 8.4 A 2T-2R resistive TCAM cell [38]. A resistor is a programmable memory element, e.g.,
an MTJ in STT-MRAM, or a GST stack in PCM. The transistors compare the search key against
the data stored in the resistors
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Fig. 8.5 A 6T-2R resistive TCAM cell [36]. A resistor is a programmable memory element, e.g.,
an MTJ in STT-MRAM, or a GST stack in PCM. M1and M2 are access transistors. Transistors
M3and M4 compare the search key against the data stored in the resistors. A diode-connected
NMOS transistor serves as self matchline discharge control

To search for a logic 0 or 1, SL and SL are driven with the search bit and its
complement, respectively, turning one of the access transistors on, and the other off.
To search with a wildcard, both SL and SL are driven low. A match is decided
based on the effective resistance between the matchline and ground. If a resistor
in its high-resistance state is in series with an on transistor—adding a resistance of
RH I +RO N (where RO N represents the on-resistance of an access transistor) between
the matchline and ground—the search results in a match; conversely, a resistance of
RL O + RO N connected to the matchline indicates a mismatch. Searching with a
wildcard causes both SL and SL to be driven low, making the matchline-to-ground
resistance virtually infinite, which still falls within the matching region.

The 2T-2R cell shows a significant density advantage over existing CMOS-based
TCAM designs (Sect. 8.3.1); however, it lacks the ability to scale up to longer search
widths. Specifically, when searching a TCAM row (with a length of N bits), the
effective matchline-to-ground resistance (the parallel resistance of all the T-R paths
connecting the matchline to ground) decides the search result. In the worst case,
a row mismatches with one mismatching bit and (N − 1) wildcards as part of the
search key results in an effective resistance of RL O + RO N ; since a match can have a
matchline-to-ground resistance of RH I +RO N

N , and this quantity has to be greater than
RL O + RO N to distinguish a match from a mismatch, there is a limit to how large
N can be.

An alternative design with a 6T-2R TCAM cell structure using STT-MRAM [36]
is shown in Fig. 8.5. A diode-connected NMOS transistor is added to the cell for
matchline (M L) discharge control. The diode nMOS serves as a M L voltage keeper.
Upon a search operation, M L is initialized to Vdd . On a match, each cell’s Vcell
becomes Vcell-high and the M L voltage keeper is cut off; on a mismatch, Vcells of the
mismatched cells become Vcell-low, and the M L is discharged via those M L voltage
keepers. As such, the matchline output voltage swing is (Vcell-high − Vcell-low). The
self-adjusted NMOS increases the number of bits that can be simultaneously searched
to 144 bits, albeit, with a loss of density.
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Fig. 8.6 Illustrative example of a computer system with the resistive TCAM DIMM

8.4 Case Study: A Resistive TCAM Accelerator

This section presents a resistive TCAM design, which aims at cost-effective, modular
integration of a high-capacity TCAM system within a general-purpose computing
platform [18]. The key idea is to build a resistive TCAM chip which can be integrated
on a DDR3-compatible DIMM and selectively placed on the memory bus. Figure 8.6
presents an example computer system with the TCAM DIMM. A multicore processor
connects to main memory through an on-chip memory controller. The TCAM DIMM
sits side-by-side with DRAM on the DDR3 bus. An on-DIMM TCAM controller
serves as the interface to DDR3 and is in charge of DIMM control. The processor
communicates with the controller through a set of memory-mapped control registers
(for configuring functionality) and a memory-mapped key store that resides with
the controller (for buffering the search key). A 2 KB result store on the controller
die buffers search results for multiple processes. All TCAM chips share the on-
DIMM command, address, and data buses; however, a search operation is restricted
to be on a single chip due to power constrains. Each TCAM chip has eight banks; a
bank comprises a set of arrays that are searched against the search key, as well as a
hierarchical reduction network for counting the number of matches and picking the
highest-priority matching row.

8.4.1 Cell Structure

The area of a TCAM cell not only affects the cost per bit in a multimegabit array,
but also has a profound effect on speed and energy since it determines the length
(and thus, the capacitance) of the matchlines and searchlines that need to be charged
and discharged on every access. Figure 8.7 demonstrates an area-efficient resistive
TCAM cell, which consists of three resistor–transistor pairs. (For comparison, refer
to the 2T-2R resistive TCAM cell discussed in Sect. 8.3.2.) The first two resistors



210 E. Ipek et al.

Fig. 8.7 A 3T-3R resistive TCAM cell. A third transistor-resistor pair is added to the cell to support
searching with a wildcard

(a) (b)

(c) (d)

Fig. 8.8 Illustrative example of a resistive TCAM cell on a match (b, c, d) and on a mismatch (a).
Inactive circuit paths are shown in light gray

store the data bit and its complement, whereas the third resistor is permanently
programmed to RH I to support searching with a wildcard. When searching with a
wildcard, SL and SL are disabled and SX is driven high; hence, a resistor in its RH I

state is connected to the matchline regardless of the data stored in the cell. Examples
are shown in Fig. 8.8: (a) demonstrates a mismatch case when the search bit is 0
and stored bit is 1; (b) presents a match scenario which searches for a 0 when a 0 is
stored; (c) shows a case where a wildcard is stored in the cell, in which searching for
either a 0 or a 1 will result in a match; and (d) illustrates a search for a wildcard.

The resistive TCAM cell shows a significant density advantage over its CMOS-
based counterparts. Even with an area-efficient implementation that uses half-latches
instead of cross-coupled inverters [4], CMOS-based TCAM cell has an area of 541F2

(where F is the feature size). The resistive TCAM cell consists of 3 1T-1R cells
sharing matchline and GND contacts. At 22 nm, this amounts to an area of 27F2 (3×
the 1T-1R PCM cell size projected by ITRS [23]), which is 1

20 of a CMOS TCAM
cell’s area.

Compared to the 2T-2R cell (Sect. 8.3.2), the 3T-3R TCAM cell adds a third
resistor–transistor pair to reduce worse-case mismatch resistance, which significantly
increases the number of bits that can be simultaneously searched (Sect. 8.4.2). Com-
pared to the 6T-2R cell (Sect. 8.3.2), which adds assist circuitry to each cell to increase
the parallel-search width, the 3T-3R cell design has much better density.
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8.4.2 Row Organization

TCAM cells cascade in parallel on a matchline to form a row. An example TCAM
row is shown in Fig. 8.9. The key idea is that, on a match, each cell will connect the
matchline to ground through an RH I path, whereas at least one cell will provide an
RL O path to ground on a mismatch. Hence, the effective parallel resistance to ground
(and hence, the matchline voltage) will always be higher in the case of a match.

A precharge-low sensing scheme is employed on the matchline, where the
matchline is discharged in the precharge phase and actively driven in the evalua-
tion phase. The input of the inverter is also charged high in the precharge phase. On
a match, the gate voltage of Msense is higher than it is on a mismatch. Msense and the
keeper PMOS Mk are sized so that on a match, the gate-to-source voltage of Msense
is large enough to win against Mk , pulling the inverter input low and in turn driving
the matchline output (M Lso) high. On a mismatch, the input to the inverter stays
high and M Lso outputs a logic zero.

8.4.2.1 Searching

Searching a TCAM row involves distinguishing the effective matchline-to-ground
resistance on a word match, where all bits stored in a row match the corresponding
search bits, from the effective resistance on a word mismatch, where one or more bits
mismatch the search key. In a TCAM row, each matching bit contributes a resistance
of RH I + RO N , and each mismatching bit contributes an RL O + RO N to the parallel
resistance of the row. On a word match, the total resistance between the matchline
and ground is

Rmatch = RH I + RO N

N
(8.1)

where N is the number of bits in a word. On a worst-case mismatch (N −1 matching
bits plus one mismatching bit), the matchline-to-ground resistance is

Rmismatch = (RL O + RO N )(RH I + RO N )

(N − 1)(RL O + RO N ) + (RH I + RO N )
(8.2)

Fig. 8.9 A resistive TCAM row structure. TCAM cells cascade in parallel on a matchline
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Fig. 8.10 Sensing margin as a function of search width. Simulation results are generated by Cadence
(see Sect. 8.4.7 for the experimental setup)

The ratio between match and worst-case mismatch resistances is

Rmatch

Rmismatch
= 1 + RH I − RL O

N (RL O + RO N )
(8.3)

This Rmatch
Rmismatch

ratio must be high enough to tolerate process-voltage-temperature
(PVT) variations, which affect both the transistors and the resistive devices. There-
fore, a resistive memory technology with a greater difference between its high and
low resistances (e.g., PCM) allows a larger number of bits to be sensed in paral-
lel, whereas a technology with a lower RH I

RL O
ratio (e.g., STT-MRAM) has a tighter

constraint on the number of bits that can be searched at the same time.
At the evaluation stage, current is supplied through the enabling PMOS transistor

(Men), and the voltage drop on the TCAM cells is sensed by a matchline sense
amplifier. Men is sized appropriately to limit the current through the resistors so that
a search will not accidentally change cell states.

Figure 8.10 shows Cadence (Spectre) simulation results on PCM and STT-
MRAM. As the number of simultaneously searched bits increases, both technolo-
gies encounter a significant drop on the voltage difference between a match and a
mismatch, but the drop is much steeper in the case of STT-MRAM. Taking PVT
variations into account, a smaller voltage difference (i.e., sensing margin) results in
lower yield; hence, to tolerate variations and to improve yield, the number of bits that
can be searched simultaneously must be limited. With a 128-bit search width, the
PCM-based TCAM array functions correctly even in the face of extreme variations
in RH I (500 K�-1 M�) and RL O (15–30 K�). These resistance ranges cover 98 %
of all devices fabricated in a recent 45-nm PCM prototype [58]; nevertheless, if the
variation was to be higher, the search width could be reduced to improve the margin.

8.4.2.2 Writing

In order to maintain the density advantage of resistive memories in TCAM design, it
is important not to unduly increase the number of transistors in a cell. Writing would
normally require a write port, which would need additional access transistors and
wires. Instead, a novel bulk sequential write mechanism leverages the matchlines for
writing in order to eliminate the need for extra write ports.
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(a)

(b)

(c)

Fig. 8.11 Illustrative example of writing the three bit pattern “10X" to a row by (a) programming
all low resistors, (b) programming all leftmost high resistors, and (c) programming all middle high
resistors. Inactive circuit paths are shown in light gray

Figure 8.11 shows an example of how a TCAM row gets written under bulk-
sequential writes. During a write, the sense amplifier and all search-X lines are dis-
abled. Writing takes place in two phases. In the first phase, all resistors to be updated
to RL O are connected to the matchline by enabling the relevant searchlines and are
programmed by applying the appropriate switching current through the matchline.
Next, resistors to be updated to RH I are written in two steps. In the first step, the
leftmost resistor in each cell to be updated with a 1 or X is programmed; in the second
step, the middle resistor in every cell to be updated with a 0 or X is written. This
two-step procedure when writing RH I limits the maximum number of resistors to be
programmed simultaneously to 128. Minimum-pitch local wires at 22 nm can carry
enough current to write these 128 bits in parallel, and a 200F2 write driver supplies
adequate switching current.

8.4.2.3 Reading

Since the TCAM accelerator is ultimately integrated on a discrete, DDR3-compatible
DIMM, it can be selectively included in systems which run workloads that can
leverage associative search. Nevertheless, even for such systems, it is desirable to
use the TCAM address space as ordinary RAM when needed. Fortunately, this is
straightforward to accomplish with the TCAM array.

When the TCAM chip is configured as a RAM module, data are stored and
retrieved column-wise in the TCAM array by the TCAM controller, and the search-
lines SL , SL , and SX serve as wordlines. The key observation that makes such
configurability possible is that reading a cell is equivalent to searching the corre-
sponding row with a “1” at the selected column position, and with wildcards at all
other bit positions. An illustrative figure of the array and additional details on the
required array-level support to enable configurability is outlined in Sect. 8.4.3.
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8.4.3 Array Architecture

Figure 8.12 shows an example 1K×1K TCAM array. Cells (C) are arranged in
a 2D organization with horizontal matchlines (ML) and vertical searchlines (SL).
Searchlines are driven by search key registers and drivers, while matchlines connect
to sense amplifiers (SA). A hierarchical reduction network facilitates counting the
number of matching lines and selecting one of the multiple matching rows (Fig. 8.13).

An important design decision that affects area efficiency, power, speed, and reli-
ability is the size of an array. Larger arrays improve area efficiency by amortizing
the area overhead of the peripheral circuitry over more cells; however, the sensing
margin deteriorates with the number of bits that are searched in parallel (Fig. 8.10).
Table 8.3 compares absolute area and area efficiency for 1Gb TCAM chips con-
structed from arrays of different sizes (see Sect. 8.4.7 for the experimental setup).
As array size increases from 128 × 128 to 1K × 1 K, overall chip area reduces by
more than 2×.

Interestingly, it is possible to enjoy the high area efficiency of a large array while
also delivering the large sensing margin of a smaller array through matchline seg-
mentation. The key idea is to build a wide row, only a part (segment) of which can
be searched simultaneously, providing additional peripheral circuitry to support iter-
ative searching for a key larger than the size of a segment. Figure 8.12 shows an
example 1K × 1 K array, where each row is partitioned into 128-bit segments. To
perform a full 1-Kb-wide search across a row, the array is accessed eight times, once
per each segment. On each access, searchlines connected to the relevant segment are

Fig. 8.12 Illustrative example of a 1K×1K TCAM array with 128-bit-wide matchline segmentation
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Fig. 8.13 Architecture of the population count logic, priority index logic, and the reduction network

Table 8.3 Total chip area
and area efficiency with
different array sizes

Array size Total chip area (mm2) Area efficiency (%)

1K × 1K 36.00 38.98
512 × 512 41.04 34.19
256 × 256 51.49 27.25
128 × 128 77.51 18.10

driven with the corresponding bits from the search key, while all other searchlines
are driven low. Each row is augmented with a helper flip-flop that stores the partial
result of the ongoing search operation as different segments are accessed. This helper
flop is initially set high; at the end of each cycle, its content is AN Ded with the
sense amplifier’s output, and the result overwrites the old content of the helper flop.
Hence, at the end of eight cycles, the helper flop contains a logic 1 if and only if all
segments within the row match. To permanently disable a row, an additional “enable"
flop is added to the design.

8.4.4 Response Solver

The resistive TCAM is capable of providing two different results on a search oper-
ation: (1) a population count indicating the total number of matching rows in the
system, and (2) a priority index indicating the address of the matching row with the
lowest index. Once the search is complete, the array’s local population count and
priority logic start operating on the results (Fig. 8.13).

Priority Index Logic. The highest-priority row among all matching rows is
selected in a hierarchical fashion. 32 priority encoders are used in the first level
of the hierarchy, where each encoder selects one valid matchline out of 32 helper
flops; also selected are the 5-bit addresses of the corresponding matchlines. Then,
32 valid bits with corresponding addresses enter the second level priority encoder.
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Table 8.4 Energy and delay comparison of different array sizes

Array size Energy of Energy with Energy with Delay of Delay with Delay with
search priority index pop. count local search priority index pop. count
(nJ) (nJ) (nJ) (ns) (ns) (ns)

1 × 1 K 244.97 248.59 249.64 2.50 21.57 60.28
512 × 512 176.16 180.22 181.30 1.75 21.91 61.48
256 × 256 96.21 100.85 102.36 1.00 23.78 64.63
128 × 128 55.57 61.78 63.33 0.50 28.29 67.67

Finally, an 11-bit result, containing 1 valid bit and a 10-bit address, is selected and
forwarded to the reduction network.

Population Count Logic. The local population count for the array is computed
iteratively, accumulating the result of a 64-bit population count each cycle (itself
computed using 16 four-input lookup tables and a carry save adder tree). It takes a
total of 16 cycles to walk the array and accumulate the population count, after which
the result is sent to the reduction network for further processing.

Reduction Network. The reduction network is a quad tree, whose leaves are the
results of different arrays’ population count and priority logic. Each internal node
of the quad tree takes the outputs of its four children, processes them by counting
or priority encoding, and then forwards the result to its parent (Fig. 8.13). Once the
results of a search propagate to the root of the quad tree, final results are obtained
and placed in an SRAM-based result store that resides with the TCAM controller.
For a fixed-capacity chip, the size of an array affects the size, and hence, the latency
and energy of the reduction network. Table 8.4 shows the energy and delay when
searching for a 128-bit key in an eighth of a 1-Gbit chip constructed from different
size arrays. As array size increases, delay and energy within an array increase due
to longer searchlines and matchlines; however, delay and energy consumed in the
reduction network decrease because there are fewer levels of priority encoding and
population count computation in the hierarchy. Since search energy dominates total
energy and reduction network delay dominates total delay, enlarging the array size
results in higher energy and lower delay.

Result Store. Search throughput can be improved significantly by pipelining the
reduction network, the local population count, and priority computations; however,
this requires the ability to buffer the results of in-flight search operations and to
retrieve them at a later time. To facilitate such buffering, the on-DIMM TCAM con-
troller provides a 2-KB SRAM mapped to the system’s physical address space. As
part of the search operation, the application sets up a number of memory-mapped con-
trol registers, one of which indicates the location where the search results should be
placed. In this way, the application overlaps multiple search operations in a pipelined
fashion and retrieves the results through indexed reads from the result store.
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8.4.5 System Interface

The level of the memory hierarchy at which the TCAM is placed can have a significant
impact on overall system cost, performance, and flexibility. On the one hand, an
integrated solution that places the TCAM on the processor die would result in the
shortest possible communication latency, at the expense of much desired modularity.
On the other hand, treating the TCAM as an I/O device and placing it on the PCI
or PCI Express bus would result in a modular system architecture (in which the
TCAM can be selectively included), but the high latency of I/O buses would limit
performance. Instead, this section explores an intermediate solution that places the
TCAM on a DDR3-compatible DIMM with an on-DIMM TCAM controller. The
resulting design requires no changes to existing processors, memory controllers, or
motherboards, while providing modularity to enable selective inclusion of TCAM
in systems that benefit from it. Moreover, with the ability to configure the TCAM
as a regular RAM, users can also leverage the TCAM DIMM as a byte-addressable,
persistent memory module.

8.4.5.1 Processor Interface

Software is given access to a TCAM accelerator by mapping the TCAM address range
to the system’s physical address space. In addition, the on-DIMM TCAM controller
maintains a 2-KB RAM array (Sect. 8.4.4) to implement memory-mapped control
registers, search key buffer, and the result store. All accesses issued to TCAM are
uncacheable and subject to strong ordering, which prevents requests to the memory-
mapped TCAM address range from being reordered. (This can be accomplished, for
example, by marking the corresponding physical pages strong-uncacheable in the
page attribute table of any Intel X86 processor since the Intel 386 [21].)

Communication between the processor and TCAM takes place in four ways:

• Device Configuration. The processor configures the TCAM system by
writing to memory-mapped control registers. Configurable system attributes include
key length, required result type (population count, priority index, or both), and
whether the module should operate in RAM or TCAM mode.

• Content Update. The processor stores data into TCAM control registers,
after which the TCAM controller updates the TCAM array.

• Search. The processor stores the search key into the memory-mapped TCAM
key buffer, which resides with the TCAM controller. As soon as the last word of
the key is received, the TCAM controller initiates a search operation whose results
are written to the appropriate words within the memory-mapped result store.

• Read. After a search, the processor loads the outcome from the result store.
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8.4.5.2 TCAM Controller

To plug into an existing DIMM socket with no modifications to the memory
controller, the TCAM’s memory bus interface should be fully compatible with DDRx
and its timing constraints. Here, we discuss the TCAM interface in the context of
a modern DDR3 protocol and an FR-FCFS [55]-based memory controller, but the
memory controller’s scheduling policy is orthogonal to the TCAM DIMM, since a
DDR3 compatible TCAM DIMM is compatible with any DDR3-compatible mem-
ory controller by definition. In DDR3, a complete read (write) transaction includes
a row activation (activate a row in a bank and move data to a row buffer), a column
read (write) involving data transfer, and a precharge (write data back to the row and
precharge the bitlines). When consecutive requests hit an open row, no activate or
precharge operation is needed. The minimum number of cycles between a write and
a consecutive read in DDR3 is less than the time needed to perform a search; hence,
without additional support, it is possible for the memory controller to issue a read
from the result store before the corresponding search operation is complete.

To avert this problem, the software library used for accessing TCAM inserts an
appropriate number of dummy writes between the search and the subsequent read
from the result store, generating the required number of idle cycles on the DDR3
bus for the search operation to complete. (Recall that all requests to TCAM control
registers are processed in order, since the corresponding physical pages are marked
strong-uncacheable.) This is accomplished by issuing writes to a known location in
physical memory, which allows the TCAM controller to detect the dummy write and
silently drop it upon receipt.

Although injecting dummy writes (i.e., bubbles) into the DDR3 bus guarantees
correctness, it also lowers the utilization of the bus and wastes precious bandwidth.
To improve search throughput, the TCAM chip is pipelined (Sect. 8.4.3) so that
shortly after an array search is complete, the next search is allowed to begin, largely
overlapping the array search operation of a later request with the reduction network
and result store update of an earlier request. Consequently, when performing multiple
search operations, it becomes possible to pipeline search and read operations, thereby
reducing the number of required dummy writes. Figure 8.14 shows an example of
pipelined search with a 128-bit key, where pipelining improves performance by
almost 3×.

8.4.6 Software Support

A user-level library serves as the API to the programmer and implements four func-
tions.

• Create.This function is called at the beginning of an application to map a virtual
address range to a portion of the TCAM’s physical address space. Physical pages
in TCAM are marked strong-uncacheable (Sect. 8.4.5), and the OS is signaled to
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(a)

(b)

(c)

Fig. 8.14 A consecutive write–read–write command sequence in DDR3 (a), a consecutive search–
read command sequence in TCAM without pipelining (b), and a consecutive search–read command
sequence in TCAM with pipelining (c). Dummy writes are labeled “NOP”

allocate content-addressable physical pages by leveraging one of the reserved flags
of the mmap system call [62]. Upon successful termination, the function returns a
pointer to the newly allocated TCAM space, which helps distinguish independent
TCAM regions.

• Destroy. This function releases the allocated TCAM space.
• Store. This function updates the TCAM array. The function accepts a mask

indicating the bit positions that should be set to wildcards, as well as the data
to be stored in the remaining positions. Internally, the function communicates to
the TCAM controller by writing two memory-mapped control registers, and the
TCAM controller writes the data into the TCAM array. To hide the long latency of
writing to TCAM, the library function distributes consecutive writes to different
TCAM banks. In the case of a bank conflict, an appropriate number of dummy
writes are inserted by the library to cover the busy period. (In the evaluated bench-
marks, the database is stored in a sequential order; thus, no bank conflicts were
observed.)

• Search. This function performs a search operation in three steps, by (1) storing
the search key into the memory-mapped TCAM search key register, (2) issuing
enough dummy writes to pad the waiting period between the search operation
and the subsequent read from the result store, and (3) reading the results from
the memory-mapped result store. Two different flavors of the search function are
provided: a “single” search call performs a search with a single key, whereas a
“batch” search call searches for multiple independent keys in a pipelined fashion
to improve throughput (keys are stored in memory and are passed to the batch
search function through a pointer). A pointer to the TCAM region to be searched
is given as an argument to the search call, and the library ensures that only results
from the specified region are returned by storing a (searchable) unique region ID
with each TCAM row.
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8.4.6.1 Multiprogramming

Supporting multiprogramming with the proposed TCAM system requires mechanisms
to prevent the search results of one application from being affected by data that
belongs to another application. Hence, although conventional virtual memory solves
protection problems in the case of TCAM reads and writes, search operations need
additional support.

To enable multiprogramming, each process is assigned an address space identifier
(ASID); when the process allocates space in the TCAM address range, the OS records
the ASID in a memory-mapped control register within the same physical page that
contains the key buffer and the result store for that process. On a write, the TCAM
controller stores the corresponding ASID along with each word in a given row. On
a search, after the process writes the key buffer, the TCAM controller appends the
ASID to the search key; as a result, all rows that belong to other processes result in
mismatches, and do not affect search results.

8.4.6.2 Handling Misfits

Although the OS naturally supports virtualization of the physical address space,
searching a data structure larger than the allocated TCAM space requires extra care.
Specifically, two types of misfits are possible: (1) a horizontal misfit, in which the
key is larger than the width of a TCAM array (e.g., 2 KB key for a 1K × 1 K array),
and (2) a vertical misfit, in which the number of rows to be searched exceeds the
capacity of the allocated TCAM region.

To solve the horizontal misfit problem, the word is broken into a series of 1-Kb-
wide subwords, each of which is stored in a consecutive row of an array (if the final
subword is narrower than 1 Kb, it is padded with enough wildcards to cover the row).
On a search, the TCAM controller partitions the key in units of 1-Kb subwords and
searches the array one row after another. At the end of a search operation, the content
of the helper flip-flop that connects to a row is shifted into the helper flip-flop of the
next row and is AN Ded with the outcome of the next row’s search operation. Hence,
the helper flop of the final row contains the complete search result.

On a vertical misfit, the search is staged over multiple local search operations,
in which the missing pages are transferred from DRAM to TCAM. This process
is transparent to the user and is handled by the TCAM library. Since data transfer
between TCAM and DRAM can be expensive, the search is optimized for minimizing
data movement. For example, if the search region is larger than the capacity of the
TCAM, the library function partitions the search region to fit the TCAM space and
does batch search in each subregion. The final results are calculated by merging all
of the partial results. This is obviously cheaper than doing each single search in the
entire region, which would generate constant data movement.
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8.4.7 Experimental Setup

The TCAM accelerator is evaluated on seven data-intensive applications from
existing benchmark suites, running on a model of an eight-core processor with a
DDR3-1066 memory system.

Circuits. The modeling of the TCAM array and sensing circuitry uses BSIM-
4 predictive technology models (PTM) [68] of NMOS and PMOS transistors at
22 nm, and circuit simulations use Cadence (Spectre). Resistances and capacitances
on searchlines, matchlines, and the H-tree are modeled based on interconnect pro-
jections from ITRS [23]. All peripheral circuits (decoders, population count logic,
priority index logic, and reduction network nodes) are synthesized using Cadence
Encounter RTL Compiler with FreePDK at 45 nm, and results are scaled to 22 nm
(relevant parameters are shown in Table 8.5). Resistive memory parameters based
on ITRS projections are listed in Table 8.6.

Architecture. An eight-core system with a 1-GB TCAM DIMM is modeled
using (modified) SESC simulator [54]. Energy results for the cores and the DRAM
subsystem are evaluated using MCPAT [31]. Details of the experiments are shown
in Table 8.7.

Applications. Evaluated applications are extracted from MiBench [19], Phoenix
[67], NU-MineBench [45], and SPEC2000 [26] benchmark suites. Table 8.8 presents
a summary of each benchmark, as well as a description of how it is adapted to TCAM.
Aside from BitCount and Vortex—which are sequential applications—all baselines
are simulated with eight threads. TCAM-accelerated versions of all codes use one
thread.

8.4.8 Evaluation

This section first evaluates the contribution of different hardware structures to search
energy, search delay, and overall area. Second, performance and energy improve-
ments of a single-threaded, TCAM-accelerated version of each application over a
baseline parallel execution with eight threads are presented.

8.4.8.1 TCAM Delay, Energy, and Area: Where are the Bottlenecks?

Figure 8.15 shows the breakdown of search delay, search energy, and die area over the
reduction network, local population count/priority logic, and array search operations

Table 8.5 Technology
parameters [23, 68]

Technology (nm) Voltage (V) FO4 delay (ps)

45 1.1 20.25
22 0.83 11.75
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Table 8.6 Resistive memory parameters [23]

Technology RHI (K�) RLO (K�) Cell size (F2) Write current (μA)

PCM 1024 15 8.4 48
STT-MRAM 12.5 5 8 35

Table 8.7 Core parameters

Core 8 cores, 4.0 GHz, 4-issue
Functional units Int/FP/Ld/St/Br units 2/2/2/2/2, Int/FP Mult 1/1
IQ, LSQ, ROB size IssueQ 32, LoadQ/StoreQ 24/24, ROB 96
Physical registers Int/FP 96/96
Branch predictor Hybrid, local/global/meta 2 K/2 K/8 K,

512-entry direct-mapped BTB, 32-entry RAS
IL1 cache (per core) 32 KB, direct-mapped, 32 B block, 2-cycle hit time
DL1 cache (per core) 32 KB, 4-way, LRU, 32 B block, hit/miss delay 3/3,

MESI protocol
L2 cache (shared) 4 MB, 8-way, LRU, 64B block, 24-cycle hit time
Memory controller 4-channel, 64-entry queue, FR-FCFS, page interleaving
DRAM Subsystem DDR3-1066 MHz
Timing (DRAM cycles) [42] tRCD: 7, tCL: 7, tWL: 6, tCCD: 4, tWTR: 4, tWR: 8, tRTP: 4,

tRP: 7, tRRD: 4, tRAS: 20, tRC: 27, tBURST: 4, tFAW: 20

Table 8.8 Evaluated applications

Benchmarks Input Description TCAM content TCAM search keys

Apriori [1] 95,554 transactions, Association rule Transaction Candidate itemsets
1000 items, 2.7 MB mining database

BitCount [19] 75,000 array size, Non-recursive Integer data N-bit vectors with
64 bits per element bit count by bytes array a single one and N-1

wildcards
Histogram [67] 34,843,392 pixels, Pixel value Pixel values Distinct RGB

104 MB distribution values
in bitmap image

ReverseIndex 78,355 files, Extract links and URLs URLs
14,025 folders, compile an index
1.01GB from links to files

StringMatch 50 MB non- String search on Encrypted Encrypted keys
encrypted file and encrypted file strings
non-encrypted keys

Vortex [26] 3 inter- Insert, delete, Unique item ID Unique item ID
related databases, and lookup and valid bit
200 MB operations

WordCount 10 MB text file Count frequencies English words Distinct keywords
of distinct words
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Fig. 8.15 Delay, energy, and area breakdown over main components of a 1-Gb TCAM chip

for a 1-Gb TCAM chip. Delay and energy results correspond to a chip-wide search
with a 128-bit key; in each case, results are reported for both population count and
priority index configurations of the system.

Overall delay is dominated by the delay of the reduction network in both priority
index and population count configurations. This is because each node of the reduction
network, which is implemented as a quad tree, depends on its children. To improve
area efficiency, a reduction network node implements population count using an
accumulator that iteratively sums the counts sent from four lower-level nodes; this
adds three clock cycles per network node. As a result, obtaining the global population
count takes over 3× longer than the priority index.

Although searching the array contributes a small fraction of the overall delay, it
almost entirely dominates energy consumption. This is because all matchlines are
activated with every search operation. Since the array search—which is needed for
priority and population count configurations—dominates energy, both configurations
of the system are equally energy-hungry.

The area efficiency of TCAM is 39 %, which is competitive but less than the
projected DRAM area efficiency (50 % [23]) at 22 nm. Nearly half the area is devoted
to the reduction network, which is responsible for distributing the 128-bit key to all
arrays, and aggregating results.

8.4.8.2 System Performance and Energy

Figure 8.16 shows performance and energy evaluations on seven data-intensive
benchmarks. The TCAM accelerator achieves significant performance improve-



224 E. Ipek et al.

Fig. 8.16 TCAM performance (top) and energy (bottom) normalized to the RAM-based baseline.
All baseline applications except BitCount and Vortex (sequential codes) execute with eight threads

ment over the baseline multicore system on six of the seven benchmarks (except
ReverseIndex), with an average speedup of 4×. Highest speedups are obtained on
BitCount (71.7×) and Histogram (24.3×), where over 99 % of the baseline run-
time is in search and comparisons—operations amenable to TCAM acceleration.
ReverseIndex performs considerable preprocessing, whereby a set of HTML files
are parsed to extract links to others files. This portion of the application cannot
leverage the TCAM accelerator; we have measured the maximum theoretical (i.e.,
Amdahl’s Law) speedup on a single-threaded version of this benchmark, finding it to
be only 1.06×. The TCAM accelerator achieves a 1.04× speedup over this sequential
version, but is nearly 5× slower than the parallel version of the benchmark which
uses eight threads (recall that the TCAM-enabled version of the benchmarks are
single-threaded).

Figure 8.16 also shows overall system energy with the TCAM accelerator, nor-
malized to the eight-core baseline. Six of the seven benchmarks achieve significant
energy reduction, with an overall average of 10×. The efficiency gains are due to two
factors. First, TCAM eliminates off-chip data movement and instruction processing
overheads by processing data directly on the chip; second, the faster execution time
leads to lower leakage energy. As one would expect, energy savings on ReverseIndex
are lower than other applications due to the limited applicability of TCAM in this
benchmark.

8.5 Related Work

This section presents related work on resistive memories, TCAM, processing in
memory, and programming languages.

Resistive Memories. Recent research on TCAM is seeking opportunities to uti-
lize the low leakage power and high scalability of resistive memories to improve
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power efficiency. PCM-based 2T–2R (two pairs of transistors and resistors in paral-
lel) TCAM cells have been demonstrated in prior work [12, 53]. In a patent [50], a
2T-2R PCM TCAM is proposed with two additional bit lines. Matsunaga et al. [37]
propose a bit-serial 2T-2R TCAM design using MTJ devices. Xu et al. [66] propose an
STT-MRAM CAM design with high sensing and search speed. Matsunaga et al. [35]
later present a 6T-2R cell, which adds assist circuitry to each cell to increase the
sensing margin and search width. Alibart et al. [3] propose a TCAM cell with a pair
of memristors and demonstrate how layout can be done in such a way that it takes
full advantage of the potential for memristor densities. Eshraghian et al. [15] eval-
uate four types of memristor-based CAM designs. Other proposals for improving
TCAM power efficiency include a stacked 3D-TCAM design [33] and a scheme for
virtualizing TCAM [6].

TCAM. TCAMs are commonly used in networking [28, 49]. Recent work applies
TCAM to a wider range of applications. Panigrahy et al. use TCAM in sorting and
searching [59], Goel and Gupta solve set query problems [16], Shinde et al. study sim-
ilarity search and locality sensitive hashing [60]. Hashimi and Lipasti [20] propose a
TCAM accelerator as a functional unit. Other applications of TCAM include decision
tree training [24], search engines [11], spell checking [19], sequential pattern min-
ing [30], packet classification [28], IP routing [49], parametric curve extraction [41],
Hough transform [44], Huffman encoding [34], Lempel-Ziv compression [65], image
coding [48], and logic minimization [2].

Processing in memory. Processing in memory has been proposed to reduce mem-
ory bandwidth demand in prior work. Elliott et al. [14] build a computational RAM,
which adds processing elements (PE) of a SIMD machine directly to the sense ampli-
fiers of a 4 Mb DRAM chip. Gokhale et al. [17] propose the processor-in-memory
(PIM) chip. PIM can be configured in conventional memory mode or in SIMD mode
to speedup massively parallel SIMD applications. Oskin et al. [46] propose Active
Pages, which adds reconfigurable logic elements to each DRAM subarray to process
data.

Programming Language Support. Potter [51] proposes ASC—an associative
programming paradigm that virtually maps any RAM-based algorithm to an asso-
ciative computing framework. Structured data such as matrix, stack, queue, tree,
and graph are implemented with two-dimension tables. ASC has been applied to the
STARAN computer system [5, 10].

8.6 Conclusion

Associative computing with TCAMs is arguably an effective solution to curb both
power dissipation and off-chip bandwidth challenges in modern microprocessor per-
formance scaling. This chapter reviews existing TCAM designs using CMOS and
resistive memory technologies and further focuses on a case study on recent work
which aims at cost-effective, modular integration of a high-capacity TCAM system
within a general-purpose computing platform. High-capacity resistive TCAM chips
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are placed on a DDR3-compatible DIMM and are accessed through a user-level
software library with zero modifications to the processor or the motherboard. The
modularity of the resulting memory system allows TCAM to be selectively included
in systems running workloads that are amenable to TCAM-based acceleration; more-
over, when executing an application or a program phase that does not benefit from
associative search capability, the TCAM DIMM can be configured to provide ordi-
nary RAM functionality. On a set of seven data-intensive applications that span such
diverse application domains as data mining, relational database management, text
parsing, and image processing, the proposed system delivers an average performance
improvement of 4× and an average energy reduction of 10× over a general-purpose,
eight-core system.

We believe that the resistive TCAM is part of a larger trend toward leveraging
resistive memory technologies in designing systems with qualitatively new capabil-
ities. With technology scaling, power and bandwidth restrictions will likely become
more stringent while resistive memories move to mainstream, making such systems
increasingly appealing and viable.
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Chapter 9
Wear-Leveling Techniques for Nonvolatile
Memories

Jue Wang, Xiangyu Dong, Yuan Xie and Norman P. Jouppi

Abstract Nonvolatile memories (NVMs) are promising technologies for replacing
SRAM or eDRAM in low-level on-chip caches and main memories because they
can save standby power and provide high cache capacity. However, limited write
endurance is a common problem for NVM technologies. The current memory man-
agement policies are not write variation aware and result in significant nonuniformity
in terms of writing to memory blocks, which would cause heavily written nonvolatile
cache blocks to fail much earlier than most other blocks. Thus, wear-leveling tech-
niques are important for NVM-based memory system to balance write traffic and
extend the system lifetime. Some wear-leveling techniques have been proposed for
NVM-based main memories and on-chip caches. In this chapter, we use inter-/intra
set write variation aware cache policy (i2WAP) as an example to show how to design
an endurance-aware management policy for nonvolatile caches. i2WAP has two fea-
tures: first, Swap-Shift (SwS), an enhancement based on previous main memory wear
leveling to reduce cache inter-set write variations; second, probabilistic set line flush
(PoLF), a novel technique to reduce cache intra-set write variations. Implementing
i2WAP only needs two global counters and two global registers. By adopting i2WAP,
we can improve the lifetime of on-chip nonvolatile caches by 75 % on average and
up to 224 %.
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9.1 Overview of Wear-Leveling Techniques

The scaling of SRAM and DRAM is increasingly constrained by technology
limitations such as leakage power and cell density. Recently, some emerging non-
volatile memory (NVM) technologies, such as phase-change RAM (PCM or PCRAM),
spin-torque transfer RAM (STTRAM or MRAM), and resistive RAM (ReRAM),
have been explored as alternative memory technologies. Compared to SRAM and
eDRAM, these nonvolatile memory technologies have advantages in high density,
low standby power, better scalability, and nonvolatility.

However, adoption of NVM at the main memory or on-chip cache level has a write
endurance issue. For example, PCM is only expected to sustain 108 writes before
experiencing frequent stuck-at-1 or stuck-at-0 errors [6, 12, 14–16, 21]. For ReRAM,
the write endurance bar is much improved but is still around 1011 [9]. For STTRAM,
although a prediction of up to 1015 write cycles is often cited, the best endurance
test result for STTRAM devices so far is less than 4 × 1012 cycles [4]. Although the
absolute write endurance values for NVMs seem sufficiently high for use, the actual
problem is that the current cache management policies are not write variation aware.
These polices were originally designed for SRAM/DRAM and result in significant
nonuniformity in terms of writing to memory blocks, which would cause heavily
written NVM blocks to fail much earlier than most other blocks.

There are various previous architectural proposals to extend NVM lifetimes. These
work can be classified by two basic types of techniques: The first category is wear-
leveling technique which focuses on evenly distributing unbalanced write frequencies
to all memory lines. Zhou et al. [22] proposed a row shifting and a segment swapping
policy for PCM main memory. Their key idea is to periodically shift the memory
row and swap the memory segments to even out the write accesses. Qureshi et al.
[13] proposed fine-grain wear leveling (FGWL) and start-gap wear leveling [12] to
shift cache lines within a page to achieve uniform wear out of all lines in the page.
Seong et al. [15] addressed potential attacks by applying security refresh. They used
a dynamic randomized address mapping scheme that swaps data using random keys
upon each refresh due. There are also some other work for NVM caches. Joo et al.
[7] extended wear-leveling techniques for main memory and proposed the bit-line
shifting and word-line remapping techniques for nonvolatile caches. Wang et al. [20]
proposed i2WAP to minimize both inter- and intra-set write variations, and in this
chapter we will give detail description of the method proposed in [20]

The second category is about error corrections. The conventional error correction
code (ECC) is the most common technique in this category. Dynamically replicated
memory [6] reuses memory pages containing hard faults by dynamically forming
pairs of pages that act as a single one. Error correction pointer (ECP) [14] corrects
failed bits in a memory line by recording the position and its correct value. Seong
et al. [16] propose SAFER to efficiently partition a faulty line into groups and correct
the error in the group. FREE-p [21] proposed an efficient means of implementing
line sparing. These architectural techniques add different types of data redundancy
to solve the access errors caused by limited write endurance.
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It should be noted that all the techniques from the second category are orthogonal
to the wear-leveling techniques from the first category. And the total system lifetime
could be extended further after combining them together.

9.2 Background

Write endurance is defined as the number of times a memory cell can be overwritten,
and emerging NVMs commonly have a limited write endurance. In this section, the
failure mechanisms of different NVMs are introduced.

9.2.1 PCM Failure Mechanism

PCM devices have two major failure modes: stuck-RESET and stuck-SET [8]. Stuck-
RESET failures are caused by void formation or delamination that catastrophically
disconnects the electrical path between GST (i.e., the storage element of PCM) and
access device. Instead, stuck-SET failures are caused by the aging of GST material
that becomes more reluctant to create an amorphous (RESET) phase after continu-
ously experiencing write cycles, resulting in a degradation of the PCM RESET-to-
SET resistance ratio. Both of these failure modes are commonly observed in PCM
devices. ITRS [5] projects that the average PCM write endurance is in a range be-
tween 107 and 108.

9.2.2 ReRAM Failure Mechanism

There are several different types of endurance failure mechanisms are observed in
ReRAM devices. One of the them is anode oxidation-induced interface reaction [3].
High temperature, large current/power process and oxygen ions produced during
forming/SET process cause the oxidation at the anode–electrode interface. Another
endurance failure mechanism is extra vacancy attributed reset failure effect [3]. Elec-
tric field-induced extra oxygen vacancy generation during switching may increase
the filament size or make the filament rougher, accompanying with the reduced resis-
tance in high-resistance states (RHRS) and resistance in low-resistance states (RLRS)
as well as the increased reset voltage. Recent ReRAM prototypes demonstrate the
best write endurance ranging from 1010 [11] to 1011 [9].
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9.2.3 STTRAM Failure Mechanism

STTRAM uses magnetic tunnel junction (MTJ) as the storage element, and there are
two challenges in controlling the MTJ reliability: time-dependent dielectric break-
down (TDDB) and resistance drift [18]. TDDB is detected as an abrupt increase in
junction current owing to a short forming through the tunneling barrier. Resistance
drift is a gradual reduction in the junction resistance over time that can eventually
lead to reduced read margin. The best endurance test of STTRAM so far is less than
4 × 1012 [4].

9.3 Improving Nonvolatile Cache Lifetime by Reducing
Inter- and Intra-set Write Variations

The write variation brought by normal memory management policy would cause
heavily written memory blocks to fail much earlier than their expected lifetime.
Thus, eliminating memory write variation is one of the most critical problems that
must be addressed before NVMs can be used to build practical and reliable memory
systems.

There are many wear-leveling techniques to extend the lifetime of nonvolatile
main memories and caches. In this chapter, we use inter-/intra-set Write variation-
aware cache policy (i2WAP) [20] as an example to show how to improve nonvolatile
cache lifetime by reducing write variations.

The difference between cache and main memory operational mechanisms makes
the wear-leveling techniques for NVM main memories inadequate for NVM caches.
This is because writes to caches have intra-set variations in addition to inter-set
variations while writes to main memories only have inter-set variations. According
to our analysis, intra-set variations can be comparable to inter-set variations for some
workloads. This presents a new challenge in designing wear-leveling techniques for
NVM caches. In order to demonstrate how severe the problem is for NVM caches,
we first do a quick experiment.

9.3.1 Definition

The objective of cache wear leveling is to reduce write variations and make write
traffic uniform. To quantify the cache write variation, we first define the coefficient
of inter-set variations (InterV) and the coefficient of intra-set variations (IntraV) as
follows:

InterV = 1

Waver

√√√√√√
N∑

i=1

(
M∑

j=1
wi, j/M − Waver

)2

N − 1
(9.1)
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IntraV = 1

Waver × N

N∑
i=1

√√√√√√
M∑

j=1

(
wi, j −

M∑
j=1

wi, j/M

)2

M − 1
(9.2)

where wi, j is the write count of the cache line located at set i and way j , Waver is
the average write count defined as

Waver =

N∑
i=1

M∑
j=1

wi, j

N M
(9.3)

N is the total number of cache sets, and M is the number of cache ways in one set.
If wi, j are all the same, both InterV and IntraV are zero. In short, InterV is defined
as the coefficient of variation (CoV) of the average write count within cache sets;
IntraV is defined as the average of the CoV of the write counts cross a cache set.1

Figure 9.1 shows the experimental results of InterV and IntraV in our simulated
4-core system with 32 KB I-L1, 32 KB D-L1, 1 MB L2, and 8 MB L3 caches. The
detailed simulation methodology and the setting are described in Sect. 9.8. We com-
pare InterV and IntraV in L2 and L3 caches as we assume that emerging NVM will
be first used in low-level caches. From Fig. 9.1, we make two observations:

(1) There are large inter-set write variations. The cache lines in different sets can
experience totally different write frequencies because applications can have bi-
ased address residency. For instance, streamcluster has 189 % InterV in L2, and
swaptions has 115 % InterV in L3. On average, InterV is 66 % in L2 and 22 %
in L3.

(2) There are large intra-set write variations. If just one cache line in a set is frequently
visited by cache write hits, it will absorb a large number of cache writes, and

(a) (b)

Fig. 9.1 The coefficient of variation for inter-set and intra-set write count of L2 and L3 caches in
a simulated 4-core system with 32 KB I-L1, 32 KB D-L1, 1 MB L2, and 8 MB L3 caches

1 We use average CoV instead of maximum CoV to keep the definitions of intra-set (the CoV of
the averages) and inter-set variations (the average of the CoVs) symmetric.
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thus the write accesses may be unevenly distributed to the remaining M-1 lines
in the set (for an M-way associative cache), e.g., freqmine has 84 % IntraV in
L2, and swaptions has 222 % IntraV in L3. On average, IntraV is 17 % in L2 and
27 % in L3.

We should also notice that write variations in L2 and L3 are greatly different. On
average, L3 caches have smaller InterV than L2 caches do. This is because L2 caches
are private for each processor but all processors share one L3 cache, and L3 has less
write variance since it mixes different requests. However, it is worth noticing that
compared to an L3 cache, L2 caches have a larger average write count on each cache
line because they are in a higher level of the memory hierarchy and have smaller
capacity. Thus, the higher variation of L2 caches makes their limited endurance a
more severe problem.

In addition, our results show that IntraV is roughly the same or even larger com-
pared to InterV for some workloads. Combining these two types of write variations
together significantly shorten the NVM cache lifetime.

9.4 Cache Lifetime Metrics

Cache lifetime can be defined in two different ways: raw lifetime and error-tolerant
lifetime. We define the raw lifetime by the first failure of a cache line without con-
sidering any error recovery effort. On the other hand, we can extend the raw lifetime
by using error correction techniques and paying overhead in either memory perfor-
mance or memory capacity [6, 14, 16, 21], and we call it the error-tolerant lifetime.
In this work, we focus on how to improve the raw lifetime at first as it is the base of
the error-tolerant lifetime. Later, we discuss the error-tolerant lifetime in Sect. 9.10.3.

The target of maximizing the cache raw lifetime is equivalent to minimizing the
worst-case write count to a cache line. However, it is impractical to obtain the worst-
case write count throughout the whole product lifetime which might span several
years. Instead, in this work, we model the raw lifetime by using three parameters:
average write count, inter-set write count variation, and intra-set write count varia-
tion. We first sample the statistics of the cache write access behavior during a short
period time of simulation, calculate the statistical estimation of these three parame-
ters, and then predict the cache raw lifetime based on statistical estimations. Our
methodology can be explained in details as follows:

(1) The cache behavior is simulated during a short period of time tsim (e.g., 10 billion
instructions on a 3 GHz CPU).

(2) Each cache line write count is collected to get a average write count Waver. Also,
we calculate InterV and IntraV according to Eqs. 9.1 and 9.2.
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Fig. 9.2 The L2 cache write
count probability distribution
function (PDF) of blacksc-
holes

(3) Assuming the total write variation of a cache line is the summation of its
inter- and intra-set variations,2 we then have Wvar = Waver × (InterV + IntraV).

(4) The worst-case write count is predicted as Waver + Wvar to make sure to cover
the vast majority of cases. While this approach is approximate, Fig. 9.2 validates
the feasibility of this model.

Assuming the general characteristics of cache write operations for one application
do not change with time,3 the lifetime of the system can be defined as

ttotal = Wmax × tsim

Waver + Wvar
= Wmax × tsim

Waver(1 + InterV + IntraV)
(9.4)

Thus, the lifetime improvement (LI) of a cache wear-leveling technique can be ex-
pressed as

LI = Waver_base(1 + InterVbase + IntraVbase)

Waver_imp(1 + InterVimp + IntraVimp)
− 1 (9.5)

The objective of cache wear leveling is to increase LI. It needs to reduce inter-set
and intra-set variations while not significantly increasing the average write count.

We apply the state-of-the-art least recently used (LRU) cache management policy
as the baseline, and Fig. 9.3 shows how bad the baseline is in terms of write variation
and cache raw lifetime. Compared to the ideal case where all the write traffic is evenly
distributed, some workloads (e.g., swaptions) can shorten the cache raw lifetime by
20–30 %. If this is the case of future NVM caches, the system will eventually fail
even when most of the NVM cells are still healthy. Therefore, it is extremely critical
to design a write variation-aware cache management for the future success of NVM
caches, and we need a cache policy that can tackle both inter-set and intra-set write
variations.

2 InterV and IntraV are not independent, but the worst-case variation can be modeled as the sum of
them.
3 If system runs different applications over time, the cache write variance can be reduced. However,
in this work, we only consider the worst case. It occurs in some practical cases, such as embedded
applications in which the data layout could largely remain the same.
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Fig. 9.3 The baseline lifetime of L2 and L3 caches normalized to the ideal lifetime (no write
variations in the ideal case)

9.5 Starting from Inter-set Write Variations

9.5.1 Challenges of Inter-set Weal Leveling

Some wear-leveling techniques [12, 13, 15, 22] are focused on increasing the lifetime
of NVM main memory. The key principle behind these techniques is to introduce
an address remapping layer. This principle remains the same for cache inter-set
wear leveling. However, there are some differences between designing wear-leveling
policies for NVM main memory and NVM caches.

Using Data Movement: Main memory wear-leveling techniques usually use data
movement to implement the address remapping. This is because we cannot afford to
lose data in main memory and must move them to a new position after remapping.
However, it is not free to move data from one location to another. First, we need
temporary data storage to move the data. Second, one cache set movement involves
multiple reads and writes. The cache port is blocked during the data movement, and
the system performance is degraded. Start-Gap [12] is a recently proposed technique
for main memory wear leveling. If we directly extend Start-Gap to handle the cache
wear leveling, it falls into this category.

Using Data Invalidation: Another option to implement set address remapping for
NVM caches is data invalidation. We can use cache line invalidations because we can
always restore the cache data later from lower-level memories if it is not dirty. This
special feature of caches provides us a new opportunity to design a low-overhead
cache inter-set wear-leveling technique.

Compared to data movement, data invalidation needs no area overhead. In addi-
tion, to quantify the performance difference between these approaches, we design
and simulate two systems (see Sect. 9.8 for detailed simulation settings). In the data
movement system, the data in one cache set are moved to another after every 100
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Fig. 9.4 The performance comparison between data invalidation and data movement

writes to the cache, which is extended from the start-gap technique [12]. On the other
hand, the data are not moved but invalidated in the second system. Figure 9.4 shows
the normalized performance of these two systems. Compared to the data invalidation
system, the data movement system has worse performance (i.e., 2 % on average and
up to 7 %).

For the data invalidation system, the performance overhead comes from writing
back the dirty data in the cache set to main memory and restoring data from lower-
level memories which should be hit later. But, we should notice that the latency of
writing back and restoring data can often be hidden using write back buffer and
MSHR techniques [10]. On the other hand, the time overhead of the data movement
system cannot be optimized without adding hardware complexity since the data block
movement in one cache needs to be done serially.

Therefore, as the first step of our work, we enhance it by the Swap-Shift (SwS)
scheme to reduce the inter-set write variation in NVM caches.

9.5.2 Swap-Shift

Considering data invalidation is more favorable in cache inter-set wear leveling,
we modify the existing main memory wear-leveling technique and devise a new
technique called SwS.

9.5.2.1 SwS Architecture

The basic concept behind SwS is to shift the location of each cache set. However,
shifting all the cache sets at once brings a significant performance overhead. To solve
this problem, SwS only swaps the data of two neighboring sets at once, and it can
eventually shift all the cache sets by one location after N − 1 swaps, where N is the
number of cache sets.

We use a global counter in SwS to store the number of cache writes, and we
annotate it as Wr . We also use two registers, SwV (changing from 0 to N − 2) and
shift value (ShV) (changing from 0 to N − 1), to track the current status of swaps
and shifts, respectively. The detailed mechanism is explained as below:
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Swap Round (SwapR): Every time Wr reaches a specific threshold (Swap
Threshold, ST), a swap between cache set [SwV] and set [SwV + 1] is triggered.
Note that this swap operation only exchanges the set IDs and invalidates the data
stored in these two sets (needs write-back if the data are dirty). After that, SwV is
incremented by 1. One SwapR consists of N − 1 swaps and indicates that all the
cache set IDs are shifted by 1.

Shift Round (ShiftR): ShV is incremented by 1 after each SwapR. At the same
time, SwV is reset to 0. One ShiftR consists of N shifts (i.e., SwapR).

Figure 9.5 is an example of how SwS shifts the entire cache by multiple swaps.
It shows the SwV and ShV values during a complete ShiftR, which consists of 4
SwapR; it also shows that one SwapR consists of 3 swaps and all cache sets are
shifted by 1 after each SwapR. In addition, after one ShiftR, all cache sets are shifted
to the original position and all logical set indexes are the same as the physical ones.

The performance penalty of SwS is small because only two sets are swapped
at once and the swap interval period can be long enough (e.g., million cycles) by
adjusting ST. The performance analysis of SwS is in Sect. 9.10.1.

9.5.2.2 SwS Implementation

The implementation of SwS is shown in Fig. 9.6. We use a global counter to store
wr and two registers to store ShV and SwV, respectively. When a logical set number
(LS) arrives, the physical set number (PS) can be computed based on three different
situations:

(1) If LS = SwV, it means that this logical set is exactly the cache set should be
swapped in this ShiftR. Therefore, PS is mapped to the current ShV.

(2) If LS > SwV, it means that this set has not been shifted in this ShiftR. Therefore,
PS is mapped to LS + ShV.

(3) If LS < SwV, it means that this set has been already shifted. Therefore, PS is
mapped to LS + ShV + 1.

Fig. 9.5 One SwS ShiftR in a cache with 4 sets
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Fig. 9.6 The mapping between logical (LS) and physical set index (PS) in SwS

When a dirty cache line is written back to the next level of cache, the logical set
address needs to be regenerated. The mapping from PS to LS is symmetric and is
also given in Fig. 9.6. This mapping policy can be verified by the simple example in
Fig. 9.5. Because SwV and ShV are changed along with cache writes, the mapping
between LS and PS changes all the time. This ensures that the writes to different
physical sets are balanced, reducing cache InterV.

Compared to a conventional cache architecture, the set index translation step in
SwS only adds a simple arithmetic operation and can be merged into the row decoder.
We synthesize the LS-to-PS address translation circuit in a 45 nm technology, and
the circuit can handle a LS-to-PS translation within one cycle under a 3 GHz clock
frequency.

9.6 Intra-set Variation: A More Severe Issue

SwS can distribute writes to all the cache sets, but it only reduces the inter-set write
variation. Our experimental results later in Sect. 9.8.2 show that SwS alone cannot
reduce intra-set variations. Therefore, in this section, we start with two straightfor-
ward techniques and then follow with a much improved technique, called PoLF, to
tackle the cache intra-set variation problem.
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9.6.1 Set Line Flush

Intra-set write variations are mainly caused by hot data being written more frequently
than others. For example, if one cache line is the frequent target of cache write hits and
absorbs a large number of writes, its corresponding set must have a highly unbalanced
write distribution.

In a traditional LRU cache policy, every accessed block is marked toward most
recently used (MRU) to avoid being chosen as the victim line.

As a result, the LRU policy rarely replaces the hot data since it is frequently
accessed by cache write hits. This increases the write count of one block and the
intra-set write variation of the corresponding set.

To solve this problem, we first consider a set line flush (LF) scheme. In LF, when
there is a cache write hit, the new data are put into the write-back buffer directly
instead of writing it to the hit data block, and then the cache line is marked as
INVALID. This process is called LF. Hence, the block containing the hot data have
the opportunity to be replaced by other cold data according to the LRU policy, and the
hot data can be reloaded to other cache lines. We invalidate the hot data line instead
of moving it to other positions due to the same performance concern explained in
Sect. 9.5.1.

LF balances the write count to each cache block, but it flushes every cache write
hit no matter whether it contains hot data or not. Obviously, LF causes large perfor-
mance degradation as the flushed data have to be reloaded if it is hot. To reduce the
performance penalty, we need to add intra-set write count statistics and only flush
hot cache lines.

9.6.2 Hot Set Line Flush

One of the simplest solutions is to add counters to cache tags, storing the write count
of each cache line. We call this scheme hot set line flush (HoLF). Theoretically, if
the difference of the largest write count of one line and the average value of the set
is beyond a predetermined threshold, we detect a very hot data and should flush it.
In this way, the hottest line can be replaced with other data, and the hot data can
be reloaded into a relatively cold cache line. The architecture of HoLF is shown in
Fig. 9.7.

However, HoLF has significant overhead in both area and performance. The area
overhead is large since it requires one counter for every cache line. Considering
the typical cache line is 64-byte wide and assuming the write counter is 20-bit, the
hardware overhead is more than 3.7 %. In addition, the performance is inevitably
impaired because HoLF tracks both maximum and average write count values in
every cache set. It is infeasible to initiate multiple arithmetic calculations for every
cache write.
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Fig. 9.7 The cache architecture of HoLF. The counters to store the write count are added to every
cache line

Therefore, we do not discuss HoLF further in this chapter as it is not a practical
solution. Instead, we introduce an improved solution called probabilistic set line flush
(PoLF).

9.6.3 Probabilistic Set Line Flush

The motivation of PoLF is to flush hot data probabilistically instead of deterministi-
cally.

9.6.3.1 Probabilistic Invalidation

Unlike HoLF, PoLF only maintains one global counter to count the number of write
hits to the entire cache, and it flushes a cache line when the counter saturates no matter
whether the cache line to be flushed is hot or not. Although there is no guarantee that
the hottest data would be flushed as we desire, the probability of PoLF selecting a
hot data line is high: the hotter the data are, the more likely it will be selected when
the global counter saturates. Theoretically, PoLF is able to flush the hottest data in
a cache set most of the time, and the big advantage of PoLF is that it only requires
one global counter.

Maintaining LRU: For normal LRU policy, when a cache line is invalidated, the
age bits of this line is marked as LRU. However, for PoLF, because hot data are
accessed more frequently, it is possible that after invalidating a single hot cache line,
the same data will be reinstalled in the very same line on a subsequent miss. Thus, we
modify PoLF to maintain age bits for probabilistic invalidations. When PoLF flushes
a line, it does not mark it as the LRU line and its age bits are not changed. Later, a
subsequent miss will invalidate the actual LRU line and reinstall the hot data in that
line. The cache line evicted by PoLF remains invalid until it becomes the LRU line.
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Fig. 9.8 The behavior of one cache set composed of 4 ways under LRU, LF, and PoLF polices for
the same access pattern. The total write count of each cache way, the average write count and the
intra-set variation are marked, respectively

Comparison with Other Policies: Figure 9.8 shows the behavior of a 4-way
cache set under LRU, LF, and PoLF polices for an exemplary access pattern. Our
observations from this example are:

(1) For LRU, the hot data a0 are moved to the MRU position (age bits=3) after
each write hit and are never replaced by other data. Thus, the intra-set variation
using LRU is the largest one among all the polices.

(2) For LF, each write hit causes its corresponding cache line to be flushed. The
age bits are not changed during write hits. The intra-set variation is reduced
compared to the LRU policy because the hot data a0 are reloaded into another
cache line. However, data a1 are also flushed since every write hit causes one
cache line flush, and it brings one additional access miss.

(3) For PoLF, we let every other write hit cause a cache line flush (i.e., line flush
threshold FT=2).4 Compared to the LRU policy, its intra-set variation is reduced
because the hot data a0 are moved to another cache line. In addition, compared
to LF, the number of misses is reduced because a1 is not flushed.

Thus, PoLF can reduce the intra-set variation as well as ensuring the probability
of selecting a hot data line is high.

4 FT is set as 2 for this illustration. More typical values are much larger and shown in Sect. 9.8.
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Fig. 9.9 The cache architecture of PoLF. Only one global write hit counter is added to the entire
cache

9.6.3.2 PoLF Implementation

We can design the hardware implementation for PoLF as follows. First, we add a
write hit counter (one counter for the entire cache). The counter is only incremented
at each write hit event. If the counter saturates at one threshold, then the cache
will record the write operation that causes the counter saturation and invalidate the
corresponding line to the write hit. Figure 9.9 shows the architecture of PoLF. The
only hardware overhead of PoLF is a global counter that tracks the total number of
write hits to the cache. The tunable parameter of PoLF is the FT.

9.7 i2WAP: Putting Them Together

We combine SwS and PoLF together to form our inter- and intra-set write variation-
aware policy, i2WAP. In i2WAP, SwS and PoLF work independently: SwS reduces
inter-set variations, and PoLF reduces intra-set variations. The total write variations
can be reduced significantly, and the product lifetime can be improved. Moreover,
the implementation overhead of i2WAP is quite small: SwS only requires one global
counter to store the number of write accesses and two registers to store the current
swapping and shifting values; PoLF only needs another global counter to store the
number of write hit accesses.

9.8 Experiments

In this section, we first describe our experiment methodology, and then we demon-
strate how SwS and PoLF reduce the inter- and intra-set write variations, respectively.
Finally, we show how i2WAP improves the NVM cache lifetime.
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9.8.1 Baseline Configuration

Our baseline is a 4-core CMP system. Each core consists of private L1 and L2
caches, and all the cores share an L3 cache. Our experiment makes use of a 4-thread
OpenMP version of the PARSEC 2.1 [1] benchmark workloads.5 We run single
application since wear-leveling techniques are usually designed for the worst case.
The native inputs are used for the PARSEC benchmark to generate realistic program
behavior. We modify the gem5 full-system simulator [2] to implement our proposed
techniques and use it to collect cache accesses. Each gem5 simulation run is fast
forwarded to the pre-defined breakpoint at the code region of interest, warmed up by
100 million instructions, and then simulated for at least 10 billion instructions. The
characteristics of workloads are listed in Table 9.1, in which WPKI and TPKI are
writes and transactions per kilo-instructions, respectively.

In this work, we use ReRAM L2 and L3 caches as an example. Our techniques and
evaluations are also applicable to other NVM technologies. The system parameters
are given in Table 9.2.

9.8.2 Write Variations Reduction

9.8.2.1 Effect of SwS on Inter-set Variations

In SwS, the inter-set variation reduction is related to the number of ShiftR during
the experimental time. Assuming there are N sets in the cache, one ShiftR includes
N SwapR and one SwapR has N − 1 swaps. After each ShiftR, all the cache sets are

Table 9.1 Workload characteristics in L2 an L3 caches under our baseline configuration

Workload L2 cache L3 cache
WPKI TPKI WPKI TPKI

Blackscholes 0.07 0.4 0.04 0.3
Canneal 0.04 23 0.01 15
Dedup 1.1 4.8 0.4 0.8
Facesim 3.3 4.7 1.1 1.4
Ferret 1.8 6.3 0.2 0.5
Fluidanimate 0.4 1.4 0.3 0.8
Freqmine 1.3 6.7 0.2 0.4
Raytrace 0.56 0.62 0.03 0.25
Streamcluster 3.7 4.2 0.9 1.1
Swaptions 1.4 2.9 0.02 0.06
Vips 1.1 4.4 0.6 1.0
x264 0.7 16.1 0.2 0.5

5 A supplementary experiment on multi-program workloads is given in Sect. 9.9.3.
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Table 9.2 Baseline configurations

System 4-core, 3 GHz, out-of-order CPU model based on ALPHA 21264

SRAM∗ I-L1/D-L1
caches

Private, 32/32 KB, 8-way, 64-byte cache line, LRU and write-back,

write allocate, 2-cycle
ReRAM L2 cache Private, 1 MB, 8-way, 64-byte cache line, LRU and write-back,

write allocate, 30-cycle
ReRAM L3 cache Shared, 8 MB, 8-way, 64-byte cache line, LRU and write-back,

write allocate, 100-cycle
DRAM main memory 4 GB, 128-entry write buffer, 200-cycle
∗ We envision L1 is still SRAM due to performance concerns and NVM write endurance limits

shifted through all the possible locations. Thus, the more rounds the cache is shifted,
the more evenly the write accesses are distributed to each cache set.

We annotate the round number of ShiftR as RRN, and it can be computed as
follows:

RRN = Wtotal

ST × N × (N − 1)
= WPI × In

ST × N × (N − 1)
(9.6)

in which ST is the swap threshold, Wtotal is the product of WPI (write access per
instruction) and In (the number of simulation instructions). For the same application,
if the execution time is longer, which means In is larger, we can use a larger ST value
to get the same RRN.

To illustrate the relationship between the inter-set variation reduction and RRN,
we run simulations using different configurations with different execution lengths.
Figure 9.10 shows the result. We can see when RRN is increased, the inter-set vari-
ation is reduced significantly. When RRN is larger than 100, the inter-set variation
can be reduced to smaller than 5 % of its original value.

For a 1 MB cache running an application with WPKI equal to 1, if we want to
reduce its inter-set variation by 95 % within 1 month, then the ST can be set larger than
100,000 according to Eq. 9.6 by setting RRN as 100. However, simulating a system
within 1-month wall clock time is never realistic. To evaluate the effectiveness of
SwS, we use a smaller ST (e.g., ST=10) in a relatively shorter period of execution
time (e.g., 100 billion instructions) to get a similar RRN. Figure 9.10b shows the
inter-set variation of an L2 cache after adopting SwS when RRN equals to 100. The
average inter-set variation is significantly reduced from 66 to 1.2 %.

In practice, ST can be scaled along with the entire product lifespan since our
wear-leveling goal is to balance the cache line write count in the scale of several
months if not years. Thus, the swap operation in SwS is infrequent enough to hide
its impact on system performance.
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Fig. 9.10 Inter-set variations normalized to baseline when RRN increases in SwS scheme. The
zoom-in sub-figure shows the detailed L2 inter-set variation of different workloads after adopting
the SwS scheme when RRN equals to 100

9.8.2.2 Effect of PoLF on Intra-Set Variations

Figure 9.11 shows how PoLF affects intra-set variations and average write counts for
L2 and L3 caches. It can be seen that PoLF reduces the intra-set variation significantly
and the strength of PoLF is changed with different FT values.

When FT equals to 1, the PoLF scheme flushes every write hit and it is equivalent
to the LF scheme. Figure 9.11 shows that LF can further reduce intra-set variations
compared to PoLF. However, the average write count of LF is increased significantly.
Thus, considering the impact on both intra-set variations and average write counts,
we choose PoLF with FT that equals to 10. The results show that by adopting PoLF,
the average intra-set variation of L2 cache can be reduced from 17 to 4 %, and the
average intra-set variation of L3 cache can be reduced from 27 to 6 % with a FT
value of 10. The average write count is increased by less than 2 % compared to the
baseline.

Fig. 9.11 The average intra-set variation and the average write count normalized to baseline for
L2 and L3 caches after adopting a PoLF scheme. The zoom-in sub-figure shows the detailed L2
intra-set variation for different workloads after adopting an PoLF scheme with line flush threshold
(FT) of 10
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Fig. 9.12 The total variation for L2 and L3 caches under the baseline configuration, SwS scheme
(RRN=100), PoLF scheme (FT=10) and i2WAP policy. Each value is broken down to the inter-set
variation and the intra-set variation. Note that a log scale is used to cover a large range of variations

9.8.2.3 Effect of i2WAP on Total Variations

Figure 9.12 shows the total variations of L2 and L3 caches under different policies.
Compared to the baseline, SwS reduces inter-set variations across all workloads,
but it does not affect intra-set variations. On the other hand, PoLF reduces intra-set
variations with small impact on inter-set variations. By combining SwS and PoLF,
i2WAP reduces the total variations significantly. Figure 9.12 shows that on average
the total variation is reduced from 84 to 5 % for L2 caches and from 49 to 15 % for
L3 caches.

9.8.3 Lifetime Improvement of i2WAP

After reducing inter-set and intra-set variations, the lifetime of NVM caches can
be improved. Figure 9.13 shows the LI of L2 and L3 caches after adopting SwS
only, PoLF only, and the combined i2WAP policy, respectively. The LI varies based
on the workload. Basically, the larger the original variation value is, the bigger the
improvement a workload has. The overall LI is 75 % (up to 224 %) for L2 caches and
23 % (up to 100 %) for L3 caches.
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Fig. 9.13 The lifetime improvement after adopting i2WAP using Eq. 9.5 (Left L2, Right L3)

9.9 Sensitivity Study

9.9.1 Sensitivity to Cache Associativity

As shown in Table 9.2, we use 8-way associative L2 and L3 caches in the baseline
system. To study on the effectiveness of i2WAP on different cache configurations,
we do a sensitivity study on different associativity numbers ranging from 4 to 32.
All the other system parameters remain the same.

Figure 9.14 shows the total variations of L2 and L3 caches under different poli-
cies when the associativity is changed. For both L2 and L3 caches in the baseline
system, with the increase in the cache associativity, InterV is decreased and IntraV
is increased. The reason is that when the cache capacity is fixed, the set number de-
creases as the associativity increases. Thus, more writes are merged into one cache
set and the write variation between different sets becomes smaller. Furthermore, In-
traV is amplified since the number of cache block in one set is increased and the
write imbalance becomes worse.

Regardless of how the associativity changes, adopting i2WAP reduces the total
variations significantly by combining SwS and PoLF. Figure 9.14 shows that on
average the total variation of the 4-way system is reduced from 109 to 17 % for L2
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Fig. 9.14 The total variation for L2 and L3 caches with 4-way, 8-way, 16-way, and 32-way under
the baseline configuration, SwS scheme (RRN=100), PoLF scheme (FT=10), and i2WAP policy.
Each value is broken down to the inter-set variation and the intra-set variation
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Fig. 9.15 The lifetime improvement after adopting i2WAP with different cache associativity using
Eq. 9.5 (Left L2, Right L3)

caches and from 55 to 25 % for L3 caches; for the 16-way system, the total variation
is reduced from 66 to 6 % for L2 caches and from 52 to 19 % for L3 caches; for the
32-way system, the total variation is reduced from 57 to 7 % for L2 caches and from
55 to 15 % for L3 caches.

The NVM cache lifetime is improved after reducing InterV and IntraV. Figure 9.15
shows the LI of L2 and L3 caches after adopting SwS only, PoLF only, and the
combined i2WAP policy, respectively. On average, the LI is 95 and 20 % for L2 and
L3, respectively, in a 4-way system; it is 55 and 20 % for L2 and L3, respectively, in
a 8-way system; it is 44 and 23 % for L2 and L3, respectively, in a 16-way system. In
general, the larger the original variation value is, the bigger the improvement i2WAP
can bring.

9.9.2 Sensitivity to Cache Capacity

Another sensitivity study is targeted to the cache capacity. In Sect. 9.8, we use 1 MB
L2 and 8 MB L3 caches as shown in Table 9.2. We expect that i2WAP also works
effectively on caches with different capacity. We have experiments on different L2
capacity ranging from 512 KB to 4 MB and different L3 capacity ranging from 4 to
32 MB. Figure 9.16 shows the result. On average the total variation is reduced by
90–95 % for L2 caches and 58–73 % for L3 caches, respectively.

Figure 9.17 is the according result of the LI. On average, the lifetime improve-
ment is 66–153 % and 22–26 %, respectively. These results validate that i2WAP works
effectively regardless of the cache capacity. For L2 caches, we can see that as capac-
ities increase, the value of LI also increases. The reason is that the write imbalance
is worse in larger capacity caches and the baseline variation value is also increased.
Thus, larger caches provide more space for i2WAP to decrease the variation and im-
prove the lifetime. For L3 caches, the trend of the variation growth is much smaller
than the ones in L2 caches, and the intra-set variations occupy a larger proportion in
the total baseline variations. Thus, the LI of L3 caches when the capacity is changed
shows smaller differences than L2 caches.
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Fig. 9.16 The total variation for L2 and L3 caches with different capacities under the baseline
configuration, SwS scheme (RRN=100), PoLF scheme (FT=10), and i2WAP policy. Each value
is broken down to the inter-set variation and the intra-set variation
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Fig. 9.17 The lifetime improvement after adopting i2WAP with different cache capacities using
Eq. 9.5. (Left: L2, Right: L3)

9.9.3 Sensitivity to Multi-program Applications

All the previous simulations are based on multi-thread workloads. To study the
effectiveness of i2WAP on multi-program applications, we simulate workload mix-
tures from SPEC CPU2006 benchmark suite [19]. The other experimental configu-
rations are the same as described in Sect. 9.8.

Figure 9.16 shows the variations of L2 and L3 caches for multi-program appli-
cations using mixed SPEC CPU2006 workloads in a 4-core system. Table 9.3 lists
the combination of the workload mixtures. Intuitively, multiple cores share one L3
cache and run different programs, and the access traffic to the L3 cache should be well
mixed and thus balanced. However, Figure 9.16 shows that both InterV and IntraV in
the shared L3 cache are still very large in some cases. On average, InterV and IntraV
of L3 caches are 28 % (up to 100 %) and 26 % (up to 64 %), respectively. Similar to
the results of multi-thread experiments, the variations in L2 caches is larger than the
ones in L3 caches since L2 only serves one program and has more inbalanced write.
On average, the total variation is reduced from 132 to 24 % for L2 caches and from
54 to 15 % for L3 caches, respectively (Fig. 9.18).

Figure 9.19 shows the LI for the multi-program workloads. For L2 and L3 caches,
the overall LI is 88 % (up to 387 %) and 33 % (up to 136 %), respectively. Therefore,
i2WAP is effective in reducing the write variations and improving the cache lifetime
for multi-program workloads.
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Table 9.3 The workload list in the mixed groups

Mixed group Workloads

Mix 1 astar+bwaves+bzip2+gcc
Mix 2 bzip2+astar+gobmk+h264ref
Mix 3 gromacs+bzip2+gcc+gobmk
Mix 4 gcc+gromacs+hmmer+namd
Mix 5 gobmk+h264ref+hmmer+gromacs
Mix 6 h264ref+hmmer+milc+namd
Mix 7 milc+namd+omnetpp+wrf
Mix 8 namd+h264ref+gcc+astar
Mix 9 omnetpp+wrf+astar+bwaves
Mix 10 wrf+milc+bwaves+gromacs
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Fig. 9.18 The total variation for L2 and L3 caches for multi-program applications using mixed
SPEC CPU2006 workloads under the baseline configuration, SwS scheme (RRN=100), PoLF
scheme (FT=10), and i2WAP policy. Each value is broken down to the inter-set variation and the
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9.10 Analysis of Other Issues

9.10.1 Performance Overhead of i2WAP

Since i2WAP causes extra cache invalidations, it is necessary to compare its
performance to a baseline system without wear leveling.6 Figure 9.20 shows the
performance overhead of a system in which L2 and L3 caches using i2WAP with
ST=100,000 and FT=10 compared to a baseline system in which an LRU policy
is adopted.

Fig. 9.20 The system IPC degradation compared to the baseline system after adopting the i2WAP
policy

Fig. 9.21 The write count to the main memory normalized to the baseline system after adopting
i2WAP

6 The simulator has a protocol to ensure cache coherency when invalidations occur; thus, the
performance overhead of this part is included.
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As shown in Fig. 9.20, on average, the IPC of the system using i2WAP is reduced
only by 0.25 % compared to the baseline. The performance penalty of i2WAP is very
small because of two reasons:

• In SwS, the interval of swap operations is long (e.g., 10 million instructions), and
only two cache sets are remapped for each operation.

• In PoLF, write hit accesses are infrequent enough to ensure the frequency of LF
operations is low (e.g., once per 105 instructions), and only one cache line is
flushed each time. In addition, designers can trade-off between the number of
flush operations and the variation value by adjusting FT.

9.10.2 Impact on Main Memory

We also evaluate the impact of extra write backs on main memory. Figure 9.21 shows
the write count to the main memory compared to the baseline system after adopting
the i2WAP policy. The result shows that its impact on the write count is very small,
only increasing about 4.5 % on average. For most workloads, the write count is in-
creased by less than 1 %. In addition, because most writes can be filtered by caches
and the write count of main memory is much smaller than that of caches, the en-
durance requirement for nonvolatile main memory is much looser. In the worst case,
although the write count to the main memory of swaptions is increased by 25 %, its
absolute value of write backs is very small (about 0.001 writes to the main memory
per kilo-instructions). Thus, it does not significantly degrade the lifetime of the main
memory even though its write access frequency is relatively higher.

9.10.3 Error-tolerant Lifetime

While our analyses are all focused on the raw cache lifetime, this lifetime can be
easily extended by tolerating partial cell failures. There are two factors causing the
different failure time of cells. The first one is the variation of write counts, which
is addressed mainly in this work. The second one is the inherent variation of the
cell’s lifetime due to process variations, which needs another type of techniques to
solve (discussed in Sect. 9.1). For both factors, the system lifetime can be extended
by tolerating a small number of cell failures.

It is much simpler to extend i2WAP and tolerate the failed cache lines comparing
to tolerating main memory failures [6, 14–16, 21]. We can force the failed cache
lines to be tagged INVALID, so that no further data would be written to the failed
cache lines. In this case, the number of ways in the corresponding cache set is only
reduced by 1, e.g., from 8-way associative to 7-way associative.

The error-tolerant lifetime is at least the same as the raw lifetime and may be
much longer. However, the performance is degraded because the cache associativity
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Fig. 9.22 The performance degradation and lifetime extension during gradual cache line failure
on a nonvolatile cache hierarchy

is reduced. Figure 9.22 shows an analysis of an ReRAM-based cache hierarchy with
32 KB L1 caches, 1 MB L2 caches, and 8 MB L3 caches. It shows that if the system
can tolerate the failure of 50 % of the cache lines at all levels, the lifetime can be
extended by 6 % and the performance penalty is 15 %.7

9.10.4 Security Threat Analysis

Thus far, the workloads we have considered are only typical. However, memory
technologies with limited write endurance always pose a unique security threat. An
adversary might design an attack that stresses a few lines in the cache to reach the
endurance limit and then cause the system fail.

The security threat models for main memory and caches are different. The cache
address space is a subset of the total memory space, and the result of cache replace-
ment policies is difficult to predict accurately. This makes random attacks, such as
birthday paradox attack [17] difficult to implement in caches. Thus, a more effective
attack for nonvolatile caches is repeated address attack (RAA) [12].

For a simple RAA, the attacker can write a data line in cache repeatedly and then
cause cache line failure. It is easy to implement in a cache without an endurance-
aware policy. For L1 data caches, when a cache line is repeated written, it would not
be replaced under an LRU policy since it is continuously referenced and the address
of the attacked line is never changed during the repeated writing. The mechanism
is similar in a lower-level cache, and the only difference is that the attacker would
use the higher-level cache’s write-back to repeatedly write the lower-level cache. For
example, circularly writing NUMways + 1 of data in one set of L1 data caches would
force it to write back to the L2 cache repeatedly. Assuming it takes 10–50 cycles to

7 The value of performance degradation and the lifetime extension depend on the cache hierarchy
and capacity, but the trends for different configurations are similar.
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write back to one L2 cache line, then the time required to make a L2 cache line fail
is given by

Time to Fail = Cycle per write × Cell endurance

Cycles per second
= 6–30 min (9.7)

Thus, the traditional cache policy opens a serious security problem for nonvolatile
caches with limited write endurance.

However, our proposed i2WAP policy can mitigate this problem. By adopting
i2WAP, the injected attacks would be distributed in every different cache line because
of the following two reasons:

(1) The mapping between physical sets and logical sets is shifted by the SwS policy
and according to the write count, which is hard to predict. In addition, it becomes
more difficult for the attacker to guess the shift period if there are other processes
competing the same cache resource.

(2) Cache line invalidation is quickly triggered by repeatedly write hits. PoLF guar-
antee a high probability to invalidate the attacked cache line, and data are then
loaded in another random location, and the attacker cannot predict the new lo-
cation.

Thus, the attacks would be distributed in every different cache line. For a 1 MB
L2 cache with i2WAP, the time to make a cache line fail would be

Time to Fail = Number of cache line × Cycle per write × Cell endurance

Cycles per second

= 2–10 months (9.8)

In lower-level caches with a larger number of cache lines and longer write cycles,
the time to attack the system till failure is even longer. Thereby, such a long duration
is sufficient to detect the abnormal attack accesses and make the system safe.

9.11 Conclusion

Modern computers require larger memory system, but the scalability of traditional
SRAM and DRAM is constrained by leakage and cell density. Emerging NVM
is a promising alternative to build large main memory and on-chip caches. How-
ever, NVM technologies usually have limited write endurance, and the write vari-
ation would cause heavily written memory blocks to fail much earlier than their
expected lifetime. Thus, wear-leveling techniques are studied to eliminate memory
write variations.

In this chapter, we use i2WAP as an example to show how to design an endurance-
aware cache management policy. i2WAP uses SwS to reduce the inter-set variation
and PoLF to reduce the intra-set variation. i2WAP can balance the write traffic to each
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cache line, greatly reducing both intra-set and inter-set variations, and thus improving
the lifetime of NVM on-chip L2 and L3 caches. The implementation overhead of
i2WAP is small, only needing two global counters and two global registers, but it can
improve the lifetime of NVM caches by 75 % on average and up to 224 % over the
conventional cache management policies.
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10.1 Introduction

The state-of-the-art memory hierarchy design with SRAM on-chip caches and
DRAM off-chip main memory is now being challenged from two aspects. First,
both SRAM and DRAM technologies are leaky. The SRAM leakage power and the
DRAM refresh power will start to dominate if memory capacities keep growing.
Some data already show that 25–40 % of total power is attributed to the memory sys-
tem [1] and some embedded processor caches can compromise over 40 % of the total
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chip power budget [2]. Second, SRAM and DRAM are facing many difficulties in
scaling down. For example, it is hard to scale down DRAM below a 20-nm process
node due to the difficulty in keeping an adequate amount of cell capacitance [3].
The recent shift of some L3 on-chip caches from SRAM to eDRAM [4] and the
research momentum in replacing DRAM main memory with various emerging non-
volatile memories [5–13] reflect the responses to such challenges in designing an
energy-efficient and cost-effective memory hierarchy.

Recently, many alternative memory technologies, such as phase-change RAM
(PCRAM)1 [14–16], spin-torque transfer RAM (STTRAM)2 [17, 18], and resistive
RAM (ReRAM)3 [19–21], have been demonstrated. These emerging nonvolatile
memory technologies have attractive properties of high density, fast access, good
scalability, and nonvolatility, and they have drawn the attention of the computer
industry and challenged the role of SRAM and DRAM in the mainstream memory
hierarchy for the first time in more than 30 years.

Since each of the emerging memory technologies has their pros and cons and the
peripheral circuit design can vary the memory module property greatly, the future
memory hierarchy will have a much larger design space. Therefore, it is necessary to
have an estimation framework that can quickly find the optimal memory technology
choice and the corresponding circuit design style in terms of performance, energy,
or area.4 But, there are two challenges before doing that.

First, unlike SRAM whose cells and macro-designs are highly standardized,
emerging memory technologies only have prototypes whose performance and energy
properties can vary greatly. Such circuit variation can already be observed from the
related literature [14–21], where some of the memory prototypes show extremely
fast access speed while others show extremely dense structure. In order to model this
variety and the circuit-level trade-offs, we build a circuit-level performance, energy,
and area model.

Second, in order to build an optimization loop covering circuit- and architecture-
level design options, we require models that reflect how architectural metrics (e.g.,
IPC and power consumption) change as we tune the underlying memory hierarchy de-
sign knobs (i.e., cache capacity, cache associativity, and cache read or write latency).
Conventionally, such model is built through simulations; however, it is impractical
to run time-consuming simulations for each possible design input. To surmount this
difficulty, we apply statistical analysis and effectively use limited simulation runs to
approximate the entire architectural design space.

After modeling the circuit- and architecture-level trade-offs, we combine them
into a circuit-architecture joint design space exploration framework and use this
framework to optimize different memory hierarchy levels by adopting emerging
memory technologies. In this work, we show that combined with SRAM L1 or L2
caches, the versatility of emerging memory technologies can excel in the remaining
memory hierarchy levels from L2 or L3 caches to main memories, and such a hybrid
hierarchy has significant benefits in energy and area reduction with insignificant
performance degradation overhead. As an example, our analysis shows that using

4 Silicon area is the main factor that determines chip cost.
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ReRAM in L3 caches can achieve overall improvements on EDP (by 28 %) and EDAP
(by 39 %) on an 8-core chip multiprocessor (CMP) system. Finally, we propose a
simulated annealing approach that can quickly find the near-optimal solution in
designing a energy-efficient or cost-efficient memory hierarchy.

10.2 Related Work

Since our work involves both circuit- and architecture-level models, we first describe
prior work on circuit-level memory design space exploration and predictive perfor-
mance models.

10.2.1 Circuit Model for Memory Modules

Many circuit-level models have been provided to enable SRAM or DRAM design
explorations. For example, CACTI [22, 23] is to estimate the performance, energy,
and area of SRAM and DRAM caches. However, as CACTI is originally designed
to model an SRAM-based cache, and some of its fundamental assumptions do not
match the actual emerging nonvolatile memory circuit implementations. Besides
CACTI, Amrutur and Horowitz [24] introduced an analytical model for estimating
the SRAM array speed and power scaling. Another circuit-level model [25] uses a
logic synthesis tool to build a circuit library and relies on curve fitting to represent
the circuit design trade-offs.

10.2.2 Predictive Performance Model

Statistical models [25–30] can be used to infer the impact of architectural input
configurations on overall performance metrics. Although it is time-consuming to
collect sufficient sample data from conventional simulation, this is a one-time effort,
and all the later outputs can be generated with the statistical model. Different fitting
models have been used in the inference process that fits a predictive model through
regression. Joseph et al. [26] used linear regression, Lee and Brooks [27] used cubic
splines, whereas Azizi et al. [25] applied polynomial functions to create architecture-
level models. Artificial neural network (ANN) [28–30] is another popular approach to
build a predictive architecture model, which can efficiently explore exponential-size
architectural design spaces with many interacting parameters.
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10.3 Circuit Model: An RC Approach

After more than 30 years of application, both SRAM and DRAM memory modules
have defined their own typical design styles. For example, 6T or 8T SRAM cells are
widely adopted in the on-chip cache designs, and 1T DRAM cells are also typical.
Moreover, on-chip SRAM designs are mainly supported by standard libraries or even
memory compiler tools, and commodity DRAM is highly standardized as well. Due
to the technology maturity, both SRAM and DRAM memory modules now have less
variety.

However, such design consistency cannot be found in the emerging memory mod-
ule design. Recently, many STTRAM, PCRAM, and ReRAM prototype chips have
been designed and demonstrated [14–21], but few of them show consistency in re-
porting the performance, energy, and area data. This is actually common for any new
technology. Due to the still evolving states of these emerging technologies, there
is no single design, standard design option can balance the trade-off among chip
performance, energy consumption, and chip area. Therefore, researchers have made
various decisions on design and manufacturing, and thus, it causes a large variation
among designs.

Such variation brings challenges as well as opportunities for using emerging mem-
ory technologies in future memory hierarchies. The opportunity is that we can still
freely bias the optimal design options toward different optimization targets on the
different memory hierarchy levels, especially when large prototype chip variations
tell us these technologies can cover a wide design spectrum from highly latency-
optimized microprocessor caches to highly density-optimized secondary storage.
But, the challenge is to build a performance, energy, and area model for these emerg-
ing memory technologies even before they become mature. Therefore, we first build
a circuit-level model for nonvolatile memory technologies.

10.3.1 Modeling Philosophy

We apply the modeling philosophy used in CACTI [31, 32] to establish a library
of emerging memory technologies spanning from ultra-fast to ultra-dense memory
designs. Similar to CACTI, we capture the device-level RC property of memory
cells and use traditional RC analysis to estimate their performance and energy con-
sumption. We follow standard design rules to predict the silicon area occupied by
each circuit components. We obtain the process-related data of transistors and metal
layers from the ITRS report [3] and the MASTAR tool [33]. The data cover the
process nodes from 22 to 180 nm and support three transistor types, which are high
performance, low operating power, and low standby power.
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Fig. 10.1 The circuit-level model for memory module timing, power, and area estimations

10.3.2 Circuit Components and Tuning Knobs

Figure 10.1 shows the basic components abstracted in this circuit-level model. Each
memory module is modeled as a set of banks, every bank can contain multiple
subarrays, and a memory operation is fulfilled by simultaneous accesses to multiple
subarrays in a bank. Depending on the design requirement, a bank can be partitioned
into subarrays with different granularity. The rule of thumbs is that smaller subarrays
are faster and larger subarrays are area-efficient.

A subarray is the elementary structure, in which there are a set of peripheral circuit
including row decoders, column multiplexers, output drivers, and so on. There are
a large amount of design knobs that can be tuned in the subarray design, especially
regarding the choice of peripheral circuit. For example, the output driver design can
have the option of following logical effort [34] and use optimal levels and sizes of
inverters for high performance, or it can be simply designed as a single inverter for
area efficiency. For sense amplifiers, the voltage-sensing scheme is straightforward
but slower, while the current-sensing one incurs two-level sensing but much faster
and more suitable for sensing the resistance difference of emerging memory cells.
Other tuning knobs such as the multiplexer design are also shown in Fig. 10.1.

10.3.3 Memory Array Structure

There are two types of memory arrays modeled in this work: MOS-accessed and
cross-point.

MOS-accessed cells correspond to the typical 1T1R (1-transistor-1-resistor) struc-
ture used by many nonvolatile memory prototype chips [17, 18], in which an NMOS
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access device is connected in series with the nonvolatile storage element (i.e., MTJ
in STT-RAM, GST in PCRAM, and metal oxide in ReRAM) as shown in Fig. 10.2.
Such an NMOS device turns on/off the access path to the storage element by varying
the voltage applied to its gate. The MOS-accessed cell usually has the best isolation
between neighboring cells due to the high OFF resistance of the MOSFET. In MOS-
accessed cells, the size of access transistor is bounded by the current needed by the
write operation. This NMOS needs to be sufficiently large so that it can drive enough
write current.

Cross-point cell corresponds to the 1D1R (1-diode-1-resistor) [14, 15, 35, 36] or
the 0T1R (0-transistor-1-resistor) [19, 20, 37] structures used by several high-density
nonvolatile memory chips. Figure 10.3 shows a cross-point array without diodes
(i.e., 0T1R structure). For a 1D1R structure, a diode is inserted between the word
line and the storage element. Such cells either rely on the one-way connectivity of
diode (i.e., 1D1R) or the material’s nonlinearity (i.e., 0T1R) to control the memory
access path.

Compared to MOS-accessed cells, cross-point cells have much smaller cell sizes.
The area efficiency benefit of the cross-point structure is evident in the comparison
between Figs. 10.2 and 10.3. The removal of MOS access devices leads to a memory
cell size of only 4F2, where F is the process feature size. Unfortunately, the cross-
point structure worsens the isolation among memory cells and thus brings challenges
to peripheral circuitry designs. Several design issues such as half-select write, two-
step sequential write, and external sensing [38] are included in our model.

10.3.4 Model Accuracy

We validate our circuit model against STTRAM [18], PCRAM [14], and ReRAM [21]
prototypes. In general, the performance (i.e., read latency, write latency) estimation
error is within 20 %, and the area estimation error is below 10 %.

Fig. 10.2 The schematic view of MOS-accessed ReRAM arrays (WL wordline, BL bitline, SL
sourceline)
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Fig. 10.3 The schematic view of cross-point ReRAM arrays without access devices (WL wordline,
BL it bitline)

10.3.5 Circuit-Level Model Summary

In summary, our circuit-level model takes the memory design parameters such as
technology node, memory capacity, associativity, block size, and cell type as the in-
puts, and it gives circuit-level outputs such as read/write latency, read/write dynamic
energy per access, leakage power, and silicon area. Our circuit-level model provides 8
optimizations targets, which are read latency, write latency, read energy, write energy,
read EDP, write EDP, silicon area, and leakage power, and each of these optimized
designs is evaluated in the later circuit-architecture joint design space exploration.
The optimization is achieved by tuning the design knobs including, but not limited
to, subarray size, global interconnect style, driver design, sense amplifier design,
multiplexer design, and memory cell structure.

10.4 Architecture Model: An ANN Approach

At the architectural level, we need performance models that predict the architectural
performance of the overall system such as IPC and access counts at all cache levels
as we change the underlying memory hierarchy. The input parameters at the archi-
tectural level are the parameters such as cache capacity, cache associativity, read
latency, and write latency.

Fig. 10.4 The basic organization of a two-layer feed-forward artificial neural network (ANN)
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In a simulation-based approach, long run times are necessary to simulate each
possible input setting, making it intractable to explore a large design space. How-
ever, simulation accuracy is not the first priority in such a large-scale design space
exploration. Instead, a speedy but less accurate architecture-level model is a preferred
choice. In this work, since both our input space and output space are high dimen-
sional, we select an artificial neural network (ANN) to fit the sampled simulation
results into a predictive performance model.

10.4.1 Artificial Neural Network

Figure 10.4 shows the simplified diagram of a two-layer artificial neural network with
one sigmoid hidden layer (which uses sigmoid functions as the calculation kernel)
and one linear output layer (which uses linear functions as the calculation kernel).
The input and output design parameters are also shown in Fig. 10.4. The essential ar-
chitectural outputs for energy-performance-area evaluation are the read/write access
counts and the read/write miss counts of every level of caches, and read/write access
counts of the main memory, and the number of instructions that each microprocessor
core has processed. To feed the architectural model, the inputs of the architectural de-
sign space are the capacity, associativity, read/write latency of all the cache modules
and the main memory, which can be generated from the aforementioned circuit-level
model. The statistical architectural model makes an output estimate from given input
sets, and it can be treated as a black box that generates predicted outputs as a function
of the inputs,

L1readCount = f1(L1capacity, L1assoc, L1readLatency, ..., L3capacity, ..., MemwriteLatency)

(10.1)

... = ...

L3writeMiss = fn−1(L1capacity, L1assoc, L1readLatency, ..., L3capacity, ..., MemwriteLatency)

(10.2)

IPC = fn(L1capacity, L1assoc, L1readLatency, ..., L3capacity, ..., MemwriteLatency)

(10.3)

In our model, the input dimension is 14 (vector I14), and the output dimension is
13 (vector O13). The number of neurons in the hidden layer (X) is S, which ranges
from 30 to 60 depending on different fitting targets. In Fig. 10.4, W and b are the
weight matrix and bias vector of the hidden layer; W′ and b′ are those of the output
layer. The feed-forward ANN is calculated as follows:

XS = σ (WS×14I14 + bS) (10.4)

O13 = ψ
(
W′

13×SXS + b′
13

)
(10.5)

where σ(·) and ψ(·) are sigmoid and linear functions.
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10.4.2 Training and Validation

ANN is able to fit multidimensional mapping problems given consistent data and
enough neurons in the hidden layer. The accuracy of the statistical architectural
model depends on the number of training samples achieved from actual full-system
simulations. In this work, 3,000 cycle-accurate full-system simulation results are
collected for each workload. Among each set of 3,000 samples, 2,400 data samples
are used for training, 300 are used for testing, and the other 300 are used for validation
during the training procedure to prevent over-training [39]. To reduce variability,
multiple rounds of cross-validation during which data are rotated among the training,
testing, and validation sets are performed using different partitions, and the validation
results are averaged over the rounds. Every ANN is configured to have 30–60 hidden
neurons and trained using the Levenberg-Marquardt algorithm [40]. The Levenberg-
Marquardt algorithm trains the ANN by adjusting the weight matrices and bias
vectors based on the data iteratively until the ANN accurately predicts the outputs
from the input parameters.

10.4.3 Sample Collection

In this work, we collect samples to evaluate an 8-core chip multiprocessor (CMP).5

Each core is configured to be a scaled 32nm in-order SPARC-V9-like processor core
with a 3.2 GHz frequency. A private L1 instruction cache (I-L1), an L1 data cache
(D-L1), and a unified L2 cache (L2) are associated with each core. Eight cores to-
gether share an on-die L3 cache. The detailed input design space is listed in Table 10.1.
In this work, I-L1 and D-L1 are assumed to have the same design specification.

We use NPB [41] and PARSEC [42] as the experimental workloads. The workload
size of the NPB benchmark is CLASS-C (DC has no CLASS-C setting, and CLASS-B
is used instead), and the native inputs are used for the PARSEC benchmark to generate
realistic program behavior. In total, 23 benchmark applications are evaluated, and we
build 23 separate ANN models for the 8-core CMP architecture-level model.6 Later,
all the experimental results are based on the average value of these 23 workloads.
We randomly pick design configurations per benchmark and use the Simics full-
system simulator [43] to collect sample data. Each Simics simulation is fast forwarded
to the pre-defined breakpoint at the code region of interest, warmed up by 1 billion
instructions, and then simulated in the detailed timing mode for 10 billion cycles.

5 We also use the same methodology to collect the data for a 4-core CMP performance model, and
the result is shown in Sect. 10.6.4.
6 Another 23 ANN models are built for the 4-core CMP model.
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10.4.4 Model Accuracy

Figure 10.5 illustrates the IPC prediction errors of the architecture-level performance
model after training. The x axis shows the relative error between the predicted and
the actual values, and the y axis presents the cumulative distribution function. In
Fig. 10.5 (middle), we can find that 8 benchmarks in PARSEC have a probability
of 80 % to achieve an IPC prediction error of only 0.1 %, and the probability of
achieving IPC prediction errors of less than 0.2 % is very close to 100 %.

To measure the model accuracy, we use the metric error = |predicted −
actual|/actual. The average prediction error is 4.29 %. Figures 10.6, 10.7, 10.8
show three examples of the ANN fitting results: a very accurate fit (0.15 % error), a
typical fit (3.06 % error), and the worst fit in this work. Even in the worst case, the
prediction error is under 18.71 %.

The prediction results of other output parameters (e.g., L1 read count, L1 write
count, L2 read count, L2 write count) are similar to the IPC prediction.

10.5 Joint Design Space Exploration Framework

In this section, we describe how the circuit- and the architecture-level models are
combined into a joint design space exploration framework.

Table 10.1 Input design
space parameters

Parameter Range

Processor frequency 3.2 GHz
Processor core 8-core, in-order
I-L1 (D-L1) capacity 8KB to 64 KB
I-L1 (D-L1) associativity 4-way to 8-way
I-L1 (D-L1) read latency 2-cc to 40-cc
I-L1 (D-L1) write latency 2-cc to 700-cc
L2 capacity 64 KB to 512 KB
L2 associativity 8-way or 16-way
L2 read latency 5-cc to 80-cc
L2 write latency 5-cc to 800-cc
L3 capacity 512 KB to 16 MB
L3 associativity 8-way to 32-way
L3 read latency 20-cc to 100-cc
L3 write latency 20-cc to 900-cc
Memory read latency 30-cc to 300-cc
Memory write latency 30-cc to 1,000-cc
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10.5.1 Framework Overview

Figure 10.9 shows an overview of this joint circuit-architecture exploration
framework. As mentioned, 3,000 randomly generated architecture-level inputs per
benchmark workload are used to produce 3,000 corresponding samples in the archi-
tectural design space. The samples are then fed into the ANN trainer to establish
the architecture-level performance model for each benchmark workload. The trained
ANN is used as the architecture-level performance model. The circuit-level inputs
are first passed through the memory module performance, energy, and area model,
and then fed into the ANN-based architecture-level performance model to generate
the predicted architecture-level results such as IPC and power consumption together
with the silicon area estimates. When the predicted result does not meet the design
requirement, feedback information containing the distance between the design opti-
mization target and the current achieved result is sent to a simulated annealing [44]
optimization engine, and a new design trial is generated for the optimization loop.
This optimization procedure steps forward iteratively until the design requirement
(e.g., best EDP or best EDAP) is achieved or a near-optimal solution is reached.
We use a simulated annealing engine to conduct this optimization step, and this is
described in Sect. 10.7 in detail.
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Fig. 10.5 CDF plots of error on IPC prediction of NPB and PARSEC benchmark applications: The
x-axis shows the prediction error; the y-axis shows the percentage of data points that achieve the
prediction error less than each x value
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Fig. 10.7 A typical ANN fitting example: dedup from PARSEC
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Fig. 10.8 The worst ANN fitting example: x264 from PARSEC

Fig. 10.9 Overview of the optimization framework. Architecture-level models are generated using
sampling and an ANN trainer. Circuit-level models are used to estimate the latency, energy, and
area of each memory module in the hierarchy. A simulated annealing engine is applied to find the
near-optimal solution without exhaustive search

10.5.2 Circuit-Architecture Combination

After obtaining the access activities of each cache level, the memory subsystem
power consumption can be calculated. Because the dynamic energy consumption
of main memory is proportional to the last-level cache miss rate, we include it as a
part of the memory subsystem power consumption for a fair comparison. The power
consumption of logic components including the processor cores, on-chip memory
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controller, and inter-core crossbar are estimated by McPAT [45]. We use a 32 nm
technology in this work.

From McPAT, the logic components have 7.41 W leakage power (Plogic,leakage)
and 10.98 W peak dynamic power. The run-time dynamic power consumption
(Plogic,dynamic) is scaled down from the peak dynamic power according to the ac-
tual IPC value. The total power consumption of the processor chip is calculated as
follows:

Ememory,dynamic =
3∑

i=1

[
NreadHiti Ehiti + NreadMissi Emissi + (

NwriteHiti + NwriteMissi

)
Ewritei

]

+ NreadMiss3 Eread4 + NwriteMiss3 Ewrite4 (10.6)
Pmemory,leakage = 2Ncore P1 + Ncore P2 + P3 (10.7)

Pprocessor,total = Ememory,dynamic/T + Plogic,dynamic + Plogic,leakage (10.8)

In Eq. 10.6, NreadHiti , NreadMissi , NwriteHiti , and NwriteMissi are the read count, read
miss count, write count, and write miss count of the Level-i cache, which are gener-
ated from the ANN-based architecture-level model. Ehiti , Emissi , and Ewritei are the
dynamic energy consumption of a hit, miss, and write operation in the Level-i cache,
and they are obtained from the RC-based circuit-level model. Eread4 and Eread4 are
the dynamic energy consumption of main memory read and write operations, since
we label the main memory as the fourth level of the memory hierarchy. In Eq. 10.7,
Ncore is the number of cores, and Pi represents the leakage power consumption of
each cache level. The coefficient 2 is because of the identical data and instruction L1
caches (D-L1 and I-L1) in this work. Equation 10.8 gives the total power consump-
tion where T is the simulation time (T = 10 B/3.2 GHz = 3.125 s according to our
experimental setup).

10.6 Design Exploration: An ReRAM Case Study

In this section, we demonstrate how to perform a circuit-architecture joint memory
hierarchy design space exploration by adopting emerging ReRAM technology.

10.6.1 ReRAM Technology

ReRAM is an emerging nonvolatile memory technology that involves electro- and
thermochemical effects in the resistance change of a metal-oxide-metal system7.
An ReRAM cell consists of a metal oxide layer sandwiched between two metal
electrodes as shown in Fig. 10.10. The electronic behavior of metal/oxide interfaces
depends on the oxygen vacancy concentration of the metal oxide layer. Typically,

7 There are other models explaining the ReRAM working mechanism.
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Fig. 10.10 An ReRAM cell example which uses Pt and Ti

Table 10.2 ReRAM technology assumptions

ReRAM [38]
MOS-accessed Cross-point

Cell size 20 F2 4F2

Write pulse duration One pulse 50 ns per pulse Two pulses 50 ns per pulse
State-0 resistance 10 k�

State-1 resistance 500 k�

Half-select resistance – 100 k�

Write endurance 1012

Fig. 10.11 The design spectrum of 32 nm ReRAM: read latency versus density

the metal/oxide interface shows Ohmic behavior in the case of very high doping
and rectifying in the case of low doping [46]. In Fig. 10.10, the TiOx region is
semi-insulating indicating lower oxygen vacancy concentration, while the TiO2−x is
conductive indicating higher concentration.
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Fig. 10.12 The design spectrum of 32 nm ReRAM: write latency versus density

As an example, we use the ReRAM device parameters shown in Table 10.2 and
explore the circuit-level design space at first. Figures 10.11 and 10.12 demonstrate
the design spectrum of the emerging ReRAM memory technology. For comparison,
the design spectrum of SRAM and DRAM is also shown. Note that MOS-accessed
ReRAM and cross-point ReRAM are more than 10X denser than SRAM, and cross-
point ReRAM can be as dense as DRAM. In terms of speed, ReRAM has comparable
read speed to that of SRAM, but significantly slower write speed. The write latency
of MOS-accessed ReRAM is dominated by the switching pulse duration, which is
50 ns in our experiments, and the latency of cross-point ReRAM is twice this due to
two-step writes.

10.6.2 Wear-Leveling Assumption

Similar to NAND flash, ReRAM technology has limited write endurance (i.e.,
the number of times that an ReRAM cell can be overwritten). Many recent tech-
niques [6, 7, 10] have been developed for extending the endurance of PCRAM-
based memories, which can be directly borrowed for ReRAM wear leveling. In
this case study, we simply assume that these techniques can give us perfect wear
leveling. Given this assumption and the current write endurance level of 1010–
1012 [21, 47, 48], we can explore the possibility of using ReRAM technology in
L2 and L3 caches. In later experiments, we add an additional 2 ns access latency due
to the consideration of wear-leveling hardware overhead.
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Fig. 10.13 Pareto curves: en-
ergy and performance trade-
off of the memory hierarchy.
Main memory dynamic power
is included for a fair compari-
son

10.6.3 Memory Hierarchy Design Exploration

We next explore architecture-level memory hierarchy design space via ANN to show
the Pareto-optimal curves of the trade-off range after adopting ReRAM technology.
In this step, we separate the cache design space (L1, L2, and L3) and the memory
design space. We assume the main memory is built by either cross-point ReRAMs that
are optimized for density or MOS-accessed ReRAMs that are optimized for latency.
Table 10.3 lists the timing and area parameters of MOS-accessed and cross-point
ReRAM main memory solutions.

Focusing on the design space exploration of ReRAM-based memory hierarchies,
Fig. 10.13 shows the Pareto-optimal curves of the power-performance trade-off.
The x-axis is the total power consumption of the processor chip, and the y-axis is
the IPC performance. It can be observed from Fig. 10.13 that a great amount of
power consumption can be reduced by only taking a small amount of performance
degradation. For instance, as shown in Fig. 10.13, design option D4 (using SRAM
L1 and L2 caches but ReRAM L3 cache) reaches 1.610 IPC by consuming 24.50 W
total power. Compared to design option D7 (using SRAM-only cache hierarchy) that
reaches 1.826 IPC but consumes 42.00 W power, the achieved power reduction is
42 % but the performance degradation is only 12 %. The design option also meets the

Table 10.3 MOS-accessed
and cross-point ReRAM main
memory parameters (1 Gb,
8-bit, 16-bank)

MOS-accessed Cross-point

Die area 129 mm2 48 mm2

Read latency 6.2 ns 10.0 ns
Write latency 54.9 ns 107.1 ns
Burst read latency 4.3 ns 4.3 ns
Burst write latency 4.3 ns 4.3 ns
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Fig. 10.14 Pareto curves (cross-point ReRAM as main memory): energy and performance trade-off
under different constraints on ReRAM deployment

constraint set by 1010 write endurance as discussed in Sect. 10.6.2. If the ReRAM
write endurance is assumed to be 1012, more aggressive options (e.g., using L2
ReRAM caches) can further reduce the power consumption. For example, design
option D3 (using ReRAM L2 and L3 caches) reaches 1.545 IPC by consuming
only 23.52 W total power. To show how different cache hierarchy designs have been
explored, we list the design parameters of 7 design options (D1 to D7) in Table 10.4.

We find that the Pareto-optimal curves are composed of several segments, such as
D1-to-D2, D4-to-D6. The joints between every two segments represent the place
where SRAM/ReRAM replacement occurs. Such replacements can be found in
Fig. 10.14. In general, IPC improvements are achieved by adding more SRAM re-
sources, and greater reductions in power consumption come from replacing SRAM
with ReRAM. Figure 10.14 shows an ReRAM-only cache hierarchy is on the global
Pareto-front but it achieves less than 0.30 IPC, and that segment has a large slope.
Thus, it suggests SRAM should still be deployed at least in L1 caches. But, starting
form L2, ReRAM cache deployment can achieve considerable additional power re-
duction by only sacrificing a small amount of performance. This is especially true for
a hybrid on-chip cache hierarchy with SRAM L1/L2 caches and ReRAM L3 caches.
Figure 10.14 shows that in this region, the total power consumption can be lowered
to 24.50 W but the IPC is only degraded from 1.826 to 1.610 (i.e., design option D4
in Fig. 10.13).

Another benefit obtained from using ReRAM caches is silicon area reduction.
Figure 10.15 shows the Pareto-optimal curves of cache area and performance trade-
offs, which have similar shapes to the ones in the power-performance trade-off as
shown in Fig. 10.15. The processor core area (including memory controller and
crossbar) is 45.6 mm2 as estimated by McPAT [45]. Achieving the highest perfor-
mance using pure-SRAM caches costs at least another 12 mm2 of silicon area while
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Fig. 10.15 Pareto curves (cross-point ReRAM as main memory): cache area and performance
trade-off under different ReRAM deployments

Fig. 10.16 The global Pareto-optimal curve (cross-point ReRAM as main memory) and feasible
design options with total chip area less than 50 mm2

replacing the SRAM L3 cache with ReRAM can save more than 7 mm2 in chip area
by degrading performance from an IPC of 1.82–1.70. We show the feasible region of
designs with less than 50 mm2 total cache area in Fig. 10.16. This result is extremely
useful in the low-cost computing segment where the performance requirement is
just-in-time but the chip cost is the first priority. Figure 10.16 also indicates using
ReRAM caches can reduce power consumption and silicon area at the same time,
which further improves EDAP.
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10.6.4 Other Case Studies

As a general-purpose tool, our circuit-architecture joint space exploration framework
is not limited to the case study of ReRAM-based cache hierarchy on an 8-core CMP
system. Using the same circuit-level model, we can build another circuit library
for PCRAM-based cache modules (PCRAM parameters are listed in Table 10.5).
Furthermore, using the same architecture-level model, a 4-core CMP performance
model can also be established.

Figures 10.17, 10.18 demonstrate how the framework can be easily adapted and
help the design space exploration for an 8-core PCRAM-based and a 4-core ReRAM-
based cache hierarchy in terms of the power-performance trade-off and the area-
performance trade-off, respectively. The tool quickly provides the estimation that:

– In a 8-core CMP system, adopting PCRAM technology in L3 caches can achieve
an EDP improvement of 16 % and an EDAP improvement of 25 %.

– In a 4-core CMP system, adopting ReRAM technology in L3 caches can achieve
an EDP improvement of 25 % and an EDAP improvement of 35 %.

– In a 8-core CMP system, adopting ReRAM technology in L3 caches can achieve
an EDP improvement of 28 % and an EDAP improvement of 39 %.

From the 8-core PCRAM/ReRAM comparison, we can quickly find that ReRAM’s
fast switching property makes ReRAM outperform PCRAM in terms of IPC.

10.7 Design Optimization

Running full design space exploration using an exhaustive search is time-consuming
and may not be necessary in most cases. Therefore, to use this joint circuit-
architecture model as a practical memory hierarchy design assistant, an efficient
optimization method is required. In this work, we use a simplified simulated anneal-
ing [44] algorithm to find a near globally optimal solution. The simulated annealing
heuristic is described in Algorithm 1.

In this optimization methodology, we first randomly choose an initial design op-
tion, s0, and calculate its annealing energy function from the joint circuit-architecture
model. The annealing energy function can be EDP, EDAP, or any other energy-
performance-area combination. The optimization loop continuously tries neighbor-

Table 10.5 PCRAM
technology assumptions [16]

Cell size 36F2

Reset pulse duration 100 ns
Set pulse duration 300 ns
State-0 resistance 5 k�

State-1 resistance 500 k�
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Fig. 10.18 The area-performance Pareto curves: (1) an 8-core system with PCRAM+SRAM; (2)
a 4-core system with ReRAM+SRAM; (3) an 8-core system with ReRAM+SRAM

ing options8 of the current one. If the new design option is better than the previous
one, it is adopted unconditionally; if not, it is adopted with probability depending on
an acceptance function. The acceptance probability, Paccept, is defined as,

8 In this work, a neighboring option is generated by changing two parameters from the parameter
set of L1 capacity, L1 associativity, L1 memory type, L2 capacity, L2 associativity, L2 memory
type, L3 capacity, L3 associativity, and L3 memory type.
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Algorithm 1 Design space optimization algorithm

state=s0, energy=E(state)
repeat

new_state = neighbor(state), new_energy = E(new_state)
if new_energy < energy then

state = new_state, energy = new_energy {Accept unconditionally}
else if T(energy, new_energy) > random() then

state = new_state, energy = new_energy {Accept with probability}
end if

until energy stops improving in the last K rounds
return state
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Fig. 10.19 The path of EDP optimization

Paccept(E, E ′) =
⎧⎨
⎩

1 ifE ′ < E
E/E ′ if E ≤ E ′ < 1.3E
0 otherwise

(10.9)

where E is the old energy, and E ′ is the new energy.
Figure 10.19 shows how the simulated annealing algorithm eventually evolves

an initial random design option to a near globally optimal one in terms of EDP. In
addition, Fig. 10.20 shows the EDAP optimization path.

Compared to exhaustive search of the same design space that takes more than 8
hours on an 8-core Xeon X5570 microprocessor, the proposed optimization method-
ology usually finds the near-optimal values in less than 30 seconds. This optimization
scheme provides an almost instant design decision given any specified performance,
energy, or area requirements. Furthermore, it becomes feasible to integrate this model
into higher level tools that consider not only the memory system design trade-offs
but also design trade-offs within microprocessor cores [25].
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10.8 Discussion

Power consumption has been an issue for many years. Our exploration and
optimization results demonstrate that both the EDP and the EDAP optimal points
are close to the y-axis on the IPC versus power plot. In this design space region,
ReRAM resources are adopted in the memory hierarchy design (for example, using
ReRAM L3 caches, or more aggressively using ReRAM L2 and L3 caches). Even
if performance constraints are applied, using ReRAM starting with the L3 cache
always brings energy efficiency. Moreover, locating these energy-optimal points on
the IPC versus area plot also shows significant silicon area savings achieved from
ReRAM without incurring much performance degradation. Compared to the best
values of pure-SRAM designs, the introduction of ReRAM in L3 caches improves
EDP and EDAP by 28 and 39 % on a scaled 32 nm 8-core SPARC-V9-like processor
chip, respectively. The memory technology shift from SRAM to ReRAM achieves
these improvements for the following reasons:

Table 10.6 Overview of the proposed universal memory hierarchy

Level L1 cache L2 cache

Memory type SRAM SRAM or MOS-accessed
ReRAM

Endurance requirement 1013 [Section 10.6.2] 1011 [Section 10.6.2]
Level L3 cache Main memory
Memory type MOS-accessed or cross-point

ReRAM
MOS-accessed or cross-point

ReRAM
Endurance requirement 1010 [Section 10.6.2] 108 [7]
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• The compact ReRAM module size greatly reduces the silicon area used for on-chip
memories (EDAP improvement) or allows more on-chip memory resource deploy-
ment to improve the performance (EDP and EDAP improvement);

• The relatively smaller ReRAM size implies shorter wordlines and bitlines in the
ReRAM cell array and thus reduces the dynamic energy consumption per memory
access (EDP and EDAP improvement);

• The nonvolatility property of ReRAM eliminates the leakage energy consumption
of memory cells (EDP and EDAP improvement).

Therefore, we envision a heterogeneous memory hierarchy as summarized in
Table 10.6. In such a hierarchy, SRAM is used in L1 and L2 caches, MOS-accessed
ReRAM may be used in L3 or even in L2 caches if ReRAM technology keeps
improving (e.g., improvement on write speed and write endurance), and low-cost
cross-point ReRAM may be used in L3 caches and main memory.

10.9 Conclusion

In the next era of computing, we need more energy-efficient and cost-effective com-
puting. However, conventional SRAM and eDRAM technologies used in memory
hierarchy designs have problems in reducing power consumption and silicon area
with scaling. On the other hand, many emerging nonvolatile memory technologies
such as STTRAM, PCRAM, and ReRAM have been researched and the correspond-
ing prototypes have been demonstrated. These new memory technologies bring de-
sired features such as high density, fast access, good scalability, and nonvolatility,
and they are potentially useful in many levels of future energy-efficient and cost-
effective memory hierarchies. However, such emerging memory technologies are
still new, and there are too many uncertainties in evaluating their actual impact on
the future memory hierarchy design. Therefore, it is necessary to have a framework
that can model the circuit-level trade-offs among performance, energy, and area and
can leverage such design variety into the architecture-level memory hierarchy.

In this work, we first build a circuit-level performance, energy, and area estimation
model for emerging memory technologies, then use this model to explore a wide-
range of memory module implementations, and generate a memory module library
with various optimized designs. After that, we integrate this circuit-level model into
an ANN-based architecture-level model and create a general performance-energy-
area optimization framework for the memory hierarchy design in a joint circuit-
architecture design space. Our validation results show that the proposed framework
is sufficiently accurate for the purpose of design space exploration, and by using this
framework, we are able to rapidly explore a very large space of memory hierarchy
designs and find good solutions in terms of energy-performance-area trade-offs.
Moreover, we use this framework to evaluate new memory technologies such as
ReRAM. Our experimental results reveal the memory design preference for ReRAM
in an 8-core CMP setting when the design targets EDP or EDAP goals. Our results
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show using ReRAM starting from L3 caches can achieve a 28 % EDP improvement
and a 39 % EDAP improvement, which means the trade-offs in designing ReRAM
memory hierarchy can greatly boost the energy efficiency or cost efficiency with
only a slight impact on the IPC.

In general, this work is the initial effort to study the feasibility of building an
energy-efficient or cost-efficient memory hierarchies by adopting emerging memory
technologies. We believe this work is only the first step toward a new generation of
energy-efficient and cost-efficient heterogeneous computer memory hierarchies.
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Chapter 11
Ferroelectric Nonvolatile Processor Design,
Optimization, and Application

Yongpan Liu, Huazhong Yang, Yiqun Wang, Cong Wang, Xiao Sheng,
Shuangchen Li, Daming Zhang and Yinan Sun

Abstract Nonvolatile processor (NVP) is one of the most promising techniques
to realize energy-efficient computing systems with zero standby power, instant-on
features, high resilience to power failures, and fine-grained power management. As
flip-flops as well as static random access memories (SRAM) should be replaced by
nonvolatile memory in an NVP, it puts rigid requirements on the nonvolatile mem-
ories, such as nearly unlimited operation cycles, ultra-short access time and easy
integration to CMOS technology. Ferroelectric memory can meet those metrics with
good energy efficiency, which is appropriate to realize an NVP. However, there are
several major design problems, such as the unknown design flow of a ferroelec-
tric NVP, the nontrivial area overheads as well as the absent of the real application
systems. To overcome those challenges, we present the first fabricated NVP with
zero standby power, 7 µs sleep time and 3 µs wake-up time, consisting of a flip-flop
controller (FFC), a distributed memory architecture and a voltage detection system.
Compared with an existing industry processor, it can achieve over 30–100× speedup
on the wake-up/sleep time and 70× energy savings on the data backup and recall
operations. Meanwhile, the ferroelectric NVP exhibits comparative performance and
power consumption in normal operations. To attack its area challenges, we design a
parallel compare-and-compress architecture (PaCC) and an appropriate vector select-
ing method to reduce the number of nonvolatile registers by 70–80 % with less than
1 % overflow possibility, which leads to up to 30 % processor area savings. Another
segment-based parallel compression (SPaC) architecture is proposed to trade off the
chip area and the backup speed. It divides the system vector into several segments and
compresses them in parallel. Compared with the PaCC solution, it can improve the
backup speed by 83 % with 16 % area savings over the full replacement architecture.
Finally, we demonstrate two kinds of battery-less sensor nodes based on the NVP for
the first time.They aimed at the moving object detection and the body sensor appli-
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cations. As both systems are powered by energy-harvesting systems, they eliminate
the battery lifetime constraints and work reliably under frequency power failures.

11.1 Introduction

In embedded applications, low-power processors can be shut down to eliminate
leakage power. However, their states in volatile storage elements, such as flip-flops,
registers, and static random access memories (SRAM), will be lost, because the
charge on the capacitors is quickly drained without power supply. To keep those
states, they need to backup the states into the secondary nonvolatile storages, such
as flash memory or hard disks. But transferring data between a volatile processor
and secondary nonvolatile storages leads to long delays, large switching energy
consumption, and vulnerability to power failures. Therefore, efficient alternatives
are needed to remove such limitations.

Nonvolatile processor (NVP) is one of the most promising alternatives, which
replaces flip-flops, registers, and SRAMs in processors with nonvolatile ones. As
the nonvolatile memory can store the system states locally, data transfer overheads
are significantly reduced. Researchers have evaluated various nonvolatile memories
in processors [1–4] to show the following advantages: (1) zero standby power: the
processor can retain its state without power, while the traditional ones suffer from
the increasing leakage power to keep data; (2) instant-on and instant-off features:
the processor can resume its work within several cycles from the stalled point, while
the traditional one needs millions of initializing cycles; (3) high resilience to power
failures: the processor can work reliably under the environments with frequent power
interrupts, such as energy-harvesting and wireless-powered applications [2]; (4) fine-
grained power management supported [1]: the processor can be shut down whenever
possible due to the ultra-low energy and fast recovering characteristics. Therefore,
research on NVPs is interesting.

To implement an NVP, appropriate memory technologies are needed. Flash is
a mature high-density nonvolatile memory in commercial microcontrollers [5, 6].
However, it has drawbacks of low endurance, slow writing speed, block erasing
pattern, and high mask cost as distributed nonvolatile registers. Phase-change random
access memory (PCRAM) has the potential to be used as a cache with SRAMs [7].
However, its asymmetric reading/writing characteristics and limited lifetime hinder
its application as flip-flops and registers. Among existing nonvolatile memories [8],
ferroelectric RAM (FeRAM) and magnetic RAM (MRAM) emerge as the most
promising candidates for NVPs because of their nearly unlimited operation cycles,
ultra-short access time and easy integration to CMOS technology. As FeRAM shows
better energy efficiency and mature fabrication process, this chapter will focus on
the ferroelectric NVP.

There are several major design challenges from the ferroelectric NVP. First,
though previous work had reported the implementation of nonvolatile flip-flops
(NVFF) [9–11], the complete design flow to implement a ferroelectric NVP is
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still absent. Besides NVFFs and RAMs, it is necessary to build flip-flop controllers
(FFCs), distributed memory architecture, peripheral power manage circuits, and spe-
cific design tools. However, none of previous work solved those problems. Second,
as most of popular NVFFs adopt hybrid architecture, researchers observed nontrivial
area overheads. In [2, 10, 12], they reported over 40 % increasing of chip area due to
the replacement of nonvolatile registers. It will have a great impact on the cost and
yield. Therefore, investigating techniques to realize area-efficient NVPs is necessary.
Finally, the absent of a real NVP hinders the exploration of its application. There
are no reports on how to use NVPs and combine their characteristics with appropri-
ate applications [13–15], such as smart sensors and energy-harvesting devices. To
overcome those challenges from NVP design, optimization, and applications, our
contributions are listed as below:

1. We present the first fabricated NVP with zero standby power, 7 µs sleep time,
and 3 µs wake-up time, consisting of FFC, distributed memory architecture and
voltage detection system.

2. We demonstrate that the NVP can achieve over 30–100× speedups on the wake-
up/sleep time and 70× energy savings on the data backup and recall operations
compared with an existing industry processor. Meanwhile, the NVP exhibits com-
parative performance and power consumption in normal operations.

3. We propose a parallel compare-and-compress architecture (PaCC) to reduce the
area of nonvolatile registers. With an appropriate vector selecting method, the
compression codec can reduce the number of nonvolatile registers by 70–80 %
with less than 1 % overflow possibility, which leads to up to 30 % processor area
savings.

4. We present a SPaC architecture to trade off the chip area and the backup speed.
With a hybrid off-line/online partition method, it divides the system vector into
several segments and compresses them in parallel. Compared with the PaCC
solution, it can improve the backup speed by 83 % with 16 % area savings over
the full replacement architecture.

5. We demonstrate two kinds of battery-less sensor nodes based on the NVP. They
aimed at moving vehicle detection and body sensor applications. As both systems
are powered by energy-harvesting devices, they eliminate the battery lifetime
constraints and work reliably under frequency power failures.

The chapter is organized as follows: Sect. 11.2 discusses the mechanism of ferro-
electric memory and the models. We introduce the design of NVP in Sect. 11.3 and
present the related area optimizing techniques in Sect. 11.4. We discuss two appli-
cations of NVP in Sect. 11.5 and present the related work in Sect. 11.6. Section 11.7
concludes the chapter.
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Fig. 11.1 Polarization–
voltage hysteretic loop [16]

11.2 Background

This section describes the mechanism and the model of ferroelectric capacitor
(FeCap) in the memory cells. It is an indispensable background for the ferroelectric
NVP design.

11.2.1 Ferroelectric Material Mechanism

A ferroelectric material refers to a material with two stable polarization states. It
switches from one state to another if an external strong electric field is applied. Fur-
thermore, the relationship between the electric field E and the electric displacement
D of a ferroelectric material is hysteretic. Figure 11.1 shows a typical polarization–
voltage (P–V ) hysteretic loop. After removing the external electric field, the remanent
polarization +/− Pr represents logic “0” or “1”. Those polarization information can
be stored reliably without power supply.

With the stable polarization states of ferroelectric materials, we can store informa-
tion in FeCaps by applying an external field. Figure 11.2 shows the popular designs of
a ferroelectric memory cell, including the 1T-1C and the 2T-2C architecture. The 1T-
1C design uses one FeCap to store the information, while there is a complementary
FeCap pair in the 2T-2C architecture [17]. When we need to read a specific FeCap
in a 1T-1C cell, a poled reference cell is used. By measuring the voltage/current
between the capacitor and the reference cell, we can determine the stored value.
The 1T-1C cell is area efficient but less reliable. The 2T-2C cell uses two FeCaps to
store complementary polarization states. It can store and recall the information more
reliably but with much larger area overheads.
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Fig. 11.2 Memory design with FeCaps [17]. a 1T1C, b 2T2C

11.2.2 Ferroelectric Capacitor Simulation Model

To better design and optimize the ferroelectric memory, we need a circuit model to
efficiently describe the electrical characteristics of a FeCap. There are several models
for FeCaps, such as zero-switching-time macro-modeling [16, 18]. However, they
are computationally expensive. Furthermore, previous models generally omitted to
model the capacitor during the power-off state, which is desirable for the unified
simulation framework.

For circuit design, we need a behavior model for the SPICE simulator and char-
acterize the nonvolatile property when power failures occur. Therefore, we built the
FeCap model in Fig. 11.3. It consists of two nonlinear voltage-control capacitors, a
voltage-control voltage source, and some voltage-control switches. A Schmitt trig-
ger generates the control signals for switches S1–S4. Two voltage-control resistances
mimic the nonvolatile property. Their values are zero when the power is on and tend
to be infinite when the power is off to keep the charge in the capacitors.

This model can be easily implemented in SPICE, and the simulation results of P–V
hysteresis loop are shown in Fig. 11.4. By tuning the circuit parameters of the model,
the curve coincides with the measured data. The behavior model of ferroelectric
capacitors can be used in the SPICE simulation for the NVFF design.
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Fig. 11.3 Ferroelectric capacitance SPICE model

Fig. 11.4 Simulation result
of P–V hysteresis loop

11.3 Nonvolatile Processor Design

In this section, we will introduce an actual NVP design based on ferroelectric
flip-flops. First, we show the overall architecture of our design. Second, we describe
two special nonvolatile circuits differing from a volatile processor: the ferroelectric-
capacitor-based flip-flops and the FFC. Third, we discuss how NVP works under
power failures. Finally, we give out some measured results from the fabricated NVP.

11.3.1 Overall Architecture

Figure 11.5 shows the block diagram of the fabricated NVP. It contains an MCS51
instruction set compatible core, a mode-selecting module, a JTAG debugging module,
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and two peripheral interfaces. The core consists of an MCU controller, an 8-bit
arithmetic logic unit, a serial interface, a 128-byte register file, and an 8 K-byte
SRAM. We have replaced the 128-byte register file and all flip-flops in the core with
FeCap-based flip-flops (FeFFs). As the SRAM is used as a secondary data memory,
we do not replace it in this implementation. However, it can be replaced with FeRAM
easily [19]. The mode-selecting module controls the operating mode of the processor,
including the volatile mode, the nonvolatile mode, and the debug mode. The JTAG
module supports the user to debug the processor via scan chains. The SPI and I2C
interfaces are connected to the core via a Wishbone bus. They are realized in the
volatile logic domain. The FFC provides controlling signals to all FeFFs and volatile
flip-flops in parallel after receiving the sleep or wake-up signals. As the FeFF and
FFC are two main parts differing from a volatile processor, their detail structures are
described as follows.

11.3.2 FeFF Design and Optimization

Figure 11.6a [12] shows the FeFF diagram. It adopts a hybrid CMOS and ferroelectric
process, consisting of a standard master-slave D flip-flop (DFF) and a backup FeCap
pair. They are isolated by two CMOS switches M1/M2 controlled by the “RW”
signal. In the normal operating mode, the switches M1/M2 are open so the FeFF
works as a standard DFF. Therefore, no performance losts will be introduced to the
NVP during the normal operations. When a sleep/wake-up signal is detected, the
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Fig. 11.6 Modeling and simulation of FeFF. a Proposed ferroelectric flip-flop structure. b Timing
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controller will generate signals to make FeFFs store and restore their states and close
the switches M1/M2. In the store operation, the complementary outputs of the DFF
are connected to the positive plates of the FeCaps. “PL” is pulled up to polarize the
FeCap pair into different complementary values to remember the present state. In
the restore operation, “PCH” is pulled up to shorten nodes “a” and “b”. The back-
to-back inverter pair operates in a semi-stable state. After that, “PL” is pulled up
and “PCH” is pulled down simultaneously. The FeCap pair drives nodes “a” and “b”
with different currents until nodes “a” and “b” stay at stable complementary outputs
“0/1” or “1/0”. The differential architecture improves the reliability and performance
with area overheads. We simulate this circuit in HSPICE, and Fig. 11.6b shows the
waveform of the circuit during store and restore operations.
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11.3.3 Flip-Flop Controller

The FFC generates controlling signals to FeFFs during sleep and wake-up actions.
Figure 11.7a shows the block diagram of a FFC. It consists of a timing block and
a finite-state machine (FSM). The timing block is self-timed by the inverter chain
and the three timers provide overflow signals (Tov1-Tov3) to the FSM. The FSM
generates the controlling signals (“RW,” “PL,” “PCH”) based on Tov1–Tov3 to meet
the timing requirements in Fig. 11.7c. The “Sleep/Wake-up” signal triggers the FSM
to execute the sleep sequence or the wake-up sequence. The output “CG” is the
clock-gating signal to both FeFFs and DFFs. Figure 11.7b shows the interconnections
between the FFC and the flip-flops. “CG” gates the clock of both the FeFFs and the
volatile flip-flops during the store and recall actions in Fig. 11.7c. It prevents writing
uncertainty when the FeFFs executing store operations and halts the system before
the FeFFs complete the data recall.

11.3.4 Power Management Circuit and Optimization

This section will discuss how to generate the sleep/wake-up signal for the NVP
to backup its system state when power failures happen. An configurable voltage
detection system (CVDS) is proposed to generate those signals.

The CVDS architecture is shown in Fig. 11.8a, which contains two configurable
units. The first one is a switched capacitor array attached to the power line. The con-
figurable capacitor, denoted as CPL, provides the data backup energy to the NVP by
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keeping the voltage above the operating threshold after power down. The other one,
denoted as CVD, is another switched capacitor array used in the voltage detection
circuit. The voltage detection circuit detects the power failure and recovery. It gen-
erates the sleep/wake-up signal (0/1) within a specific time (Tplh) after the voltage of
the power line is above the threshold. We set the value of Tplh considering both the
system reliability and the backup speed. The controlling words for those switched
capacitor arrays are given by external input switches. Figure 11.8b shows the signal
waveform during the sleep/wake-up actions and the timing diagram influenced by
CPL and CVD.

We show the measured results of the wake-up time with different capacitance
of CPL and CVD under different power conditions in Fig. 11.9. The wake-up time
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should be larger than the sum of power-stabilizing time, voltage detection time, and
on-chip intrinsic wake-up time. CPL has an impact on the power-stabilizing time via
the RC-constant, where the minimal requested wake-up time decreases with smaller
CPL. However, when CPL is smaller than 470 nF, it cannot provide sufficient energy
for the NVP to backup the states so that the system goes to the false region, where the
NVP can not backup its states correctly. CVD affects the voltage detection time via
its RC-constant, where the wake-up time decreases with smaller CVD. CVD cannot
be smaller than 10 pF for the power and clock signals to be stabilized. As we can
see, the minimal system wake-up time (>100 µs) is much larger than the on-chip
intrinsic sleep and wake-up time (<10 µs), because the most dominating factor is the
time for the power and clock signals to be stabilized, instead of the on-chip intrinsic
circuit delay.

11.3.5 Chip Testing

The fabricated NVP, named as THU1010N, uses the ROHM 0.13 µm CMOS-
ferroelectric hybrid process. Figure 11.10 shows its photomicrograph and general
statistics. It has two unique nonvolatile characteristics: 1,607-bit FeFFs and zero
standby power. The maximum operating frequency and the active power consumption
are measured under a suite of embedded benchmarks for sensor networks, includ-
ing FFT, FIR, and ZigBee protocols. Specially, we show the properties of sleep and
wake-up actions, as well as some comparison results in Table 11.1.

Table 11.1 compares the NVP with a popular industrial processor “MSP430” [5]
and its variants with FeRAM “MSP430FR series” [19]. We show the sleep/wake-up
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Fig. 11.10 Micrograph and general design statistics of THU1010N

Table 11.1 Comparison results of sleep and wake-up properties between THU-1010N and emerg-
ing commercial microprocessor

Microprocessor type THU1010N TI-MSP430-5 series TI-MSP430
with Flash [5] with FRAM [19]

Sleep/Wake-up Sleep time (µs) 7 6 × 103 212
time Wake-up time (µs) 3 3 × 103 310
Sleep/Wake-up Sleep energy (pJ/bit) 14.4 2.76 × 105 N/A
energy Wake-up energy (pJ/bit) 5.04 373 N/A

time and the energy consumption during the store and recall operations. The sleep and
wake-up time of “MSP430” come from the switching time between LPM4.5 mode
and active mode [5, 19]. The results show that the NVP has tremendous advan-
tages in the sleep/wake-up time and energy. It achieves over 100–1, 000× speedup
in the sleep time, 30–100× speedup in the wake-up time, and 19, 000× saving in
the sleep energy. In the chip level, we need a few microseconds to switch from the
power-down mode to the active mode. Therefore, we conclude that the distributed
nonvolatile architecture of the NVP provides much better performance than the exist-
ing centralized nonvolatile storage. It is quite promising for the energy-harvesting
and power management applications to use the NVP technique.

Moreover, we discover that the core voltage has an effect on the sleep/wake-up
speed. Figure 11.11 shows the sleep/wake-up time under different supply voltages.
Lower voltages lead to a slower speed. It is because the delays of both FeFFs and
the FFC circuit become larger under a lower voltage. However, the sleep/wake-up
time can still be smaller than 20 and 10 µs under a 0.8-V supply voltage. It implies
that the NVP can keep its instant-on feature under low voltages. Compared with
the several milliseconds backup time in the centralized structure, the microseconds
switching time will provide more power saving opportunities for the fine-grained
on-chip power management.
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11.4 Compression Codec for Nonvolatile Processor

Though the NVP can sleep and wake-up very quickly, the nonvolatile storage
elements induce large area overheads. This section will describe some area-efficient
techniques to tackle this challenge. First, we propose an area-efficient architecture
for the NVP. Furthermore, we describe two specific implementations referred to as
PaCC and SPaC.

11.4.1 Area Challenges and Solutions

The nonvolatile memory cells, such as FeCaps (see Fig. 11.6), magnetic tunnel
junctions (MTJ), and floating-gate transistors, usually occupy a quite large area.
To remove the performance losts in the normal operations, a hybrid flip-flop is usu-
ally adopted, containing a standard flip-flop and nonvolatile cells. It makes the area
of NVFFs even bigger. Table 11.2 shows the area overheads of a single NVFF and
an NVP under different nonvolatile techniques. It shows that all of them introduce
nontrivial area overheads. Note that the area overheads do not consider the variation
and reliable issues, which make the chip area even larger. For example, the FeCap
has a sandwich structure with a ferroelectric film layer between two metal layers.
To reduce error rates during the read and write operations, the ferroelectric film
should be large enough. Measurements show that nearly five times area overhead
is observed in a commercial FeFF. Recently, Beach et al. [20] pointed out that the
MTJ-based memory demonstrates statistical read and write behaviors and requires
extra error-correcting units.
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Table 11.2 Area challenges under different nonvolatile techniques

Approach Area of NVFF in DFFs Area overhead of entire chip (%)

Floating gate [2] 1.4x 19
Magnetic RAM [10] 2x 40
FeRAM [21] 4–5x 90

Fig. 11.12 Hybrid archi-
tectures for NVP. a Hybrid
architecture of the fabricated
NVP. b Partial hybrid archi-
tecture for NVP
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To quantify the area overheads in an NVP, we assume that an NVFF is α times
larger than the original flip-flop and all the NVFFs occupy β(0 < β < 1) of the
total chip area. The area overhead Sov equals to β × (α −1) when replacing standard
flip-flops with NVFFs. In a fabricated NVP [21], β approximates to 20 %, α is near
to 5, and Sov ≈ 80 %. Therefore, efficient design techniques are needed to alleviate
those area impacts.

Figure 11.12b presents a partial hybrid nonvolatile architecture to deal with the
area challenge. In this architecture, we only replace parts of flip-flops with NVFFs
so as to reduce the chip area. However, there may be insufficient NVFFs to backup
the system states. Data compression and corresponding techniques are proposed to
ensure the correct backup and recovery operations. The data compression can be
realized in either a software or a hardware approach. In the software approach, the
application stores critical data into NVFFs, while keeping other data in the volatile
flip-flops. Only critical data are stored when power off. The advantage of the software
approach is its flexibility. However, it puts the burden on the application developers to
determine which data should be stored. Another solution is to design a specific hard-
ware codec to perform data compression. It can compress data fast and is transparent
to the application designers. Thus, we present two concrete designs of compression
codec, named PaCC and SPaC, as follows.
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11.4.2 An Parallel Compare-and-Compress Codec for Nonvolatile
Processors

This section presents an area-efficient architecture referred to as parallel compare-
and-compress codec (PaCC) to reduce the number of the nonvolatile registers, and
thus the area of the NVP. It consists of an improved RLE algorithm and the corre-
sponding hardware implementation. Furthermore, a state table selection solution is
proposed to improve the PaCC’s compression ratio.

11.4.3 PaCC Overview

First, we analyze the redundancy in processor states stored in registers, which reveals
the potential of register reduction by compression. Let vi = 0/1 represents the value
of the i th flip-flop in a processor at a given time. We use V = (ν1, ν2, ..., νn) to
denote the processor state at that point. Simulations show that over 80 % of the vi ’s
are unchanged during a program execution. If we construct a reference vector Vref
such that each vi ∈ Vref equals to the most common value for the corresponding
flip-flop, a differential vector Vdiff = V ⊕ Vref can be obtained for a state vector V.
As Vdiff may consist of many consecutive zeros, we can compress Vdiff to a much
shorter vector Vc

diff and use fewer NVFFs to store it. We define the compression
ratio as

C R = |Vc∗|
|V∗| , (11.1)

where V∗ is any original vector and Vc∗ is the compressed version.
The comparison of a conventional NVP and the PaCC architecture is shown in

Fig. 11.13. Figure 11.13a shows a straightforward way to implement an NVP which
simply augments a volatile processor with FeFFs and a FFC. Such a processor stores
the system state V without compression, and the FeFFs increase area significantly.
The PaCC architecture (see Fig. 11.13b) consists of volatile registers which stores
the current system state V, a state table, a compression codec (divided into a PaCC
encoder and a PaCC decoder), and a small set of FeFFs. The state table is used to
store Vref, and the compression codec is used to make conversions between Vdiff
and Vc

diff, and the comparison is done by the bit-wise XORs. Though the volatile
registers, the state table, and the compression codec bring in additional area, the
significant reduction in the number of FeFFs leads to a much smaller overall chip
area. The operation of a PaCC can be partitioned into the encoding procedure and
the decoding one. The encoding procedure accomplishes the following:

• halt the clock to maintain the state vector V when a power interruption is detected,
• select a reference vector Vref from the state table, which can generate the most

consecutive zeros after comparison,
• calculate Vdiff by XORing V and Vref,
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• compress Vdiff using the PaCC encoder to get Vc
diff, and

• store Vc
diff into the nonvolatile storages.

The decoding procedure works in the opposite direction. Obviously, the PaCC
codec design and the Vref selecting are two critical issues in the architecture. We will
discuss them as follows.

11.4.4 PaCC Codec

To achieve a fast compression process along with a good CR, we use a threshold-
based parallel run-length encoding (PRLE) algorithm to compress the Vdiff. Instead
of processing the input data stream bit-by-bit, this algorithm introduces a parallel
observation mechanism into the traditional RLE to bypass continuous k-bit 0(1) in
parallel. In order to further improve the compression ratio, we adopt a threshold
value L th to deal with the short 0(1) chains as in [22]. We only encode the 0(1)
chains longer than the L th bit because short chains cannot be compressed by PRLE.

Algorithm 10.1 presents the details of PRLE algorithm. The inputs of the algorithm
are the differential vector Vdiff, the observation window width (OWW) k, and the
threshold Lth. The output is the compression result Vc

diff. Variable Suni denotes a
uniform sequence of all 0’s or 1’s and Snon denotes a nonuniform sequence such as
{0100101 . . .} which does not contain any 0/1 chains longer than the L th bit.

After the initialization (Line 1), the main body of the algorithm is a “while” loop
(Line 2) which checks the end of the input vector. We append the following 0/1
chain to Suni as the temporary uniform sequence. In this step, we execute the parallel
observation to check whether the following k bits or the remaining bits are all 0/1’s.
If so, we append all of them to Suni to bypass them in one step (Line 4–6). Otherwise
we only add the current bit to Suni (Line 7–9). Subsequently, if a 0/1 transition is
detected (Line 10), we decide how to process Suni. We check whether the length
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of Suni exceeds L th. If not, which means that the current Suni actually belongs to
a nonuniform sequence, we append Suni to Snon and clear Suni (Line 11–13). If
the length of Suni is larger than L th, we first call function Process_Short SE Q to
encode Snon and Process_LongSE Q to encode Suni, then re-initialize Snon and Suni
(Line 16–20). If reaching the end of Vdiff (s == n + 1), we process Suni as above
(Line 11–13, 16–20). Specially, we call function Process_Short SE Q to encode
the remaining Snon (Line 14–15) when |Suni| <= L th occurs. The results of the
functions Process_Short SE Q and Process_Short SE Q follow the format shown
in Fig. 11.14. We call them copied segments and encoded segments, respectively.

Algorithm 1: Threshold-based parallel RLE algorithm
Input: Vd i f f = {a1, a2, ..., as , ..., an}, Lth , k
Output: Vd i f f c

Variables: Suni , Snon , s
1 Initialization: Vc

di f f = φ, Suni = φ, Snon = φ, s = 1;

2 while s ≤ n do
3 w = min{s + k − 1, n};
4 if {as , ..., aw} == {00...0}or{11...1} then
5 {as , ..., aw} → Suni ;
6 s = w + 1;
7 else
8 as → Suni ;
9 s = s + 1;

10 if (as �= as+1 && s ≤ n)‖(s == n + 1) then
11 if |Suni | <= Lth then
12 Suni → Snon ;
13 Suni = φ;
14 if s == n + 1 then
15 Process_Short SE Q(Snon) → Vc

di f f ;

16 else
17 Process_Short SE Q(Snon) → Vc

di f f ;

18 Process_LongSE Q(Suni ) → Vc
di f f ;

19 Snon = φ;
20 Suni = φ;

In this section, we present the hardware design of a PaCC Codec. Figure 11.15
shows the block diagram of our PaCC encoder which is the hardware realization
of PaCC algorithm. It consists of an input-end shifting network which shifts n-bit
Vdiff from the volatile registers to the RLE encoding module. The n-bit output is the
shifted value for updating the volatile registers. Similarly, the output-end shifting
network shifts the m-bit compression results to the NV registers. Besides the shifting
networks, the “all 0/1 detector” block helps to execute k-bit parallel observation
and generate a bypass signal to the RLE encoder and length controller. The length
controller provides the shifting length to the input-end shifting network according to
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the bypass signal as well as OWW k. The RLE encoder compresses the k-bit input
serially when the bypass signal is disabled, otherwise bypasses the k-bit input. The
format of the compression result is based on the given L th (see Fig. 11.14). The
OWW k and threshold L th are given by the microcontroller (MCU) based on actual
applications. Once the RLE encoder accomplishes the compression, it sends the q-bit
compressed segment (see Fig. 11.14) to the output-end shifting network.

The PaCC decoder is similar to the encoder. Since encoding and decoding are
opposite operations, the decoder can reuse the two shifting networks. The input-end
and output-end part are exchanged and the data flow in the opposite direction. The
only difference in the PaCC decoder is that it contains a RLE decoding module
instead of the RLE encoding module. Thus, we omit the detail discussion on the
decoder part.



11 Ferroelectric Nonvolatile Processor Design 307

11.4.5 State Table Optimization

The state table stores and provides Vref for generating Vdiff. Since different
applications may have very different Vref’s, only one Vref is insufficient. The state
table thus contains multiple Vref’s as well as a selection mechanism.

The overall design of the state table is shown in Fig. 11.16 which consists of a
reference vector array and a selection unit. Since encoding and decoding use the same
Vref, the choice of Vref should be retained when power is off. To meet this require-
ment, we propose two methods. One method adopts external inputs such as switches
to hold the choice of Vref. This method simplifies hardware design and control, but
the selection is not so flexible. The other method uses additional nonvolatile storage
(e.g., 2 3-bit NVFF) to memorize the choice of Vref generated dynamically from the
MCU according to the actual application. This method requires more complicated
software control, but achieves more flexible selection. In real cases, we can use a
hybrid selection mechanism combining these two methods such that if MCU only
runs one application, we can use the external switch method to reduce the control
complexity while in other cases, we use the dynamic NVFF based selection.

Then we will decide how to choose an appropriate reference vector for a specific
application. We can formulate the problem as following: assuming β system-state
vectors {V1, V2, ..., Vβ} should be stored, we need to determine an optimal reference
vector Vopt to minimize the length LVcomp of the compressed vector under the worst
case:

Vref, opt = arg min
Vref

(
δ

max
i=1

L(C(Vi ⊕ Vref))

)
(11.2)

where Vi ⊕V represents XOR two vectors bit-by-bit; function P calculates the length
of the vector after compressing V by PRLE algorithm.

The direct searching space of Vref is very large and function P does not have
an analytical pattern, so we develop a naive heuristic to find a solution. Intuitively,
the CR of RLE algorithm is related to the number of 0’s in Vdiff, so we can get a
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suboptimal reference vector Vsub,opt resulting in the most 0’s in Vdiff in the global
vision. Therefore, we set the i th bit of Vsub,opt as follows:

Vsub,opt(i) = M({ j ∈ 1, 2, ..., β|V j (i)}) (11.3)

M(S) equals to the majority element in the set S. In our experiments, this method
can achieve quite good compression ratio in most cases; however, it may lead to poor
results for some special vectors because it ignores the continuity of 0’s in Vdiff. Some
better heuristic algorithms can be explored to address the optimization problem in
our future work.

11.4.5.1 Evaluation Results

In this part, we will show the evaluation results of PaCC in chip area and compression
speed. We use Cadence NC-Verilog to sample the system-state vectors and evalu-
ate the clock cycles statistics. The area statistics is obtained from Synopsys Design
Compiler under Rohm’s 0.13 µm ferroelectric-CMOS hybrid process. To simulate
the processor behavior in real embedded applications, we use the benchmark pro-
grams of Fibonacci, sorting and square root from Dalton Project [23]; Rijndael and
FFT from MiBench [24], and ZigBee MAC Protocol from Z-Stack [25].

We evaluate the area efficiency of PaCC for the programs. We randomly select 50
state vectors for each program and calculate the optimized reference vector Vref,opt
based on heuristics in Eq. 11.2. We get the desired number of NVFFs Lnv and the area
reduction numbers in Table 11.3. Each row represents the results from one program.
The columns give out the compression ratio of PRLE, the number of NVFFs, the
area reduction ratio of MCU (both MCU only and the whole chip), and the overflow
possibility. All data are obtained under the optimal threshold L th for each program.
The optimal threshold is the one which results in the smallest number of NVFFs
among all the threshold values in [4,50]. In the programs considered, the optimal L th
is always 9 or 10. This is due to the fix encoding format in Fig. 11.14.

As shown in Table 11.3, different programs may lead to different numbers of
NVFFs (see column 3). Thus, the area savings vary for different programs. By uti-
lizing PaCC, the compression ratio can reach to 19.2 % with the number of NVFFs
reduced from 1607 to 308. Based on this reduction, the area saving ratio for the MCU
only can be 23.4–30.2 % and the worst case ratio is still above 15 % for the total chip.
We conclude that the algorithm is effective to reduce the chip area.

The run-time of encoding and decoding is also important metrics for PaCC. The
encoding performance depends on the chosen OWW k. Intuitively, smaller k may not
achieve significant reduction in clock cycles while a larger k reduces the opportunity
to encounter consecutive zeros or ones. As a result, we can get an optimal k which
leads to the smallest number of encoding clock cycles. In our experiments, the optimal
k may vary for different programs, and it usually locates in a fixed range of [16–20].
Given the optimal k chosen for each program, Table 11.4 shows the clock cycles
of encoding and decoding for different programs. We can see that the encoding



11 Ferroelectric Nonvolatile Processor Design 309

Ta
bl

e
11

.3
E

va
lu

at
io

n
of

ar
ea

ef
fic

ie
nc

y
of

Pa
C

C
ar

ch
ite

ct
ur

e

Pr
og

ra
m

O
pt

im
al

C
om

pr
es

si
on

#
of

N
V

L
ow

er
bo

un
d

A
re

a
re

du
ct

io
n

ra
tio

L
th

ra
tio

(%
)

re
gi

st
er

s
on

L
nv

M
C

U
on

ly
(%

)
To

ta
lc

hi
p

(%
)

Fi
bo

na
cc

i
9

23
.7

38
1

35
7

26
.2

17
.3

So
rt

in
g

10
26

.0
41

7
37

3
24

.3
16

.1
Sq

rt
9

27
.1

43
5

40
1

23
.4

15
.4

R
ijn

da
el

9
20

.3
32

5
28

9
29

.4
19

.5
FF

T
10

19
.2

30
8

27
4

30
.2

20
.0

Z
ig

B
ee

M
A

C
10

25
.2

40
5

38
1

25
.0

16
.5



310 Y. Liu et al.

Ta
bl

e
11

.4
E

va
lu

at
io

n
of

ru
n-

tim
e

of
Pa

C
C

co
de

c

Pr
og

ra
m

O
pt

im
al

k
C

lo
ck

cy
cl

es
Pr

oc
es

s
tim

e
E

nc
od

e
D

ec
od

e
O

n
av

er
ag

e
(µ

s)
M

ea
n

St
d

M
ea

n
St

d
E

nc
od

e
D

ec
od

e

Fi
bo

na
cc

i
19

24
3.

2
21

.2
97

.8
3.

3
24

.3
9.

8
So

rt
in

g
16

25
3.

1
25

.7
98

.1
3.

3
25

.3
9.

8
Sq

rt
17

30
1.

8
34

.0
10

1.
0

2.
9

30
.2

10
.1

R
ijn

da
el

16
21

1.
7

23
.4

95
.3

3.
3

21
.1

9.
5

FF
T

20
19

0.
9

28
.9

94
.5

3.
9

19
.1

9.
5

Z
ig

B
ee

M
A

C
20

27
9.

5
42

.5
98

.5
2.

2
27

.0
9.

9

A
ss

um
in

g
th

e
da

ta
en

co
di

ng
an

d
de

co
di

ng
pr

oc
ed

ur
es

ru
ns

at
10

-M
H

z
cl

oc
k

fr
eq

ue
nc

y,
th

e
cl

oc
k

cy
cl

e
st

at
is

tic
s

is
ob

ta
in

ed
fr

om
a

ci
rc

ui
ts

im
ul

at
or

M
ea

n
m

ea
ns

th
e

av
er

ag
e

va
lu

e,
St

d
m

ea
ns

th
e

st
an

da
rd

de
vi

at
io

n



11 Ferroelectric Nonvolatile Processor Design 311

process needs extra 200–300 cycles to compress one vector, while the decoding one
costs 90–100 cycles. Therefore, the time to store data takes less than 30 µs and the
recall takes less than 10 µs at the 10-MHz clock frequency. It maintains the NVP’s
instant-on/instant-off features.

11.4.6 A Segment-Based Parallel Compression for Backup
Acceleration in Nonvolatile Processors

In this section, we will introduce another compression structure referred to as SPaC:
a segment-based parallel compression architecture. It achieves trade-offs between
the compression time overheads in PaCC and the area overheads in a conventional
NVP with full NVFF replacement.

11.4.6.1 SPaC Overview

We give the comparison of different NVP architectures in Fig. 11.17. As Fig. 11.17a
shows, the conventional NVP connects each register with a nonvolatile cell. The
backup process is totally parallel and fast but leads to nontrivial area overheads due
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to a large number of nonvolatile cells. PaCC in Fig. 11.17b uses a compression module
(CM) to reduce the number of nonvolatile cells as well as the area. However, the CM
compresses the data stream bit-by-bit causing longer backup time. Our proposed
SPaC architecture in Fig. 11.17c partitions the registers into several segments and
equips each segment with an individual CM. In SPaC, all segments are compressed
in parallel to achieve faster backup speed against PaCC. Meanwhile, SPaC reduces
the area against the full replacement approach.

Two key metrics of SPaC are the area and backup speed. We evaluate the metrics
versus numbers of segments M to show their trends. The results in Figs. 11.18 and
11.19 are based on THU1010N (discussed in Sect. 11.3). Figure 11.18 shows the
chip area normalized to the full replacement realization versus M . The area data
are approximately linear to the number of segments, because the increasing area
primarily comes from the additional CMs. Moreover, the total compression effect of
PRLE algorithm degrades when the input vector is divided to more segments, which
is another factor inducing the area increase. In our case, the area of SPaC cannot save
area when M > 7. Figure 11.19 shows the compression speed under different M .
Generally speaking, a larger M leads to deeper parallelism and fewer clock cycles.
However, when M > 6, the speedup by further parallelism is trivial. We use three

Fig. 11.18 Area evaluation
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curves to indicate the average value and the upper/lower bound in Fig. 11.19. The
variations come from the input changes at different backup points. If the variation is
large, it can significantly degrade the backup speed. This can be solved by an online
scheduling controller in the next subsection. Considering both area efficiency and
compression speed, the appropriate M is 2 or 3.

Although the data in Figs. 11.18 and 11.19 are based on a specific case, the
trends of area and speed are common in other computer architectures (such as MIPS,
X86). However, the demarcation point may be different in other processors, because
they have different register numbers and architectures, and their area models may
be different in other technology processes. Therefore, SPaC can be applied to other
processors, but the number of segments should be determined according to the actual
design and its requirements. For an actual processor, we propose the design flow for
SPaC in Fig. 11.20. As Fig. 11.20 shows, different Ms are evaluated according to
the area and speed constraints. We will change the value of M if the constraints are
violated. Given a certain M , off-line partition optimization and online compression
adjustment are introduced to minimize compression time.

11.4.6.2 SPaC Design

Figure 11.21 shows the detailed diagram of SPaC with M segments. The flip-flops are
clustered into M segments denoted as {S1, S2, ...Sk, Bk+1, ..., BM } and each segment
is connected to a CM module for parallel compression. Segments Si usually have
relative small workload variations and do not support compression reallocation. The
determination of Si is based on an off-line algorithm to balance the workloads on
each CM. To support dynamic workload adjustment, we design a specific structure
to allow the segments to share their CMs if some CMs are idle and others are busy.
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We denote such shared segments as Bi . To support the CM sharing among segments
Bi , we use a set of MUXs to realize the switching operations.

First, we describe the off-line partition algorithm in the following.

Algorithm 2: Off-line Algorithm
Input: V, M, Varth, loopth
Output: S = (S1, S2, . . . , SM )

Variables: std, time, step, loop
1 Si = length(V)/M for i = 1, 2, . . . , M; std = Sth;;
2 while std ≥ Sth and loop ≤ loopth do
3 time = C M(V, S);
4 std = ST D(time);
5 step = ceil(std);
6 S(I ndexof (max(time))) = S(I ndexof (max(time))) − step;
7 S(I ndexof (min(time))) = S(I ndexof (min(time))) − step;
8 loop = loop + 1;

Supposing that we partition the system-state vector V into M segments, Sth
denotes the threshold of the standard deviation and loopth denotes the loop limitation.
The output vector S = (S1, S2, . . . , SM ) represents the length of each segment. The
variable std denotes the temporary standard deviation under the current partition S;
time = (t1, t2, , tM ) gives out the average clock cycles of all segments; step is the
max step value to change the vector length, and loop is the iterating number. We
use the equal partition as the initial S and set std to Sth. In each loop, we calculate
the compressing time of each segment to get time and its variation std. We find the
segment with the maximum average clock cycles in t ime and reduce its vector length
by one step. Similarly, the opposite operation is performed to the segment with the
minimum average clock cycles. We keep changing S until std is smaller than Sth,
otherwise it will return an error message. In case of failures, we either reduce Sth or
set a larger loopth.

Furthermore, we illustrate the dynamic workload adjustment based on CM shar-
ing. Each shared segment Bi is divided into two parts. One part is shared which is
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connected to MUXs. The remaining parts are directly connected to the segments’
own CMs. During the compression, the online controller monitors the complete state
of each segment. If one segment completes its compression and another is not, the
online controller switches the shared part of the slowest segment to the CM of the
fastest segment. To avoid area overheads of the multiplexing, the number of shared
segments is small. The size of shared parts of each Bi is determined by the compres-
sion speed variations.

11.4.6.3 Evaluation Results

We compare metrics of an NVP using equal-size partition, off-line only partition
and hybrid off-line/online partition under different Ms in Table 11.5. We can see
that the off-line algorithm balances the workloads of different segments effectively
while the hybrid algorithm further decreases the variations. As Table 11.5 shows, the
off-line-only partition can improve the compression speed by 32 % compared to the
equal-size partition. The hybrid strategy further reduces the variations by average
31.7 % and improves the overall speed performance by up to 10 %.

11.5 Nonvolatile Processor Applications

In this section, we describe two typical applications based on an NVP. The first one
is a vehicle detection system. The second one is a self-powered sensor node aimed at
body area monitoring. These two application systems have unique features differing
from traditional sensor nodes, and we list them as follows:

1. Both systems are driven by immediate harvested energy without conventional
energy storage devices, such as batteries.

2. Both systems work continuously under frequent power interruptions even using
a square-wave power supply.

Those system features are attributed to the features of NVPs. The complexity to
design a power system for a NVP-based sensor node can be significantly reduced
without AC–DC regulators and energy storages. It implies the potential to reduce the
cost and size of the total system.

11.5.1 Vehicle Detection System

The vehicle detection system is based on energy-driven nonvolatile sensor nodes. The
whole system is depicted in Fig. 11.22. Each nonvolatile sensor node is equipped with
a solar cell energy harvester with no batteries. The energy source can be sunlight out-
doors or light sources indoors. Given an energy source, the sensor node continuously
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Fig. 11.22 The proposed moving vehicles detection system

counts the number. When a moving vehicle (e.g., a car) comes in between sunlight
and sensor node, power to the sensor node is cut off. The nonvolatile sensor node will
remember the current state and wait for the moving object to pass by. After that, the
power supply is recovered, and the sensor node will continue to count. The counting
number and related information can be stored in the local nonvolatile memory or
wirelessly transferred to the remote data center. An object recognition algorithm is
used in the data center to analyze the object occurring time and other information. A
synchronization algorithm should be implemented among the collecting point and
sensor nodes. After a certain period of time, the global time should be refreshed
and synchronized with each node. A graphic user interface (GUI) is provided to
show the real-time detecting results. The most novel technique used in this demo is
the NVP-based energy-driven system. This system consists of the energy-harvesting
module (solar cell), the power management unit (PMU), and the NVP, shown in
Fig. 11.23. At several square centimeters in size, a solar cell is used to provide 6-V
and more than 5-mW power supply under medium sunlight. The PMU realized the
functions of energy detection and voltage regulation. It measures the energy stored
on the capacitor and generates activation signals to the NVP as well as regulates the
supply voltage.

To better describe the system working mechanism, we draw the signal timing
diagram of the sleep and wake-up actions in Fig. 11.24. In the sleep action, when
the PMU detects a power failure, it generates a sleep signal and maintains the power
supply via the capacitor until the system state is stored in nonvolatile cells. In the
wake-up action, the PMU detects the power recovery and provides power to the NVP
until the voltage is stable. After that, it generates a wake-up signal to restart the NVP.
According to the measured results, the wake-up action costs less than 100 µs and the
sleep action takes around 50 µs, which enables our system to work under a frequently
interrupted power supply.
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Fig. 11.23 Architecture and realization of energy-driven sensor node
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Fig. 11.24 Signal timing chart in sleep and wake-up actions

11.5.2 Self-Powered Body Sensors

Another NVP-based application focuses on the body health monitoring, which is
significant to the personal life. Recently, many works have concentrated on the wire-
less body area network (WBAN) implementation. The body sensor nodes should
achieve ultra-low power, low costs, small size, and high reliability. The NVP-based
self-powered body sensors can be a promising candidate.

Figure 11.25a shows the block diagram of a self-powered body sensor. Generally,
it consists of an energy-harvesting source (EH), a PMU, an NVP, and some periph-
erals. The NVP provides the node high robustness against power interruptions. The
peripherals include several sensors and a RFID. The sensors are used to monitor
the medical parameters of a human being and the RFID module enables the node
to transmit those data to a sink in a wireless way. The actual sensor node is shown
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Fig. 11.25 Self-powered body sensor. a Block diagram of self-powered body sensor. b Actual
self-powered body sensor

in Fig. 11.25b. The total size of the node is 50 × 50 × 27 mm. We adopt several
power optimizing techniques to enable the sensor node to work under very limited
power supply from small-size energy-harvesting devices. The node adopts a DC–
DC converter with over 85 % energy-transforming efficiency and a ultra-low-power
RFID module. By profiling the power consumption of the sensor node, we find that
the Flash code memory contributes a more than 5 mA current under normal opera-
tions. As there is a large frequency gap between the NVP and the Flash memory, we
design a specific program to power down the Flash memory when it is not read. With
this technique, we reduce over 80 % power consumption of the Flash memory and
the overall power of the node is reduced to 4 mW. The final demonstration (shown
in Fig. 11.26) is a self-powered sensor node with harvested energy from sunlight or
vibration. The sensor node monitors the temperature, sunlight duration, and intensity,
and it transmits the data into a base station (PC). It mimics the working environment
where a human being wears those sensor nodes outdoors or walking. It can collect
those medical information reliably without a battery. The users can access those data
via a RFID reader in a smart phone or specific devices.

11.6 Related Work

The NVP is a promising approach to realize a nonvolatile-memory-based computing
system. Many researchers and companies have evaluated various ways to integrate
nonvolatile memories in processors. Flash is a mature high-density nonvolatile mem-
ory and is widely used in the mainstream commercial microcontrollers [5, 6]. How-
ever, Flash is not suitable to implement distributed NVFFs, because it has drawbacks
such as low endurance, slow writing speed, block erasing pattern, and high mask
cost. Among existing nonvolatile memories [8], FeRAM and MRAM emerge as the
most promising candidates for the NVP. Zwerg et al. [26] embedded a FeRAM into
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Fig. 11.26 Self-powered body sensor demonstration platform

a microcontroller for better tolerance to power failures. Xu et al. [27] had proposed
to adopt STT-MRAM as the last-level on-chip cache in microprocessors. However,
the centralized memory architecture cannot provide sufficient bandwidth and fast
backup speed in accidental power failures.

In order to achieve faster sleep and wake-up features, some works had concentrated
on the register-level nonvolatile memory implementation. Zhao et al. [4] employed
MTJ-based flip-flops in FPGAs to achieve rapid start-up. Sakimura et al. [10] devel-
oped a magnetic flip-flop (MFF) library for systems-on-a-chip (SoC) design and
tested the MFFs in a shifter circuit. Guo et al. [28] conducted an architectural analy-
sis of a STT-MRAM-based processor, including the logic-in-memory, nonvolatile
registers, and nonvolatile caches.

Recently, Rohm developed a lifetime-enhanced NVFF by adding a FeCap pair to
a standard flip-flop and implemented a nonvolatile counter [1]. The hybrid flip-flop
structure does not degrade the performance in the normal operations and prolongs the
lifetime of the nonvolatile cells. Wang et al. [12] evaluated an NVP with ferroelectric
flip-flops using a compare-and-write policy. Afterward, Yu et al. [2] proposed an
evaluation of NVPs based on floating-gate technology. Their analysis demonstrated
the performance, area, and power characteristics of an NVP based on the hybrid
NVFFs. Simultaneously, Wang et al. [21] fabricated an actual NVP based on the
ferroelectric flip-flops and obtained measured results on the sleep and wake-up prop-
erties. Most recently, Qazi et al. [29] provided an FIR filter based on ferroelectric
flip-flops and demonstrated even faster sleep and wake-up speed.

To further improve the performance of an NVP, some design-optimizing methods
are proposed. After observing large area overheads of the hybrid NVFFs, Wang et
al. [30] presented a compare-and-compress architecture to reduce the NVP’s area
and Sheng et al. [31] reported a way to trade off the area overhead and the backup
speed in an NVP.
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In future, the NVP design may focus on the following aspects: high-speed and
reliable NVFF design, hybrid nonvolatile memory architecture, and novel NVP appli-
cations.

11.7 Conclusion

In this chapter, we demonstrated the complete design flow to fabricate a ferroelectric
NVP. Our experimental results show that the first fabricated NVP can achieve 7 µs
sleep time and 3 µs wake-up time with zero standby power, which means over 30–
100× speedup on the wake-up/sleep time and 70× energy savings on the backup and
recall operations compared with the state-of-the-art industry microcontroller. Mean-
while, the ferroelectric NVP exhibits comparative performance and power consump-
tion in normal operations. Furthermore, we design a PaCC and its variants SPaC to
save up to 30 % silicon area in a ferroelectric NVP. Finally, we demonstrate two
kinds of battery-less sensor nodes based on the NVP for the first time. They aimed
at moving vehicle detection and body sensor applications.

Ferroelectric NVPs can realize energy-efficient computing systems with zero
standby power, instant-on features, high resilience to power failures, and fine-grained
power management. It has the potential to realize computing system powered by
energy-harvesting devices, which eliminates the battery lifetime constraints and
becomes a very promising solution for smart sensors and other applications.
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