
Human Walking 
in Virtual 
Environments

Frank Steinicke
Yon Visell
Jennifer Campos
Anatole Lécuyer   Editors

Perception, Technology,
and Applications



Human Walking in Virtual Environments



Frank Steinicke • Yon Visell
Jennifer Campos • Anatole Lécuyer
Editors

Human Walking in
Virtual Environments

Perception, Technology, and Applications

123



Editors
Frank Steinicke
University of Würzburg
Würzburg
Germany

Yon Visell
Electrical and Computer Engineering

Department
Drexel University
Philadelphia, PA
USA

Jennifer Campos
Toronto Rehabilitation Institute
University of Toronto
Toronto, ON
Canada

Anatole Lécuyer
National Institute for Research in Computer

Science and Control (INRIA)
Rennes
France

ISBN 978-1-4419-8431-9 ISBN 978-1-4419-8432-6 (eBook)
DOI 10.1007/978-1-4419-8432-6
Springer New York Heidelberg Dordrecht London

Library of Congress Control Number: 2013937207

� Springer Science+Business Media New York 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of
the work. Duplication of this publication or parts thereof is permitted only under the provisions of the
Copyright Law of the Publisher’s location, in its current version, and permission for use must always be
obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright
Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Foreword

Walking, strutting, running, shuffling, tiptoeing, climbing, or pirouetting—people
move on foot through an impressive variety of activities and contexts. Not sur-
prisingly, there has been a keen scientific awareness and a growing body of
knowledge surrounding ways that people execute tasks involving locomotion and
how they perceive their environment and its contents during the course of
movement on foot. In parallel, locomotion is increasingly seen as a natural and
promising means of moving in virtual environments. A number of important
questions pertain to how virtual walking may be afforded in new computational
systems and how self-motion is affected and perceived in virtual environments.
Finally, there is a growing consensus that locomotion in augmented and virtual
reality environments may be relevant to a wide range of emerging applications,
from immersive training simulations, to entertainment and video games.

This book concerns the science and engineering of walking in virtual environ-
ments. It is an attempt to bring together, for the first time in one volume, contri-
butions from a growing interdisciplinary body of knowledge on human self-motion
perception, the multisensory nature of walking, conceptual design approaches,
current technologies, and applications. The use of VR and movement simulation
systems is becoming popular and more accessible within a variety of research fields
and applications. Many of the relevant simulation technologies initially focused on
developing realistic, interactive visual environments. However, it is becoming
apparent that our everyday interactions are highly multisensory. Therefore,
investigators are beginning to understand the critical importance of walking
interfaces that can allow for realistic, natural behaviors. This book aims to present
an overview of what is currently understood about human perception and perfor-
mance when moving in virtual environments and to situate it relative to the broader
scientific and engineering literature on human locomotion and walking interfaces.
The contents include scientific background and recent empirical findings related to
biomechanics, selfmotion perception, and physical interactions. The book also
discusses conceptual approaches to multimodal sensing, display systems, and
interaction for walking in real and virtual environments. Finally, it presents current
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and emerging applications in areas such as gait and posture rehabilitation, gaming,
sports, and architectural design.

The organization of this book largely reflects the level of interdisciplinarity of
the topical area it addresses, touching on aspects related to human perception and
action, virtual reality technologies, and their applications in human–computer
interaction design, immersive simulation, health care, and entertainment.

Walking as Perception and Action

Locomotion can be seen to serve two key tasks: those of movement and of sensory
awareness, i.e., of action and perception. On one hand, the most basic function of
walking might be said to be that of self-motion. A hallmark of our species is that
we travel, stand, and otherwise negotiate our surroundings in a mostly bipedal
manner. We do so over a range of different speeds, with different manners, and
following different patterns that are dependent on the task at hand and the way it is
performed. Beyond self-motion, we walk in order to have a look around, surveying
our surroundings as we navigate, and generating a great deal of multisensory
information about the world. The act of locomotion is intimately tied to the ways
that we perceive the ambient spaces and ground surfaces that we traverse. Stable
and efficient locomotion is itself known to require the gathering of information
about the ground serving as support, and a large amount of sensory information is
likely to be available for this purpose.

A pedestrian receives visual information via the eyes, sound information via the
auditory channel, haptic information via the sense of touch, and information about
movements of the muscles and joints via the proprioceptive sense. These multiple
sensory inputs are integrated in the formation of coherent percepts about the
contents and activities of space and the pedestrians own motion in it. Walking thus
involves a range of human sensory and motor faculties, and the neural processing
apparatus that supports them.

When walkers are enabled to navigate within virtual environments, additional
factors come into play, including limitations in the presentation of virtual 3D
scenes, or to the coupling of body movements that change with perspective and
distance. Several of these questions are addressed in Part I of the book. In Chap. 1
Waller and Hodgson describe how spatial knowledge of one’s environment during
navigation is informed by external (e.g., visual and auditory), internal (e.g., ves-
tibular and proprioception), and cognitive (e.g., attention) sources and the impli-
cations for movement simulation. In Chap. 2 Riecke and Schulte-Pelkum
summarize multimodal effects on the illusion of self-motion (i.e., vection) and
ways in which various sensory inputs can be exploited to maximize this illusion in
the most efficient way possible. In Chap. 3, Multon and Olivier review in detail the
most current literature describing the biomechanical characteristics of walking in
real and virtual environments. In Chap. 4 Fajen explores locomotion from the
ecological perspective by considering one’s perception of affordances during tasks
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such as obstacle avoidance and wayfinding. In Chap. 5, Ruddle considers the role
and importance of body-based cues during translational and rotational movements
when interacting within virtual environments of various scales (model, small, and
large scale). Finally, in Chap. 6, Frissen et al., summarize a collection of research
focusing on the biomechanics of natural walking, the interactions of propriocep-
tive and vestibular inputs during curvilinear walking, and the characteristics of
unconstrained large-scale walking, all with the intention of illuminating the
development and testing of a unique omnidirectional treadmill (the Cyberwalk).

Technologies for Virtual Walking Experiences

Just as walking is fundamental to our negotiation of natural environments, it is of
increasing relevance to interactions with computational systems. From Star Treks
holodeck, to William Gibsons cyberspace, the idea that people could move through
virtual environments via seamless and natural-seeming body movements has long
been a staple of science fiction and futurist thinking. However, the potential of
realizing such experiences within real laboratory settings has only recently become
feasible, due to advances in multimodal 3D display technologies, sensing, and
robotic motion simulators. Other contemporary interactive paradigms have
emerged as well, including the superposition or mixing of components of virtual
worlds within real environments, or via novel body-scale human interactive
devices.

Part II of this book surveys a range of technological challenges that arise when
designing virtual walking experiences, and some of the predominant solutions that
have emerged in the last few years. In Chap. 7, Steed and Bowman review the
displays and interaction devices that can be utilized for virtual travel, ranging from
desktop to fully immersive visual displays, and hand-held devices to motion
tracking systems. In Chap. 8, Multon describes the most popular methods and
algorithms used to evaluate the parameters and main properties of human walking
(e.g., step length, joint angles, or ground reaction forces). In Chap. 9, Iwata pro-
vides an extensive survey of locomotion interfaces, i.e., mechanical devices for
creating artificial sensations of physical walking, categorizing them into four
types: sliding shoes, treadmills, foot-pads, and robotic tiles. In Chap. 11, Whitton
and Peck focus on stepping-driven locomotion techniques (walking-in-place and
real-walking interfaces) which do not include treadmills or other mechanical
devices and are driven by the users’ actual stepping motions to convert those
values into viewpoint movement between frames. In Chap. 10, Bruder and
Steinicke explain how to implement virtual walking in virtual environments, via
different strategies that allow users to actually move through the real world, using
physical displacements that are mapped to motions of the camera in the virtual
environment (VE) in order to support unlimited omnidirectional walking. Lastly,
in Chap. 12, Marchal et al., address the multimodal rendering of walking over
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virtual ground surfaces, and how to model, simulate, and incorporate haptic,
acoustic, and graphic rendering to enable truly multimodal walking experiences.

Applications of Virtual Walking

Beyond the basic scientific and technological issues addressed in the first two parts
of the book lies the basic question of why, and for what purposes, it may be
desirable to design interactive experiences of virtual walking. From one stand-
point, this remains a nascent field of research and development, and, as has been
seen in other domains that have emerged on large scales in recent decades (e.g.,
mobile computing), many of the applications that ultimately take hold may be
difficult to foresee from the present, early state of development. Nonetheless, a
number of broad domains of potential application can be identified, related to areas
such as human–computer interaction design, immersive simulation, health care,
and entertainment.

Thus, Part III of the book presents a number of interactive techniques and
application scenarios that have been subjects of recent research. In Chap. 13 of
Part III, Kulpa, Bideau, and Brault describe the implementation of techniques for
allowing athletes to interact via movements in virtual sports setting, and how these
interactions may be useful for understanding sports performance. In Chap. 14,
Suma, Krum, and Bolas describe the use of redirected walking techniques in the
design of immersive simulation training environments. In Chap. 15, Kiefer, Rhea,
and Warren review current applications of VR for clinical assessment and reha-
bilitation of locomotor behavior. In Chap. 16, Williamson, Wingrave, and LaViola
present a number of techniques and issues related to using low-cost video game
controllers to design affordances for self-motion in virtual environments. Finally,
in Chap. 17, Visell and Cooperstock review the state of the art and future direc-
tions in human–computer interaction design for computationally augmented floor
surfaces.

It is hoped that this diverse collection, organized under the broad umbrella of
virtual walking, a topic that was essentially unaddressed in the research literature
just two decades ago, may prove interesting for researchers in related fields of
engineering, computing, perception, and the movement sciences, and further, that
the many challenges that remain may suggest interesting directions for future
research.

Yon Visell
Frank Steinicke

Jennifer Campos
Anatole Lécuyer
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Chapter 1
Sensory Contributions to Spatial Knowledge
of Real and Virtual Environments

David Waller and Eric Hodgson

Abstract Most sensory systems are able to inform people about the spatial structure
of their environment, their place in that environment, and their movement through it.
We discuss these various sources of sensory information by dividing them into three
general categories: external (vision, audition, somatosensory), internal (vestibular,
kinesthetic) and efferent (efference copy, attention). Research on the roles of these
sensory systems in the creation of environmental knowledge has shown, with few
exceptions, that information from a single sensory modality is often sufficient for
acquiring at least rudimentary knowledge of one’s immediate environment and one’s
movement through it. After briefly discussing the ways in which sources of sensory
information commonly covary in everyday life, we examine the types and quality
of sensory information available from contemporary virtual environments, including
desktop, CAVE, and HMD-based systems. Because none of these computer medi-
ated systems is yet able to present a perfectly full and veridical sensory experience to
its user, it is important for researchers and VE developers to understand the circum-
stances, tasks, and goals for which different sensory information sources are most
critical. We review research on these topics, as well as research on how the omission,
limitation, or distortion of different information sources may affect the perception
and behavior of users. Finally, we discuss situations in which various types of virtual
environment systems may be more or less useful.

Brian and Sarah set up their campsite at dusk. At dawn the next morning, Sarah
decides to venture from the campsite briefly to explore the area. As she walks away
from the camp, the sights and sounds of a nearby brook recede into the background.
She feels her legs working, climbing uphill from the brook, her feet occasionally
slipping backwards slightly, down the muddy trail. As an owl flies by, it captures her
attention, and she turns her head quickly to watch it light in a nearby tree. Turning
her head to admire the bird does not disorient Sarah; nor does it cause her to change

D. Waller (B) · E. Hodgson
Department of Psychology, Miami University,
Psychology Building 218, Oxford, OH 45056, USA
e-mail: wallerda@muohio.edu

F. Steinicke et al. (eds.), Human Walking in Virtual Environments, 3
DOI: 10.1007/978-1-4419-8432-6_1, © Springer Science+Business Media New York 2013



4 D. Waller and E. Hodgson

her generally uphill course. After reaching the top of the hill, Sarah directs her gaze
down toward a larger river running below her before deciding to move on back to her
campsite. Even before her campsite comes into view, she can smell smoke coming
from the campfire that Brian had just built.

This brief vignette illustrates the variety and the complexity of information that is
available to people as they navigate through known and unknown places. In the story,
Sarah uses a variety of online sensory information—visual, kinesthetic, vestibular,
somatosensory, auditory, and even olfactory—to provide information about her envi-
ronment and her place in it. She is also able to use offline information—internally
stored knowledge—to determine her goals and destinations. Because nearly every
sensory modality can contribute information about one’s spatial disposition or about
the spatial properties of one’s environment, it is a challenge for scientists to under-
stand how this multimodal influx of information is acquired, interpreted, combined,
and acted upon. In this chapter, we will examine what is known about the different
ways that people can take-in the spatial information that is available to them as they
walk through real and computer-simulated (virtual) environments. In the first part of
the chapter, we will briefly discuss what we know about the senses’ contribution to
spatial knowledge, including the circumstances under which each sense in isolation
is necessary or sufficient for acquiring spatial knowledge and for enabling spatial
behaviors. The modality-by-modality discussion, however, is only expository; it is
important to realize that in most real situations, information flows simultaneously
through all of the senses—that spatial information is multimodal, overlapping, and
heavily redundant. Thus, in the second part of the chapter, we examine situations
in which there are differing combinations of sensory information about space. In
particular, we discuss the sensory contributions of today’s computer-simulated envi-
ronments, in which some sensory modalities have access to limited or imperfect
information.

Before we can begin a meaningful discussion of incoming sensory information,
we will do well to recognize that the issue of sensory contributions to spatial knowl-
edge cannot be disentangled from conceptualizations of the type of knowledge that
is produced. In general, the type of knowledge that one acquires about his or her
environment depends critically on the goals that one has for interacting with the envi-
ronment. On one hand, many goals are served exclusively by transient knowledge
of one’s location and orientation with respect to important objects in the immediate
environment. In the situation above for example, Sarah did not need to recall the
location of her campground in order to track and admire a nearby bird. Tasks such
as speed, distance, and turn estimation, as well as online spatial updating (i.e., the
ability to track one’s location and orientation with respect to salient objects in the
environment; see [62]) may involve a dynamic form of environmental knowledge that
consists of little more than sensitivity to ongoing changes in immediately available
information. Here, internal representations of the environment may be minimal—
fragmented, sketchy, and schematic—or even nonexistent, because the environment
itself provides easy access to necessary information. Such situations seem particu-
larly well addressed by concepts that have developed out of the ecological approach
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to perception, such as information pickup, direct perception, and perception/action
complementarity (see, for example, [31, 72, 107]).

On the other hand, people often rely on knowledge of remote locations to set
future goals, to orient toward unseen locations, and to imagine themselves (and
other people) in different places. Such knowledge consists of remembered informa-
tion that is not perceptually available for immediate inspection. Although ecological
approaches may be able to address and describe this type of knowledge (see for
example, [41, 42]), it is generally more common in the literature to consider spatial
memory as involving internal representations of environmental structure [29]. By
this view, enduring spatial knowledge is the result of mental processing and storage
of environmental and internal information. Most researchers accept a three-tiered
description of enduring spatial knowledge that includes: (a) relatively rudimentary
(and arguably nonspatial) memory for landmarks and features, (b) route knowledge
of how places are interconnected, typically without regard to the metric distances
and directions between them, and (c) configuration (or survey) knowledge of global
metric relations among places in an environment. Of course, sensory contributions to
any of these types of knowledge may be qualitatively different, which can complicate
our discussion considerably.

Regardless of whether spatial knowledge enables action in the moment or is stored
for subsequent use, it is clear that in order to be useful, spatial knowledge must
coordinate the disposition of the knower with characteristics of the environment.
Thus in laying-out the sensory bases for environmental cognition, we make a primary
distinction between sensory information that provides either: (a) external information
about the nature of one’s environment, or (b) internal (or idiothetic) information
about the status of one’s body or effectors. After discussing these sources of sensory
information, we turn briefly to a consideration of non-sensory information that is
internally generated, such as attention allocation and other cognitive factors.

1.1 External Sensory Information

Vision provides a direct, rich, and precise source of spatial information, and it is
undoubtedly the most researched sensory modality with respect to environmental
knowledge and navigation. Like many other external senses, the visual system can
provide detailed and useful information about the spatial layout of the immediate
environment without significant bodily movement (see [24, 80] for a review of visual
cues that enable apprehension of layout). The layout of an environment, including
relative directions, distances, and scale can be accurately perceived and remembered
from a stationary viewpoint (e.g., [92]), from brief glimpses of images of a spatial
layout [118], and even from symbolic media such as maps [105] and gestures [3].
Frequently however, visual information about an environment comes from move-
ment through it—from the optic flow generated from changes in one’s position and
heading. As one changes position (e.g., moving forward or backward) optic flow pat-
terns radiate from a focus of expansion or contraction. As one changes orientation
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(e.g., rotating to one’s left or right) flow patterns are laminar, moving across the retina
in the direction opposite to the motion. Combinations of radial and laminar optic flow
can signify relations among one’s: (a) direction of travel (i.e., one’s course), (b) head
direction, and (c) gaze direction. In so doing, the online interpretation of optic flow
provides information about the spatial relations in the environment that both are and
are not dependent on one’s viewpoint [31].

A substantial body of research (as well as informal observation) indicates that
despite its availability and precision, visual information is often not necessary for
performing many rudimentary spatial tasks or even for developing detailed knowl-
edge of one’s environment. The navigational abilities of congenitally blind people
[34] attest to this idea. The experimental literature too is rife with demonstrations
that visual information can be surprisingly unnecessary for accurate perception and
memory of space, and researchers frequently conclude that internal senses (discussed
below) are relatively more influential than vision for the acquisition of online environ-
mental knowledge (e.g., [15]). On the other hand, it has been known for decades that
in theory, visual information can be sufficient for performing a variety of spatial tasks
[30, 31]. For online perceptual tasks such as speed [59], distance [28, 64], and head-
ing [58] estimation, optic flow alone appears to be sufficient for enabling accurate
spatial knowledge. However, when tasks require online tracking of one’s rotational
changes, visual information by itself tends to be much less sufficient. Klatzky et
al. [55], for example, demonstrated that optic flow alone does not generally enable
people to keep track of their orientation in space and that additional body-based
information is required (see also [16, 76]). There is some evidence, however, that
visual information can enable people to account for rotational changes, especially
if it provides information about landmarks, and is available in a sufficiently large
field of view [83, 85]. Finally, for memory-based tasks, even very briefly presented
visual information can be sufficient for the acquisition of knowledge of spatial layout,
including relative directions and distances between objects in a single scene [118].
Indeed, static visual information from photographs [4], as well as dynamic visual
information from video [33] or desktop virtual environments [86, 89] can be suffi-
cient for acquiring survey knowledge of relatively complex environments, although
such knowledge may be slow to develop [111] and show especially large differences
among users [87].

Other external senses such as audition, olfaction, and the somatosenses (i.e., pain,
pressure, vibration, and heat) can provide spatial information for both online and
offline purposes; however, the information from these sources is typically not as rich
as that provided by vision. Among these non-visual external senses, two are espe-
cially useful in generating environmental knowledge. First, audition can be used to
localize noise-producing objects [117] and to sense the scale of a local environment
[90]. Indeed, people can learn to echolocate well enough to aid nonvisual navigation
[91, 98]. People can also gain accurate knowledge of an environment based solely
on auditory information such as verbal directions [21], spatial language [63] or envi-
ronmental descriptions [36]. Second, a very common—though rarely investigated—
source of information about the external environment comes from somatosensory
pressure receptors that provide information about: (a) acceleration, through one’s
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points of contact with a surface of support, and (b) physical contact with objects
in one’s environment. When acquired actively, and in conjunction with kinesthetic
information (discussed below) this latter source of somatosensory information is
known as haptics, a topic that we discuss briefly below.

The other external senses likely have a negligible impact on the acquisition of
environmental knowledge. In theory, one can pickup somatosensory information
from external sources and use variations in the strength of these sources to navigate
or to inform one about the environment. For example, direct sunlight may heat one
side of a person more than another, allowing her to determine the direction of the sun
and, by extension, her orientation. Similarly, the strength of vibrations under one’s
feet may be used to estimate one’s proximity to a large machine on a factory floor.
Indeed, the fact that vibratory devices have been constructed to signal directions
for navigation [108] indicates that such information sources may be useful in some
circumstances. However in most everyday situations, the role of these and other
sensory systems (such as olfaction and taste) in environmental cognition is probably
minimal and is certainly not well researched.

1.2 Internal Sensory Information

Idiothetic information about space derives from three principal sensory systems: (a)
the vestibular system, which senses angular and linear acceleration of the head; (b)
the kinesthetic/proprioceptive system, which provides information about the position,
orientation, and movement of the musculature; and (c) the somatogravity system [66]
that informs people about the direction of gravity. A fourth source of information,
efference copy, is sometimes considered a source of idiothetic information [67];
however, we will defer discussion of efference copy to our discussion below of
efferent information more generally. The vestibular and kinesthetic/proprioceptive
systems have direct and important ties to spatial cognition, and we discuss them
briefly below; however, we do not discuss further the somatogravity system, as it is
little researched in humans, and its contributions to environmental knowledge are
largely unknown.

The anatomical basis of the vestibular system is a set of structures in the inner ear—
otoliths and semicircular canals—that sense linear and angular acceleration, respec-
tively. In addition to supporting several postural and oculomotor reflexes, vestibular
information provides information that can be doubly-integrated in order to deter-
mine linear or angular displacement. In this way, it is thought to provide a critical
input to people’s ability to dead reckon and to update (see [77]). In the experimen-
tal literature, vestibular information is typically isolated by passively transporting
blindfolded participants; however, we note that such procedures do not completely
isolate the vestibular sense, as they do not remove somatosensory information about
inertial forces (e.g., the sensation of the wheelchair pressing against one’s back).
These experiments have demonstrated that vestibular information enables better than
chance accuracy on online spatial tasks such as turn and distance estimation [7, 38,
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116], as well as for more complex online tasks such as spatial updating. However, the
accuracy and precision of vestibularly-acquired spatial information is typically rather
low, and degrades rapidly as the knowledge derived from it becomes more complex.
For example, Sholl [94] pushed blindfolded participants in a wheelchair over paths of
varying complexity. Most participants were able to track simple two-segment paths
with well-better than chance accuracy (see also [38]); however, participants were
generally unable to keep track of complex trajectories (i.e., those involving more
than three turns). With respect to the creation of relatively complex and enduring
spatial knowledge, the sufficiency of vestibular information is largely unexplored
in the literature, although Sholl’s results would suggest that it is difficult to acquire
complex route or survey knowledge on the basis of vestibular information alone.
Among healthy adults, vestibular information may also be necessary for successful
interaction with the environment, as sudden loss or disruption of it through pathol-
ogy [20, 32, 75, 76] or experimental manipulation [101] can significantly impair
performance on basic spatial tasks such as turn and distance estimation. However,
people can generally adapt to a gradual progressive degradation of the vestibular sys-
tem [57], and thus its full functioning is not always necessary for acquiring spatial
knowledge. The role of the vestibular system as well as its relation to other idiothetic
senses is reviewed in [57].

Although the terms proprioceptive and kinesthetic are often used interchangeably
in the literature, we use the former to refer to information about a relatively static posi-
tion or attitude of the musculature; whereas the latter refers to information about the
movement of one’s limbs or effectors. By this distinction, knowledge of the location
of one’s unseen hand, for example, may come from a proprioceptive sense; whereas
the ability to brush one’s teeth without a mirror would require kinesthetic informa-
tion. A relatively small research literature has found that kinesthetic information is
generally sufficient for acquiring knowledge of distances [67, 102] and orientation
changes [8, 13, 52]. Indeed, compared to the vestibular and somatosensory compo-
nents of idiothetic information, the proprioceptive component may enable relatively
more accurate performance in a variety of online tasks, such as heading estimation
[73, 103], turn estimation [53], distance estimation [67], and spatial updating [94].
As with vestibular information, the sufficiency of kinesthetic information for acquir-
ing relatively sophisticated knowledge about spatial layout is under-researched. But
the ability to acquire accurate spatial information about traveled distances [28], turns
[83], routes [114], and spatial layout [86] from purely visual sources demonstrate
that kinesthetic (and other sources of) information is not strictly necessary for the
acquisition of spatial knowledge.

1.3 Efferent Sources of Information

Finally, we consider the contributions to spatial knowledge of four other internal
sources of spatial information—efference copy, attention allocation, cognitive deci-
sion making, and mental transformations. Of course it is incorrect to consider these
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information sources as “sensory” inasmuch as they are not considered to carry affer-
ent information from the peripheral to the central nervous system. Nonetheless, these
information sources form a critical component of active engagement with one’s envi-
ronment and may have a strong influence on the nature and quality of spatial infor-
mation that is available for acquiring environmental knowledge. It is worth noting
that these sources of information are also tightly constrained and dictated by one’s
goals. Our brief discussion of these information sources draws heavily on the con-
ceptual distinctions made by Chrastil and Warren [18] who used these concepts in
their recent review of the extensive and complicated literature on active and passive
contributions to spatial knowledge.

Efference copy [47] is a simultaneous record of the motor commands from the
central nervous system to the musculature that enables organisms to account for the
difference between external stimulation and the stimulation that arises as a conse-
quence of their own actions. For example, as we discussed above, when one turns
one’s head clockwise, the visual system has access to laminar optic flow in a coun-
terclockwise direction. Logically, such a pattern of optic flow could signal a counter-
clockwise rotation of the visible environment around a stationary viewpoint, rather
than a rotation of a viewpoint in a stationary environment. However, people are typ-
ically able to distinguish these possibilities by accounting for the fact that motor
commands actively produced a set of expected visual consequences (but see [43] for
situations when people cannot). This knowledge of one’s motor commands consti-
tutes efference copy. We consider the efferent copy of motor commands to contain
information about both the implicit or explicit intentions used to move in and interact
with the environment, as well as information about the strength of these intentions.
In this way, efference copy can be used to generate a set of expectations about the
consequences of one’s actions (see [12]). Discrepancies between the expected and
the perceived consequences of a set of motor commands can indicate a need for
perceptual recalibration or can be used as an indicator of the precision of one’s
intentions.

Other efferent sources of information have origins in “higher-level” cognition
and include factors such as constraints about how and where to allocate attention,
decisions about how and where to navigate, and the ability to transform spatial infor-
mation. Chrastil and Warren [18] point out that these internal sources of information
are often confounded or conflated in studies that examine the relative effects of active
versus passive navigation on the acquisition of spatial knowledge. However, because
virtual environments (VEs) enable yoked playback of others’ interactive experiences,
computer simulations have recently provided researchers a helpful methodological
tool for teasing some of these influences apart. For example, Christou and Bülthoff
([19], Experiment 3) asked participants to explore a model of a complex attic space
on a desktop virtual reality system and to familiarize themselves with the environ-
ment and its contents. One group of participants navigated through the environment
actively, by manipulating a trackball that controlled the position and orientation of
their simulated viewpoint. A second group of participants had access to the same
visual information as the first, but passively viewed playbacks of the explorations
made by matched participants in the other condition. Differences between these



10 D. Waller and E. Hodgson

groups on the ability to recognize novel and previously seen views were minimal,
not statistically reliable, and in some cases numerically favored the passive learners.
The researchers concluded that the acquisition of spatial knowledge was probably
influenced more by the relative amounts of attention deployed to either the naviga-
tional interface or to the learning of the environment than by active decision making
about where and how to navigate. Similar conclusions were reached by Chrastil and
Warren in their review of the broader literature, who noted that differences between
active and passive learning of environments are probably more heavily influenced
by the allocation of attention than by the ability to choose one’s own route through
the environment.

1.4 Relative Influence of External and Internal Sensory
Information

To this point, we have discussed different sources of spatial information in isolation.
Yet we have also noted that in normal real-world situations, multiple sources of sen-
sory and efferent information are mutually available, and that these sources typically
provide overlapping and redundant information. Thus, in understanding the contri-
butions of sensory systems in real-world environments, it is often more relevant and
practical to consider the relative influences of these sources when many are present,
rather than considering the degree to which isolated sources of sensory information
are necessary or sufficient for the acquisition of spatial knowledge. On the other
hand, users of VE systems often do not have access to one or more sensory sources
of information. Thus, in understanding the contributions of sensory systems in VEs,
it is especially relevant to consider the consequences to spatial knowledge acquisition
when some sources of sensory information are absent, degraded, or uninformative.
These two topics (i.e., overlapping sensory information in real world environments
and degraded sensory sources in virtual environments) comprise the outline for the
final section of this chapter. After a brief discussion of the relative contributions of
different sources of sensory information in real-world environments, we close by
summarizing what is known about the impact of unavailable or degraded sources of
sensory information that comes with various types of VE systems.

1.4.1 Sensory Contributions in the Real World

As we have seen in many cases, separate sensory sources are frequently naturally
coupled, and thus can be extremely difficult to isolate experimentally. For exam-
ple, it is difficult for experimenters to dissociate kinesthetic information about neck
movement from vestibular information about the head’s rotation. As a result of
these naturally conflated sensory sources, researchers commonly combine various
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sources of sensory or efferent information into broader categories. For example,
many researchers (ourselves included) refer to body-based information to refer to
the amalgam of vestibular, kinesthetic, and efferent information that is primarily asso-
ciated with self-movement. Others may refer to the amalgamated concept inertial
information to refer to the combination of vestibular, somatosensory, and some-
times visual information that indicates acceleration through space. Additionally, the
concept of podokinesthetic (or podokinetic) information is sometimes used in the
literature to refer to the grouping of somatosensory, kinesthetic, and efferent infor-
mation available about foot contact with the ground during locomotion. Finally,
haptic information [60] derives from the combination of efferent, kinesthetic and
somatosensory information that arises during the active manipulation of objects.
In these ways, groups of commonly occurring sensory sources can be isolated and
examined for their combined contribution to spatial knowledge. It is worth noting
that the advent of virtual reality technology has made much of this research rela-
tively easy to do, although visual-idiothetic dissociations using mirrors [70] or prism
glasses [39, 99] have also historically been able to address many of these questions.

A growing body of research has examined the degree to which the presence of
these amalgamated sources of information facilitates the acquisition or enhances
the quality of spatial knowledge when it and others are available. Probably most of
this work has focused on the relative influences of body-based information when
vision is available [54, 55, 73, 94, 102, 103]. With respect to online tasks that
require transient knowledge, the literature generally shows that body-based senses
do facilitate the acquisition of accurate spatial knowledge of one’s environment [15,
53, 116]. Indeed, as mentioned above, there is some evidence that especially with
respect to acquiring accurate information about turns and orientation, body-based
senses may be necessary [7, 55, 88].

The relative contributions of visual and body-based senses in tasks and envi-
ronments that require sophisticated enduring knowledge of space, however, is less
clear, and only a handful of studies have addressed this issue. The few that have
tended to conclude that body-based senses contribute minimally to environmental
learning. Waller et al. [113] examined the degree to which inertial information facil-
itates the visual system in acquiring configural knowledge of a large environment
by manipulating the amount of valid inertial information available from a 1.6 km
car trip through a real-world neighborhood. Three matched groups of participants
received visual information by viewing the trip through a head-mounted display
(HMD). These three groups differed on the presence and quality of inertial (i.e.,
vestibular and somatosensory) information: one group had access to valid inertial
cues, one group had access to invalid inertial cues, and a final group had access to no
inertial cues. The results clearly showed no differences among these groups in their
(fairly accurate) memory of the layout of the environment. Interestingly however,
in a closely-related follow-up study, Waller et al. ([112]; see also [110]) showed
that the additional idiothetic cues provided by proprioception and efference copy
did make a small but significant improvement in the accuracy of spatial knowledge
acquired from vision. The primary conclusions from all of these studies, however,
has been that the role of idiothetic information in forming an enduring representation
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of large environments is quite small—generally much less than the facilitative effect
of idiothetic on transient knowledge of local environments.

Finally, it is worth noting that questions about the relative influence of various
sensory systems (and combinations of sensory information) on spatial knowledge are
closely related to the question of how and whether spatial information from different
sources is integrated or combined into a coherent and unitary percept of space. Recent
research has provided empirical support for the combination of visual information
with auditory (e.g., [1]), vestibular (e.g., [14]), and haptic information [26]. Most of
this work is consistent with a Bayesian model of sensory integration in which the
weights assigned to various sources of information are determined by estimates of
the source’s relative precision [10, 17, 68].

Having discussed the influence of various sensory systems to the acquisition of
knowledge of real world environments, we now turn our attention to the spatial
information available to users of VEs. As suggested earlier, a primary difference
between the sensory contributions of real and virtual environments is that it is typical
for the latter to involve the degradation or elimination of various sources of sensory
information that are commonly available in the real world.

1.4.2 Sensory Contributions in Virtual Environments

As VE systems have proliferated over the last several decades, a variety of interfaces
have emerged, with similarly diverse combinations of spatial information available
to users. For example, users of the 1950s-era Sensorama [40]—a widely recognized
precursor to modern VE systems—sat in front of a stationary display that presented
moving stereoscopic images, but lacked any accompanying head or neck motion.
The Sensorama’s seat was capable of moving and thus provided a bit of sensorimo-
tor information, but the users’ feet and legs remained relatively stationary, lacking
proprioceptive and kinesthetic input. Surround audio provided pre-programmed spa-
tial auditory information, and fans created the illusion of wind blowing from a certain
direction across the users’ skin, which could be used to indicate the direction of one’s
movement. Even synthetic smells could inform the user of being near one location
versus another. Of course the Sensorama was not a true VE system inasmuch as users
could not actively navigate or interact with their environment, but rather passively
took in a pre-programmed experience. Nonetheless, this early system captures the
types of sensory limitations and tradeoffs that are inherent in all VE designs. In
this final section of our chapter, we discuss three fundamentally different types of
VE systems: (a) desktop; (b) CAVE (Cave Automatic Virtual Environment); and (c)
HMD-based systems. Examples of these types of systems are depicted in Fig. 1.1.
For each general type of system, we summarize the types of sensory information
that are available as well as which sources are absent, degraded, or limited, and what
is known about performance differences as a result of these limitations on sensory
information. Finally, general use cases under which each of these systems excels or
suffers are considered.
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(a) (b) (c)

Fig. 1.1 a A user of a typical desktop VE system, which offers comparatively impoverished sen-
sory information to users. The primary navigation interface in this case is the mouse and keyboard.
Somatosensory, ideothetic, and inertial sensory information about virtual movements are not avail-
able, as the user’s body is stationary. Visual field-of-view is also typically limited in desktop displays.
b A user in a typical CAVE system, which visually surrounds her. The user is free to turn and look
about and she can move freely over a small area. The primary navigation interface in this case
is a wand-type device. CAVEs offer relatively wide and physically-accurate visual field-of-view
and typically feature surround-sound audio, but sacrifice veridical somatosensory, idiothetic, and
inertial sensory feedback over large ranges. c A user in a typical HMD system. The primary navi-
gation interface is the user, who can walk and turn naturally. Range of navigation is limited in some
systems by the cable length or, if the rendering computer is worn, the size of the tracking area.
Visual field-of-view is typically limited in HMDs

1.4.2.1 Desktop Virtual Environments

Classic Desktop Systems

In a traditional desktop VE (Fig. 1.1a), a stationary user is seated in front of a display
and uses a set of arbitrary controls to navigate through a virtual space (e.g., press
“w” to move forward). This can include simulations that are presented on desktop
computers, laptops, or on a television using a gaming console. While such simula-
tions can contain accurate positional audio and optic flow that inform users about
the simulated movement of the depicted viewpoint, the simulation presents nearly all
other spatial senses with information that does not match. The user’s idiothetic senses
will report—quite accurately—that she is sitting still even though the images on the
screen simulate her movement. Likewise, traditional efferent information about the
user’s intended movements (e.g., “walk 2 m forward”) are replaced with information
about intended button presses and joystick movements that map to unknown units of
translation and rotation. This leaves the user not only in a state of sensory conflict,
but also removes sensory-motor feedback that can be useful for accurate path inte-
gration [16, 76]. Above, we noted that idiothetic information seems to be particularly
important for tracking rotational changes (e.g., [55]), and as such, it can logically be
expected that users of desktop VE will have relative difficulty with updating their
current heading and integrating multiple legs of a journey to keep track of their ori-
entation within a virtual world. This may lead to users becoming lost and disoriented
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more often, which is perhaps the reason that mini-maps and virtual compasses are
so prevalent in desktop game environments.

Given the difficulty of spatial updating in a desktop VE, it might reasonably be
expected that users would have difficulty integrating their experiences into a coherent
survey representation or cognitive map of the VE. The evidence here is less clear.
While there is evidence that people may be able to form survey representations from
desktop VEs in some cases (e.g., [86, 89, 111]), there are also examples of users
failing to piece together relatively simple spatial layouts after desktop navigation.
For example, Stanton et al. [97] had participants explore two opposite legs of a virtual
kite-shaped maze on a desktop VE system. The task required participants to travel
from corner 1–2 and back, and later from corner 3–4 and back without ever traveling
between these two routes. Despite repeated practice locating each of the four corners
and the presence of distinct visual landmarks with which to locate these places and
paths relative to each other, participants were unable to take novel shortcuts at above-
chance levels in subsequent testing. It is unclear whether this same result would have
been found in VEs that offer wide fields of view (such as CAVES, discussed below) or
that incorporate body-based senses (such as HMD-based systems, discussed below).

Desktop + Motion Controller

Many modern gaming systems and some desktop simulation systems allow the user
to interact with simulations using naturalistic motions. The best known of these
systems are perhaps the Nintendo Wii and Microsoft Kinect, both of which can
be used either on their respective game consoles or on a computer. Such systems
leverage the idea of including a user’s body into the desktop simulation experi-
ence. Indeed, Microsoft marketed the Kinect system with the slogan, “You are the
controller.” These interfaces are still in their infancy, making it hard to draw firm
conclusions about the impact that they have on the user’s ability to form accurate
spatial knowledge. There is also substantial variation in the way that users interact
with various devices both between platforms and between different simulations on
the same platform. For example, different simulations of the Wii might use gestures
from one of the user’s hands, posture information from a balance board, traditional
button-presses, or some combination of the above. Similarly, the Kinect performs
full-body tracking of the user that could be directly mapped onto the movements of
one’s avatar, processed to extract pre-defined control gestures, or merely recorded
and post-processed. Other accessories, like the Wii balance board, Dance Revolution
dance pad, or even the early Nintendo Power Pad could be leveraged to implement
a walking-in-place navigation interface.

While it is difficult to make specific claims about the impact of motion controls on
spatial knowledge, there are some generalities that can be drawn from these types of
interaction. First, including one’s body into the user interface of a desktop simulation
should improve spatial sensing and navigation insomuch as the movements pertain
to the user’s navigation. For example, leaning left to steer leftward or to initiate a
turn provides more accurate efferent information about leftward movement than,
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say, pushing the left arrow key. It also differentially tenses muscles in the left and
right legs to indicate leftward movement and engages the posture that one might
adopt when leaning into a leftward turn to counteract the impending inertia. Spatial
knowledge acquisition may or may not be helped, however, by other physical actions
such as waving in a defined pattern to call-up a menu or even flicking one’s wrist
upward to jump—an action typically performed with one’s legs. Indeed, this is an area
ripe for further research. It is well known that spatial congruence between controls
and actions can facilitate users’ behavior (e.g., [79, 93]). In the previous example,
flicking one’s wrist upward to jump would certainly be preferable to some other
arbitrary motion—say, rotating one’s wrist leftward—given that the upward motion
is congruent with an upward jumping action. Whereas the research is unequivocal in
favoring spatially mapped controls relative to arbitrary controls, it is unclear whether
well-mapped controls are as beneficial to users as the actual motions they replace. In
other words, flicking one’s wrist upward to jump is certainly better than rotating it
leftward, but is it as good as actually jumping? From a perceptual standpoint, it seems
unlikely. Users of these systems are still largely stationary or confined to a small area
with a fixed toward-the-screen orientation, so some deficits in spatial knowledge are
still likely.

Uses for Desktop VEs

While navigation in a desktop VE may be the most limiting from a multi-sensory
perspective, there are compelling reasons to use desktop systems, and perhaps even
several uses for which it is ideal. Desktop VEs are clearly superior to CAVEs and
HMDs on many non-spatial dimensions, including system cost, convenience, and
availability to a wide audience. Thus, one might be willing to trade off the fidelity of
spatial perception and learning in favor of other factors. Additionally, many computer
simulations require little navigation or environmental knowledge. Specifically, when
simulating a single virtual object or a small number of objects—a new product design,
for example—it may more intuitive to present the VE as a desktop simulation. Users
can sit at a desk or table and interact with the virtual object on that table in a similar
manner to which they might sit and interact with a physical object on the table. If a
VE does not require users to travel, or it is relatively unimportant for them to stay
oriented or update their movements, then a desktop VE may be best suited to that
particular task.

Conversely, for simulations in which navigation is crucial or in which accurate
spatial perception and learning is desired, a desktop VE is likely to be a poor choice.
For example, a training simulation designed to teach elite police forces to raid a
building would be best implemented in a system that enabled users to physically
move, crouch, look around, and remain keenly aware of their position and heading.
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1.4.2.2 CAVE Systems

Classic CAVE Systems

A CAVE [23] consists of multiple large projected surfaces—traditionally at least three
walls that surround a user, and sometimes a floor, ceiling, or fourth wall—that form
a booth in which one or more users stand while interacting with the VE (Fig. 1.1b).
CAVE systems differ from traditional desktop VEs in that users do not merely sit
and view a simulation on a small screen, but rather step physically into the simulated
space because the projected surfaces surround them. Such systems thus are able to
engage kinesthetic, vestibular, somatosensory, and efferent systems. For example,
instead of pressing a button to rotate the virtual viewpoint to one’s left, a user need
only turn his head or shift his feet. Perhaps most strikingly, however, CAVE displays
are generally much more visually immersive than desktop VEs and can present more
complete optic flow to inform users about their movements. Access to a wide field of
view, and particularly peripheral vision, has been shown to be beneficial for gauging
the speed [106] and accuracy of navigation [2, 95]. While typical desktop displays
present a simulated view frustum1 with a horizontal field of view (HFOV) of around
60◦, a CAVE display typically displays more than 180◦ HFOV with three walls or
a full 360◦ HFOV with four walls. Likewise, systems with a floor and/or ceiling
will offer significantly improved vertical field of view (FOV). Indeed, a six-walled
CAVE is able to simulate a full field of optical flow perfectly regardless of the user’s
facing direction, although a user’s actual viewing angle may be artificially limited if
the system requires users to wear shutter glasses. These wide FOVs not only allow
peripheral visual information to be displayed, but enable it to be displayed to a
physically appropriate location on the user’s retina. It is well known that reducing
the field of view, for example in an HMD [2] or a desktop VE with a physically
matched viewing angle [5], can reduce performance in spatial tasks. Indeed, when
normally-sighted users wear a reduced-FOV HMD, they effectively reproduce the
inaccuracies in knowledge of spatial layout that are typical of patients who have
peripheral field loss [27].

Valid and realistic body-based sensory information in CAVEs, however, is lim-
ited to head, neck, and eye movements. Users cannot typically walk or travel more
than a few steps in any direction (but see below), placing real limits on the amount
of podokinesthetic sensory information that can be acquired during navigation. As
mentioned above, the lack of incorporation of body-based senses—particularly for
navigational tasks requiring knowledge of orientation changes—can impede learning
and produce less accurate spatial knowledge ([88]; see also [16]).

1 Desktop VEs are rarely constructed to match the physical viewing angle (the visual extent taken up
by the monitor) and the virtual field of view (the amount of the VE that is visible). A user’s physical
viewing angle can vary greatly depending on her distance from the display, and it has been shown
both that users do not notice this discrepancy [56] and that a wider field of view is advantageous in
many tasks (e.g., [5]).
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CAVE + Locomotion

In some CAVE systems, users are able to navigate through a computer simulated
environment by making walking motions rather than by using a joystick or other
controls. This may be done either by tracking the motion of a user’s legs while
stepping in place or while implementing some forms of redirected walking (e.g.,
[82]) or by having users walk on a traditional treadmill (e.g., [69]) or omnidirectional
treadmill [22, 25, 96] or even while making stepping or leaning motions on a Wii
balance board (e.g., [44]). But as we discussed above with current motion controllers
for desktop systems, this type of interface increases the involvement of idiothetic and
efferent systems, but does not necessarily provide accurate idiothetic and efferent
information. Of course vestibular information in such systems also tends to be quite
limited. The sensation of stepping in place is not the same as walking forward,
for example. As discussed below, this limitation is not unique to CAVEs, but also
applies to any VE system with limited movement range. Tethered HMDs, single-
screen projections, and motion-controlled desktop or gaming platforms (e.g., Wii,
Kinect) can all be configured to permit the user some small area in which to move,
but inherently prevent users from having true, natural mobility through the VE. Users
are aware at some level that large movements are not possible within the physically
available space, and this knowledge can interfere with even well-simulated motion.
When studying illusory motion (vection) in the laboratory, for example, informing
participants that their chair is incapable of moving can delay the onset of vection [61].
Alternatively, seating participants on a rotating stool that might rotate, raising their
feet from the floor, and providing subtle vibrations to the stool to haptically simulate
rotation can facilitate even weak vection effects such as auditory vection [84].

Uses for CAVEs

While CAVEs offer only limited range of motion, they are by far the most visually
immersive type of VE system currently available. These attributes make a CAVE
ideal for applications in which users do not need to move more than a few steps or in
which peripheral vision is crucial. A CAVE is ideal for any type of vehicle simulator,
in which the user remains seated in a cockpit and uses realistic controls to operate
the virtual vehicle. Although even in this case, vestibular and somatosensory inputs
would not be accurately simulated without some type of motion platform to generate
acceleration forces. A CAVE would also be ideal to train users who will subsequently
be operating in a confined space, such as medics gathered around a patient, astronauts
working inside a space station capsule, an aircraft technician learning to repair a
virtual jet engine, or a machine operator learning to run a dangerous press on a
factory floor. Like desktop VEs, CAVEs are also well suited to visualizing small
spaces such as a prototype shelf layout in a retail store, or single virtual objects
such as a sculpture or an engine design. In these cases, extended foot navigation is
unnecessary. Indeed, it has become increasingly common for large manufacturers to
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use CAVEs in the design process of creating automobiles, farm equipment, airplanes,
jet engines, and other devices.

On the other hand, CAVEs are not particularly ideal when a large amount of
ambulatory navigation is necessary. Navigation in these cases is conceptually similar
to operating a glass elevator floating in the VE—a user can walk a few steps back and
forth within the elevator, but ultimately must use some other controls to move the
elevator through space. CAVEs that incorporate a natural walking interface, such as
an omni-directional treadmill, are more suited to large-scale navigation tasks but are
relatively rare. Stepping in place in a traditional CAVE can also approximate natural
walking to a degree, but is a suboptimal solution relative to using a treadmill system
or walking in an HMD.

1.4.2.3 HMD-Based Systems

Classic HMD-Based System

HMD-based VEs allow users to wear the virtual display and carry it with them
during movement (Fig. 1.1c). Unlike CAVEs or desktop VEs, which are in a fixed
location and require the user to remain in a relatively fixed space, HMDs can allow
users to roam freely around a larger area. From the perspective of providing or
simulating sensory information about space, this is an excellent way to simulate spa-
tial sensory information accurately. Naturalistic navigation through virtual spaces is
accomplished by physically walking, turning one’s body, or looking around. All of
the spatial senses including vision, audition, proprioception, vestibular, and effer-
ence can access veridical information about one’s movements and current state in
the simulated environment, with the exception that peripheral visual information is
often lacking or absent due to the decreased FOV. This is particularly true relative to
CAVEs, which can offer a FOV equal to that of natural viewing, minus any obstruc-
tion of shutter glasses. However with HMDs, the loss of visual information in the
periphery can vary widely depending on the specific device being used (e.g., FOVs
ranging from below 30◦ to 150◦ or more). Despite offering a view frustum similar to
that of a desktop VE display, HMDs can create a stronger sense of visual immersion
by allowing users to turn their heads and look around, giving the impression that the
virtual world truly surrounds them, and also by using blinders that occlude a user’s
view of the surrounding physical environment. This prevents the visual experience
for users of desktop VEs in which perceived movement in the optic flow of the VE
conflicts with perceived stability of the world that surrounds the monitor.

Despite the potential of HMDs to provide natural walking and complete sensory
feedback for navigation, this benefit has been limited historically by a lack of space
available for navigation. While it is relatively easy to create a very large VE, the
HMD systems that portray them have typically been confined to a small physical
area due to (a) the size of one’s VE facility, such as a small laboratory room, (b) the
range and capabilities of available motion tracking equipment, (c) the fixed-length
cable that tethers the HMD to a rendering computer, or often (d) a combination of
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these factors. The result, of course, is that the utility of full body-based sensory input
during navigation becomes much like users of a CAVE—full body-based sensory
input is available, as long as the user does not take more than a few steps. These space
constrains have been addressed in much the same manner as CAVEs. While users
may control their orientation by turning their head or body, linear movements are
relegated to a joystick control or accomplished by walking in place (e.g., [35, 104]).

Altered HMD-Systems

A variety of methods have been employed to allow users to navigate through HMD-
based VEs in a way that provides sensory information from all modalities. Perhaps
the simplest of these methods is to increase the available physical space and untether
the user. If sufficiently large physical space is available (e.g., a gymnasium or airplane
hangar), recent advances in motion tracking technology have made it is possible to
track user motion over much larger volumes with sufficient resolution and accuracy.
Optical tracking systems, for example, are now available with high resolutions that
can differentiate between distal objects, fast update rates, and on-board graphics
processing capabilities. Software advances have also made it possible to chain a
large number of cameras together. Likewise, it is possible to untether the HMD by
either transmitting rendered images to the user wirelessly (e.g., [65]) or by having
the user wear a high-powered but portable rendering computer (e.g., [109]). Our own
large-scale HMD facility [109] for example, uses these approaches and provides users
more than 1,100 m2 of tracked space in which to walk. It is even possible to situate
users in large, open, outdoor spaces while wearing rendering and tracking equipment
in order to simulate very large VEs without sacrificing naturalistic navigation and
full idiothetic sensory feedback by employing a combination of inertial and GPS
position tracking (e.g., [6]).

An alternative, but much more common approach has been to employ specialized
hardware navigation interfaces. Indeed, a wide range of devices has been created
to permit navigation in a tethered HMD, including omnidirectional treadmills [25],
roller skates [49], unicycles [78], stepping platforms [51], robotic floor tiles [50], or
discs of ball bearings [48]. Many of these navigation interfaces can be used inter-
changeably with a CAVE or HMD display, with the important consideration that an
HMD will occlude users’ view of the navigation device. Hollerbach [46] has written
a review of many such devices, along with their advantages and shortcomings for
virtual navigation, and the implications of permitting (as in a CAVE), or not permit-
ting (as in an HMD), immersed users to view the navigation interface device. In such
a system, natural gaits are possible, providing accurate proprioceptive and efference
information to the user. Inertial information, however, will be in conflict in such
cases as the user remains relatively stationary in the treadmill’s center. Consider the
recently developed Virtusphere [65], for example. Untethered users walk inside of a
hollow sphere that sits on a base of rollers. Because the sphere has its own mass, it
will not stop, start, or change directions with a high degree of responsiveness, and
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users must essentially recalibrate their movements to account for the movement of
the surface under their feet.

As an alternative to these hardware-based solutions, several researchers have
undertaken the development of software-based systems to allow physical naviga-
tion through VEs that are larger than the available physical space. Such techniques
include combinations of redirected walking [81], motion compression (e.g., [71]),
and reorienting users who approach the space’s limits (e.g., [74]). These techniques,
which we will refer to in aggregate as redirected walking, work by subtly altering the
virtual display in an effort to induce a change in the user’s movements. For example,
by slowly rotating the VE leftward about a user’s viewpoint while she is attempting to
walk forward, she will—without realizing it—adjust her course to the left. When done
correctly, a user can be induced essentially to walk in circles and thus to use a rela-
tively small physical space in navigating a much larger virtual one. Again, these tech-
niques introduce non-veridical idiothetic sensory input that conflicts with the visual
and auditory sensory input that users perceive regarding their movements. However,
these conflicts are typically designed to be below consciously detectable thresholds
and seem not to impact spatial learning [45] or increase motion sickness [100].

Uses for HMD Systems

Like other VE systems, there are situations for which an HMD-based system may
be more or less appropriate. If it is important for users to be able to navigate by
means of natural ambulation—for example, when familiarizing users with a large-
scale environment—then an un-tethered HMD would be particularly appropriate.
Additionally, HMDs are ideal for occluding users’ view of the surrounding environ-
ment, thereby removing visual distractions and increasing the sense of immersion.
For example, if a user is seated on a motion platform (e.g., [9]), it may be ideal to
remove it from view so that the resulting motion appears to be coming from a virtual
source and not a visible physical source.

Conversely, HMDs are not ideal for situations in which it would be advantageous
for users to see their own hands, feet, or body within the VE—an inherent feature
of CAVEs. Similarly, multiple users can gather around a desktop VE or step into the
same CAVE to share a virtual space. Because a user wearing an HMD is essentially
blindfolded to the physical world, any additional users and the user’s own body must
be simulated within the VE, which can require substantial additional resources in
terms of motion tracking, communication, and computational load. Finally, HMDs
are adequate but perhaps not ideal at rendering close booth-sized environments that
require little or no navigation, such as a cockpit or driving simulator. As mentioned
above, the visual expanse of a CAVE makes it very well suited to these situations.
Because an HMD typically restricts the user’s FOV, the same scene will require
substantially more head movement to apprehend in an HMD relative to a CAVE,
which probably adversely affects the quality of acquired spatial knowledge [27].
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1.5 Conclusion

In this chapter, we have enumerated and briefly described the contributions of three
external (visual, auditory, and somatosensory), two internal (vestibular and kines-
thetic), and two efferent (efference copy, and attention allocation) sources of infor-
mation that collectively and routinely inform humans about their place in the envi-
ronment. With few exceptions, each of these information sources in isolation can be
sufficient for acquiring at least rudimentary knowledge of the environment and one’s
movement through it. At the same time, because of our flexibility in handling var-
ious combinations of spatial information, none appears to be truly necessary, even
for generating relatively abstract and sophisticated knowledge about one’s envi-
ronment. Thus it is a complex endeavor for researchers to determine the relative
contributions of different sources of sensory information when—as is typical in real
world situations—most or all are differentially available. Nonetheless, a great deal of
exciting contemporary research has begun to describe and understand how different
sources of information are acquired, weighted, and combined in the creation and
expression of our environmental knowledge.

These issues have very real consequences for users of virtual environments. Cur-
rently all VE systems must make some sacrifices on the information that they provide
to users. Desktop systems and CAVES eliminate or degrade many body-based sources
of spatial information, while HMD systems limit the quality of visual information and
(typically) the range of full-body movement. Research on the relative importance of
these different sources of sensory information is critical for making intelligent deci-
sions about how to use and choose among the many different options for VE systems.
The issue of conflicting or degraded sensory information in VEs has additional prac-
tical importance when one notes that discrepancies among sensory information are
widely believed to underlie the onset of simulator sickness (e.g., [37, 115]) and are
also thought to impact user’s sense of “presence” and “immersion” in the VE [11].

Perhaps equally important for the application of sensory psychology to VE tech-
nology is an appreciation of the role of efferent information—particularly attention
allocation—to the acquisition of knowledge of one’s environment. The literature is
generally consistent with the notion that attention allocation is perhaps the strongest
contributor to spatial knowledge among efferent sources [18]. Navigation interfaces
for VEs that demand a user’s limited attentional resources are thus especially likely
to impede one’s ability to learn about their environment. More generally, because
no VE is yet able to present a perfectly full and veridical sensory experience to its
user, it is important for researchers and VE developers to understand the circum-
stances, tasks, and goals for which these numerous information sources are most
critical.
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Chapter 2
Perceptual and Cognitive Factors
for Self-Motion Simulation in Virtual
Environments: How Can Self-Motion
Illusions (“Vection”) Be Utilized?

Bernhard E. Riecke and Jörg Schulte-Pelkum

Abstract How can we convincingly simulate observer locomotion through virtual
environments without having to allow for full physical observer movement? That is,
how can we best utilize multi-modal stimulation to provide the compelling illusion
of moving through simulated worlds while reducing the overall simulation effort?
This chapter provides a review on the contribution and interaction of visual, auditory,
vibrational, and biomechanical cues (e.g., walking) for self-motion perception and
simulation in VR. We propose an integrative framework and discuss potential syn-
ergistic effects of perceptual and cognitive influences on self-motion perception in
VEs. Based on this perspective, we envision a lean-and-elegant approach that utilizes
multi-modal self-motion illusions and perceptual-cognitive factors in a synergistic
manner to improve perceptual and behavioral effectiveness and reduce the demand
for physical (loco-)motion interfaces to a more affordable level.

2.1 Introduction: The Challenge of Walking in VR

Walking is probably the oldest and still most common mode of transportation for
humans. Walking allows for easy and intuitive locomotion, and even with eyes closed
enables us to remain oriented in our immediate environment with little cognitive
effort [80, 97]. This phenomenon is typically ascribed to an (at least partially) auto-
mated mental process that spatially updates our egocentric mental spatial represen-
tation such as to stay aligned with where we are with respect to our immediate
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surroundings. Thus, it seems to make sense that we should be able to walk through
virtual environments in a similar manner, in the hope that walking will enable us to
more easily remain oriented and reach our destination with little effort or cognitive
load, just like in the real world. As several chapters in this book discuss in detail,
however, enabling humans to use this most intuitive mode of transportation in VR
bears many challenges, both from technical and perceptual points of view (see also
[37] for a review). Allowing VR users to walk naturally requires them to carry the
visual display with them, typically using position-tracked head-mounted displays
(HMDs). Although technology is advancing, there are still major technical limita-
tions (e.g., pixel resolution, limited (FOV) of view, and tracking/display latencies) as
well as perceptual challenges including spatial misperception such as underestima-
tion of distance [59] or motion sickness [31, 66]. Moreover, allowing for actual and
unencumbered walking requires huge tracked free-space walking areas, especially
if virtual environments larger than room-sized are intended.

A variety of techniques have been proposed to address these fundamental issues,
including virtual walking interfaces, walking-in-place metaphors, or redirected walk-
ing. While many of these approaches are promising and discussed in detail in other
chapters of this book, they include non-trivial technical challenges, and often either
restrict the walking motions or possible trajectories as in the case for re-directed
walking (e.g., [111], and Chap. 10 of this book), change the biomechanics of walk-
ing fundamentally (as in the case for walking-in-place interfaces, see Chap. 11 of this
book) and/or require considerable technical, financial, and safety efforts to imple-
ment (as in the case for larger or omni-directional treadmills, where additional safety
measures like harnesses are needed). Many of these issues are actively researched,
and we are hopeful that most of these issues might be solved eventually.

Treadmills are probably the most promising and most widely used and researched
approaches to allow for walking in VEs, as they are commercially available for
relatively affordable prices and allow for fairly natural biomechanical cues from
walking, especially when augmented with a force-feedback harnesses for linear or
omni-directional locomotion ([37], and Chap. 6 of this book). Somewhat counter-
intuitively, though, despite allowing for fairly natural walking motions, even the
most advanced treadmills do not seem to provide the user with an actual compelling
sensation of self-motion unless accompanied with wide-FOV visual motion cues.
That is, while actual walking is naturally accompanied with an embodied sensation
of self-motion through the environment, even in the absence of visual or auditory
cues, walking on a linear treadmill is typically not. Walking can, however, sometimes
affect our visual perception: for example, Yabe and Taga [131] showed that walking
on a linear treadmill can affect the perception of ambiguous visual motion, similar to
motion or action capture phenomena. This “treadmill capture” effect seems to disap-
pear, however, for extended experience of treadmill locomotion in regular treadmill
runners [132].

There is little published research on the perception or illusion of self-motion
(“vection”) on linear treadmills. Durgin et al. [26] observed, for example, that “during
treadmill locomotion, there is rarely any illusion that one is actually moving forward”
(p. 401) and continues to state that “people do not have the illusion that they are

http://dx.doi.org/10.1007/978-1-4419-8432-6_10
http://dx.doi.org/10.1007/978-1-4419-8432-6_11
http://dx.doi.org/10.1007/978-1-4419-8432-6_6
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moving when running on a treadmill, nor do their inertial systems experience any net
acceleration” (p. 415). Informal observation, discussions with colleagues, and pilot
studies by the authors corroborate the notion that biomechanical cues from walking
on linear treadmills hardly ever lead to compelling and reliable sensations of self-
motion that matches the walker’s biomechanical motion, even for the most advanced
linear treadmills that include force-feedback harnesses.

This might, of course, be related to the lack of any net acceleration cues as Durgin
et al. pointed out [26]. Most treadmills simply do not seem to be long enough to
allow for sufficient motion cueing and physical translations that would allow for
sustained biomechanically-induced linear vection that would approach the intensity
and compellingness of self-motion illusions induced by moving visual stimuli (for
recent reviews in the context of VR, see [34, 86, 100].

Hence, for the current chapter we will pursue an alternate approach, by focusing
not on how to enable realistic walking in VR (which is covered in depth by other
chapters in this book), but on how to provide a compelling and embodied sensation of
self-motion through computer-mediated environments with minimal or no physical
motion of the observer, with or without walking. In particular, we will review and
discuss how we can utilize and maximize illusory self-motions (“vection”) that can
be induced by visual, auditory, and sometimes biomechanical/somatosensory cues,
and how these different cues contribute and interact, often in a synergistic manner.
Especially for visually-induced vection, there is a large body of literature that will
provide essential guidelines, and dates back to more than a century ago [33, 60].
Here, we will start with a brief review on visually-induced self-motion illusions, as
they have received by far the most attention in research and are known to induce
quite compelling vection (Sect. 2.2). After this general introduction to vection, we
will review potential relations between walking and perceived self-motion and self-
motion illusions (Sect. 2.3). In particular, we will discuss how walking interacts with
other sensory information such as visual or auditory motion cues (see Sect. 2.4) and
briefly cover further cross-modal effects (Sect. 2.5) and potential relations between
vection and simulator sickness in VR (Sect. 2.6). We will discuss both perceptual
factors and cognitive contributions (such as participants’ perception/knowledge of
whether or not actual self-motion might be possible), and how to best utilize such fac-
tors and interactions in VR to provide a compelling and embodied sensation of self-
motion through computer-simulated environments while trying to minimize overall
costs and efforts (Sect. 2.7). We will continue by discussing how self-motion illusions
might facilitate spatial orientation in VR (Sect. 2.8), and conclude by proposing a
conceptual framework that integrates perceptual and cognitive factors and is centered
on perceptual as well as behavioral effectiveness of VR simulations (Sects. 2.9–2.10).

2.2 Visually Induced Self-Motion Illusions

In this section, we will provide a brief review of the literature on self-motion illusions
that is relevant for the current context. More comprehensive reviews on visually
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induced vection are provided by, e.g., [2, 23, 38, 39, 61, 123]. Vection with a specific
focus on VR, motion simulation, and undesirable side-effects has more recently been
reviewed in [34, 86, 100].
When stationary observers view a moving visual stimulus that covers a large part
of the field of view (FOV), they can experience a very compelling and embodied
illusion of self-motion in the direction opposite to the visual motion. Many of us
have experienced this illusion in real life: For example, when we are sitting in a
stationary train and watch a train pulling out from the neighboring track, we will
often (erroneously) perceive that the train we are sitting in is starting to move instead
of the train on the adjacent track [33]. This phenomenon of illusory self-motion has
been termed “vection” and has been investigated for well over a century [33, 60, 114,
122, 127]. Vection has been shown to occur for all motion directions and along all
motion axes: Linear vection can occur for forward-backward, up-down, or sideways
motion [38]. Circular vection can be induced for upright rotations around the vertical
(yaw) axis, and similarly for the roll axis (frontal axis along the line of sight, like in a
“tumbling room”), and also around the pitch axis (an imagined line passing through
the body from left to right). The latter two forms of circular vection are especially
nauseating, since they include a strong conflict between visual and gravitational cues
and in particular affect the perceived vertical [11].

2.2.1 Circular Vection

In a typical classic circular vection experiment, participants are seated inside an
upright rotating drum that is painted with black and white vertical stripes (see illus-
tration in Fig. 2.1a), a device called optokinetic drum [16, 23]. After the optokinetic
drum starts to rotate around the earth-vertical axis, the onset latency until the par-
ticipant reports perceiving self-motion is measured, which ranges from about 2–20 s
typically, depending on various stimulus and procedural parameters as discussed
below.
Note that vection typically does not occur instantly with the stimulus motion, and
takes some time to saturate, as sketched in Fig. 2.2. The strength of the illusion
can be measured by a variety of introspective measures including the onset latency
and duration of the illusion, or by some indication of perceived speed, intensity,
or compellingness of self-rotation, e.g., by magnitude estimation or by letting the
participant press a button every time they think they have turned 90◦ [8]. As Riecke
et al. point out, one of the challenges for utilizing self-motion illusions in VR is to
reduce the vection onset latency and increase the intensity and compellingness of the
illusion [94].

The most frequently investigated type of vection is circular vection around the
earth-vertical axis (see illustrations in Fig. 2.1). In this special situation where the
observer perceives self-rotation around the earth-vertical axis, there is no interfering
effect of gravity, since the body orientation always remains aligned with gravity dur-
ing illusory self-rotation. Roll and pitch vection are consequently harder to induce and
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Fig. 2.1 Top-down sketch of different circular vection conditions. a Visual vection induced by
an optokinetic drum rotating around the stationary observer. b Auditory vection induced by sound
sources rotating around blindfolded listeners. c Biomechanical or “apparent stepping around” vec-
tion induced by blindfolded participants stepping along a rotating floor (“circular treadmill”)
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Fig. 2.2 Schematic depiction of typical stimulus motion and resulting vection time course

can lead to paradoxical sensations of continuous illusory self-rotation despite perceiv-
ing only limited overall body tilt of generally no more than 20◦ [1, 32, 133]. Com-
plete head-over-heals tumbling sensations can, however, be induced when the conflict
between rotating visual cues and gravitational cues (from otoliths and somatosensory
system) is reduced, e.g., in bilateral vestibular loss patients [22] or in micro-gravity
conditions [21, 134]. Alternatively, even under normal gravitational conditions, 360◦
head-over-heals tumbling sensations can be induced in most observers when a fully
furnished naturalistic room is rotated around a stationary observer [1, 40, 43, 71].

2.2.2 Linear Vection

In a similar manner, linear vection can be induced by presenting optic flow patterns
that simulate translational motion. The traditional method used to induce linear vec-
tion in the laboratory is to use two monitors or screens facing each other, with the
participant’s head centered between the two monitors and aligned parallel to the
screens, such that they cover a large part of the peripheral visual field [10, 47, 58].
Optic flow presented in this peripheral field induces strong linear vection. For exam-
ple, Johansson showed that observers perceive an “elevator illusion”, i.e., upward
linear vection, when downward optic flow is shown [47]. More recent studies often
use a monitor or projection screen in the front of the participant to show expanding
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or contracting optic flow fields [3, 70]. Comparing different motion directions shows
vection facilitation for up-down (elevator) vection, presumably because visual motion
does not suggest a change in the gravito-inertial vector as compared to front-back or
left-right motion [30, 112].
In recent times, VR technology has been successfully introduced to perceptual
research as a highly flexible research tool (see recent reviews by Hettinger [34]
and Riecke [86]). It has been shown that both linear and circular vection can be reli-
ably induced using modern VR technology, and the fact that this technology allows
for precise experimental stimulus control under natural or close-to-natural stimulus
conditions is much appreciated by researchers.

2.3 Self-Motion Sensation from Walking

Although walking on a linear treadmill cannot itself reliably induce vection, walking
in a circular pattern on a rotating disc (“circular treadmill”, see Fig. 2.1c) can induce
compelling curvilinear or circular vection [13, 14]. That is, stepping along a circular
treadmill in darkness or with eyes blindfolded can induce strong sensations of self-
rotation in the direction opposite to the floor motion (i.e., congruent with the walking
motion), irrespective of step size and without any net body motion [13, 14]. Several
names have been used to refer to this phenomenon, including “apparent stepping
around” by Bles and colleagues [13, 14], “podokinetic vection” by Becker et al.
[8], or “biomechanical vection” by Bruggeman et al. [18] and Riecke et al. [92].
Note that the mere act of moving one’s leg as if walking but without floor contact
does not induce any vection. While the above-mentioned studies reported reliable
and consistent biomechanical vection for circular treadmill walking without net body
motion, Becker and colleagues observed biomechanical vection only in rare cases:
only 25 % of participants occasionally reported biomechanical vection, suggesting
that their procedure did not reliably induce vection [7]. As suggested by Becker et al.
[18], this unusually low rate of biomechanical circular vection occurrences might be
related to the specific instructions used by Becker et al., in that they asked participants
to “track angular self-displacement relative to the platform” (p. 461), not relative the
surrounding stationary room.

In addition to biomechanically-induced self-motion illusions, Bles and colleagues
also reported nystagmus and Coriolis-like effects when participants performed active
head tilts, corroborating the strength of vection that can be induced by biomechan-
ical cues [13, 14]. Biomechanical vection from stepping-around occurs similarly in
labyrinth-defective patients, although their somatosensory nystagmus was stronger
[12]. While actual rotation results in self-rotation illusion after-effects in the direction
opposite to the prior motion, circular vection induced by blindfolded stepping along
a rotating disc results in illusory self-rotation after-effects in the same direction as
the prior perceived self-motion [44].

Apart from walking on a circular treadmill, passive arm or foot movement can
induce similar circular vection [15]: Participants sat stationary in complete darkness
inside a slowly rotating optokinetic drum (10◦/s). When they touched the rotating
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surrounding wall with their extended hand such that it was passively rotated around
their shoulder joint, compelling arthrokinetic circular vection in the direction oppo-
site to the arm movement occurred. Illusory self-rotation occurred within 1–3 s and
was indistinguishable from actual self-motion. Arthrokinetic vection was accom-
panied by arthrokinetic nystagmus and resulted in considerable after-effects [24].
remarked that “actively pedaling the free wheeling floor while seated or turning the
railing with a hand-over-hand motion makes the experience very powerful” (p. 766).
We are currently investigating the feasibility of such a circular walking paradigm for
rotational self-motion simulation in VR (http://iSpaceLab.com/iSpaceMecha).

2.4 Interaction of Walking and Other Modalities for Vection

2.4.1 Walking and Auditory Cues

While both biomechanical and visual cues can induce compelling vection, moving
auditory cues can elicit self-motion illusions only in 1/4–3/4 of participants, and
such auditory vection is much weaker, less compelling, and only occurs when partic-
ipants are blindfolded (for reviews, see [95, 118]). Despite their low vection-inducing
potential, however, moving auditory cues have recently been shown to significantly
enhance visually induced vection [88, 118] as well as biomechanically induced
circular vection [86]. In the latter study, participants were blindfolded and seated
stationary above the center of a circular treadmill. Auditory circular vection was
induced by binaural recordings of rotating sound fields presented via headphones
(Fig. 2.1b), and biomechanical circular vection was induced by stepping along the
floor disc that rotated at the same velocity (60 ◦/s) as the auditory stimulus (Fig. 2.1c).
Although auditory vection by itself was weak and occurred in less than half of the
trials, adding rotating sound fields significantly enhanced biomechanically-induced
vection. Moreover, there were synergistic, super-additive effects when combining
auditory and biomechanical vection-inducing stimuli, in that bi-modal stimulation
resulted in vection intensities and perceived rotation realism that was higher than the
sum of the uni-modal vection ratings. This corroborates the importance of consistent
multi-modal simulation and suggests that even a fairly weak stimulus can sometimes
make a significant contribution. This is also promising from an applied perspective
of improving VR simulations, as sound spatialization can be of high fidelity while
still being affordable and technically feasible.

2.4.2 Walking and Visual Cues

2.4.2.1 Circular Vection

Lackner and DiZio [55] used a circular treadmill inside an optokinetic drum to
demonstrate that visual cues that did not match treadmill (i.e., walking) speed

http://iSpaceLab.com/iSpaceMecha
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systematically affected not only perceived self-motion, but also the perceived stride
length and frequency and even the perceived stepping direction. Of particular interest
in our context is condition 3 in their experiment, in which participants were station-
ary and stepped along with the rotating floor disc while the optokinetic drum did not
move. Whereas half of the participants ‘correctly’ perceived to be stationary while
stepping along a rotating disc, the other half experienced illusory self-motion in the
sense that they (erroneously) reported walking forward on a stationary disc while the
optokinetic drum was moving along with them. This suggests that biomechanical
cues from walking can (at least for some participants) induce self-motion illusions
even in the presence of conflicting visual cues, illustrating that visual cues do not
necessarily dominate in cross-modal cue conflict situations. This further corrobo-
rates the different vection-inducing potential of walking in circular patterns (where
biomechanical vection is strong and can even overpower conflicting visual cues) as
compared to linear walking, where biomechanical vection does not reliably occur
at all. DiZio and Lackner [24] reported that combining biomechanical and visual
vection by rotating the disc of a circular treadmill together with the optokinetic drum
could even yield immediate vection onset.

Although Jürgens and Becke [49] demonstrated that a Bayesian sensor fusion
could be successfully applied to model the rotation perception based on vestibular,
biomechanical, visual, and cognitive information, further research is needed to fully
explain and predict cross-modal and higher-level effects and contributions. The cur-
rent data predicts substantial vection benefits for consistent multi-modal stimulation,
at least for the case of self-rotation perception. Surprisingly, however, cue combina-
tion benefits are much more ambiguous for translational vection, as we will discuss
below.

2.4.2.2 Linear Vection

Whereas walking on a linear treadmill apparently cannot by itself induce a com-
pelling sensation of self-motion (linear vection), it can modulate the occurrence and
strength of visually-induced linear vection: Although one would normally assume
that perceived self-motion during visual motion simulation in VR should benefit
from additional walking cues, a recent study by Kitazaki et al. [52] suggests that pro-
viding biomechanical cues from walking on a linear treadmill might, in fact, impair
visually-induced vection (see also [51]). Participants watched expanding or contract-
ing optic flow patterns on a 2.4×1.8 m projection screen while either standing still or
walking forward on a linear treadmill with the same 4 km/h velocity as the visually
simulated self-motion. When the visual cues simulated a forward motion, vection
occurred later when participants also walked forwards as compared to standing still.
An additional study extended these findings by including backwards walking on the
linear treadmill [69]. Vection onset was delayed when the visually simulated self-
motion matched participants walking direction, that is, in the condition that most
closely matches real-world walking.
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The authors suggest that this surprising finding might be caused by a decrease
of the relative weight of the visual cues when observers are walking as compared
to standing still. We propose that this effect might also be related to Wertheim and
Reymond’s explanation of the freezing illusion (where an optic flow pattern suddenly
appears to freeze when vestibular stimulation is added) and the Pavard and Berthoz
effect, in that the perceived relative velocity of the visual motion might be reduced
by the biomechanical motion [124]. Additional factors might also have contributed:
Apart from affecting the occurrence and amount of vection, differences in the veloc-
ity of treadmill walking and visually presented motion can also induce changes in
perceived self-motion and stepping movements [25, 55] as well as adaptation and
re-calibration (e.g., [25, 98]).

While Kitazaki and colleagues observed an inhibition of vection when locomotor
cues matched the direction of visual motion, Seno et al. recently reported the oppo-
site effect [104]: Using visual motions that were 30 times faster than the treadmill
walking motions (58 km/h as compared to 2 km/h, respectively), they observed that
visually-induced forward vection was facilitated by consistent biomechanical cues,
whereas inconsistent walking cues impaired vection. In addition, they showed that
locomotion cues from walking on a linear treadmill could systematically bias the
strength and direction of vection perceived for up-down and left-right translational
visual motion. Comparing the results from Kitazaki et al. and Seno et al. suggests
that the differences between visual and walking speed might be critical, with vec-
tion facilitation occurring for larger visual motion speeds, and impairment found for
matching visual speeds.

A recent study confirmed that forward walking on a linear treadmill can indeed
impair visually induced vection when visual and treadmill velocities are matched
[4]. Similar impairments of visually-induced linear were observed when the visual
display depicted backward motion while participants walked forwards (exp. 2) or
when participants simply walked on the spot while viewing forward vection displays
(exp. 3). When the head motions that naturally occurred during treadmill walking
were tracked and used to update the visual stimulus according to the changed view-
point (thus mimicking real-world walking), vection strength increased [4]. However,
a similar facilitation of vection was observed in passive viewing conditions when
participants stood still and simulated viewpoint jitter was added to the visual display,
thus confirming earlier studies (see review by Palmisano et al. [72]). Thus, even
when head motions were tracked during treadmill walking, vection was still reduced
compared to standing still and passively viewing the jittered display.

In conclusion, it remains puzzling how adding velocity-matched treadmill walking
to a visual motion simulation can impair vection [4, 52, 69] while active head motions
and simulated viewpoint jitter clearly enhance vection [72]. More research is needed
to better understand under what conditions locomotion cues facilitate or impair linear
vection, and what role the artificiality of treadmill walking might play. Nevertheless,
the observation that self-motion perception can, at least under some circumstances,
be impaired if visual and biomechanical motion cues are matched seems paradoxical
(as it corresponds to natural eyes-open walking) and awaits further investigation.
These results do, however, suggest that adding a walking interface to a VR simulator
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might potentially (at least in some cases) decrease instead of increase the sensation
of self-motion and thus potentially decrease the overall effectiveness of the motion
simulation. Thus, caution should be taken when adding walking interfaces, and each
situation should be carefully tested and evaluated as one apparently cannot assume
that walking will always improve the user experience and simulation effectiveness.

2.5 Further Cross-Modal Effects on Self-Motion
Perception in VR

Helmholtz suggested already in 1866 that vibrations and jerks that naturally accom-
pany self-motions play an important role for self-motion illusions, in that we expect
to experience at least some vibrations or jitter [33]. Vibrations can nowadays easily
be included in VR simulations and are frequently used in many applications. Adding
subtle vibrations to the floor or seat in VR simulations has indeed been shown to
enhance both visually-induced vection [94, 100] and auditory vection [85, 88], espe-
cially if accompanied by a matching simulated engine sound [119, 120].

Vection can also be substantially enhanced when the vection onset is accompanied
by a small physical motion (such as a simple jerk of a few centimeters or degrees)
in the direction of visually-simulated self-motion. This has been shown for both
passive movements of the observer [9, 93, 100, 126] and for active, self-initiated
motion cueing using a modified manual wheelchair [84] or a modified Gyroxus
gaming chair where participants controlled the virtual locomotion by leaning into
the intended motion direction [87]. For passive motions, combining vibrations and
small physical movements (jerks) together was more effective in enhancing vection
than either vibrations or jerks alone ([100], exp. 6).

These findings are promising for VR applications, as both vibrations and minimal
motion cueing can be added to existing VR simulations with relatively little effort
and cost. Moreover, these simple means of providing vibrations or jerks were shown
to be effective despite being physically incorrect—while jerks normally need to be in
the right direction to be effective and be synchronized with the visual motion onset,
their magnitude seems to be of lesser importance. Indeed, for many applications
there seems to be a surprisingly large coherence zone in which visuo-vestibular cue
conflicts are either not noticed or at the least seem to have little detrimental effect
[115]. Surprisingly, physical motion cues can enhance visually-induced vection even
when they do not match the direction or phase of the visually-displayed motion [128]:
When participants watched sinusoidal linear horizontal (left-right) oscillations on a
head-mounted display, they reported more compelling vection and larger motion
amplitudes when they were synchronously moved (oscillated) in the vertical (up-
down) and thus orthogonal direction. Similar enhancement of perceived vection and
motion amplitude was observed when both the visual and physical motions were
in the vertical direction, even though visual and physical motions were always in
opposite directions and thus out of phase by 180◦ (e.g., the highest visually depicted
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view coincided with the lowest point of their physical vertical oscillatory motion).
In fact, the compellingness and amplitude of the perceived self-motion was not
significantly smaller than in a previous study where visual and inertial motion was
synchronized and not phase-shifted [129]. Moreover, for both horizontal and vertical
visual motions, perceived motion directions were almost completely dominated by
the visual, not the inertial motion. That is, while there was some sort of “visual
capture” of the perceived motion direction, the extent and convincingness of the
perceived self-motion was modulated by the amount of inertial acceleration.

Recently, Seno et al. [106] demonstrated that air flow provided by a fan positioned
in front of observers’ face significantly enhanced visually induced forward linear
vection. Backward linear vection was not facilitated, however, suggesting that the
air flow needs to at least qualitatively match the direction of simulated self-motion,
similar to head wind.

In two recent studies, Ash et al. showed that vection is enhanced if participants’
active head movements are updated in the visual self-motion display, compared to
a condition where the identical previously recorded visual stimulus was replayed
while observers did not make any active head-movements [5, 6]. This means that
vection was improved by consistent multisensory stimulation where sensory informa-
tion from own head-movements (vestibular and proprioceptive) matched visual self-
motion information on the VR display [6]. In a second study with similar setup, [5]
found that adding a deliberate display lag between the head and display motion mod-
estly impaired vection. This finding is highly important since in most VR applications,
end-to-end system lag is present, especially in cases of interactive, multisensory, real-
time VR simulations. Despite technical advancement, it is to be expected that this
limitation cannot be easily overcome in the near future.

In conclusion, there can often be substantial benefits in providing coherent self-
motion cues in multiple modalities, even if they can only be matched qualitatively.
Budget permitting, allowing for actual physical walking or full-scale motion or
motion cueing on 6DoF motion platforms is clearly desirable and might be nec-
essary for specific commercial applications like flight or driving simulation. When
budget, space, or personnel is more limited, however, substantial improvements can
already be gained by relatively moderate and affordable efforts, especially if consis-
tent multi-modal stimulation and higher-level influences are thoughtfully integrated.
Although they do not provide physically accurate simulation, simple means such
as including vibrations, jerks, spatialized audio, or providing a perceptual-cognitive
framework of movability (see Sect. 7.2) can go a long way. Even affordable, com-
mercially available motion seats or gaming seats can provide considerable benefits
to self-motion perception and overall simulation effectiveness [87].

As we will discuss in our conceptual framework in Sect. 2.9 in more detail, it is
essential to align and tailor the simulation effort with the overarching goal: e.g., is
the ultimate goal physical correctness, perceptual effectiveness, or behavioral real-
ism? Or is there a stronger value put on user’s overall enjoyment, engagement, and
immersion, as in the case of many entertainment applications, which represent a
considerable and increasing market share?

http://dx.doi.org/10.1007/978-1-4419-8432-6_7
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2.6 Simulator Sickness and Vection in VR

While a compelling sensation of self-motion in VR clearly increases the overall
believability and realism of a simulation, the occurrence and strength of vection can
sometimes also correlate with undesirable side-effects like motion after-effects or
motion/simulator sickness [34, 35, 50, 73]. It remains unclear, however, whether and
how vection might be causally related to simulator sickness, as vection is more easily
observed when visuo-vestibular cue conflicts are small, whereas motion sickness
tends to increase for larger cue conflicts [50, 73]. Moreover, visually-induced motion
sickness can occur without either vection or optokinetic nystagmus [46], indicating
that vection cannot be a necessary pre-requisite of visually-induced motion sickness.

Carefully planned research is needed to investigate and disambiguate underlying
factors promoting desirable outcomes (like compelling self-motion perception with
reduced simulation cost) versus undesirable side-effects (like simulator sickness,
after-effects, or (re)adaptation effects) and their potential interactions. As displays
become more effective in inducing vection, they might also become more powerful in
inducing undesirable side-effects. Thus, applications should be carefully evaluated
in terms of not only intended benefits but also potential undesirable side-effects
(see also conceptual framework in Sect. 2.9).

2.7 Perceptual Versus Cognitive Contributions to Vection

While self-motion illusions have traditionally been explained by perceptual (lower-
level) factors and bottom-up processes (e.g., stimulus frequency, velocity, or field
of view), recent studies provide converging evidence that self-motion illusions can
also be affected by cognitive (higher-level) factors and top-down processes. In the
following, we will briefly review and discuss relevant findings before attempting to
integrate them into a conceptual framework in the final sections of this chapter.

2.7.1 Lower-Level and Bottom-Up Contributions to Vection

Visually-induced self-motion illusions have clearly received the most attention in
vection research so far, and a number of lower-level/perceptual factors and bottom-
up processes have been shown to facilitate visually-induced vection, which will be
briefly discussed below. More in-depth discussion of lower-level factors and bottom-
up contributions for vection can be found in [2, 23, 38, 39, 61, 86, 123].

Visual field of view. Although vection can sometimes be induced using field of views
as small as 7.5◦ [3], increasing the field of view subtended by the moving stimu-
lus generally enhances all aspects of vection [10, 16, 23, 32]. Strongest vection is
observed with full-field stimulation, up to a point where illusory self-motion cannot
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be distinguished from physical self-motion any more. When perceived depth is held
constant, vection strength linearly increases with increasing stimulus size, indepen-
dent of stimulus eccentricity [63]. This suggests that most affordable fishtank VR
(desktop-monitor-based) and HMDs are unsuitable for reliably inducing compelling
vection, as their field of view is typically not sufficiently large.

Eccentricity of moving stimulus. Earlier studies argued that visual motion in the
periphery is more effective in inducing vection than central motion [16, 23, 47].
When display areas are equated, however, central and peripheral stimulus areas have
similar vection-inducing potential [3, 41, 63, 79, 125]. However, peripheral stimuli
need to be of lower spatial frequency to be maximally effective in inducing vection,
as our visual acuity systematically decreases in the periphery [76]. From an applied
perspective, this suggests that peripheral displays need not be of high resolution
unless users frequently need to focus there [125].

Stimulus velocity. Increasing stimulus velocities generally tends to enhance both the
perceived velocity and intensity of vection, at least up to an optimal stimulus velocity
of, e.g., around 120 ◦/s for circular visual vection [1, 16, 23, 39, 101]. Note that these
maximum effective velocities are larger then the maximum stimulus velocities that
can easily be displayed in VR without noticeable and disturbing image artifacts (such
as motion blur or seeing multiple images) due to the limited update/refresh rate of
typically 60 Hz.

Density of moving contrasts. The occurrence and strength of vection in general
increases with the number and density of moving objects and contrasts [17, 23].
This suggests that VR simulations that are too sparse (e.g., driving in fog, or flight
simulations in clouds with low density of high-contrast objects) might not be able to
reliably induce vection without artificially increasing contrast and/or the density of
moving objects.

Viewpoint jitter. A common explanation why vection does not occur instantaneously
is the inter-sensory conflict between those cues indicating stationarity (e.g., vestibular
cues) and those suggesting self-motion (e.g., moving visual cues or circular tread-
mill walking). This cue conflict account is corroborated by showing that bilaterally
labyrinthine defective participants perceive visual vection much earlier and more
intensely [48], and can perceive unambiguous roll or pitch vection through head-
over-heels orientations [22]. All the more surprisingly, however, there are situations
where increasing visuo-vestibular conflicts can enhance vection, as reviewed in [72]:
In a series of carefully designed experiments, Palmisano and colleagues demonstrated
that forward linear vection occurred earlier, lasted longer, and was more compelling
when coherent viewpoint jitter1 was added to the expanding optic flow display [77],

1 Viewpoint jitter refers to a specific optic flow pattern that simulates the visual “jittering” effects of
small head movements of the observer, similar to “camera shake”: For example, a constant, radially
expanding optic flow pattern that simulates forward linear motion would get an additional jittering
optic flow component on top if the visual effects of oscillating up-down head movements that occur
during normal walking is added to the expanding optical flow field.
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whereas incoherent jitter impaired vection [74]. This was found even when the dis-
play was perceived as flat and did not contain any depth cues [64]. Overall, simulated
viewpoint jitter shows a larger vection-facilitating effect if it is orthogonal to the main
vection direction [64, 73, 78]. In VR, such findings could be used to enhance vection
by, for example, adding viewpoint oscillations induced by walking or head motions
[4, 19] as is sometimes done in gaming. This should be carefully tested, however,
as adding image jitter or oscillations can increase not only vection, but also motion
sickness [73].

2.7.2 Cognitive and Top-Down Contributions to Vection

While earlier vection research focused predominately on perceptual and lower-level
factors, there is increasing evidence that vection can also be affected by what is
outside of the moving stimulus itself, by the way we move and look at a moving
stimulus, our pre-conceptions, intentions, and how we perceive and interpret the
stimuli, which is of particular importance in the context of VR. Vection might even
be directly or indirectly affected by cognitive/top-down processes [3, 57, 61, 96].
Below we will discuss some of these examples. More comprehensive reviews are
provided by [85, 86, 100].

Viewing pattern and perceived foreground-background relationship. Fixation
on a stationary foreground object or simply staring at the moving visual stimulus
has long been known to enhance visual vection, as compared to natural viewing
or smooth pursuit [28, 60, 121, 122]. Suppressing the optokinetic reflex seems to
play a central role here, and this is facilitated when a fixation object is provided [8].
Potentially related to this, stationary foreground objects facilitate vection (especially
if centrally presented), whereas stationary background stimuli reduce vection, espe-
cially if presented peripherally [17, 42, 62]. Of particular importance seems to be the
perceived foreground-background or figure-ground relationship, in that vection tends
to be dominated by motion of the perceived background, even if the background is not
physically further away than the perceived foreground [17, 45, 53, 63, 65, 67, 68].
This “object and background hypothesis for vection” has been elaborated upon and
confirmed in an elegant set of experiments using perceptually bistable displays like
the Rubin’s vase that can be perceived either as a vase or two faces [103].

In VR simulations, these findings could be used to systematically reduce or
enhance illusory self-motions depending on the overall simulation goal, e.g., by
modifying the availability of real or simulated foreground objects (e.g., dashboards),
changing peripheral visibility of the surrounding room (e.g., by controlling light-
ing conditions), or changing tasks/instructions (e.g., instructions to pay attention to
instruments which are typically stationary and in the foreground).

Naturalism, presence, and interpretation of the moving stimulus. Naturalism
and ecological validity of the moving stimulus has also been suggested to affect
vection [84, 116], potentially due to our inherent assumption of a stable environment
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[23, 81, 82]. For example, auditory vection was enhanced when the moving sounds
represented “acoustic landmarks”, i.e., objects that do not normally move such as
church bells, as compared to typically moving objects like cars or artificial sounds like
pink noise [56, 96, 118].

For visual vection Riecke et al. [84] demonstrated that vection as well as presence
were impaired when the naturalistic stimulus of a city environment was system-
atically degraded by mosaic-like scrambling. Different aspects of presence were
correlated with specific aspects of vection: Whereas spatial presence correlated most
strongly with the convincingness of illusory self-motion, attention/involvement in the
simulation correlated predominately with vection onset latency. In a second experi-
ment, the visual stimulus of a natural scene was compared to an upside-down version
of the same stimulus. Even though the inversion of the stimulus left the physical stim-
ulus characteristics (i.e., the image statistics and thus perceptual/bottom-up factors)
essentially unaltered, both presence and the convincingness of vection were sig-
nificantly reduced. This strongly suggests a cognitive or top-down contribution to
presence and the convincingness of self-motion illusions. We posit that the natural,
ecologically more plausible upright stimulus might have more easily been accepted
as a stable “scene”, which in turn facilitated both presence and the convincingness
of vection.

These findings are supported by tumbling room studies, where the tumbling sen-
sation (roll vection) is enhanced for naturalistic environments that include a clear
visual frame of reference and objects with an obvious intrinsic upright orientation
[1, 40]. That is, whereas simple textured displays only tend to produce limited tilting
sensations [1, 32, 133], observing a fully furnished natural room rotating around
stationary participants can induce compelling 360◦ head-over-heals tumbling sensa-
tion in most people [1, 40, 43, 71]. Moreover, Palmisano et al. stated that “the 360◦
illusory self-rotations produced by rotating a furnished room around the stationary
observer’s roll axis were very similar to the sensations of self-rotation produced by
rotating the observer inside the stationary room” (p. 4057). The importance of a
naturalistic visual stimulus is corroborated by Wright et al. who demonstrated that
visual motion of a photo-realistic visual scene can dominate even conflicting inertial
motion cues in the perception of self-motion [128, 129].

Metaphorical cross-modal facilitation of vection. Recently, Seno et al. demon-
strated that linear visual vection could even be facilitated by auditory cues that do not
move by themselves, but only match the visual motion metaphor [102]. For example,
sounds increasing in amplitude (as if coming closer) facilitated visually-induced for-
ward vection, but not backwards, sideways (left-right) or vertical (up-down) vection.
Sounds decreasing in amplitude did not show any clear effects on vection, though.
Whereas forward motions in normal life are often accompanied by increasing sound
amplitudes for sounding stationary objects in front of us, this physical correspon-
dence to real-world situations does not seem to be necessary for sound to facilitate
visually-induced vection: Sounds ascending (“going up”) in frequency facilitated
upwards vertical vection, but had no influence on downwards, sideways (left-right),
or forward-backwards vection [102]. Correspondingly, sounds decreasing in fre-



42 B. E. Riecke and J. Schulte-Pelkum

quency (“going down”) facilitated downwards vertical vection, but had no effect on
any other vection direction. Similar effects of spatial metaphor mapping have been
observed for the emotional connotation of sounds, in that emotionally “positive”
sounds facilitated upwards vection compared to neural sounds [99]. Together, these
findings further corroborate the proposition that multi-modal consistency between
different stimuli can facilitate vection [86, 94, 96, 102], even in situations where
this correspondence is only metaphorical and not purely sensorial. However, as vec-
tion is an inherently subjective phenomenon, vection researchers need to carefully
assess potential experimental biases such as perceived demand characteristics of the
experimental situation and participants’ expectations and prior knowledge.

Cognitive-perceptual framework of movability. A number of studies demonstrated
that merely knowing/perceiving that actual motion is impossible versus possible can
reduce visual vection, both in the real world and VR [3, 57, 130]. For example,
Andersen and Braunstein [3] remark that pilot experiments had shown that in order
to perceive any self-motion, participants had to believe that they could actually be
moved in the direction of perceived vection. Accordingly, participants were asked to
stand in a movable booth and looked out of a window to view the optic flow pattern.
This procedure allowed them to elicit vection with a visual FOV as small as 7.5◦.
Lepecq et al. [57] demonstrated that seven year old children perceive vection earlier
when they were previously shown that the chair they were seated on could physically
move in the direction of simulated motion—even though this never happened dur-
ing the actual experiment. Similarly, knowing that actual motion is possible in VR
(by demonstrating the motion capabilities of a motion platform prior to testing) can
make people believe that they actually moved, even though they never did [86, 100].
Recently, Riecke et al. [85] demonstrated that providing such a cognitive-perceptual
framework of movability can also enhance auditory vection. When blindfolded par-
ticipants were seated on a hammock chair while listening to binaural recordings of
rotating sound fields, auditory circular vection was facilitated when participants’
feet were suspended by a chair-attached footrest as compared to being positioned on
solid ground. This supports the common practice of seating participants on poten-
tially moveable platforms or chairs in order to elicit auditory vection [54, 117, 118].

Attention and cognitive load. There seems to be mixed evidence about the poten-
tial effects of attention and cognitive load on vection. Whereas Trutoiu et al. [113]
observed vection facilitation when participants had to perform a cognitively demand-
ing secondary task, vection inhibition was reported by Seno and colleagues [105].
When observers in [53] were asked to specifically attend one of two simultane-
ously presented upward and downward optic flow fields of different colors, the
non-attended flow field was found to determine vection direction. This might, how-
ever, also be explained by attention modulating the perceived depth-ordering and
foreground-background relationship, as discussed in detail in [75, 103] demonstrated
that cognitive priming can also affect the time course of vection: Adult participants
experienced vection earlier when they were seated on a potentially movable chair
and were primed towards paying attention to self-motion sensation, compared to a
condition where they were seated on a stationary chair and instructed to attend to
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object motion, not self-motion. Thus, while attention and cognitive load can clearly
affect self-motion illusions, further research is needed to elucidate underlying factors
and explain seemingly conflicting findings. A recent study suggests that vection can
even be induced when participants are not consciously aware of any global display
motion, which was cleverly masked by strong local moving contrasts [107].
Finally, the occurrence, onset latency, and perceived strength of vection tend to vary
considerably between participants. Although there is little research investigating
potential underlying factors, recent research suggests that personality traits might
be a contributing factor. In a linear visual vection study, more narcissistic observers
reported weaker vection, indicated by increased vection onset latencies, reduced
vection duration, and decreased vection magnitude [108]. Future research is needed
to investigate if differences in personality traits indeed directly affect the self-motion
illusions, and/or if the observed vection reduction for increasing narcissism might
also be related to a criterion shift for reporting vection.
In general, cognitive factors seem to become more relevant when stimuli are ambigu-
ous or have only weak vection-inducing power, as in the case of auditory vection
[85] or sparse or small-FOV visual stimuli [3]. It is conceivable that cognitive fac-
tors generally have an effect on vection, but that this has not been widely recognized
for methodological reasons. For example, the cognitive manipulations might not
have been powerful enough or free of confounds, or sensory stimulation might have
been so strong that ceiling level was already reached, which is likely the case in an
optokinetic drum that covers the full visible FOV.

2.8 Does Vection Improve Spatial Updating and Perspective
Switches?

Spatial updating is seemingly automatic and requires little cognitive resources if
participants physically move to the new position [80, 97]. For example, humans can
continuously and accurately point to a previously-seen target when either walking
or being passively transported, both for linear motions [20, 109] and curvilinear
motions [29]. However, when participants in Frissen et al. [29] were stationary and
only biomechanical cues from stepping along a circular treadmill indicated the curvi-
linear motion, spatial updating performance (quantified using continuous pointing)
declined and showed systematic errors. The authors did not assess whether partic-
ipants in some trials might have perceived biomechanical vection. In a follow-up
study by Frissen et al. continuous pointing responses indicated that participants can
indeed perceive a slow drift (about 7◦/s) for curvilinear off-center walking-in-place
on a large (3.6 m diameter) circular treadmill, but only at about 16 % of their actual
walking speed of 40◦/s (cf. Chap. 6 of this book). Surprisingly, although participants
were always walking forward, pointing responses indicated backward self-motion in
42 % of the trials. This suggests that biomechanical cues from curvilinear forward
walking were not sufficient for inducing a reliable sensation of forward self-motion.

http://dx.doi.org/10.1007/978-1-4419-8432-6_6
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Indeed, when averaged over trial repetitions, participants did not report any substan-
tial net self-motion. This might have contributed to the above-mentioned decline in
spatial updating performance when participant did not physically move [29].

It is, however, conceivable that a compelling illusion of self-motion (even with-
out any actual physical motion) might be sufficient to enable spatial updating per-
formance similar to physical motions, or at least better than in purely imagined
perspective switches. Riecke et al. [90] tested this hypothesis and provide first
evidence that self-motion illusions might indeed help us to update target locations
in the absence of physical self-motions. After learning the layout of nine irregularly
arranged objects in the lab, participants were blindfolded and asked to point to those
previously-learned objects from novel imagined perspectives (e.g., “imagine facing
‘mic’, point to ‘hat’ ”). As predicted by prior research [80, 97], imagined perspec-
tive switches were difficult when participants remained stationary and simply had to
imagine the perspective switch. Both pointing accuracy and consistency (“configura-
tion error”) improved, however, when participants had the illusion of rotating to the
to-be-imagined perspective, despite not physically moving. Circular vection in this
study was induced by combining auditory vection (induced via rotating sound fields)
with biomechanical vection (induced by stepping on a circular treadmill, similar to
sitting stationary above a turning carousel) in order to avoid visual cues that might
interfere with imagined perspective-taking.

While further studies are needed to corroborate these findings, these data suggest
that providing the mere illusion of self-motion might provide similar benefits in
terms of spatial orientation and perspective switches as actual self-motion. This could
ultimately enable us to design effective yet affordable VR simulations, as the need
for physical motion of the observer could be largely reduced, which, in turn, reduces
overall costs, space and equipment needs, and required safety and simulation effort.

2.9 Conclusions and Conceptual Framework

In conclusion, the above review of the literature supports the notion that cognitive
or top-down mechanisms like spatial presence, the cognitive-perceptual framework
of movability, as well as the interpretation of a stimulus as stable and/or belonging
to the perceptual background, do all affect self-motion illusions, a phenomenon that
was traditionally believed to be mainly bottom-up driven ([85], for reviews, see [86],
[100]). This adds to the small but growing body of literature that suggests cognitive
or top-down contributions to vection, as discussed in Sect. 7.2. Furthermore, cor-
relations between the amount of presence/immersion/involvement and self-motion
perception [91, 92] suggests that these factors might mutually affect or support each
other. While still speculative, this would be important not only for our theoretical
understanding of self-motion perception, presence, and other higher-level phenom-
ena, but also from an applied perspective of affordable yet effective self-motion
simulation. In the following, we would like to broaden our perspective by trying to
embed these ideas and findings into a more comprehensive tentative framework. This

http://dx.doi.org/10.1007/978-1-4419-8432-6_7
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conceptual framework is sketched in Fig. 2.3 and will be elaborated upon in more
detail below. It is meant not as a “true” theoretical model but as a tentative frame-
work to support discussion and reasoning about these concepts and their potential
interrelations.

Any application of VR, be it more research-oriented or application-oriented, is
typically driven by a more or less clearly defined goal. In our framework, this is con-
ceptualized as the effectiveness concerning a specific goal or application (Fig. 2.3,
bottom box). Possible examples include the effectiveness of a specific pilot train-
ing program in VR, which includes how well knowledge obtained in the simulator
transfers to corresponding real world situations, or the degree to which a given VR
hardware and software can be used as an effective research tool that provides eco-
logically valid stimulation of the different senses.

So how can a given goal be approached and the goal/application-specific effec-
tiveness be better understood and increased? There are typically a large number
of potential contributing factors, which span the whole range from perceptual to
cognitive aspects (see Fig. 2.3, top box). Potentially contributing factors include
straight-forward technical factors like the FOV and update rate of a given VR setup
or the availability of biomechanical cues from walking, the quality of the sensory
stimulation with respect to the different individual modalities and their cross-modal
consistency, and task-specific factors like the cognitive load or the users’ instructions.

All of these factors might effect both our perception and our action/behavior in
the VE. Here, we propose a framework where the different factors are considered in
the context of both their perceptual effectiveness (e.g., how they contribute to the
perceived self-motion) and their behavioral effectiveness (e.g., how they contribute
by empowering the user to perform a specific behavior like robust and effortless
spatial orientation and navigation in VR), as sketched in Fig. 2.3, middle box.

Perception and action are interconnected via the perception-action loop, such that
our actions in the environment will also change the input to our senses. State-of-the art
VR and human-computer interface technology offer the possibility to provide highly
realistic multi-modal stimuli in a closed perception-action loop, and the different
contributing factors summarized in the top box of Fig. 2.3 could be evaluated in
terms of the degree to which they support an effective perception-action loop [27].

Apart from the perceptual and behavioral effectiveness, we propose that psy-
chological and physiological responses might also play an important role. Such
responses could be emergent and higher-level phenomena like spatial presence,
immersion, enjoyment, engagement, or involvement in the VE, but also other psy-
chological responses like fear, stress, or pleasure on the one hand and physiological
responses like increased heart rate or adrenalin level on the other hand. In the current
framework, we propose that such psychological and physiological responses are not
only affected by the individual factors summarized in the top box in Fig. 2.3, but
also by our perception and our actions themselves. Slater et al. [110] demonstrated,
for example, that increased body and head motions can result in an increased pres-
ence in the VE. Presence might also be affected by the strength of the perceived
self-motion illusion [81, 91]. Conversely, certain psychological and physiological
responses might also affect our perception and actions in the VE. By systematically
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Fig. 2.3 Tentative conceptual framework that sketches how different factors that can be manipulated
for a given VR/research application (top box) might affect the overall effectiveness with respect to
a specific goal or application (bottom box). Critically, we posit that the factors affect the overall
goal not (only) directly, but also mediated by the degree to which they support both the perceptual
effectiveness and behavioral effectiveness and the resulting perception-action loop (middle box)

manipulating the naturalism and global scene consistency of a visually simulated
scene, Riecke et al. [84] showed that the degree of presence in a simulated scene
might also affect self-motion perception. Our actions and behaviors in a VE might,
however, also be affected by our psychological and physiological responses. Von der
Heyde and Riecke proposed, for example, that spatial presence might be a necessary
prerequisite for robust and effortless spatial orientation based on automatic spatial
updating or certain obligatory behaviors like fear of height or fear of narrow enclosed
spaces [36, 83].
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In summary, we posit that our understanding of the nature and usefulness of
the cognitive factors and higher-level phenomena and constructs such as presence,
immersion, or a perceptual-cognitive framework of movability might benefit if they
are embedded in a larger conceptual framework, and in particular analyzed in terms
of possible relations to perceptual and behavioral aspects as well as goal/application-
specific effectiveness. Similar benefits are expected if other higher-level phenomena
are analyzed in more detail in the context of such a framework.

2.10 Outlook

A growing body of evidence suggests that there is a continuum of factors that influ-
ence the perceptual and behavioral effectiveness of VR simulations, ranging from
perceptual, bottom-up factors to cognitive, top-down influences. To illustrate this, we
reviewed recent evidence suggesting that self-motion illusions can be affected by a
wide range of parameters including attention, viewing patterns, the perceived depth
structure of the stimulus, perceived foreground/background distinction (even if there
is no physical separation), cognitive-perceptual frameworks, ecological validity, as
well as spatial presence and involvement. While some of the underlying research
is still preliminary, findings are overall promising, and we propose that these issues
should receive more attention both in basic research and applications.
These factors might turn out to be crucial especially in the context of VR applica-
tions and self-motion simulations, as they have the potential of offering an elegant
and affordable way to optimize simulations in terms of perceptual and behavioral
effectiveness. Compared to other means of increasing the convincingness and effec-
tiveness of self-motion simulations like increasing the visual field of view, using
a motion platform, or building an omni-directional treadmill, cognitive factors can
often be manipulated rather easily and without much cost, such that they could be
an important step towards a lean and elegant approach to effective self-motion sim-
ulation [86, 94, 96]. This is nicely demonstrated by many theme park rides, where a
conducive cognitive-perceptual framework and expectations are set up already while
users are standing in line. Although there seems to be no published research on these
priming phenomena in theme parks, they likely help to draw users more easily and
effectively into the simulation and into anticipating and “believing” that they will
actually be moving. Thus, we posit that an approach that is centered around the per-
ceptual and behavioral effectiveness and not only the physical realism is important
both for gaining a deeper understanding in basic research and for offering a lean and
elegant way to improve a number of applications, especially in the advancing field of
virtual reality simulations. This might ultimately allow us to come closer to fulfilling
the promise of VR as an alternate reality, that enables us to perceive, behave, and
more specifically locomote and orient as easily and effectively in virtual worlds as
we do in our real environment.
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Chapter 3
Biomechanics of Walking in Real World:
Naturalness we Wish to Reach in Virtual Reality

Franck Multon and Anne-Hélène Olivier

Abstract In most virtual reality (VR) simulations the virtual world is larger than
the real walking workspace. The workspace is often bounded by the tracking area
or the display devices. Hence, many researchers have proposed technical solutions
to make people walk through large virtual spaces using various types of metaphors
and multisensory feedback. To achieve this goal it is necessary to understand how
people walk in real life. This chapter reports biomechanical data describing human
walking including kinematics, dynamics and energetics knowledge for straight line
and nonlinear walking. Reference and normative values are provided for most of these
variables, which could help developers and researchers improve the naturalness of
walking in large virtual environments, or to propose evaluation metrics. For each
section of this chapter, we will provide some potential applications in VR. On the
one hand, this type of knowledge could be used to design more natural interaction
devices such as omnidirectional treadmills, walk-in-place methods, or other facilities.
A specific section is dedicated to comparisons between treadmill and ground walking
as it is one of the most popular approaches in VR. On the other hand, this knowledge
could also be useful to improve the quality of multisensory feedback when walking,
such as adding sounds, vibrations, or more natural camera control.

3.1 Introduction

Walking is one of the most used motions in everyday life and has consequently been
widely studied from antiquity. Exclusive biped walking is a special characteristic
of human locomotion that cannot be found in any other primate. Hence, it is the
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result of a complex evolutionary strategy that has tended to make humans walk on
two feet, which is a challenge for balance maintenance. It is impossible to provide
exhaustive knowledge about human walking and many very relevant states of the art
exist in many domains. This chapter aims at providing relevant information about
gait kinematics and dynamics, which should help developers and scientists design
more natural walking facilities in large virtual environments. In most VR simulations
the virtual world is larger than the real walking workspace. The workspace is often
bounded by the tracking area or the display devices. Hence, researchers in VR have
proposed a wide set of systems to make people navigate in wide virtual environments
while maintaining them in restricted real areas. One of the most popular approaches
consists in designing metaphors. Metaphors consist in using one thing to describe
another thing, such as moving an arm laterally to describe a translation of a 3D object
placed in virtual environment.

Another problem is to deliver multisensory feedback that has positive effects on
presence and immersion when navigating in virtual environments. The goal of this
chapter is to provide information to address these two problems.

The first section of this chapter describes kinematics of human walking: global
parameters and joint angles. This section provides the reader with normative refer-
ence data of human gait in straight line and nonlinear walking. It also addresses how
these data change according to various parameters such as gender, age, speed and
orientation. The second part of this chapter provides some knowledge about dynam-
ics of human walking, including the pattern of external forces, their influence on
balance and the muscle activation patterns. Again, reference values and their relation
to other parameters are provided in this section. The last section deals with the com-
parison between ground and treadmill walking. Treadmills are widely used in many
immersive applications that require natural navigation in immersive environments.
However, the way people use this device and perceive the feedback associated with
this device is still unclear. This section tries to provide a synthesis of the knowledge
and discussions about this point. In all the sections, the authors provide an example
of scientific contributions in VR that use this type of knowledge. The goal of this
chapter is thus twofold. Firstly, it provides complementary information to imagine
new systems or improvements of previous works. Secondly, it should help people
better understand the advantages and limits of these previous works.

3.2 Kinematics of Human Walking

Kinematics of human walking has been studied for a long time. In this section, we
give an overview of the most commonly studied kinematic parameters of human
walking. Information about joint kinematics could be used:

• to create more realistic camera displacements when navigating in VR [70] so that
classical linear camera displacements could be replaced by more natural motions,
in order to enhance the feeling of naturally walking in VR,
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• to animate avatars of the user with only little information, such as gait speed [12],
by computing the corresponding joint angles, so that the user could embody the
virtual human which is walking in VR,
• and to compute relevant multisensory feedback such as forces, sounds, vibra-

tions… in accordance with the current walking state; the goal is to improve
immersion and the feeling of being there in the virtual environment.

3.2.1 Global Description

3.2.1.1 Linear Walking

A gait cycle is defined as the time interval between two identical movement events
during gait. The heel contact to the floor (heel strike) is widely accepted as the starting
point and the next contact of the same heel as the end of a gait cycle. Similarly, a
stride is defined as a period of time between two successive heel contacts of the same
foot. A step is defined as a period between successive heel contacts of the opposite
feet during double support. Bipedal walking is defined as a quasi-cyclic motion and is
generally characterized by a sequence of single (one foot in contact with the ground)
and double support (two feet on the ground) phases.

Within a stride, the double-support phase represents approximately 20 % of the
total time [3, 31] . For a given leg, the stride is composed of a contact phase (60 %
of the total time) and a swing phase (40 % of the total time). The ratio between the
contact and the swing phase changes according to speed. Indeed, the duration of the
contact phase decreases when speed increases. When the duration of the contact phase
decreases down to 50 %, the double-support phase disappears, which corresponds
to the walk-run transition [46, 76]. Intra-individual variability of these durations is
low (below 4 %), while inter-individual variability is greater than 10 % [69].

The leg walking cycle could be decomposed in a more accurate manner according
to relevant events: left (resp. right) foot-strike, right (resp. left) toe-off, right (resp.
left) foot-strike and left (resp. right) toe-off.

The walking cycle is globally represented by three quantitative parameters: the
step length (L), the step frequency (F) and the walking speed (V), which are linked
through the relation:

V = L ∗ F

In order to increase walking speed (V), humans jointly increase the step length
and frequency. When continuously increasing walking speed on a treadmill, people
generally increase step length first until a limit is reached and then increase step
frequency [74]. However the results change when analyzing ground walking.

While people are walking at a freely chosen step-rate it has been reported that
step-length divided by step-rate (called ‘the walk ratio’ [45, 62]) does not vary over
wide ranges of speed [5, 62, 88] during ground walking. The walk ratio seems to



58 F. Multon and A.-H. Olivier

be smaller in older adults than in younger adults, and tends to decrease with age
[45]. Sekiya and Nagasaki [64] have shown that the walk ratio is a reliable measure
for evaluating pathological and aging walking patterns. The average step length,
step rate, velocity and walk ratio of healthy male and female subjects is reported in
Table 3.1. The walk ratio does not differ significantly between males and females. It
is also globally invariant except at low speeds in females [63].

Knowing this walk ratio for a user, it is possible to automatically estimate his/her
step length and frequency depending on his/her current speed. As a result, it might be
possible to more accurately adapt the trajectory of the camera in real-time [70], or to
animate avatars simply driven by walking speed [12]. Conversely, it could be possible
to deduce walking speed using step frequency or step length. Hence, knowing the
frequency of the head oscillations (related to the step frequency) of the user with a
simple webcam, it is possible to compute the corresponding walking speed of the
avatar or of the camera [71].

It is also widely acknowledged that stride length shows a moderate inverse cor-
relation with the age of the walker (r = −0.68, P < 0.001) as well as velocity, but
the correlation is not as strong (r = −0.53, P < 0.05) [34]. Hence, the walk ratio
seems to depend on both gender and age, which is an interesting property. In VR the
trajectory of the camera and avatar motions can be customized with only few input
parameters (such as step frequency or gait speed).

In everyday life, we usually walk at our own moderate pace. It is well known that
casual walking involves optimization of the energy costs for moving. Briefly, optimal
human locomotion is achieved when people move freely in their own selected manner
which could be viewed as a definition of casual walking [1, 2, 8, 9]. In casual walking
it seems that people always walk at a constant speed over a prescribed distance.
Walking speed has thus been implicitly assumed to be a dominant parameter of
casual walking [4, 42, 84]. Men walk generally faster than women but some authors
have shown that it is mainly true for high speeds [64] and it also depends on age [6].
One has also to notice that walking speed decreases with age in both genders [6].
Casual walking speed starts to decrease during the sixth decade for men and during
the seventh decade for women, as reported in Table 3.2.

Some authors [35] have demonstrated that cycle duration is more stable than stride
length and walking speed in casual ground walking.

All this knowledge about casual walking can help developers in VR introduce
variability in camera motion and avatar control thanks to only very little information.
Hence, elderly and young avatars, male and female avatars, would each lead to
different camera motions in the virtual environment in a very simple manner. The
method described in [70] would be very easy to adapt in order to take this type of
information into account.

Kirtley et al. [34] have also highlighted significant correlations between step fre-
quency (expressed in steps per minute) and four gait parameters. The regression
equations between these parameters are given in Table 3.3. Again, this type of in-
formation would help camera controllers to adapt more accurately to the situation.
Such type of knowledge has been used in the past to animate virtual humans with
only few control parameters [12].
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Table 3.2 Mean and S.D. per decade for gait variables for men and women

Age (year) Gender Walking speed Stride freq. Stride length
m/s Hz m

Male 1.59 (0.13) 0.97 (0.06) 1.65 (0.12)
20–29 Female 1.54 (0.12) 1.03 (0.06) 1.49 (0.10)

Male 1.54 (0.12) 0.98 (0.06) 1.57 (0.11)
30–39 Female 1.56 (0.11) 1.04 (0.06) 1.50 (0.09)

Male 1.63 (0.15) 1.00 (0.06) 1.64 (0.15)
40–49 Female 1.50 (0.10) 1.06 (0.04) 1.42 (0.08)

Male 1.42 (0.08) 0.96 (0.05) 1.49 (0.07)
50–59 Female 1.48 (0.12) 1.05 (0.08) 1.41 (0.07)

Male 1.47(0.11) 0.96 (0.04) 1.53 (0.09)
60–69 Female 1.35 (0.09) 1.03 (0.04) 1.32 (0.08)

Male 1.32 (0.12) 0.95 (0.06) 1.38 (0.08)
>70 Female 1.26 (0.19) 1.00 (0.08) 1.25 (0.15)

Adapted from [6]

Table 3.3 Correlations between step frequency SF (steps per minute) and four gait parameters

Parameters Units Correlation coefficient Regression equation

Stride length m 0.81 0.0088 SF + 0.58
Velocity m·s−1 0.95 0.021 SF − 0.79
Stance phase duration % cycle −0.68 −0.073 SF + 67.0
Double support time % cycle −0.57 −0.058 SF + 15.6

Adapted from [34]

3.2.1.2 Nonlinear Walking

All of the above results have generally been obtained for straight line walking. For
curved paths that involve rotations, the problem is more complex. Definitions of
step length and width in such nonlinear walking are still being discussed. A modern
definition is given in Fig. 3.1 [30].

In both linear and non-linear walking the foot placement on the floor seems to
be constrained in order to minimize the risk of falling, to maximize the possibility
of fast change of directions, and to ensure continuity of the walking trajectory [50].
When turning, two main strategies [24] arise for the feet placement. In the “step-
turn” strategy, the change of direction is opposite to the contact foot (such as turning
left while the right foot is in contact with the ground). This strategy is very similar
to the one used in straight line walking and tends to enlarge the base of support
(area delimited with the border of the two feet), which minimizes the risk of falling.
In the “spin-turn” strategy, the change of direction and the contact foot are in the
same size (such as turning left during a left contact phase). This strategy decreases
the size of the base of support leading to more unstable, but also faster rotational
displacements. Some authors have shown a high preference for using the “step turn”
strategy compared to the “spin turn” strategy [23].
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Fig. 3.1 Definition of step length and width in curved walking. Adapted from [30]

Whatever the strategy is, some authors have shown that the formation of tra-
jectories during goal-oriented locomotion in humans demonstrates several general
properties [26]. This stereotype appears in both the trajectory and the velocity profile
for goal-oriented locomotion (such as starting from one point with a given orienta-
tion and reaching another point with an imposed final orientation). This stereotype
is shown in Fig. 3.2.

This stereotype seems to be associated with a maximization of the smoothness
of the trajectory [53]. Hence humans seem to minimize the Jerk (derivative of the
acceleration) [22] and the snap (second derivative of the acceleration) [57]. Hence,
these authors [57] suggested to design optimal controllers based on Jerk minimization
to compute these stereotyped trajectories for various conditions.

Similarly to arms movements [79], it seems that trajectories in natural locomotion
[25, 77] obey the power law:

V(t) = K·R(t)p

where K is a constant, V(t) is the instantaneous velocity, R(t) is the instantaneous
radius of gyration and p is a real value. For elliptic motions, p has been identified to
be close to 1/3, but it seems to change according to the shape of the trajectory.

All of these results tend to show that there is a control of the trajectory instead of
a control of the foot placement. This could be an important issue when simulating
human navigation in virtual environments. Some approaches tend to control camera



62 F. Multon and A.-H. Olivier

(a) (b) (c) (d)

Fig. 3.2 Stereotype of the horizontal Center of Mass trajectory in goal-directed locomotion for
various curvatures (adapted from [26]). The trajectories are plotted in horizontal plan (XY plane)
with one common starting point and various ending positions

Table 3.4 Head translation and rotation for different human locomotion

Locomotion Amplitude (m) Velocity Acceleration (g) Vertical Rot. (deg)
(m·s−1)

Walking in place (0.01–0.025) (0.15–0.20) (0.2–0.3) 7.5± 3
Free walking (0.05–0.09) (0.25–0.35) (0.3–0.7) 8.5± 2.5
Running (0.07–0.16) (0.7–1.5) (1.4–2.6) 13.5± 4
Hopping (0.15–0.25) (1–1.8) (1.2–2.2) 13.5± 4.5

Adapted from [55]

motion through the displacement of the head of the user. This “Shake-Your-Head”
metaphor [71] consists of revisiting the Walking-In-Place technique to match a larger
set of configurations and apply it notably to the context of desktop VR. Previous works
[55] in neuroscience have shown stabilization of the head in human locomotion and
provides us with reference data for the head behavior (see Table 3.4) to tune the
parameters of such a method.

3.2.2 Joint Kinematics

The previous section focused on global parameters, but it is sometimes relevant to get
information about joint kinematics. It could help to either simulate human walking
in VR with little information or to analyze outputs of various sensors placed over
body parts to deduce global information about gait cycle. However, many parameters
may affect joint kinematics, such as walking up and down stairs, or locally avoiding
obstacles. In this section, we describe some of the relevant knowledge about joint
kinematics in human walking that could be reused to animate avatars or to interpret
local body segment information to drive navigation in immersive environments.
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Fig. 3.3 Description of a stereotyped gait cycle with averaged trajectories for the joint angles
(ankle, knee and hip joints), the body segment orientations (foot, shank and thigh), and the height of
heels and toes (adapted from [11]). The bottom part of the figure depicts how the stance and swing
phases occur in the gait cycle

Human walking is generally described using joint angle trajectories, which exhibit
a typical shape as shown in Fig. 3.3 [11, 85].

Some authors have highlighted statistical significant correlations between global
parameters, such as step frequency, length and speed, and knee angles [34]. Knee flex-
ion during the stance phase could be extrapolated from step frequency SF (expressed
in steps per minutes) with the following equation:

Stance Phase Flexion (deg) = 0.27 SF− 5.50 (R = 0.74)

Knee flexion during swing phase is given by:

Swing Phase Flexion (deg) = 0.19 SF+ 41.4 (R = 0.68)

The same kind of correlations can be expressed between stride length SL (m) and
these knee angles:

Stance Phase Flexion (deg) = 26.2 SL − 16.8 (R = 0.79)

Swing Phase Flexion (deg) = 16.0 SL+ 37.5 (R = 0.62)

In the same manner speed S (m·s−1) is correlated with the same angles:

Stance Phase Flexion (deg) = 13.0 S+ 4.7 (R = 0.78)

Swing Phase Flexion (deg) = 8.6 S+ 49.6 (R = 0.66)
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For more detailed correlations between walking speed and joint angles the reader
is encouraged to refer to [39].

The typical shape of joint trajectories can be mostly found in the sagittal plane
and seems more difficult to find in the other anatomical plans. This means that joint
angles seem to follow a common shape for any healthy user, but only for flexion and
extension.

Let us consider now coordination between the joint angles involved in human
locomotion. Angle diagrams have been introduced in medicine in order to highlight
changes in joint coordination for people with gait disorders [43]. It consists of dis-
playing the evolution of one joint angle according to another one leading to a kind
of 2D signature. One step further in explaining joint coordination has been proposed
by [11]. The key idea is to find correlations between joint trajectories using data
reduction with Principal Component Analysis. If we consider the 3D space based on
the three joint angles of the lower-limb (hip, knee and ankle joints), many researchers
have highlighted a covariance plan that tends to demonstrate coordination between
the joints. This covariance plan has been shown in many types of locomotion and
its orientation in space seems to be a good predictor of the energy expenditure and
style [10]. This coordination could be interesting to analyze in virtual environments
to check if joint coordination is affected by immersion. It would thus participate in
defining a metric to measure the quality of the walking cycle in immersive environ-
ments compared to real ground walking.

In nonlinear walking, all of these variables are affected [48]. Self-selected walking
speed while turning was reduced compared to walking straight ahead. It decreased
from 1.00 ± 0.02 m·s−1 for straight line walking down to 0.91 ± 0.01 m·s−1 and
0.87±0.01 m·s−1 for spin and step turns respectively. Table 3.5 reports other relations
between turning strategies and gait parameters.

Hence, nonlinear walking not only changes the orientation of the body, but also
affects global gait variables and joint trajectories. It may be interesting to evaluate
to what extent taking this knowledge into account in camera motion control would
improve immersion in navigation tasks. To our knowledge this type of evaluation
has not been carried-out yet.

3.3 Dynamics of Human Walking

Joint angles and overall kinematic parameters are strongly linked to dynamic con-
straints such as external forces and muscle activation patterns. Hence, one has to

Table 3.5 Reference gait parameters values for straight line walking compared to spin turns and
step turns

Variable Straight Spin Step

Stride length (m) 1.30± 0.02 1.14± 0.03 1.36± 0.03
Peak ankle dorsiflexion (◦) 14.4± 1.3 15.6± 1.4 10.6± 1.7
Peak knee extension (◦) −1.65± 1.11 1.21± 1.25 −3.49± 1.48

Adapted from [48]
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fight against gravity and produce external forces to propel his body while maintain-
ing balance. To this end, one has to produce forces and torques at each joint (resulting
from the muscle activation patterns) in order to satisfy the external constraints. In
this section, we provide a brief description of the available knowledge about these
points. Many devices have been introduced in order to measure dynamic constraints
in walking such as force plates and could be used to control avatars or cameras. The
Wii balance board from Nintendo has been used to immerse users in videogames by
measuring the instantaneous ground reaction force and the center of pressure of the
user. This type of device is strongly associated with the idea of balance control which
is also a key point in walking. We thus provide the reader with some knowledge about
balance control in walking and give some examples of how it could be used in VR.
We also address the problem of energy expenditure which is a key point in bipedal
locomotion and which could be used to evaluate the relevance of immersive systems
for navigating in virtual environments.

3.3.1 Forces and Torques Description

From the mechanical point of view, the external forces and torques exerted on the
body while walking are due to gravity g and ground reaction force GRF. It comes:

BW+ GRF = m γ

where BW is body weight, m is the total mass and γ is the center of mass acceleration.
Hence, GRF is very important in order to understand motor strategies and to analyze
human walking. It is generally analyzed using a force plate through the three main
axes. Even if GRFs vary [5] depending on speed, style, mechanical properties of the
ground, the type of shoes worn by the subject, etc., it exhibits a stereotyped shape
[87], as shown in Figure 3.4.
During walking, the vertical component of GRF exhibits two peaks, which corre-
spond to heel-trike (associated with the absorption of the downward COM velocity)
and toe-off (associated with propulsion of the body forward and upward). These two
peaks reach higher values than body weight. From the muscle point of view, “absorp-
tion” is linked to gathering elastic potential energy and “propulsion” is associated
with release of this elastic potential energy.
Females have a higher vertical ground reaction force (expressed as a percentage of
body weight) in heel-strike and toe-off stages than males [15, 16]. Indeed females
tend to increase their walking speed by increasing step length instead of frequency,
which results in a higher vertical ground reaction force than males. Walking speed
also has an effect on vertical ground reaction force so that in VR it could be possible
to adapt feedback associated with force according to speed and gender.
Some authors have used information about the shape of the ground reaction force to
provide vibration feedback to the user [73] and sound feedback could also be tuned
according to this type of information [37]. This type of feedback has positive effects
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Fig. 3.4 Ground reaction force (GRF) measured below a foot while walking. Adapted from [87]

on presence. But it could be possible to go further by adapting the force to speed and
any other parameter. It could also be possible to analyze these forces instantaneously
on an equipped treadmill (with force sensors) to predict changes of speed and gait
parameters of the user. See Chung and Wang [16] for detailed correlations of the
vertical ground reaction force and speed and gender.
However, some authors have shown that GRF differs when walking on a treadmill
compared to the ground [84] because the treadmill does not perfectly apply a constant
velocity, especially at foot-strike, which is associated with a high friction force of the
treadmill surface. Moreover, the horizontal components of GRF are strongly affected
by the fact that the contact foot is pulled over the treadmill surface compared to normal
ground walking where the user voluntarily applies a horizontal component of force.

If no force device is available in the system, joint torques and forces can be deduced
using inverse dynamics, as described in Part 2, Chap. 3 “sensing human walking” of
this book. This method is very sensitive to the anthropometric data used to model the
body, as shown by [51, 56]. Despite these differences, there exists a general pattern
for these joint torques. Many researchers in biomechanics have studied how torque
is adapted to different populations (elderly, young, obese or disabled people).

Force might be an important sensory feedback when walking. The Walking-
In-Place technique [65] enables a real physical movement (similar to some extent to
natural walking), which leads to real contacts with the ground. The user has to con-
sciously walk in place while motions of his body are tracked and analyzed [21, 72,
83]. In this case, the feedback associated with GRF is not simulated, but intrinsically
delivered by the motion performed by the user.

Force information can also be used in VR to compute other sensory feedback when
walking in virtual environments. For example, shoe-based devices can be associated
with real time audio simulation [49]. Contact sensors embedded in shoes are used to
detect footsteps and both vibro-tactile and auditory feedback is provided to match a
specific virtual ground surface. Tactile tiles can also be used with spatialized audio
in a CAVE to provide a complete simulation using the haptic, auditory and visual

http://dx.doi.org/10.1007/978-1-4419-8432-6_3
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modalities [78]. All of these approaches tend to deliver various types of feedback
that are more or less linked to dynamic properties.

As no device exists to directly measure joint torques, this type of information
seems difficult to apply for navigation in virtual environments, except maybe for
evaluation purposes. However, muscle activation can be monitored thanks to elec-
tromyographic sensors and could thus be used either as an input signal or an output
for evaluation purposes. Indeed, electromyograms (EMG) (see Part 2, Chap. 3 “sens-
ing human walking” of this book for an introduction of this measure) provide us with
muscle coordination or muscle activation patterns and can give interesting informa-
tion about walking performance. Figure 3.5 shows the muscle activation pattern of
the most relevant muscles when walking [59]. It clearly shows that despite large
inter-individual variations, a stereotyped shape appears for each muscle. It could
thus be possible to apply signal processing and pattern recognition to determine in
which phase of the walking cycle the subject is when activating the muscles. Some
authors in biomechanics have used such type of information to simulate phases of
a gait in musculoskeletal models [33]. Other authors were able to estimate the joint
angle velocities depending on EMG signals [19].

EMG is very difficult to measure with good accuracy and it is sometimes difficult
to correctly deduce the muscle activation. However, the main idea here could be
to analyze EMG as people do with Electroencephalography (EEG) signals used in
Brain Computer Interfaces [40]. We could imagine that EMG electrodes placed over
relevant muscles of the lower-limb may detect activation patterns that could be an
input for the navigation system. They can also be used for control if the proposed
walking interface generates natural muscle activation patterns when navigating in
virtual environments. However, it seems that this modality has not been used yet to
control navigation in immersive environments.

3.3.2 Energetics of Human Walking

Many researchers have shown that locomotion is a very economic motion from
the energetic point of view, especially for naturally selected speeds [17, 18]. People
are able to walk for a long time and along very long distances. However, people
have to support and propel their body mass, which seems to be a costly task from
the energetic point of view. The reported minimal energy expenditure is thus the
result of a positive coordination pattern.

Firstly, there exists an anti-phase coordination between the global potential and
kinetic energies [13, 75], which enables us to maintain an almost constant total
amount of energy without introducing huge mechanical work (see Fig. 3.6).

The anti-phase coordination pattern between kinetic and potential energies favors
transfers between these two energies. This phenomenon can be observed in an in-
verted pendulum, which is a very good approximation of the human body during a
step, especially during casual walking [13]. This energy transfer is less efficient when
the gait parameters diverge from those observed during casual walking [17, 18].

http://dx.doi.org/10.1007/978-1-4419-8432-6_3
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Fig. 3.5 Muscle excitation
patterns for walking: group
average EMG linear envelopes
for GMAX (gluteus maximus,
adductor magnus), GMED
(anterior and posterior portion
of gluteus medius), IL (iliacus,
psoas), HAM (biceps femoris
long head, medial hamstrings),
VAS (three-component vasti),
RF (rectus femoris), BFsh
(biceps femoris short head),
TA (tibialis anterior), GAS
(medial and lateral gastroc-
nemius) and SOL (soleus),
(adapted from [59])

Energy expenditure is generally evaluated through the measurement of oxygen
consumption. We could imagine using oxygen consumption in a virtual environ-
ment in order to evaluate the performance of the user’s actions in navigation tasks.
However, it involves wearing a mask, which can be too invasive for some users.
Other devices such as heart rate monitors can be used to indirectly evaluate energy
expenditure but they are very inaccurate unless some very restrictive protocols are
used.
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Fig. 3.6 Energy transfer
between kinetic (bold curve)
and potential energy (dashed
curve) which demonstrate
an anti-phase coordination
(adapted from [13])

Another solution to indirectly evaluate energy expenditure without these types
of devices consists of computing the mechanical internal work. Using the Angular
Momentum Theorem and knowing joints kinematics it is possible to approximate
the internal mechanical work Wint [86]:

Wint = �
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where mi is the mass of the ith segment, Gi its center of mass position, Ii its inertia, hi
its height and ωi its angular velocity. g stands for gravity. The absolute values of the
instantaneous work (computed at each time) is known to be well correlated with the
energy expenditure measured using measures of oxygen consumption [86], although
there exist some debate about this relation. It could thus be used in VR with motion
capture devices to evaluate the difficult of or the performance on a navigation task.

3.3.3 Balance

In bipedal locomotion balance is a key point as the supported area on the ground is
very small compared to the body surface. As stated above, energy expenditure is a key
point in human walking because of transfers between kinetic and potential energy
suggesting that walking could be viewed as a sequence of forward falls. Hence, it must
have an impact on several multisensory inputs, especially on vestibular information.
It has been shown that changes in walking conditions, such as walking on a treadmill,
could affect stability and balance, compared to ground walking [29]. To maintain
balance people increase step width and generally reduce step length for a given
speed. Hence, balance status is used by some researchers to evaluate the naturalness
of treadmill walking in immersive environments [61].

To address balance in walking, the human body is generally considered as an
inverted pendulum with the contact point being the ankle joint and for which the
total mass is placed on the COM. This problem of unstable balance is generally
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addressed in static or quasi-static conditions by assuming that the projection of the
COM on the ground remains in the contact area. However, this assumption becomes
false when velocity or accelerations cannot be neglected, such as in walking. Some
authors have extended the idea of maintaining the projection of COM inside the
base of support to such a dynamic situation [27] (see Fig. 3.7). The key idea is to
take velocity into account in the inverted pendulum model. The resulting so-called
extrapolated center of mass xCOM is thus defined by:

xCOM = COM + CȮM

ω0
with ω0 =

√
g

l

where l stands for the length of the pendulum (the distance between the ankle joint
and the COM).

This point has been used to demonstrate a simple control strategy to deal with
balance while walking [28] and could thus be evaluated in immersive environments.
This control strategy states that the COP should be placed at a certain distance
behind and outward of the xCOM when foot-strike occurs. Hence, a disturbance in
COM velocity change �v can be compensated by a change in COP position equal to
�v/ω0. This control strategy is also available when starting, stopping, or turning.
This point is now widely used in biomechanics and neurosciences, but it has not been
used in VR protocols to analyze the balance status of users who have to navigate in
virtual environments.

However, understanding dynamic balance in walking is still a challenge. Indeed,
the inverted-pendulum model which globally can generally explain energy exchanges
in walking (as explained in the previous section), could demonstrate forward falling
phases while walking, which naturally leads to stepping forward to prevent the user
from falling. Falling forward would also be a good representation of what is hap-
pening in step initiation. This idea has been reused recently in VR. The “Joyman”

Fig. 3.7 Inverted pendulum
model in static condition, with
length l (distance between the
ankle joint and the COM),
mass m. COPmin and COP-
max stand for the minimal
and maximal limits that the
COP can take to remain in the
base of support. In the static
condition, xCOM is simply
the projection of the COM on
the ground. Adapted from [27]
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device [41, 52] is based on the idea that the user has to lean his whole body to indicate
direction and speed of the navigation task in virtual environments. The key idea is
to naturally stimulate the vestibular system by simply leaning the body in order to
maintain the perception-action coupling that occurs when walking.

3.4 Comparison Between Ground and Treadmill Walking

One of the most popular methods used to walk through virtual environments is to
use treadmills [32, 67]. It physically engages the user in a very natural manner and
the proprioceptive and sound feedbacks are naturally generated through walking.
However, it is important to check if treadmill walking is really similar to ground
walking to ensure that users are engaged in a natural walking experience in VR.
Some authors [66] suggest that walking on the CyberWalk, a large omnidirectional
treadmill, is very close to normal walking, especially after some initial familiariza-
tion. This statement was mainly based on comparing kinematic gait parameters, but
it would be interesting to evaluate to what extent this statement is true from the
dynamic point of view and if this difference in ground reaction force could affect
presence in navigation tasks. Some authors have demonstrated that even if kinematic
gait parameters could become similar in ground and treadmill walking after some
training, the joint torques and muscular activity remains different [38].

The main difference between ground and treadmill walking is that some variations
of the belt speed occur in treadmill walking (some researchers reported a 5 % change
in treadmill speed within a walking cycle [58]). These variations seem to be corre-
lated with the subject’s mass, gait speed, and the intrinsic mechanical properties of the
treadmill itself. The general consensus in the literature is thattreadmill walking leads
to higher step frequency and lower step length [14, 80]. It seems that these variations
lead to an increase in variability during walking [60] and a decrease of the casual speed
compared to ground walking [7]. Globally, variations of the treadmill speed lead to
instability with a longer stance phase compared to ground walking [14, 44]. Percep-
tion of walking speed is also affected and vision is globally perturbed [81]. Recent
studies have confirmed that one’s perception of speed is influenced by the treadmill,
such that individuals were unable to match their corresponding self-selected ground
running speed [36]. The unmatched perception of speed is likely due to the distor-
tion of normal visual inputs resulting from the discrepancy between observed and
expected optic flow [36]. Some authors have artificially induced greater step vari-
ability through visual perturbations from a VR display [47]. Perturbations generally
induced greater variability in both step width and (to a lesser degree) step length.

However, it seems that most of the reported differences decrease with some train-
ing period. Four to six minutes of training seem to significantly decrease kinematic
differences between ground and treadmill walking [68], but the adaptation period
differs from one user to another. For example, elderly people have more difficulty
adapting to treadmill walking compared to younger adults [61, 82].
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However, there is no real consensus about differences between ground and tread-
mill walking. When walking in virtual environments it seems positive to offer natural
interfaces and multisensory feedback, although it is not always possible to physically
walk in as large an environment as displayed in the virtual environment. Hence, all of
the reported differences may lead to perceptual perturbations that could affect pres-
ence. Durgin et al. [20] found that perceived speed in a richly structured near environ-
ment differ by only about 10 % in treadmill compared to wide-areawalking. They also
found that trial-to-trial variations in step frequency predicted changes in perceived
locomotor speed. It has been reported that traveled distance is under-estimated in
virtual environments. However, some authors were able to separate the component
of real walking from other sources that possibly affect distance estimation [54].

As belt speed variation seems to be a key point to explain these differences,
some authors proposed an innovative treadmill speed controller that compensates
for possible perturbations in real-time [66]. It seems that this kind of controller does
not disturb immersiveness, but the results are very sensitive to the gains of the belt
speed controller.

To summarize, it seems that treadmill walking may lead to similar kinematic
data to ground walking. This is especially true for treadmills that offer accurate belt
speed control and when users are trained to use treadmills (4–6 min training should be
enough to reach this objective). However, perceptual studies seem to demonstrate that
treadmill walking affects distance and speed estimation that could lead to instability.
This is particularly true in immersive environments where other authors reported
that distance evaluation is affected in any type of immersive application. One has to
notice that kinematic data in treadmill walking may result in values similar to those in
ground walking, but dynamic parameters seem to remain different (especially joint
torques and muscle activation patterns). Hence, proprioception in both situations
may be different. This problem is still open and further studies will be necessary to
clearly understand the real advantages and limitations of using treadmills in VR.

3.5 Conclusion

In virtual environments we potentially know everything about the environment and
it is thus possible to imagine infinite possibilities to navigate. However, if we wish
to improve the quality of immersion it is important to notice how people pick-up
information and select the most appropriate action. This perception-action coupling
seems to be very relevant to allow for realistic navigation in VR. One must acknowl-
edge that any additional cognitive load could significantly change things for the user;
using metaphors may add cognitive load that may affect gait quality.

Hence, biomechanical knowledge reported in this chapter could be used in three
main directions. Firstly, it could help to measure the user’s navigation wishes us-
ing few biomechanical signals and more natural metaphors. Treadmills have been
widely studied to directly measure speed and direction, but could lead to some gait
perturbations that could affect many dynamic parameters including balance, ground
reaction force and muscle activation. Walk-in-place metaphors and adaptations could
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be tuned according to biomechanical knowledge in order to enrich the variability and
commands when navigating in immersive environments. Data reported in this chap-
ter provide information for designing navigation systems that could adapt to gender,
age, size, and direction. Some authors have tried to implement such knowledge in
their controllers but it could be extended to more complex variations. Other types
of gait parameters have not been used yet such as EMG signals. Brain computer
interfaces use EEG signals coming from the brain to drive simulations in VR, but
we could imagine combining EEG and EMG to enhance the performance of the
classifiers in order to navigate in virtual environments. Such type of work has been
briefly addressed in biomechanics but might be relevant for VR applications.

Secondly, it can help to introduce multisensory feedback such as vibrations,
sounds, camera motion, etc., which should increase the naturalness of the navigation
task, as described in some recent papers. Adapting sound and vibrators’ oscillations
to step length, frequency and weight, and to external parameters such as the type of
ground, is a promising issue. It has been explored in some recent papers and seems
to improve the quality of the navigation task in VR. In the same way, modifying
camera motions to avoid linear displacements which are not natural seems to be well
appreciated by users. Thanks to biomechanical knowledge it is possible to adapt
camera motions for many different parameters. For example, it would be possible
to recognize female and male camera motions. Indeed, it is well known that only a
few kinematic inputs enable people to recognize male and female gaits. Is it true for
camera motion?

Thirdly, it provides us with validation criterions that could help designers and
scientists evaluate the naturalness of navigation tasks in VR. Indeed, when navigating
in virtual environments the constraints of the real environment may disappear such
as trying to minimize metabolic energy, tiredness, jerk, etc. Moreover, interfaces,
such as using joysticks or pads, may lead to some binary commands. The resulting
trajectory could be composed of straight lines with few redirections which is very
different from real trajectories. Biomechanical knowledge reported in this chapter and
the related papers could help designers and scientists design a cost metrics function
to evaluate the performance of various navigation systems without requiring huge
experiments in real navigation tasks for comparison to their system.

References

1. Alexander RM (1986) Optimization and gaits in the locomotion of vertebrates. Physiol Rev
69:1199–1227

2. Alexander RM (2002) Energetics and optimization of human walking and running: the 2000
Raymond Pearl memorial lecture. Am J Hum Biol 14:641–648

3. Alexander RM (2003) Principles of animal locomotion. Princeton University Press, Princeton,
p 384

4. Alton F, Baldey L, Caplan S, Morrissey MC (1998) A kinematic comparison of overground
and treadmill walking. Clin Biomech 13:434–440

5. Andriacchi T, Ogle J, Galante J (1977) Walking speed as a basis for normal and abnormal gait
measurements. J Biomech 10(4):261–268



74 F. Multon and A.-H. Olivier

6. Auvinet B, Berrut G, Touzard C, Moutel L, Collet N, Chaleil D, Barrey E (2002) Reference
data for normal subjects obtained with an accelerometric device. Gait Posture 16(2):124–134

7. Bayat R, Barbeau H, Lamontagne A (2005) Speed and temporal distance adaptations during
treadmill and overground walking following stroke. Neurorehabil Neural Repair 19(2):115–124

8. Bertram JE, Ruina A (2001) Multiple walking speed-frequency relations are predicted by
constrained optimization. J Theor Biol 209:445–453

9. Bertram JE (2005) Constrained optimization in human walking: cost minimization and gait
plasticity. J Exp Biol 208:979–991

10. Bianchi L, Angelini D, Orani GP, Lacquaniti F (1998) Kinematic coordination in human gait:
relation to mechanical energy cost. J Neurophysiol 79:2155–2170

11. Borghese NA, Bianchi L, Lacquaniti F (1996) Kinematic determinants of human locomotion.
J Physiol 494(3):863–879

12. Boulic R, Magnenat-Thalmann N, Thalmann D (1990) A global human walking model with
real-time kinematic personication. Vis Comput 6(6):344–358

13. Cavagna GA, Kaneko M (1977) Mechanical work and efficiency in level walking and running.
J Physiol 268:467–481

14. Chatterley F, Chockalingam N, Greenhalgh A (2007) Comparison of pelvic complex kinematics
during normal locomotion in treadmill vs. overground walking. J Biomech 40(S2):S510–S511

15. Chiu MC, Wang MJ (2007) The effect of gait speed and gender on perceived exertion, muscle
activity, joint motion of lower extremity, ground reaction force and heart rate during normal
walking. Gait Posture 25:385–392

16. Chung M, Wang MJ (2010) The change of gait parameters during walking at different percent-
age of preferred walking speed for healthy adults aged 20–60 years. Gait Posture 31:131–135

17. Cotes JE, Meade F (1960) The energy expenditure and mechanical energy demand in walking.
Ergonomics 3:97–119

18. Dill DB (1965) Oxygen used in horizontal and grade walking and running on the treadmill. J
Appl Physiol 20:19–22

19. Ding Q, Zhao X, Xiong A, Han J (2011) A novel motion estimate method of human joint with
EMG-Driven model. In: International conference on bioinformatics and biomedical engineer-
ing (iCBBE), pp 1–5

20. Durgin FH, Reed C, Tigue C (2007) Step frequency and perceived self-motion. ACM Trans
Appl Percept 4(1):article 5

21. Feasel J, Whitton MC, Wendt J (2008) Llcm-wip: low-latency, continuous-motion walking-in-
place. In: Proceedings of the IEEE symposium on 3D user interfaces, pp 97–104

22. Flash T, Hogan N (1985) The coordination of arm movements: an experimentally confirmed
mathematical model. J Neurosci 5(7):1688–1703

23. Glaister B, Bernatz G, Klute G, Orendurff M (2007) Video task analysis of turning during
activities of daily living. Gait Posture 25(2):289–294

24. Hase K, Stein R (1999) Turning strategies during human walking. J Neurophysiol 81(6):2914–
2922

25. Hicheur H, Berthoz A (2005) How do humans turn? Head and body movements for the steering
of locomotion. In: Proceedings of the 5th IEEE-RAS international conference on humanoid
robots, pp 265–270

26. Hicheur H, Pham Q, Arechavaleta G, Laumond J, Berthoz A (2007) The formation of trajec-
tories during goal-oriented locomotion in humans. I. A stereotyped behaviour. Eur J Neurosci
26(8):2376–2390

27. Hof AL, Gazendam MG, Sinke WE (2005) The condition for dynamic stability. J Biomech
38:1–8

28. Hof AL (2008) The ‘extrapolated center of mass’ concept suggests a simple control of balance
in walking. Hum Mov Sci 27:112–125

29. Hollman JH Does walking in a virtual environment induce unstable gait? Gait Posture 26:289–
294

30. Huxham F, Gong J, Baker R, Morris M, Iansek R (2006) Defining spatial parameters for
non-linear walking. Gait Posture 23(2):159–163



3 Biomechanics of Walking in Real World 75

31. Inman VT, Ralston HJ, Todd F (1981) Human walking. Williams & Wilkins, Baltimore
32. Iwata H, Yoshida Y (1999) Path reproduction tests using a torus treadmill. Presence Teleoper

Virt Environ 8(6):587–597
33. Jonkers I, Spaepen A, Papaioannou G, Stewart C (2002) An EMG-based, muscle driven forward

simulation of single support phase of gait. J Biomech 35(5):609–619
34. Kirtley C, Whittle MW, Jefferson RJ (1985) Influence of walking speed on gait parameters. J

Biomed Eng 7(4):282–288
35. Kito T, Yoneda T (2006) Dominance of gait cycle duration in casual walking. Hum Mov Sci

25:383–392
36. Kong PW, Koh TMC, Tan WCR, Wang YS (2012) Unmatched perception of speed when

running overground and on a treadmill. Gait Posture 36(1):46–48
37. Lécuyer A, Marchal M, Hamelin A, Wolinski D, Fontana F, Civolani M, Papetti S, Serafin

S (2011) Shoes-your-style: changing sound of footsteps to create new walking experiences.
In: Proceedings of workshop on sound and music computing for human-computer interaction
(CHItaly), Alghero, Italy, 13–16 Sept 2011

38. Lee SJ, Hidler J (2007) Biomechanics of overground versus treadmill walking in healthy
individuals. J Appl Physiol 104:01380

39. Lelas JL, Merriman GJ, Riley PO, Kerrigan DC (2003) Predicting peak kinematic and kinetic
parameters from gait speed. Gait Posture 17:106–112

40. Lotte F, Van Langhenhove A, Lamarche F, Ernest R, Renard Y, Arnaldi B, Lécuyer A (2010)
Exploring large virtual environments by thoughts using a brain-computer interface based on
motor imagery and high-level commands. Presence Teleoper Virtual Env 19:1 (MIT Press,
Cambridge)

41. Marchal M, Pettré J, Lécuyer A (2011) Joyman: a human-scale joystick for navigating in virtual
worlds. In: Proceedings of IEEE symposium on 3D user interface (3DUI’11), Singapour, 19–20
March 2011, pp 19–26

42. Masani K, Kouzaki M, Fukunaga T (2002) Variability of ground reaction forces during treadmill
walking. J Appl Physiol 92:1885–1890

43. Milner M, Dall D, McConnel VA, Brennan PK, Hershler C (1973) Angle diagrams in the
assessment of locomotor function. S.A Med J 47:951–957

44. Murray MP, Spurr GB, Sepic SB, Gardner GM, Mollinger LA (1985) Treadmill vs. foor walk-
ing: kinematics, electromyogram, and heart rate. J Appl Physiol 59(1):87–91

45. Nagasaki H, Ito H, Hashizurne K, Furuna T, Maruyama H, Kinugasa T (1996) Walking patterns
and finger rhythm of older adults. Percept Mot Skills 82:435–447

46. Nilsson J, Thorstensson A, Halbertsam J (1985) Changes in leg movements and muscle activity
with speed of locomotion and mode of progression in humans. Acta Physiol Scand 123(4):457–
475

47. O’Connor SM, Xub HZ, Kuo AD (2012) Energetic cost of walking with increased step vari-
ability. Gait Posture 36(1):102–107

48. Orendurff MS, Segal AD, Berge JS, Flick KC, Spanier D, Klute GK (2006) The kinematics
and kinetics of turning: limb asymmetries associated with walking a circular path. Gait Posture
23:106–111

49. Papetti S, Fontana F, Civolani M, Berrezag A, Hayward V (2010) Audio-tactile display of
ground properties using interactive shoes. In: Proceedings of the haptic and audio interaction
design, pp 117–128

50. Patla A, Prentice S, Rietdyk S, Allard F, Martin C (1999) What guides the selection of alternate
foot placement during locomotion in humans. Exp Brain Res 128:441–450

51. Pearsall DJ, Costigan PA (1999) The effect of segment parameter error on gait analysis results.
Gait Posture 9:173–183

52. Pettré J, Marchal M, Siret O, de la Rivière J-B, Lécuyer A (2011) Joyman: an immersive and
entertaining interface for virtual locomotion. ACM SIGGRAPH Asia Emerging Technologies,
Hong-Kong

53. Pham Q, Hicheur H, Arechavaleta G, Laumond J, Berthoz A (2007) The formation of trajec-
tories during goal-oriented locomotion in humans. II. A maximum smoothness model. Eur J
Neurosci 26(8):2391–2403



76 F. Multon and A.-H. Olivier

54. Popp MM, Platzer E, Eichner M, Schade M (2004) Walking with and without walking: per-
ception of distance in large-scale urban areas in reality and in virtual reality. Presence Teleoper
Virtual Env 13(1): 61–76

55. Pozzo T, Berthoz A, Lefort L (1990) Head stabilization during various tasks in humans. I.
Normal subjects. Exp Brain Res 82(1):97–106

56. Rao G, Amarantini D, Berton E, Favier D (2006) Infuence of body segments’ parameters
estimation models on inverse dynamics solutions during gait. J Biomech 39:1531–1536

57. Richardson M, Flash T (2002) Comparing smooth arm movements with the two-thirds power
law and the related segmented-control hypothesis. J Neurosci 22(18):8201–8211

58. Riley PO, Paolini G, Croce UD, Paylo KW, Kerrigan DC (2007) A kinematic and kinetic
comparison of overground and treadmill walking in healthy subjects. Gait Posture 26(1):17–24

59. Sasaki K, Neptune RR (2005) Differences in muscle function during walking and running at
the same speed. J Biomech 39(11):2005–2013

60. Savelberg HHCM, Vorstenbosch MATM, Kamman EH, van de Weijer JGW, Schambardt HC
(1998) Intra-stride belt-speed variation affects treadmill locomotion. Gait Posture 7(1):26–34

61. Schellenbach M, Lövdén M, Verrel J, Krüger A, Lindenberger U (2010) Adult age differences
in familiarization to treadmill walking within virtual environments. Gait Posture 31:295–299

62. Sekiya N, Nagasaki H, Ito H, Furuna T (1996) The invariant relationship between step length
and step rate during free walking. J Hum Mov Stud 30:241–257

63. Sekiya N, Nagasaki H, Ito H, Furuna T (1997) Optimal walking in terms of variability in
step-length. J Orthop Sports Phys Ther 26:266–272

64. Sekiya N, Nagasaki H (1998) Reproducibility of the walking patterns of normal young adults:
test-retest reliability of the walk ratio (step-length: step-rate). Gait Posture 7:225–227

65. Slater M, Usohg M, Steed A (1995) Taking steps: the influence of a walking technique on
presence in virtual reality. ACM Trans Comput Hum Interact 2(3):201–219

66. Souman JL, Giordano PR, Frissen I, De Luca A, Ernst MO (2010) Making virtual walking
real: perceptual evaluation of a new treadmill control algorithm. ACM Trans Appl Percept
7(2):Article11

67. Stanney KM (2002) Handbook of virtual environments: design, implementation, and applica-
tions. Lawrence Erlbaum Associates, Mahwah

68. Taylor N, Evans O, Goldie P (1996) Angular movements of the lumbar spine and pelvis can
be reliably measured after 4 minutes of treadmill walking. Clin Biomech 11(8):484–486

69. Terrier P, Schutz Y (2003) Variability of gait patterns during unconstrained walking assessed
by satellite positioning (GPS). Eur J Appl Physiol 90(5):554–561

70. Terziman L, Lécuyer A, Hillaire S, Wiener J (2009) Can camera motions improve the perception
of traveled distance in virtual environments? In: IEEE international conference on virtual reality
(IEEE VR), Lafayette, US

71. Terziman L, Marchal M, Emily M, Multon F, Arnaldi B, Lecuyer A (2010) Shake-your-head:
revisiting walking-in-place for desktop virtual reality. In: ACM symposium on virtual reality
software and technology (ACM VRST), Hong-Kong, China

72. Terziman L, Marchal M, Multon F, Arnaldi B, Lécuyer A (2011) Comparing virtual trajecto-
ries made in slalom using walking-in-place and joystick techniques. In: Proceedings of joint
virtual reality conference (Joint eurographics symposium on virtual environments-Euro VR
conference, JVRC), Nottingham UK, 20–21 Sept 2011

73. Terziman L, Marchal M, Multon F, Arnaldi B, Lécuyer A (2012) The king-kong effects: improv-
ing sensation of walking in VR with visual and tactile vibrations at each step. In: Proceedings
of the IEEE symposium on 3D user interfaces 2012

74. van Emmerik R, Wagenaar R (1996) Effects of walking velocity on relative phase dynamics in
the trunk in human walking. J Biomech 29(9):1175–1184

75. Vaughan KR (1984) Biomechanics of running gait. Crit Rev Eng 12(1):1–48
76. Vaughan CL, Davis BL, O’Connor J (1992) Dynamics of human gait. Human Kinetics Pub-

lishers, Champaign
77. Vieilledent S, Kerlirzin Y, Dalbera S, Berthoz A (2001) Relationship between velocity and

curvature of a human locomotor trajectory. Neurosci Lett 305(1):65–69



3 Biomechanics of Walking in Real World 77

78. Visell Y, Law A, Ip J, Smith S, Cooperstock J (2010) (2010) Interaction capture in immersive
virtual environments via an intelligent floor surface. In: Proceedings of IEEE virtual reality, pp
313–314

79. Viviani P, Terzuolo C (1982) Trajectory determines movement dynamics. Neuroscience 7:431–
437

80. Warabi T, Kato M, Kiriyama K, Yoshida T, Kobayashi N (2005) Treadmill walking and over-
ground walking of human subjects compared by recording sole-floor reaction force. Neurosci
Res 53(3):343–348

81. Warren WHJ, Kay BA, Zosh WD, Duchon AP, Sahuc S (2001) Optic flow is used to control
human walking. Nat Neurosci 4(2):213–216

82. Wass E, Taylor NF, Matsas A (2005) Familiarisation to treadmill walking in unimpaired older
people. Gait Posture 21(1):72–79

83. Wendt J, Whitton MC, Brooks F (2010) Gud wip: gait-understanding-driven walking-in-place.
In: Proceedings of IEEE virtual reality, pp 51–58

84. White SC, Yack HJ, Tucker CA, Lin HY (1998) Comparison of vertical ground reaction forces
during overground and treadmill walking. Med Sci Sports Exercise 30:1537–1542

85. Whittle M (1991) Gait Analysis: an introduction. Butterworth-Heinemann, Oxford
86. Winter DA (1979) A new definition of mechanical work done in human movement. J Appl

Physiol Respirat Environ Exercise Physiol 46(1):79–83
87. Winter DA (1991) The biomechanics and motor control of human gait: normal, elderly and

pathological. University of Waterloo press, Ontario
88. Zijlstra W, Rutgers AWF, Hof AL, Van Weerden TW (1995) Voluntary and involuntary adap-

tation of walking to temporal and spatial constraints. Gait Posture 3:13–18



Chapter 4
Affordance Perception and the Visual
Control of Locomotion

Brett R. Fajen

Abstract When people navigate through complex, dynamic environments, they
select actions and guide locomotion in ways that take into account not only the envi-
ronment but also their body dimensions and locomotor capabilities. For example,
when stepping off a curb, a pedestrian may need to decide whether to go now ahead
of an approaching vehicle or wait until it passes. Similarly, a child playing a game of
tag may need to decide whether to go to the left or right around a stationary obstacle
to intercept another player. In such situations, the possible actions (i.e., affordances)
are partly determined by the person’s body dimensions and locomotor capabilities.
From an ecological perspective, the ability to take these factors into account begins
with the perception of affordances. The aim of this chapter is to review recent theo-
retical developments and empirical research on affordance perception and its role in
the visual control of locomotion, including basic locomotor tasks such as avoiding
stationary and moving obstacles, walking to targets, and selecting routes through
complex scenes. The focus will be on studies conducted in virtual environments,
which have created new and exciting opportunities to investigate how people per-
ceive affordances, guide locomotion, and adapt to changes in body dimensions and
locomotor capabilities.

4.1 Introduction

To successfully interact with one’s environment (real or virtual), it is necessary to
select actions and guide movements in ways that take one’s body dimensions and
movement capabilities into account. To illustrate this point, consider what would
happen if the designer of a virtual environment (VE) were to dramatically alter the
dimensions or dynamics of the user’s virtual body. In a VE, one’s virtual body could
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be made taller, shorter, leaner, or stockier; one’s arms or legs could be stretched or
compressed; one could be made faster, slower, stronger, or weaker. Before the user has
a chance to adapt, he or she may attempt actions that have no chance of success, pass
up opportunities to perform actions that would lead to beneficial outcomes, follow
suboptimal routes, or inadvertently collide with objects in the virtual environment.

Such behavior can be observed in real environments as well. Infants, upon first
learning to walk, have difficulty gauging their actions to their new movement capabil-
ities [1]. As such, they often attempt to descend sloped surfaces that are impossibly
steep or cross gaps that are impossibly wide. Similarly, when older children ride
bicycles, they have difficulty taking into account how long it takes to initiate move-
ment [27]. This puts them at greater risk when crossing busy streets because it leaves
them less time to reach the other side before approaching cars arrive. In both cases,
one’s ability to select appropriate actions is impaired by changes that affect one’s
action capabilities.

In most situations, however, people are remarkably good at choosing actions that
are appropriate given their body dimensions and movement capabilities (see [9] for
a review). They know whether an aperture between two stationary obstacles is wide
enough to permit safe passage [35], whether a gap in the ground surface is small
enough to jump [22], and whether to pass in front of or behind a moving obstacle [6].

The primary aim of this chapter is to consider how people take their body dimen-
sions and movement capabilities into account when interacting with real and virtual
environments. The specific focus will be on attempts, motivated largely by the eco-
logical approach to perception and action [14], to explain how people take their body
dimensions and dynamics into account without appealing to internal models of the
body. I will begin by reviewing some classic work on the perception of affordances
(i.e., possibilities for action), their specification by eyeheight-scaled visual informa-
tion, and why affordance perception offers a starting point for addressing this prob-
lem. I will then present more recent research aimed at generalizing the affordance-
based approach to account for behavior in a wider variety of circumstances.

The second aim of this chapter is to show how VEs have been used to study
affordance perception and the visual control of locomotion. Much of the research
presented in this chapter takes advantage of VEs and could not be conducted in the real
world. In short, VEs have created new and exciting opportunities to investigate the
way in which people perceive affordances, guide locomotion, and adapt to changes
in their body dimensions and locomotor capabilities.

4.2 Taking Body Dimensions and Movement
Capabilities into Account

4.2.1 Theoretical Approach

How do people choose actions and guide locomotion in a way that takes their
body dimensions and locomotor capabilities into account? By some accounts, the
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starting point is to assume some form of knowledge of the dimensions and dynamics
of the body [20]. For proponents of the computational approach to motor control,
it is axiomatic that the brain builds and exploits internal models of the body and
environment [30]. Within this framework, there is an abundance of studies aimed at
understanding how the motor system makes use of detailed internal models of the
dimensions of the body [15], the dynamics of the body [29], and motor variability
[5, 32].

In this chapter, I will consider an alternative approach—one that is inspired by
the ecological approach to perception and action [14]. Ecological psychologists have
long appreciated the importance of the “fit” between the organism (its dimensions and
movement capabilities) and the environment. Indeed, the idea that the environment
is perceived in relation to the body is one of the conceptual pillars of the ecological
approach. One of the goals of this chapter is to consider how people take their body
dimensions and dynamics into account by appealing to what is provided for free
from the environment in the form of perceptual information.

4.2.2 Affordance Perception and the Control of Locomotion

From an ecological perspective, the ability to take one’s body dimensions and move-
ment capabilities into account begins with the perception of affordances—that is,
possibilities for action provided by the environment for an animal with particular
dimensions and capabilities [14, 33]. Affordances differ from conventional spatial
properties in that they reflect the fit between the animal and its environment. For
example, the passability of a gap between a tree and a boulder depends not only on
the physical size of the gap but also on the actor’s body dimensions. Similarly, the
leapability of a stream depends not only on the width of the stream but also on the
actor’s leaping capabilities. Because affordances reflect the fit between the actor and
the environment, the perception of affordances makes it possible to choose actions
that are appropriately gauged to one’s body dimensions and dynamics.

There is a vast amount of empirical research assessing the accuracy with which
affordances can be perceived. A review of this literature is beyond the scope of this
chapter (but see [9] for a recent review). Instead, the focus will be on how affordances
are perceived, the available information that makes it possible to perceive affordances,
and the role of affordance perception in the control of locomotion.

4.2.3 Eyeheight-Scaled Information

Although the main focus of this chapter is on recent developments in the study of
affordance perception, it is worth taking a brief detour to consider a classic study by
Warren and Whang [35] on the perception of passability. This study is a good place
to start because it offers an instructive example of the ecological approach to the
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problem of how people choose actions that are appropriately gauged to their body
dimensions. In other words, this study provides an example of the kind of solution
that one might seek in attempting to understand the more general problem of how
people take their body dimensions and movement capabilities into account.

Among the most commonly encountered potential impediments to forward loco-
motion is a narrow opening (or aperture) between obstacles, such as a doorway
or the space between a stationary object and a wall. To select safe and efficient
routes through environments, one must be able to perceive whether such apertures
are sufficiently wide to allow safe passage. Further, it must be possible to perceive
passability in advance—for trial-and-error is neither a safe nor efficient option. Of
course, whether or not an aperture is passable depends not only on the size of the
aperture but also on the size of the observer’s body. Therefore, the decision about
whether to pass through or circumvent the aperture must be made in a way that takes
into account the size of the aperture in relation to the size of the body.

The availability of eyeheight-scaled information [28] offers a potential solution to
this problem. As illustrated in Fig. 4.1, the width of the aperture (G) is optically spec-
ified in units of eyeheight (E) by [2 tan(α/2)]/tan γ , where α is the angle subtended
by the inside edges of the obstacle and γ is the angle of declination of the base of the
obstacle (see [35] for derivation). The fact that aperture width is specified in units
of eyeheight is important because it means that dimensions of the environment are
specified in the same units as dimensions of the body. Further, because body width
(W) is a fixed proportion of standing eyeheight, such information also specifies aper-
ture width in relation to body width, which is sufficient for perceiving the passability
of the aperture. Consistent with the hypothesis that passability is perceived on the
basis of eyeheight-scaled information, subtle increases in the height of the ground
surface beneath the obstacles make apertures appear more passable [35].

Aperture width is not the only dimension that is specified by eyeheight-scaled
information. The horizontal and vertical dimensions of any visible surface that is
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Fig. 4.1 Optical specification of aperture size by eyeheight-scaled information. α is the angle
subtended by the inside edges of the obstacle, γ is the angle of declination of the base of the
obstacle, G is the size of the gap, E, W, and L are the observer’s eyeheight, body width, and stride
length, respectively
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perpendicular to the line of sight and resting on the ground plane are specified
in intrinsic units by eyeheight-scaled information. Thus, affordances such as the
climbability and sit-on-ability of horizontal surfaces can be directly perceived using
eyeheight-scaled information [21, 37]. Distances along the ground plane are also
optically specified in units of eyeheight [28].

Nonetheless, eyeheight-scaled information alone is not sufficient for a general
affordance-based account of visually guided locomotion. There are other important
aspects of locomotion that require people to take their body dimensions and action
capabilities into account but cannot be attributed to the use of eyeheight-scaled infor-
mation alone.

First, eyeheight-scaled information cannot be the only means by which dimen-
sions of the environment are perceived in relation to dimensions of the body. For
such information to reliably specify the size of an object, that object must be resting
on the ground plane. Although objects are not normally suspended in the air, it is not
uncommon for parts of objects to extend outward from their base of support. Thus,
the size of an aperture formed by an overhanging tree branch or a kitchen countertop
that juts out into an opening cannot be perceived on the basis of eyeheight-scaled
information. Moreover, when the environment contains slopes, stairs, or tiers of level
ground surfaces, relying on eyeheight-scaled information can lead to biases in per-
ceived size [35, 37]. Are there sources of information other than eyeheight-scaled
information that specify dimensions of the environment in relation to dimensions of
the body? Second, the affordances that I have discussed in this section are body-scaled
affordances in that they reflect relations between dimensions of the environment and
dimensions of the actor’s body. There are also affordances that are defined by the
actor’s movement capabilities, which are referred to as action-scaled affordances.
For example, if an aperture is bounded by a pair of moving obstacles that are con-
verging toward each other to form a shrinking gap, then passability depends not only
on body dimensions but also on locomotor capabilities, such as how quickly the
person can move. Can we account for the perception of action-scaled affordances
without invoking internal models of the dynamics of the body? Third, once an appro-
priate action is selected, reaching the goal often involves guiding movement based
on continuously available information, which also requires one to take one’s body
dimensions and movement capabilities into account. The role of affordance percep-
tion in selecting actions has been widely investigated but its role in on-line control is
less well understood. In the remainder of this chapter, I will discuss recent attempts
to extend the theory of affordances to address the three aforementioned problems.

4.3 Perceiving Body-Scaled Affordances

Although the role of eyeheight-scaled information is well established, there are other
sources of information that specify dimensions of objects, including those that are
not resting on the ground surface. In other words, eyeheight is not the only yard-
stick by which properties of the world are optically specified in intrinsic units. In
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fact, such metrics need not be defined by dimensions of the body. As anticipated by
Lee [19, 34], dimensions of the actor’s movements provide other possible yardsticks.
For example, legged locomotion is normally accompanied by side-to-side head move-
ments (i.e., lateral head sway). As a person approaches an aperture, the size of the
aperture is optically specified in units of lateral head sway amplitude (A) by a higher-
order variable involving the optical expansion rates (φ̇) and drift rates (θ̇) of the
obstacles on the left and right sides (Fig. 4.2; see also, [11] for the full derivation). In
other words, just as there is information about aperture size in units of eyeheight [35],
there is also information about aperture size in units of lateral head sway amplitude.
To the degree that lateral head sway amplitude remains roughly constant during
normal locomotion, its relation to body width is relatively stable. Therefore, just
as the perceptual system can calibrate itself to the relation between eyeheight and
body width, it can also calibrate itself to the relation between head sway amplitude
and body width. Head-sway-scaled information constitutes an alternative source of
information for perceiving aperture size in units of body width.

Another dimension of the observer’s movement that can serve as a yardstick for
scaling dimensions of the environment is stride length. In his 1980 paper, Lee showed
that the size of an approached object, such as an aperture, is optically specified in
units of stride length (L) by ατα/ts , where τα is the ratio of α to the first temporal
derivative of α and ts is stride duration (see Fig. 4.1 for definition of α).

Whereas eyeheight-scaled information is static (i.e., available even when the
observer is stationary), head-sway-scaled and stride-length-scaled information are
dynamic in that the observer must be moving. However, both dynamic sources of
information specify aperture width in body-scaled units regardless of whether the
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Fig. 4.2 Optical specification of aperture size by stride-length-scaled information illustrated from
a top-down view. As the observer on the left approaches the aperture between two obstacles (dark
gray circles) on the right, the size of the gap (G) is optically specified in units of lateral head sway
amplitude (A) by a higher-order variable involving the optical expansion rates (φ̇) and drift rates
(θ̇) of the obstacles on the left (L) and right (R) sides
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base of the objects that define the gap is resting on the ground surface. Thus, when
an aperture is bounded by objects that are not directly anchored to the ground sur-
face, eyeheight-scaled information is not available but both stride-length-scaled and
head-sway-scaled information are. Likewise, when an aperture is resting on a ground
surface that is higher or lower than the ground surface upon which the observer is
standing, eyeheight-scaled information is not reliable but both stride-length-scaled
and head-sway-scaled information are.

The sufficiency of these two dynamic sources of information was recently tested in
an experiment conducted in an immersive VE [11]. The VE was monocularly viewed
through a head-mounted display. Subjects approached and walked through narrow
openings between virtual obstacles, rotating their shoulders as necessary, while head
and shoulder position and orientation were tracked. The task was performed in three
VEs (Post, Tall Post, and Wall) that differed in terms of the availability of eyeheight-
scaled, head-sway-scaled, and stride-length-scaled information.

In the Post condition, the aperture was an opening between a pair of cylindrical
obstacles resting on a textured ground surface (see left column of Fig. 4.3). As sub-
jects approached the obstacles, all three sources of information were available. In the
Tall Post condition, the ground surface was absent and the cylindrical obstacles on
either side of the aperture spanned the entire visual field from bottom to top (see mid-
dle column of Fig. 4.3). Both head-sway-scaled and stride-length-scaled information
were available in the Tall Post condition but because the ground plane was absent and
the cylinders had no visible base, eyeheight-scaled information was not available. In
the Wall condition, the aperture was an opening between two untextured walls that
spanned the visual field from bottom to top and from the edge of the aperture to the
periphery (see right column of Fig. 4.3). The only source of information about aper-
ture size that was available in this condition was stride-length-scaled information,
which is based on the visual angle subtended by the aperture. Eyeheight-scaled infor-
mation was unavailable because the ground surface was absent and head-sway-scaled
information was unavailable because the walls were textureless and extended from
left to right, making it impossible to detect the local optical expansion (i.e., φ̇ in
Fig. 4.2).

Fig. 4.3 Three VEs used in Fath and Fajen [11] and information available in each. EH, HS,
and SL correspond to eyeheight-scaled, head-sway-scaled, and stride-length-scaled information,
respectively



86 B. R. Fajen

The main finding was that subjects performed the task successfully in all three
conditions, with only a minor degradation in performance in the Wall condition.
That is, subjects successfully timed and appropriately scaled the amplitude of shoul-
der rotation to fit through the aperture in all three conditions. These findings sug-
gest that visual information other than eyeheight-scaled information can be used
to guide locomotion through apertures. In particular, both stride-length-scaled and
head-sway-amplitude-scaled information are sufficient to perceive aperture size in
relation to shoulder width, supporting Lee’s [19] assertions that dimensions of the
world can be perceived in units related to dimensions of the actor’s movements. Thus,
for dimensions of the world that are not specified by eyeheight-scaled information,
the availability of other body-scaled information makes it possible to perceive the
environment in relation to one’s body dimensions.

4.4 Perceiving Action-Scaled Affordances

The overwhelming majority of research on affordance perception has focused on the
perception of affordances that are constrained by the observer’s body dimensions.
There is an entirely different class of affordances that are defined by one’s movement
capabilities—that is, action-scaled affordances. Most of the few studies on action-
scaled affordances focus on the accuracy with which such affordances are perceived
(e.g., [26]). Much less is known about the means by which such affordances are
perceived and their specification by information.

Earlier in the chapter, I described how the availability of body-scaled information
makes it possible to perceive affordances such as passability without knowledge of
body dimensions. In this section, I will attempt to develop an analogous account of
action-scaled affordances. That is, I will show how action-scaled affordances can be
perceived based on information in optic flow without resorting to internal models of
the body.

4.4.1 The Information-Based Approach

I will begin by considering a first attempt by ecological psychologists to explain how
action-scaled affordances could be perceived using visual information alone without
relying on knowledge of action capabilities. Because this approach relies on visual
information alone, I will refer to it as the information-based approach. Consider a
person walking toward a shrinking gap between obstacles such as an elevator with
its doors beginning to close. Whether or not the shrinking gap is passable depends
not only on the person’s body dimensions but also his or her locomotor capabilities.
In such situations, there exists visual information that specifies whether the person’s
current speed of locomotion is sufficient to safely pass through the gap before it
closes [36]. That is, such information informs the person whether he or she will pass
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through the gap if current locomotor speed is maintained. Bootsma [3] referred to
this as one’s current future because it concerns one’s future assuming that current
conditions (e.g., current locomotor speed) are maintained. For the purposes of this
discussion, the particular optical variable that specifies the sufficiency of one’s current
speed is less relevant than the fact that such information could be used to perceive
whether the gap is passable. For example, if the person is moving fast enough to
safely pass through the gap before it closes, then the aforementioned information
specifies that the gap is passable (assuming current speed can be maintained). On
the other hand, if the person is moving as quickly as possible but will not reach the
gap before it closes, then the aforementioned information specifies that the gap is
impassable.

A similar approach was proposed by Oudejans et al. [25] to explain how out-
fielders in baseball perceive whether a fly ball is catchable. In that case, the relevant
information specifies whether the fielder’s current running speed is sufficient to reach
the landing location in time to catch the ball [4, 23, 24]. Thus, if an outfielder is run-
ning fast enough to reach the landing location in time to catch the ball and he or she
can maintain that speed, such information can be used to perceive that the ball is
catchable. Likewise, if the outfielder is running as fast as possible but will not reach
the landing location in time, such information can be used to perceive that the ball
is uncatchable.

For the present purposes, the important point is that the availability of information
about the sufficiency of one’s current state makes it possible to perceive action-scaled
affordances such as passability and catchability based on visual information alone
without having to rely on knowledge of one’s running capabilities. The same would
apply to other tasks for which there is information about one’s current future, such
as intercepting a moving target [10] and braking to avoid a collision [18, 38].

4.5 Testing the Information-Based Approach

An important corollary of this hypothesis is that affordances are specified only when
the observer is actually moving. When the observer is stationary, the information
specifies only that his or her current speed (which is zero if the observer is station-
ary) is not sufficient. The information does not specify whether the action is still
within the person’s capabilities once movement is initiated. This leads to the testable
prediction that movement is necessary to perceive action-scaled affordances; that is,
if action-scaled affordances are perceived on the basis of information about the suf-
ficiency of one’s current state, then because such information is available only when
observers are moving, stationary observers should perceive such affordances less
accurately [25].

This prediction was recently tested in a set of experiments conducted in an immer-
sive VE [6]. The task was to judge whether it was possible to safely pass through a gap
between a pair of converging obstacles before the gap closed. The initial distance to
the point of convergence and the rate of closure varied across trials, yielding a range
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of conditions that varied from easily passable at slow walking speeds to impassable
at fast walking speeds. In one condition, which I will refer to as the Move condition,
subjects began walking from a designated home location at the same time that a pair
of cylindrical obstacles began converging toward a point along their future path. The
cylinders disappeared 1 s after they began moving and subjects were instructed to
press one of two buttons on a handheld remote mouse to indicate whether they could
have safely passed through the gap before it closed. In another condition, which I
will refer to as the Delayed Move condition, subjects waited at the home location
for 1 s after the cylinders began moving. After 1 s, an auditory “go” signal was pre-
sented instructing participants to begin walking. At the same time as the go signal,
the cylinders disappeared and subjects were instructed to judge whether they could
have safely passed through the gap before it closed.

This manipulation allowed [6] to test the prediction of the information-based
hypothesis that subjects can accurately perceive action-scaled affordances only while
moving. In the Move condition, subjects were allowed to move for 1 s while viewing
the cylinders before making a judgment. In the Delayed Move condition, subjects
were stationary for the entire 1 s during which the moving cylinders were visible and
did not begin moving until the cylinders disappeared. Therefore, if the information-
based hypothesis is correct, judgments about the passability of the gap should be
accurate in the Move condition but not in the Delayed Move condition.

To measure the accuracy with which subjects perceived passability in the Move
and Delayed Move conditions, judgments were compared with behavior on two other
sets of trials in which the obstacles remained visible and subjects actually attempted to
pass through the gap. That is, for both the Move and Delayed Move conditions, there
was a corresponding set of trials in which the cylinder remained visible beyond 1 s and
subjects attempted to walk through the gap. When judgments were compared to actual
behavior, there was no evidence that subjects either overestimated or underestimated
their ability to safely pass through the gap. That is, subjects tended to judge that
the gap was passable in conditions in which they were able to pass through the gap
and impassable in conditions in which they were unable to pass through the gap.
Furthermore, this was true in both the Move and Delayed Move conditions. Thus,
regardless of whether subjects made the judgment while moving or while stationary,
they were able to accurately perceive passability. Such findings do not support the
information-based account.1

To summarize, the information-based approach explains how action-scaled affor-
dances, such as the passability of a shrinking gap, could be perceived by relying
entirely on visual information without appealing to stored knowledge of move-
ment capabilities. However, because the visual information upon which actors are
thought to rely is only available “on the fly,” the information-based approach predicts
that action-scaled affordances cannot be accurately perceived while stationary [25].

1 In an earlier study, Oudejans et al. [25] found that judgments were more accurate when subjects
were allowed to move. However, Fajen et al. [6] pointed out several methodological problems that
explain their findings and showed that once these problems were corrected, judgments were equally
accurate regardless of whether subjects were stationary or moving.
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The results of Fajen et al. [6] do not support this prediction and demonstrate that the
range of conditions across which people can accurately perceive action-scaled affor-
dances is broader than one would expect based on the information-based account.
This should not come as a surprise, for it is not enough to know whether an action is
within or beyond one’s limits only when moving.

4.5.1 An Alternative Account

If people do not rely on information about their current future to perceive action-
scaled affordances, then how are such affordances perceived? Does the fact that
people reliably perceive such affordances even when stationary mean that they must
rely on knowledge of their locomotor capabilities (i.e., an internal model)? In this
section, I will introduce an alternative account that still bypasses the need for knowl-
edge of locomotor capabilities but better accounts for the range of conditions across
which action-scaled affordances are perceived. I will illustrate this approach using
the same shrinking gap task that was described above.

A shrinking gap is passable if the minimum locomotor speed needed to safely pass
through the gap (νmin) is less than the actor’s maximum possible locomotor speed.
In terms of spatial variables, νmin is equal to the minimum distance that the observer
must travel to pass between the obstacles divided by the amount of time remaining
until the size of the gap is equal to the width of the observer’s body; that is,

νmin(t) =
[
zm(t∗)− zo(t)

]
/(t∗−t) (4.1)

where zm and zo are the positions along the z-axis of the moving obstacle and the
observer, respectively, and t∗ is the time at which the size of the gap is equal to the
width of the observer’s body (see Fig. 4.4a). This is equivalent to:

νmin(t)

E/(t∗ − t)
= [zm(t)− zo(t)]

E
+ żm

E
× T T C ×

[
1− k

(
E

g(t)

)]
(4.2)

where E is the observer’s eyeheight, żm is approach speed of the obstacle, TTC (time-
to-contact) is the amount of time remaining until the obstacle reaches the locomotor
axis, k is a constant equal to W/E , and g is the spatial gap between the inside edge of
the obstacle and the z-axis (see Fig. 4.4a). As shown in Fig. 4.4b, each component of
Eq. 4.2 (and therefore νmin itself) is optically specified. Therefore, one can perceive
the minimum locomotor speed needed to safely pass through the shrinking gap. (See
[7] for the full derivation of Eq. 4.2 and its optical specification).

There are four important points to be made about the information for νmin in
Fig. 4.4. First, νmin is specified in a way that takes into account the physical sizes of
the obstacles and the observer’s body. Therefore, by detecting such information, the
passability of the shrinking gap can be perceived in a way that takes these properties
into account. Second, νmin is specified in units of

[
E/(t∗ − t)

]
, which is the number of
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Fig. 4.4 a Top-down view of observer and a pair of converging obstacles at time t (black circles)
and time t∗ (gray circles). t∗ is the time at which the size of the gap (g) between obstacles is equal
to the observer’s body width (W). b Optical specification of minimum walking speed (νmin)

eyeheights that must be covered in the amount of time remaining until the obstacle
reaches the locomotor path. Because such units are intrinsic rather than extrinsic,
information about νmin can be calibrated, allowing one to perceive νmin in relation
to maximum locomotor speed, in the same way that eyeheight-scaled information
about aperture size can be calibrated to allow for the perception of aperture size in
relation to body width [35]. Third, information about νmin is available regardless
of whether the observer is stationary or moving. Therefore, unlike the information-
based approach described in the previous section, this approach accounts for the
fact that stationary and moving observers can perceive passability equally well [6].
Putting these first three points together, detecting and calibrating information about
νmin allows for the direct perception of the passability of a shrinking gap by stationary
and moving observers, taking into account both the width of the observer’s body and
his or her locomotor capabilities.

A fourth point is that detecting information about νmin requires the visual system
to recover the object-motion component of optic flow independent of self-motion.
When a person moves in the presence of other moving objects, the optic flow field is
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Fig. 4.5 a Optic flow field generated by combined motion of observer and object (black dot). b
The component of optic flow due to self-motion independent of object motion. c The component
of optic flow due to object motion independent of self-motion. The optic flow field (a) is the vector
sum of the self-motion (b) and object-motion (c) components

the vector sum of the object-motion component and the self-motion component (see
Fig. 4.5). Information about νmin is found in the object-motion component of optic
flow. This is because the optical specification of żm/E involves γ̇m (see Fig. 4.4b),
which is the component of γ̇ that is due to the motion of the object independent of
the observer’s self-motion. Recall that γ is the visual angle between eye level and
the base of the moving object (see Fig. 4.1). γ̇ , which is the rate of change of γ , is
influenced by the movement of both the observer and the object. Specifically, γ̇ is
the sum of γ̇o (the rate of change of γ due to the observer’s self-motion) and γ̇m

(the rate of change of γ due to object motion). Because the optical specification
of żm/E involves γ̇m , detecting information about νmin while moving requires the
visual system to factor out the influence of self-motion.

In principle, factoring out the self-motion component of optic flow could be
achieved using visual information about self-motion, non-visual information about
self-motion, or some combination of both. This leads to the prediction that manip-
ulations of visual and/or non-visual self-motion information should influence the
detection of information about νmin and any actions that are selected on the basis
of such information. This prediction was recently tested using a VE to manipulate
self-motion information (Fajen and Matthis, in press; [8]).

4.6 Testing the Affordance-Based Approach

The task required subjects to judge whether they could safely walk through a shrink-
ing gap between a pair of converging obstacles before the gap closed. On each trial,
subjects were walking along a path at steady state when two cylindrical obstacles in
the VE positioned symmetrically about the path began to converge toward a point
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along the future path (as in Fig. 4.4a). The distance to the point of convergence and
the amount of time remaining until the gap closed was manipulated across trials such
that gaps ranged from easily passable to impassable. The cylinders disappeared 1 s
after they began moving and within 1.2 s of the onset of cylinder motion, subjects
had to press one of two buttons on the remote mouse to indicate whether they could
have safely passed through the gap before it closed.

According to the hypothesis introduced in the previous section, judging the pass-
ability of a shrinking gap requires detecting information about the minimum loco-
motor speed needed to safely pass through the gap (νmin), which in turn requires
the visual system to factor out the influence of self-motion. Therefore, manipula-
tions of visual and/or non-visual self-motion information should affect judgments of
passability.

To investigate the influence of non-visual self-motion information (e.g., proprio-
ception), [8] took advantage of the fact that such information, to be useful, must be
continually recalibrated. This is because the relation between non-visual self-motion
information and self-motion is dependent upon factors such as surface compliance
and load that can vary from situation to situation. For such information to be useful
for the purposes of perceiving self-motion, it must be possible to recalibrate when
conditions change. In a VE, recalibration can be brought about by increasing or
decreasing the speed with which subjects move through the VE relative to the physical
world (i.e., the visual gain). Fajen and Matthis increased visual gain to 1.5×, which
means that subjects moved through the VE 50 % faster than they moved through
the physical world. The manipulation of visual gain affects the relation between
non-visual self-motion information and self-motion in the VE. Therefore, as sub-
jects moved around the VE with the increased visual gain, non-visual self-motion
information became recalibrated—that is, subjects learn to attribute more optic flow
to their own actively generated self-motion. If subjects rely on non-visual self-motion
information to factor out the influence of self-motion, then the component of optic
flow that is attributed to self-motion should be greater when subjects are calibrated to
the faster-than-normal visual gain (see Fig. 4.6). The remaining component (i.e., the
component that is attributed to object motion) should be less. Therefore, subjects
should perceive that the obstacles will converge toward a point that is farther away
along the locomotor axis and should be less likely to perceive that the gap is pass-
able. This prediction was tested by comparing passability judgments when subjects
were recalibrated to the faster-than-normal visual gain versus when they were cali-
brated to a normal visual gain. As predicted, subjects were less likely to perceive the
gap as passable when they were calibrated to a faster-than-normal visual gain. Such
findings indicate that non-visual self-motion information plays a role in recovering
the object-motion component of optic flow, which is required to detect information
about νmin. In a follow-up experiment, Fajen and Matthis (in press) demonstrated
that visual self-motion information also plays a role.

To summarize, when people move in the presence of other moving objects,
the optic flow field is the vector sum of the self-motion and object-motion com-
ponents. Visual information that is relevant to perceiving affordances such as the
passability of a shrinking gap is found in the object-motion component of optic
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estimated object-motion component
(before recalibration)

estimated object-motion component
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(a) (b)

Fig. 4.6 Estimated object motion component (dotted line) after self-motion component (dashed
line) is factored out from the optic flow field, which includes both the self-motion and object-
motion components (solid line). The magnitude of optic flow attributed to self-motion (i.e., the
component that is factored out) is greater in (b) than (a) due to recalibration of non-visual self-
motion information

flow. To detect such information, people must factor out the influence of self-
motion. The findings of Fajen and Matthis (in press [8]) show that both visual and
non-visual self-motion information can be used to factor out the influence of self-
motion, allowing for the perception of passability.

4.7 Extensions of the Affordance-Based Approach

In the shrinking gap example above, it was assumed that there are two obstacles
positioned symmetrically about the locomotor axis and converging toward a common
point at the same speed. We can relax this assumption and assume that there are
multiple obstacles at different depths that will cross the locomotor axis in different
places and at different times. In such situations, there are many possible routes
because each obstacle introduces a choice point at which the actor must decide
whether to pass in front or behind. Further, the decision must be made in a way that
takes into account the physical sizes of the obstacles and the observer’s body, as
well as the observer’s locomotor capabilities. The source of information identified
in the previous section provides a basis for selecting actions in such situations. In
the same way that such information can be used to perceive νmin for the shrinking
gap, the same information can also be used to perceive νmin for each obstacle in the
scene—that is, how fast one would need to move to pass in front of that obstacle.
In addition, by changing the reference point from the leading edge of the obstacle
to its trailing edge, the same information can also be used to perceive the maximum
speed at which one could move to pass behind each obstacle. Thus, one can perceive
the range of speeds at which not to move (i.e., because doing so would result in a
collision) as well as how fast one would need to move to pass in front of or behind
each obstacle. Such information could be used to decide which route to follow.
Further, this applies regardless of whether there is one, two, or many obstacles in the
environment. Therefore, such information could be used to select routes in arbitrarily
complex environments with multiple moving obstacles.
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To summarize, actions must be selected in a way that takes into account not only
the dimensions of one’s body but also one’s action capabilities. In this section, I
discussed recent attempts to generalize the affordance approach to the perception of
action-scaled affordances and to account for the perception of action-scaled affor-
dances based on information available in the optic array rather than appealing to
internal models of the dynamics of the body. In the next section, I will discuss how
this approach could be extended from the selection of action to on-line, continuous
control.

4.8 Affordance Perception and the Continuous
Control of Locomotion

Up to this point, the focus has been on the role of affordance perception in the
selection of appropriate actions. Once an action is selected, it is necessary to move
to the goal, which often involves guiding one’s movements based on continuously
available information. Just as selecting appropriate actions requires one to take body
dimensions and locomotor capabilities into account, so does the on-line guidance of
action. In this section, I will briefly discuss how the sources of information described
in the previous section could also be used for the purposes of continuous control,
using the task of intercepting moving targets as an example.

When intercepting a moving target, one needs to know how fast to move. To
properly coordinate speed and direction during interception, it must be possible to
perceive required speed as a function of the direction of locomotion. Thus, one could
intercept the target quickly by turning toward the target, but doing so would require
moving faster (see Fig. 4.7). Likewise, one could intercept the target while moving
slower, but at the cost of taking more time. In addition, one must know the range of
directions for which interception is not possible due to the fact that the speed required
to reach the target exceeds the actor’s maximum possible speed (see black region in
Fig. 4.7). Thus, speed and direction of locomotion must be coordinated in a way that
takes into account the actor’s locomotor capabilities [2].

A variant of the information described in the previous section can also be used to
guide interception of moving targets. Suppose that Fig. 4.4a contained a single object
(a moving target) rather than two. A variant of the information in Fig. 4.4b specifies
how fast the observer would need to move along the z-axis to intercept the target. In
fact, required speed is specified for any arbitrary direction of locomotion. In Fig. 4.4,
the reference frame within which visual angles are measured is aligned with the
direction of locomotion. If the visual angles are measured in a reference frame that
is rotated, then the value of required speed that is specified will equal that which is
needed to intercept the target by moving in that direction. Thus, the speed required to
intercept the target is specified for any arbitrary direction of locomotion. In principle,
such information could be used to coordinate locomotor speed and direction during
interception. At this point, the actual contribution of this information in visually
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Fig. 4.7 Top-down view of an observer intercepting a moving target. The gradient illustrates how
the speed needed to intercept the target varies with direction of locomotion. The dashed line indicates
the direction in which the observer would need to move to intercept the target as quickly as possible.
This line also partitions the space into directions in which the target is interceptable and directions
in which the target is not interceptable due to limits on how fast the observer can move

guided interception remains unknown. Further experiments in VEs are needed to
investigate the information and control strategies used to coordinate steering and
speed during interception.

To summarize, continuously controlled visually guided actions such as intercept-
ing a moving target on foot, require actors to guide their movements in ways that
take their locomotor capabilities into account. This means that affordance percep-
tion may play a role not only in the selection of appropriate actions but also in the
continuous guidance of locomotion. In this section, I described how information that
specifies affordances for action selection (i.e., passability) may also be used to guide
locomotion during interception.

4.9 Conclusions

Virtual environments have already proven to be a powerful tool for studying many
aspects of perception and action [39]. In this chapter, I illustrated how VEs have also
been used to study the perception of affordances and their role in the control of loco-
motion. This research has provided insights into the means by which people select
actions and guide movements in ways that take their body dimensions and locomotor
capabilities into account. The findings build upon previous research inspired by the
ecological approach and contribute to a more general, affordance-based approach to
visually guided locomotion.

Given the well-documented differences in perception and motor control in virtual
versus real environments (e.g., [12, 16, 17, 31]), it is reasonable to ask whether
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findings from studies of affordance perception in VEs generalize to the real world.
The answer most likely depends on what aspect of affordance perception one is inter-
ested in. For example, in the aforementioned study by Fath and Fajen [11], subjects
often rotated their shoulders even when the distance between virtual obstacles was
more than 1.3× shoulder width, which was the critical value above which subjects
in Warren and Whang’s [35] real world study did not rotate their shoulders. Such
behavior could be attributed to an underestimation of exocentric distances in VEs
(although there is some evidence that exocentric distances are accurately perceived
in VEs; e.g., [13]). Therefore, if one is interested in the critical value for gap pass-
ability in the real world, then caution must be exercised when drawing conclusions
based on passability judgments made in VEs. On the other hand, there is no reason to
believe that the tendency to underestimate aperture size in VEs should affect subjects
differently in the three conditions used in that study (i.e., Post, Tall Post, and Wall).
Therefore, the perceptual bias does not present any problems for testing the contribu-
tions of eyeheight-scaled, head-sway-scaled, and stride-length-scaled information,
which was the primary goal of that study.

Another issue that arises in studying affordance perception in VEs is that people’s
motor capabilities in VEs may differ from those in the real world. For example,
subjects are unlikely to move as quickly in VEs due to the added weight of the
HMD, greater postural instability, or fear of colliding with walls or other objects in
the laboratory. Interestingly, Fajen et al. [6] found that subjects’ judgments of their
ability to pass through a shrinking gap between a pair of moving obstacles closely
matched their ability to actually pass through shrinking gaps. Given that subjects’
locomotor capabilities in the VE differ from those in the real world, the accuracy of
judgments may initially seem surprising. Even in the real world, however, locomotor
capabilities are not fixed. People’s ability to move is continually affected by factors
such as fatigue, injury, or carrying a heavy load. Therefore, the ability to adapt to
altered locomotor capabilities in VEs may reflect a well-developed ability to adapt to
changes in the real world. To summarize, although there are differences in perception
and motor control in virtual versus real environments, experiments can be designed
in such a way as to minimize the significance of these differences, thereby allowing
researchers to take advantage of manipulations that are not possible in the real world.

Just as our understanding of affordance perception in the real world has benefited
from VEs, so might our understanding of perception and action in VEs benefit from
the study of affordance perception. The need to take one’s body dimensions and
locomotor capabilities into account applies in VEs just as it does in the real world.
Attempts to understand how people cope with the many sensorimotor rearrange-
ments and disruptions that are encountered in VEs often focus on the perception
(or misperception) of conventional spatial properties. If the goal is to understand
how people move in and interact with VEs, then more research on the perception of
action-relevant properties (i.e., affordances) in VEs could be beneficial.
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Chapter 5
The Effect of Translational and Rotational
Body-Based Information on Navigation

Roy A. Ruddle

Abstract Physical locomotion provides internal (body-based) sensory information
about the translational and rotational components of movement. This chapter starts
by summarizing the characteristics of model-, small- and large-scale VE applications,
and attributes of ecological validity that are important for the application of navigation
research. The type of navigation participants performed, the scale and spatial extent of
the environment, and the richness of the visual scene are used to provide a framework
for a review of research into the effect of body-based information on navigation.
The review resolves contradictions between previous studies’ findings, identifies
types of navigation interface that are suited to different applications, and highlights
areas in which further research is needed. Applications that take place in small-scale
environments, where maneuvering is the most demanding aspect of navigation, will
benefit from full-walking interfaces. However, collision detection may not be needed
because users avoid obstacles even when they are below eye-level. Applications
that involve large-scale spaces (e.g., buildings or cities) just need to provide the
translational component of body-based information, because it is only in unusual
scenarios that the rotational component of body-based information produces any
significant benefit. This opens up the opportunity of combining linear treadmill and
walking-in-place interfaces with projection displays that provide a wide field of view.

5.1 Introduction

Navigation is central to many types of virtual environment (VE) applications.
However, with only a few exceptions (mostly in military training), these applica-
tions use abstract navigation interfaces. That is, users press buttons and manipulate
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devices such as joysticks and mice to travel through a VE and look around, and
are provided with minimal body-based sensory information about their movement.
Given the difficulty that many users encounter when trying to learn spatial layouts in
desktop VEs [1], which only provide visual information, it is likely that “walking”
interfaces could have a widespread and beneficial impact on VE applications.

This chapter is divided into four main parts. The first summarizes the characteris-
tics of VE applications from a navigational perspective, by mapping them onto differ-
ent scales of environment (model vs. small vs. large). The second identifies attributes
of ecological validity that should be considered when applying the results of naviga-
tion research to a given VE application. The third, and most substantive, part reviews
experimental studies that have investigated the effect of body-based information on
navigation, focusing on studies that investigated the rotational and/or translational
components of body-based information, rather that different cues (proprioception,
vestibular and efference copy) [2]. These studies are categorized according to type
of navigation participants performed while acquiring knowledge of the environment
(single-route vs. whole-environment), the scale of the environment (small vs. large),
the environment’s spatial extent, and the richness of the visual scene. The chapter
concludes by using these research results to identify the types of navigation interface
that are suited to different applications, and highlight areas in which further research
is needed.

5.2 Applications of Virtual Environments

From a navigational perspective, VE applications [3–5] may be divided into three
broad categories (see Table 5.1). The categories are defined by the scale of the envi-
ronment in spatial cognition terms [6].

In the first category are model-scale applications, where users look around while
remaining in one position (model-scale spaces, which in the real world would be
placed on a table top, can be seen and reached from a single place). Examples
include designing the layout of the cockpit of a car and training communication
between the pilot and winch-man of search and rescue helicopters. Head-mounted
displays (HMDs) are ideal for these applications, because they allow users to look
around naturally by turning their head, with positional changes lying within the
bounds of low-cost tracking devices (say, a 1 m3). This means that effective navigation
interfaces for these applications do not require a walking interface, so they are not
considered further until the Conclusions section of this chapter.

The second category is small-scale applications, where users can resolve all of
the detail necessary for navigation from a single place (e.g., any position in a room),
but have to travel through the VE during usage. Examples range from analyzing the
ease with which an engine may be assembled, or a control room layout for visibility,
to being a witness in a virtual identity parade (a courtroom lineup, conducted using
avatars in a VE). In these applications it is typically straightforward for users to
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Table 5.1 Examples of VE applications that, in spatial cognition terms, are model-, small-, or
large-scale

Application Environment scale
theme Model Small Large

Design Cockpit layout Engine assembly Chemical plant
Control room layout Architecture

Retail shop layout
Training Close-range naval weaponry – Search building

Helicopter crew collaboration Learn evacuation route
Health – Motor rehabilitation Post-traumatic stress disorder
Science Molecular docking – Data visualization
Other – Identity parade Heritage and tourism

Computer games

determine where they wish to move, but it is often non-trivial to make the maneuvers
that are necessary for that movement.

The third category is large-scale applications where users travel through a large
environment (e.g., a building, city, forest or dataset) over an extended period of
time, integrating sensory information obtained during their movement to maintain
knowledge of their location in the environment and avoid getting lost. Sometimes,
and as with small-scale applications, maneuvering is non-trivial (e.g., when training
to search a building for the enemy [7, 8]), but typically it is the acquisition of spatial
knowledge that is the greatest navigational challenge.

5.3 Ecological Validity

Experimental (and especially laboratory) studies of navigation use stimuli and tasks
that have been chosen to investigate specific hypotheses, and are sometimes simpli-
fied to an extreme. To assess the relevance of an experiment’s findings, it is important
to balance the generality of those findings with the ecological validity of the stimuli
and tasks for a given type of VE application. In particular, attention should be paid
to the VE’s scale, extent and visual scene, the paths users follow during navigation
and how frequently they follow them, and how users’ knowledge is assessed.

A VE may be model-, small-, or large-scale in spatial cognition terms (see above).
The cognitive processes involved for navigation in each of these differ substantially,
as does the difficulty of and time required for users to acquire accurate spatial knowl-
edge. For example, in a few minutes users can learn an environment’s layout from
a map (the map is effectively a model-scale representation of the environment), but
such knowledge takes orders of magnitude more time to learn by direct navigation
in the environment itself, which is large-scale [9], although knowledge gained in the
latter will be ultimately more detailed. Thus, particular caution should be taken when
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applying the findings of research conducted in model- or small-scale environments
[10–12] to applications that require users to navigate large-scale VEs.

To overcome the above issues with the scale of a VE, it is common for studies of
full walking interfaces to condense an environment so that it fits within the physical
space of a laboratory. This leads to a situation where the environment is large-scale,
but its spatial extent (physical size) is small (say, less than 10 × 10 m) [13–15].
This is rather unrealistic (in both VE applications and the real world a large-scale
environment is almost always also large in extent), but necessary for the purposes of
the experiment. However, extent changes the time cost of traveling from one place to
another and influences navigational behavior [16]. Few walking studies have actually
investigated the effect of extent, but a notable exception is [17].

In early VE navigation studies it was rare for a visually rich environment to be
used (a notable exception was [18]), but this richness is now more common, partly
due to the ability of PC graphics cards to render complex scenes in real time. Real-
world environments and modern VE applications typically contain a surfeit of visual
cues, which compete to become landmarks and may be used in a different manner
to landmarks in a visually impoverished setting [19]. Thus, apart from specialized
applications such as training for evacuation during a fire, a rich visual scene is
essential for ecological validity.

The paths people navigate in VEs and the real world often involve many nav-
igational decisions. By contrast the paths used for some navigation research, par-
ticularly studies that investigate low-level mechanisms such as distance perception
and path integration, are simplistic and so may engage different cognitive processes
(e.g., working vs. long-term memory) and brain regions [20] than when users nav-
igate in a real VE application. Most experimental studies only expose a participant
once to an environment before testing, which has similarities with being a first-time
visitor to a place, but is clearly different from settings that a user visits repeatedly
and develops spatial knowledge of over an extended period of time. In those latter
circumstances a user has more opportunity to learn the layout of the environment as
a whole (survey knowledge).

Lastly, studies adopt a variety of measures, some of which are designed to assess
specific aspects of users’ route or survey knowledge, and others that are designed to
assess to ephemeral concepts such as presence. These measures should be considered
in the context of the tasks users perform in a given VE application before the relevance
of research findings can be judged.

5.4 The Effect of Body-Based Information

This section reviews the findings of research into the effect of body-based informa-
tion on navigation, and offers explanations for contradictions between some of the
studies’ findings. The review attempts to inform: (a) our basic understanding of how
translational versus rotational body-based information affects human navigation,
and (b) simplify the process of applying those findings to VE applications. In terms
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of scope, the review focuses on the effect of different components of body-based
information (rotation vs. translation), rather than different cues, because during active
walking users are provided with a full set of body-based cues. The criteria for inclu-
sion in the review were that a study: (a) involved users changing both position and
orientation as they navigated, and (b) investigated different components (rotational;
translational) of body-based information, not just different cues (proprioception;
vestibular; efference copy). Low-level studies that focused exclusively on rotational
movement (e.g., [21]) or distance perception are omitted (e.g., [22]).

5.4.1 Review Framework

The studies that are reviewed are divided into four groups (see Table 5.2), which are
dictated by the type of navigation participants performed while acquiring knowl-
edge of the environment (single-route vs. whole-environment) and the scale of the
environment (small vs. large). Single-route acquisition is where participants only
navigated one specific route. Whole-environment acquisition is where participants
either freely explored the environment or navigated to find target locations that were
distributed around the environment, in specific but changing orders. The distinction
between small- versus large-scale environments is explained above.

Spatial extent is classified as either small (room-sized; a maximum of approxi-
mately 10 × 10 m) or large (building-sized or greater). The richness of the visual
scene is classified as low, medium or high. Low corresponds to environments where,
apart from target landmarks, variations in the visual scene were just designed to
provide optic flow. High corresponds to rich visual scenes that contained a surfeit of
visual detail of deliberately added landmarks (e.g., at each junction in a building),
and medium corresponds to scenes that did not belong clearly to either of the other
categories.

The experimental results summarized in Table 5.2 are divided into navigation
performance (time taken and distance traveled metrics that show how efficiently
participants moved between places) and survey knowledge (direction estimates and
straight line distance estimates). These survey metrics are the basic information
people need if they are to know the location of places in relation to each other, or
take shortcuts [30]. Absolute direction estimate errors were used, rather than signed
errors that indicate response biases (e.g., see [31]) and, in all except the triangle
completion studies (single-route acquisition/small-scale environments), the distance
estimates were estimates of relative straight line distance, which are accurate if people
have a well-developed cognitive map [9]. For a discussion of distance estimation
methodologies, see [32].

Each type of results is subdivided into four columns: Vis, Rot, Tran, and Full.
Vis is where participants were only provided with visual information (e.g., a desk-
top VE). Rot and Tran are where participants were provided with the rotational
and translational component of body-based information, respectively, in addition to
visual information. Full is where participants were physically walking through the
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Table 5.2 Effect of body-based information on navigation performance and survey knowledge
(direction and straight line distance estimates)

Study Extent Visual Navigation Direction Distance
scene estimates estimates

Vis Rot Tran Full Vis Rot Tran Full Vis Rot Tran Full

Single-route acquisition and small-scale environments

Klatzky et al. [23] Small Low

Kearns et al. [24] Small Low n.s. n.s.

Peruch et al. [25] Small Low
Single-route acquisition and large-scale environments

Chance et al. [13] Small Low

Ruddle et al. (Expt. 2) [15] Small High
Suma et al. (Exp. 1) [14] Small High n.s. n.s.

Witmer et al. [18] Large High

Grant et al. [26] Large High n.s. n.s.

Waller et al. [2] Large High
Waller et al. [27] Large High n.s. n.s.
Whole-environment acquisition and small-scale environments

Ruddle et al. (Expt. 2) [11] Small Low

Riecke et al. [12] Small Low

Ruddle et al. (Expt. 1) [11] Small Medium
Whole-environment acquisition and large-scale environments

Ruddle et al. (Expt. 1) [17] Small High

Ruddle et al. [28] Large Low n.s. n.s. n.s. n.s.

Ruddle et al. [29] Large Medium n.s. n.s. n.s. n.s.

Ruddle et al. (Expt. 2) [17] Large High n.s. n.s. n.s. n.s.

See Review framework for a detailed explanation

environment and, therefore, were provided with rotational and translational body-
based information, as well as visual information. The terms Vis, Rot, Tran and Full
are used as generic group names in the remainder of this article.

In Table 5.2, cells are blank if the relevant metric or category of body-based
information was not investigated in a given study. For example, Chance et al. [13]
only investigated direction estimates for Vis, Rot and Full conditions. If there was
no significant difference for a given metric then all the categories of body-based
information that were investigated in the study are marked as “n.s.” (e.g., Vis and
Full, for distance estimates in Kearns et al. [24]). Where a study reported statistically
significant differences, shading shows the worst , inermediate and best performing
conditions. The logic used to determine the shading is best explained using examples.
Chance et al. [13] uses all three levels of shading because there was a main effect
of direction estimate accuracy, pair-wise comparisons showed that the Full group
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performed significantly better than the Vis group, and performance of the Rot group
was clearly intermediate. Ruddle et al. (Expt. 1) [17] uses the “worst” and “best”
shading levels because there was a main effect of navigation performance, and pair-
wise comparisons showed that the Full group performed significantly better than
either of the other groups. The Riecke et al. [12] data refers to the number of revisits
metric, which is more sensitive than the percentage of perfect trials. There was a
main effect, and pair-wise comparisons indicated that the Full and Rot groups were
equivalent, but there was a marginally significant difference between the Rot and Vis
groups.

Caution should be taken when drawing conclusions from results that were statis-
tically not significant. Sometimes this is due to there being no underlying difference.
On other occasions it is due to a lack of statistical power, and this is particularly true
in navigation studies, which often have large individual differences.

5.4.2 Studies Investigating the Effect of Body-Based Information

5.4.2.1 Single-Route Acquisition and Small-Scale Environments

All three of the studies included in this section [23–25] used a triangle completion
paradigm (this involved being guided along two legs of a path and then being asked
to point or return directly to the start point, which assesses a participant’s ability to
take short cuts). Klatzky et al. reported a step change in performance between Vis
and Rot groups of participants, with the latter performing accurately and the former
not. By contrast, Kearns et al. (Experiments 1 and 3) reported a small but signifi-
cant difference between Vis and Full groups, with the Vis group performing more
accurately. The difference between the studies’ findings may be due to participants’
mode of response, because Klatzky’s pointed to where they would have to travel to
return to a trial’s start point, and the errors were assumed to occur because the Vis
group failed to update their cognitive heading. Kearns’ participants’ responded by
traveling to where they thought the start point was located, and while doing so may
have corrected their cognitive heading. Some support for this explanation is provided
by subsequent research, which showed that the errors reported by Klatzy et al. did
not occur if participants responded verbally [33].

Péruch et al. reported that participants who walked (a Full group) performed best
and those who were in a Vis group performed worst, in direct contrast to the findings of
Kearns et al. However, Péruch’s study combined responses from triangle completion
trials with responses from trials in which participants had to reverse the two-leg path
that had been traveled. In research by Ruddle et al. [15] substantially fewer errors
were made by participants who physically walked and then reversed a path (a Full
group) than participants who were in a Rot group. If a similar difference occurred
in Péruch’s study then the Full group’s superior performance on path-reversal trials
more than compensated for slightly inferior performance on the triangle completion
trials, and that would explain the difference with Kearns et al’s findings.
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Each of the above studies was designed to investigate specific low-level perceptual
and cognitive processes that are involved in navigation. To do so, participants were
either blindfolded or presented with optic flow visual information. Triangle comple-
tion is trivial to perform accurately in rich visual scenes [34] which, together with the
simple (two leg) paths that participants followed, means that the above studies had
little ecological validity with the environments and tasks used in VE applications.

5.4.2.2 Single-Route Acquisition and Large-Scale Environments

Compared with the above studies, investigations of the effect of body-based infor-
mation that used single-route acquisition tasks and large-scale environments have
produced more consistent findings. Whenever the results were statistically signifi-
cant, the Full group performed best, and the worst performing group was either the
Vis group (if such a group was part of the study) or the Rot group (if the study had
no Vis group).

In identifying the above consistency in the findings, a number of caveats should
be noted. First, Witmer et al. [18] asked participants to learn a route through either
a real building (Full group) or a high visual fidelity VE model of the building (Rot
group), and then tested training transfer to the real building. The Full group was
superior in both training and testing, but the difference could have been caused by
various factors that were associated with performing the task in the real world, not
just the addition of translational body-based information. Second, Grant and Magee
[26] also performed a training transfer study. The Full and Vis groups both trained
in the VE, but there was not a significant difference between the groups’ direction
estimate accuracy when tested in that environment. A significant difference only
occurred when navigational performance was tested in the equivalent real-world
environment. Third, although Waller et al. [27] found no significant main effect for
the accuracy of direction estimates, for the most complex routes (6–8 turns) the Full
group’s estimates were significantly more accurate than the other groups’ estimates.
Fourth, in both of Waller’s studies [2, 27] the Full group moved actively, but the
Vis group passively viewed movement that had been recorded by a camera worn by
a person who walked. Fifth, Suma et al. [14] reported significant effects, but these
were due to the poor performance of participants who used a move-where-pointing
interface (a Vis group). There was not a significant difference for the time taken
between a physical walking (Full) group and another Vis group, who used a move-
where-looking interface, for the number of collisions with the environment’s walls,
or in recall and recognition tests about objects that had been in the environment.
That contrasts with another study, where participants who physically walked (a Full
group) were significantly better at both recognizing and correctly recalling the order
of objects that had been in the environment than participants who were in a Rot
group [15].

In summary, these large-scale environment studies indicate that navigating a route
with full body-based information improves both the route and survey knowledge of
participants. There is some evidence that rotational body-based information produces
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an intermediate accuracy of spatial knowledge, but only one study included factors of
Vis versus Rot versus Full [13]. From an ecological validity perspective, these large-
scale studies somewhat inevitably required participants to navigate routes that were
more complex, and hence ecologically more valid, than the small-scale environment
studies that were described in the previous section. It is also notable that all but one
of the large-scale studies used a high-fidelity visual scene, unlike their small-scale
counterparts. Finally, the pattern of results is independent of the spatial extent of the
environment that was used.

5.4.2.3 Whole-Environment Acquisition and Small-Scale Environments

The experiments that used a whole-environment acquisition task in a small-scale envi-
ronment have both consistencies and differences between their findings. A notable
consistency is that participants tended to maneuver around objects in a VE when pro-
vided with a physical walking interface (a Full group), but collided with them when
provided with interfaces that had less body-based information (Rot or Vis groups)
[10, 11]. Participants’ paths were also qualitatively different—curved with a walking
interface but straight for participants in Rot and Vis groups.

Zanbaka et al. [10] gathered subjective responses from participants and measured
their ability to maneuver. The other experiments quantified participants’ ability to
remember where they had traveled, and showed that participants in Full groups
performed significantly better than those who were in Vis groups. However, there was
an inconsistency in the findings for participants in Rot groups. When the environment
was square those participants performed as poorly as participants who had no body-
based information (a Vis group) [11], but when the environment was circular the
Rot group’s performance was comparable with that of a Full group [12]. Contrary
to assertions made by the authors of the latter study, a likely explanation is that
rotational body-based information is important when external (visual) orientation
cues are absent (see also [35]).

5.4.2.4 Whole-Environment Acquisition and Large-Scale
Environments

At first glance Table 5.2 appears to highlight several contradictions between the find-
ings of this fourth category of experiment, but the following explanations make the
underlying pattern of results more consistent. First, consider differences between
Rot and Vis groups. In none of the studies did a statistical test show a significant dif-
ference between these groups for navigational performance. For survey knowledge,
the differences between these groups appears to be metric-dependent in Experiment
1 of [17] (Table 5.2 indicates that direction estimates were worst for the Rot group,
but distance estimates were worst for the Vis group), but this is due to post-hoc tests
showing that the Full group differed significantly from the Vis group (direction esti-
mates) and Rot group (distance estimates). There are indications that, with greater
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statistical power, other posthoc comparisons may also have been significant, which
would have led to the same pattern of results as for navigational performance in that
experiment, and all metrics for Experiment 2 of that study. However, the contradic-
tion between the findings for distance estimates [28, 29] remains unexplained (if the
findings had been the opposite way around then they could have been explained by
environment layout, which was orthogonal [28] versus oblique [29]; see previous
section).

Both Full and Trans groups have the benefit of translational body-based infor-
mation, which accounts for the significantly more accurate direction and distance
estimates made by those groups than Vis and Rot groups in both experiments
of Ruddle et al. [17], and the significantly better navigational performance of
the Full group in Experiment 1 of that study. The lack of an effect of transla-
tional body-based information in Experiment 2 may be because the increased (and
ecologically more valid) spatial extent meant that participants had considerably
more time to process visual information as they navigated, so body-based infor-
mation made less contribution to their development of spatial knowledge. Alterna-
tively, it is possible that the environment was not complex enough for a statisti-
cally significant effect of translational body-based information to occur (a ceiling
effect).

Lastly, Suma et al’s Experiment 2 also used whole-environment acquisition
and a large-scale environment [14]. The Full group collided with the VE’s walls
less often than the Vis group, but the difference in the distance the groups trav-
eled (greater for the Full group) in the time that each participant was given may
have been due to either an inbuilt speed restriction or insufficient practice with
the virtual travel interfaces that were provided for the Vis and Rot groups. Met-
rics involving a cognition questionnaire and a map placement test produced non-
significant results between the groups, which is common for these tests’ lack of
sensitivity.

5.5 Summary and Conclusions for VE Applications

So how can the findings of experimental studies of body-based information inform
the design of navigation interfaces for VE applications? Table 5.3 summarizes the
answer to this question from a navigation perspective, taking into account the need
for users to maneuver and develop of spatial knowledge, but does not attempt to
consider other factors such as cost.

5.5.1 Model-Scale Environments

In applications that use environments which in spatial cognition terms are model-
scale then users need to be able to look around, but make only localized adjust-
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Table 5.3 Navigation interfaces that would benefit different types of VE applications

Navigation Environment scale
interface Model Small Large

Abstract – – Data visualization
(Vis group)

Orientation- Cockpit layout – –
tracked Close-range naval weaponry
(Rot group) Helicopter crew collaboration

Molecular docking
Linear treadmill – Motor rehabilitation Chemical plant

(Trans group) Architecture
Retail shop layout
Learn evacuation route
Heritage and tourism
Computer games

Walking – Engine assembly Search building
(Full group) Control room Post-traumatic

layout stress disorder
Identity parade

ments to their position. Therefore, orientation-tracking (the type of interface used
by Rot groups in the studies described above) is sufficient and there is no need for
a full walking interface, as evidenced by a number of successful, military training
applications [3].

5.5.2 Small-Scale Environments

In VE applications that utilize a small-scale environment, users generally know where
they wish to travel, so the primary navigational challenge is maneuvering. The studies
show a qualitative difference in people’s maneuverability with Full (walking) inter-
faces, compared with Rot and Vis (abstract) interfaces, coupled with objective data
that show that users collide with objects within the environment significantly less
often when a walking interface is used [10, 11, 14]. This reduction takes place without
the need to implement collision detection/feedback in the VE software, because users
have a natural tendency to avoid objects so long as the interface provides sufficient
maneuverability. Therefore, there is a clear indication that a walking interface is ben-
eficial for applications such as engine assembly design, control room layout design
and virtual identity parades, though cheaper, carefully designed desktop alternatives
should also be considered (e.g., see [8]).

Control room layout combines the same requirement for maneuverability with
the need for users to be spatially aware of the environment they are designing, which
also benefits significantly from the provision of a walking interface [11, 12]. As with
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other small-scale applications, the spatial extent of the environments means that it is
technically feasible to implement walking by tracking users in an empty room that
contains the environment on a 1:1 scale, but a hybrid real/virtual walking interface
may prove more practical [10].

Motor rehabilitation applications are concerned with a patient’s gait, and so only
require translational body-based information. This may be provided via a linear
treadmill or a specialist exoskeleton-based device, but questions remain about the
medical benefits of integrating such devices within a VE [36].

5.5.3 Large-Scale Environments

For applications that use large-scale VEs the consensus result is that a full walking
interface is required [13, 15, 26], and probably necessary in applications that also
require maneuverability (e.g., military training for searching a building; but see also
[7, 8]). However, in a study that was unique in including a Trans condition, that
condition was as effective as a Full condition in allowing participants to acquire
spatial knowledge [17]. This highlights an opportunity for preserving the benefit to
users while simplifying the technology used for walking interfaces. For example,
although omnidirectional treadmills can be constructed [37], linear treadmills are
simpler to design and so are smaller, cheaper and more reliable.

An exception is likely to be data visualization applications, because the scale
involved (e.g., in genomics) is several orders of magnitude greater than other large-
scale applications. Given that “magic” interfaces (interfaces that allow users to make
movements that would be impossible in the real world, e.g., jump between widely
separated places) [4] will always be needed if users are to move rapidly and precisely
between levels of detail such as chromosome → base pair, such applications are
likely to remain based on abstract navigation interfaces.

5.5.4 Further Research

The main area that requires further research into navigation interfaces is applica-
tions that use large-scale environments. One priority is to thoroughly evaluate tech-
niques that allow the navigation of large spatial extents via walking movements made
within a much smaller locality (treadmill, walking-in-place [38], and redirected walk-
ing [39]). Such interfaces are currently unproven, and we need to understand their
effect on participants’ navigational performance and the rate at which they develop
route- and survey-type spatial knowledge. A second priority is to evaluate these inter-
faces with projection displays, because they hold advantages over HMDs in terms
of image resolution and field of view.
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Chapter 6
Enabling Unconstrained Omnidirectional
Walking Through Virtual Environments:
An Overview of the CyberWalk Project

Ilja Frissen, Jennifer L. Campos, Manish Sreenivasa and Marc O.Ernst

Abstract The CyberWalk treadmill is the first truly omnidirectional treadmill of its
size that allows for near natural walking through arbitrarily large Virtual Environ-
ments. The platform represents advances in treadmill and virtual reality technology
and engineering, but it is also a major step towards having a single setup that allows
the study of human locomotion and its many facets. This chapter focuses on the
human behavioral research that was conducted to understand human locomotion
from the perspective of specifying design criteria for the CyberWalk. The first part
of this chapter describes research on the biomechanics of human walking, in partic-
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ular, the nature of natural unconstrained walking and the effects of treadmill walking
on characteristics of gait. The second part of this chapter describes the multisensory
nature of walking, with a focus on the integration of vestibular and proprioceptive
information during walking. The third part of this chapter describes research on
large-scale human navigation and identifies possible causes for the human tendency
to veer from a straight path, and even walk in circles when no external references are
made available. The chapter concludes with a summary description of the features
of the CyberWalk platform that were informed by this collection of research findings
and briefly highlights the current and future scientific potential for this platform.

6.1 Introduction

By far the most natural way to move through our environment is through locomotion.
However, the seemingly effortless act of walking is an extremely complex process
and a comprehensive understanding of this process involves scientific and clini-
cal studies at different levels of analysis. Locomotion requires preparing the body
posture before initiating locomotion, initiating and terminating locomotion, coordi-
nating the rhythmic activation patterns of the muscles, of the limbs and of the trunk,
and maintaining dynamic stability of the moving body [77]. There is also a need to
modulate the speed of locomotion, to avoid obstacles, to select appropriate, stable
foot placement, to accommodate different terrains, change the direction of locomo-
tion, and guide locomotion towards endpoints that are not visible from the start. To
this end, locomotion engages many different sensory systems, such as the visual,
proprioceptive, auditory and vestibular systems, making it a particularly interesting
multisensory problem. Importantly, these are also factors that must be considered
when developing a realistic walking interface to be used with Virtual Reality (VR).

Although many of these aspects of locomotion have received extensive scientific
attention, much of the earlier laboratory-based research, though highly valuable,
has lacked ecological validity. Ultimately, scientific research should, when possi-
ble, evaluate human behaviors as they occur under natural, cue-rich, ecologically
valid conditions. To this end, VR technology has been providing researchers with
the opportunity to provide natural, yet tightly controlled, stimulus conditions, while
also maintaining the capacity to create unique experimental scenarios that would
(or could) not occur in the real world [16, 24, 68, 105]. An integral part of VR
is to also allow participants to move through the Virtual Environments (VE) as
naturally as possible. Until recently a very common way of having observers nav-
igate through VEs was to have them manipulate unnatural control devices such
as joysticks, computer mice, and keyboards. Despite having some advantages over
mere visual stimulation, such rudimentary motion control devices are severely lim-
ited. While using such devices, the physical actions which drive self-motion are
very different from the action of natural locomotion which they are intended to
replace (e.g. clicking a mouse button to move forward versus stepping). Moreover,
the sensory input is mainly visual and other important sensory information is lacking,
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notably proprioceptive feedback from the legs and vestibular feedback. Fortunately,
more natural locomotion interfaces, such as bicycles, treadmills and fully-tracked
free-walking spaces, are becoming more common (see [24] for a review). Although
with these solutions locomotion is much closer to real life movements, they are still
constrained in important ways. In the case of the bicycle, for instance, there is no
absolute one-to-one relationship between the metrics of visual space and those of
the proprioceptive movements because of the unknown scale of one pedal rotation
(i.e., this would depend on the gear, for instance). Fully-tracked walking spaces are
constrained by the size of the actual space within which they are contained. Treadmill
setups are restrictive as most of them are rather small [94] and only allow walking
in one direction. Indeed, in everyday navigational tasks, we rarely walk completely
straight over extended periods of time. In short, today it is still difficult to allow
people to freely walk through large scale VEs in an unconstrained manner.

It is this unsatisfactory situation that prompted some of the work reported in this
volume and it likewise prompted the CyberWalk project. The goal of this project
was the development of a novel, multimodal, omnidirectional walking interface,
with at its core, a 4 × 4 m omnidirectional treadmill. The project encompassed
an international consortium dedicated to both scientific and technological research.
The CyberWalk platform is the first truly omnidirectional treadmill of its size that
allows for natural walking in any direction through arbitrarily large Virtual Environ-
ments. It is a major step towards having a single setup that allows for the study of
the many facets of human locomotion, ranging from the biomechanical to the cogni-
tive processes involved in navigating large areas. The platform consists of segmented
belts which are mounted on two large chains in the shape of a torus, which allows it to
move the walking surface in both horizontal directions and thereby enables indefinite
omnidirectional walking and turning (see Fig. 6.7). It is integrated with additional
VR capabilities so that a virtual world is presented through a head-mounted display
(HMD) and updated as a function of the movements of the user. The platform is
described more fully in [95] and in Sect. 6.5 of this chapter. More detailed descrip-
tions of specific technological and engineering aspects of the platform can be found
elsewhere [29, 87–89, 94, 112].

The technological development of the platform had a strong human-centered
approach and was guided by human gait and psychophysical research conducted
at the Max Planck Institute for Biological Cybernetics (MPI), one of the consortium
partners. Here we report on a selected number of these studies. Since a major objec-
tive was to develop a platform that enables natural walking, we studied basic gait
parameters during natural unconstrained outdoor walking as a general reference. The
CyberWalk platform has at its core a treadmill, and thus we investigated potential dif-
ferences between normal overground walking and treadmill walking. Studies were
also focused on the multisensory processes at play during human walking. While
there is a wealth of research on the role of vision in locomotion, relatively little is
known about the interaction between the different non-visual senses. Consequently,
a series of studies was conducted to look at the interaction between vestibular and
proprioceptive information during walking. Finally, a number of studies on human
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navigation were conducted on long-range navigational capabilities with and without
the use of visual information.

6.2 Gait and Biomechanics

One of the major goals of the CyberWalk project was to enable natural and uncon-
strained walking on a treadmill based system. This original challenge introduced
many questions and we highlight two of those here. First, in order to enable natural
and unconstrained gait, a description of typical gait characteristics was needed. For
instance, at what speed do people normally walk, how do they start and stop walking,
how often and how much do they turn? Second, there is still a debate in the literature
as to whether gait characteristics during treadmill walking are the same as during
overground walking. Thus, we conducted a series of studies to address these ques-
tions. The results were intended to assign tangible constraints on a system intended
to support natural walking (e.g., on the accelerations required and the size of the
walking surface).

6.2.1 Natural Unconstrained Walking

There is, in fact, very little literature on natural unconstrained walking. One reason
for this is a previous lack of measurement technologies suitable to capture gait with
sufficient accuracy. In recent years, however, Global Positioning Systems (GPS) are
providing a promising solution to this problem [70, 101]. For instance, Terrier and
colleagues used a highly accurate GPS to show that inter- and intra-subject variability
of gait characteristics can be measured outdoors [107, 108]. Moreover, GPS data
can be combined with Inertial Measurement Unit (IMU) technologies to develop
highly accurate measurement systems with high data rates [104]. Nevertheless, the
few available studies that report GPS data are still highly constrained in a fashion
reminiscent of laboratory research. For instance, participants are often asked to follow
a modulated pace/frequency [86, 106, 108],which is known to significantly increase
energy cost [115] or to walk/run along a predefined path [32, 104, 106, 107]. In
studies where walking behavior was not constrained, data were collected over several
days at very low sampling rates to form a picture of overall “behaviors” rather than
basic gait parameters such as step length and frequency [26, 70, 76, 85, 110].

We conducted a study of unconstrained outdoor human walking that differed from
previous studies in that we observed people walking for an extended period of time
(1 h) and completely at their own volition [97]. We measured the position of the trunk
and rotational rates of the trunk and head. The high accuracy required to capture
trunk position outdoors was achieved by using a Carrier-Phase Differential GPS
setup (C-DGPS). The C-DGPS utilizes a secondary static GPS unit (master station)
to correct for errors in a mobile rover GPS (Novatel Propak, V3–L1). The rover
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was combined with an aviation grade, extremely light and compact antenna that was
mounted onto a short pole fixed to a frame inside a backpack. Data were output at 5 Hz
with a typical accuracy between 2 and 10 cm depending on environmental conditions
(tree cover, reflections etc). For additional measures about movements of the trunk
we used a 6-axis IMU (Crossbow Technology, IMU300), with measurement ranges
of ±19.6 m/s2 and ±100 ◦/s. The measuring unit was rigidly fixed to the bottom of
the GPS antenna frame and logged data at 185 Hz. To measure the head we used a
custom-built 3-axis IMU (ADXL202 and ADXRS150, logging at 1028 Hz) that was
mounted on a head brace worn by the participants (total weight of less than 150 g).
A strobe signal was used to align the data streams in post-processing. All devices
plus data loggers and battery packs were fit in the backpack (just under 9 kg).

A task was designed that would induce the normal variability in walking behav-
ior without imposing a stereotypical walking pattern. Fourteen participants walked
through a residential area while searching for 30 predefined objects (e.g., street signs,
statues) using a map of the area. The locations of the objects were indicated on the
map by flags and participants were asked to note the time when they reached the loca-
tion of an object. They were instructed to optimize the order in which they visited
the targets such that they would visit the largest number of objects within one hour.
Using recordings of the 3D position of the trunk, a wide range of walking parameters
were computed including, step length (SL), step frequency (SF), and their ratio, also
known as the walk ratio (WR). This ratio has been found to be invariant within a
range of walking speeds [48, 90], and has been linked to optimal energy expenditure
[56, 115]. Evidence of invariance in WR has been reported for walking at manipu-
lated speeds along a 100 m straight athletic track [107] and a 400 m oval track [108],
but never under free walking conditions. We also measured walking speed during
straight and curved walking trajectories and starting and stopping behavior. Walking
speed was calculated as the difference between consecutive positions of the trunk
position in the horizontal (GPS) frame. Table 6.1 presents some individual and mean
basic gait parameters computed from the GPS data. For a complete description of
results please refer to [97].

Results demonstrated that when people walked on a straight path, the average
walking speed was 1.53 m/s. This value is very similar to field survey data [41, 65].
Perhaps not surprisingly, walking speed decreased when people walked on a curved
path. The magnitude of the decrease depended on both the radius and angle of the turn
taken. For turn angle, walking speed decreased linearly with angle. Thus, it changed
from 1.32 m/s at 45◦ angles to around 1 m/s at complete turnarounds (i.e., 180◦).
These values are in strong agreement with those observed in a controlled experiment
conducted in a fully-tracked indoor lab space [98]. As for turn radius, walking speed
was seemingly constant for turns with radii≥10 m (1.49 m/s) and for turns with radii
≤5 m (1.1 m/s), while in between these radii values, walking speed changed in a
fairly linear fashion.

Consistent with previous literature [90, 107] we found that WR was relatively
invariant with respect to walking speed. After correcting for participant height (see
[90]), we found that most of the adjusted values of WR were close to 0.4 m/steps/s.
There were some outliers at slower walking speeds (i.e., below 1 m/s), which is again
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Fig. 6.1 Starting and stopping. The time (a) and accelerations (b) during starts (solid line) and
stops (dotted line) as a function of steady walking speeds. Shaded regions indicate standard errors
of the means. Also plotted (panel a) are the individual results (small dots), mean results (large
dots) from two earlier studies. To illustrate the general trends, linear regressions are shown on all
individual results (black lines)

consistent with earlier reports [90], and the WR at these slower walking speeds was
also more variable. The relative invariance of WR in natural (and controlled) walking
underlines its usefulness as a clinical diagnostic tool for detecting abnormal gait but
also to the scientific study of human locomotion in general.

The time that it takes to reach a steady walking speed depends on the desired
speed (see Fig. 6.1). It took an average of 2 and 3 s to reach walking speeds of
0.5 and 2 m/s, respectively. The relationship between the time it took to stop and
walking speed was very much the same. The dependence on walking speed, however,
contradicts findings by Breniere and Do [11] who found that the time it takes to reach
the desired walking speed is independent of walking speed. Dependence on walking
speed has been found by others [60, 71], although we observe that in natural walking
humans take more time to start and stop than in laboratory settings. To illustrate these
differences Fig. 6.1 also includes the data from Breniere and Do [11] and Mann et al.
[71] together with our own results. One possible cause for this difference is the
protocol used in laboratory experiments [96]. Specifically, whereas earlier studies
typically use an external “go” signal, our participants were free to start and stop as
they pleased.
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6.2.2 Overground Versus Treadmill Walking

While treadmills allow for the observation of walking behavior over extended peri-
ods of time, it is still a matter of debate as to whether gait during treadmill walking
is different than overground walking [3]. There is evidence that treadmill walking
can significantly alter the temporal [3, 30, 100, 114], kinematic [3], and energetic
[78] characteristics of walking. One apparently robust finding is that walking on
a (motorized) treadmill increases step frequency (cadence) by approximately 6 %
[3, 30, 100, 114]. It has, therefore, been concluded by many researchers that motor-
ized treadmills may produce misleading or erroneous results and that care should
be taken in their interpretation. At the same time there are also studies that do not
find any significant differences between overground and treadmill walking [75, 84].
Two possible sources for this discrepancy that we have addressed in our research are
differences between walking surfaces and the availability of relevant visual feedback
about self-motion during treadmill versus overground walking.

Treadmills are typically more compliant than the regular laboratory walking sur-
faces used in past studies, and it has been speculated that it is this difference in surface
stiffness that affects locomotion patterns when directly comparing treadmill walking
with overground walking (e.g., [30, 31]). Such speculations are warranted by other
research showing significant effects of walking surface compliance on basic gait
parameters such as step frequency and step length [72]. Interestingly, the one study
that compared overground with treadmill walking using similar walking surfaces
found no differences in gait parameters [84].

Another potential factor to consider is that participants typically have visual
information available during walking. During natural, overground walking, dynamic
visual information (i.e. optic flow), is consistent with the non-visual information spec-
ifying movement through space. However, during treadmill walking, a considerable
sensory conflict is created between the proprioceptive information and the visual (and
vestibular) information (see also Sect. 6.3.2) such that the former informs participants
that they are moving, yet the latter informs them they are in fact stationary. Although
it is not obvious how such a conflict might specifically alter gait parameters, there is
evidence that walking parameters are affected by whether visual feedback is available
or not. For instance, Sheik-Nainar and Kaber [91] evaluated different aspects of gait,
such as speed, cadence, and joint angles when walking on a treadmill. They evaluated
the effects of presenting participants with congruent and updated visuals (via a HMD
projecting a simulated version of the lab space), compared to stationary visuals (real
world lab space with reduced FOV to approximate HMD). These two conditions
were compared to natural, overground walking. Results indicated that while both the
treadmill conditions caused participants to walk slower and take smaller steps, when
optic flow was consistent with the walking speed, gait characteristics more closely
approximated that of overground walking. Further, Hallemans et al. [50] compared
gait patterns in people with and without a visual impairment and compared the gait
patterns of normally sighted participants under full vision and no vision conditions.
Results demonstrated that participants with a visual impairment walked with a shorter
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Fig. 6.2 The circular treadmill (CTM) at the Max Planck Institute for Biological Cybernetics. It
consists of a large motorized wooden disc (Ø = 3.6 m) covered with a slip resistant rubber surface
and a motorized handlebar. The disc and handlebar can be actuated independently from each other.
The disc’s maximum angular velocity is 73 ◦/s, and the handlebar can reach a maximum velocity of
150 ◦/s. Walking on the CTM is natural and intuitive and does not require any explicit training (see
also [42]). For the overground versus treadmill study (Sect. 6.2.2) the setup was equipped with a
TrackIR: Pro 4 (NaturalPoint) optical tracking device for tracking the position and orientation of the
head. It was fixed on top of the depicted laptop monitor that was mounted in front of the participant.
The device has a 46◦ field of view and provides 6 DOF tracking with mm and sub-degree precision
for position and orientations, respectively. For the experiments described in Sects. 6.3.2 and 6.2.3,
a custom-built pointing device was mounted on the handlebar within comfortable reaching distance
of the right hand (at a radius of 0.93 m from the center of the disk). The pointing device consisted of a
USB mechanical rotary encoder (Phidgets, Inc.) with a pointing rod attached and encased in plastic
(see also [42]). Note that the CTM has since moved to the department of Cognitive Neurosciences
at Bielefeld University. (Photograph courtesy of Axel Griesch)

step length than sighted individuals and that sighted participants who were blind-
folded also showed similar changes in gait (see also [74]). Further, in the absence of
vision, normally sighted participants walked slower and had lower step frequencies
when blindfolded compared to when full vision was available, which was hypothe-
sized to reflect a more cautious walking strategy when visual information was absent.
However, it is not known whether walking is differentially affected by the presence
and absence of congruent visual feedback.

Humans have a strong tendency to stabilize the head during walking (and various
other locomotor tasks) in the sense that they minimize the dispersion of the angular
displacement of the head [13]. Interestingly, visual feedback does not appear to be
important for this stabilization [80]. However, the walking conditions under which
this has been studied have been very limited. Participants were asked to walk at their
own preferred speed or to step in place [80]. Very little is known about the generality of
this lack of an effect of vision and whether there are differences between overground
and treadmill walking.



122 I. Frissen et al.

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7
S

te
p 

le
ng

th
 (

m
)

(a)

1.4

1.6

1.8

2

2.2

S
te

p 
fr

eq
ue

nc
y 

(s
te

ps
/s

)

(b)

0.7 0.9 1.1 1.3

0.24

0.26

0.28

0.3

0.32

0.34

0.36

Walking speed (m/s)

W
al

k 
ra

tio
 (

m
/s

te
ps

/s
)

(c)

2

3

4

5

6

7

H
ea

d 
sw

ay
 (

cm
)

(d)

0.7 0.9 1.1 1.3

1

1.5

2

2.5

3

3.5

4

Walking speed (m/s)

H
ea

d 
bo

un
ce

 (
cm

)

(e)

OG, V+
OG, V−
TM, V+
TM, V−

Fig. 6.3 Overground versus treadmill walking. Group means with SEM for a step length, b step
frequency, c walk ratio, d head sway from left to right, and e vertical head bounce, as a function of
walking speed (in m/s). Walking was either overground (OG) or stationary walking on the treadmill
(TM), and there was either visual feedback (V+) or not (V−). Fourteen participants, between the
ages of 19 and 33 (7 females), walked 3 times for 30 s at a constant velocity for each condition.
Dependent measures were obtained from measurements of the position of the head, and step length
and frequency were corrected for individual heights (see also Sect. 6.2.1)
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We investigated the effects of walking surface and visual feedback on basic gait
parameters and on the movement of the head in an integrated manner. This experi-
ment was conducted using a circular treadmill (CTM) at the MPI (see Fig. 6.2 and
caption for additional details). The effect of surface stiffness on gait characteristics
was controlled for by having participants walk in place and walk through space on the
same treadmill surface. Specifically, overground walking consisted of simply leading
the participant around on the stationary disc using the motorized handlebar. Station-
ary (“treadmill”) walking consisted of walking in place on the moving disc without
moving through space. If the difference in surface is a major determinant in caus-
ing the previously reported differences between overground and treadmill walking,
then we would expect this difference to disappear in this experiment. Visual feed-
back was also manipulated by having people walk while wearing a blindfold or not.
Walking speeds were controlled by moving either the disc or the handlebar at one of
four velocities (see caption of Fig. 6.3), for the stationary and walking through space
conditions, respectively. The results demonstrated that there were indeed very few
differences observed between the gait parameters measured during stationary walk-
ing versus overground walking. Step length (Fig. 6.3a) and walk ratio (Fig. 6.3c) were
comparable across walking speeds. The exception was that for the slowest walking
speed (0.7 m/s), the overground walking condition produced larger step lengths and
walk ratios in comparison to stationary walking. This particular effect is consistent
with previous findings that reflected higher walk ratios at slower overground walk-
ing speeds (e.g., [90]). This higher walk ratio at the slowest walking speed is likely
due to an increase in step length given that step frequency was virtually identical
across all conditions (see Fig. 6.3b). Results also demonstrated that during stationary
walking there was a significant decrease in head sway (Fig. 6.3d) and head bounce
(Fig. 6.3e) compared to overground walking. As for the effect of vision, the results
demonstrated that, irrespective of the walking condition, step length and frequency
were unaffected by the presence or absence of visual feedback. This is in contrast
with above-described studies that did find significant decreases in both step length
and frequency [50, 74].

In summary, with respect to basic gait parameters, there were hardly any differ-
ences between overground walking and stationary walking. Most notable was the
complete absence of an effect on step frequency, which has typically been the most
consistently observed difference in earlier studies. Our results are, however, con-
sistent with several other earlier studies that also did not find a difference between
overground and treadmill walking [75, 84] and lend support to the notion that pre-
viously reported differences may be (partially) due to the fact that walking surfaces
were not controlled for. Another interesting finding is that stationary walking sig-
nificantly reduced the lateral (sway) and vertical (bounce) head movements. It is
currently unclear what the cause for this change is. However, it is thought that head
stabilization behavior helps organize the inputs from the visual, vestibular, and even
somatosensory systems [13]. It is possible that during treadmill walking head move-
ments are reduced in order to establish a more stable reference frame because of
the registered discrepancy between the proprioceptive sense that signals movement,
and the vestibular and visual senses that signal a stationary position. As for visual
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feedback, the only statistically reliable effect of the visual manipulation was a reduc-
tion of the vertical movements of the head at the highest walking speeds during
overground walking as compared to stationary walking. When visual feedback was
not available, this produced some trends in the gait parameters (increases in step
frequency and decreases in step length and walk ratio), although these were not
statistically significant.

6.2.3 Potential Implications for CyberWalk

One specific finding that impacted the design specifications of the CyberWalk plat-
form was that it took at least 2 s to accelerate the treadmill to the very slow speed
of 0.5 m/s. As we will see in the following section, providing vestibular inputs by
allowing movement through space is an important part of simulating natural loco-
motion. Thus, from this perspective it meant that the CyberWalk platform needed
to ideally be big enough to accommodate such start up accelerations. The finding
that stationary walking does not change the main walking parameters of step length
and step frequency is encouraging as it means that the walking data on the treadmill
should be representative of normal gait. This also affected the design of the platform,
albeit in a more indirect fashion. We surmised that the platform should ideally have a
surface that is as stiff as possible since the most typically studied walking surfaces are
very stiff (e.g., sidewalks). Head movements, on the other hand, did change during
stationary walking in that they were less pronounced than during overground walk-
ing. This might seem advantageous in light of the fact that on the CyberWalk, head
mounted displays (HMDs) are the primary means of visually immersing the user
in VR and therefore having less head bounce would reduce visual motion artifacts
and potential tracking lags for rapid movements. However, it does raise the possi-
bility that the normal head stabilization function during walking (e.g., [80]) may be
different during treadmill walking, which may affect the role of the proprioceptive
receptors in the neck and also the role of coincident vestibular inputs.

6.3 Multisensory Self-Motion Perception

A veridical sense of self-motion during walking is a crucial component for obtaining
ecological validity in VR. Of particular interest to us is the multisensory nature of
self-motion perception. Information about the extent, speed, and direction of ego-
centric motion is available through most of our sensory systems (e.g. visual, audi-
tory, proprioceptive, vestibular), making self-motion perception during locomotion
a particularly interesting problem with respect to multisensory processing. During
self-motion perception there are important roles for the visual system (e.g. optic
flow), the vestibular system (the inner ear organs including the otoliths and semi-
circular canals), the proprioceptive system (the muscles and joints), and efference
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copy signals representing the commands issued to generate our movements. There
is also some suggestive evidence for a role of the auditory system (e.g., [99]) and
somatosensory system (e.g., [33]). Much work has been done to understand how
each of these sensory modalities contribute to self-motion individually, however,
researchers have only recently begun to evaluate how they are combined to form a
coherent percept of self-motion and the relative influences of each cue when more
than one is available.

6.3.1 Multisensory Nature of Walking

Since no single sense is capable of operating accurately under all circumstances,
the brain has evolved to exploit multiple sources of sensory information in order
to ensure both a reliable perception of our environment (see [20]) and appropriate
actions based on that perception [37]. A fundamental question in the cognitive neu-
rosciences asks what mechanisms are used by the central nervous system to merge
all of these sources of information to form a coherent and robust percept. It seems
that it employs two strategies to achieve robust perception. The first strategy, sensory
combination, describes interactions between sensory signals that are not redundant.
That is, information is specified in different coordinate systems or units. The second
strategy, sensory integration, reduces the variance of redundant sensory estimates,
thereby increasing their reliability [37].

Human locomotion is particularly interesting from the perspective of sensory
integration as it involves a highly dynamic system, meaning that the sensory inputs
are continuously changing as a function of our movements. For instance, with each
stride (i.e., from the heel strike of one foot to the next heel strike of the same foot)
the head moves up and down twice in a near sinusoidal fashion [62, 106], thereby
generating continuously changing accelerations that are registered by the vestibular
system. Similarly, with each stride, the musculoskeletal system generates a set of
dynamically changing motor signals, the consequences of which are registered by
the proprioceptive system. Finally, the visual flow is likewise marked with periodic
vertical and horizontal components. Thus, the various pertinent sensory inputs are
in a systematic state of flux during walking. Moreover, findings that visual [54],
somatosensory [116], and vestibular [6] signals exhibit phase-dependent influences
on postural control during walking suggest the interesting possibility that the relia-
bilities of the sensory signals are also continuously changing and possibly in phase
with the different stages of the gait cycle.

A particularly influential group of models of multisensory integration have con-
sidered the problem from the point of view of efficiency. These efforts are often
referred to as the “Bayesian approach”, which was originally applied to visual per-
ception (e.g., [15, 17, 64]). It is acknowledged that neural processes are noisy [38]
and consequently, so are sensory estimates. The goal is then for the brain to come
up with the most reliable estimate, in which case the variance (i.e., noise) of the
final estimate should be reduced as much as possible. If the assumption is made
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that the noise attributable to individual estimates is independent and Gaussian, then
an estimate with the lowest variance is obtained using Maximum Likelihood Esti-
mation (MLE) [35]. MLE models have three general characteristics. First, infor-
mation from two or more sensory modalities is combined using a weighted aver-
age. Second, the corresponding weights are based on the relative reliabilities of the
unisensory cues (i.e., the inverse of their variances); the cue with the lowest uni-
modal variance will be weighted highest when the cues are combined. Third, as a
consequence of integration, the variance of the integrated estimate will be lower
than those observed in either of the individual estimates. There is now mounting
evidence that humans combine information from across the senses in such a “statis-
tically optimal” manner (e.g., [37]). Most of this work has been aimed at modeling
cue integration between the exteroceptive senses such as vision, haptics, and hearing
[2, 4, 12, 35, 36], or within the visuomotor system (e.g., [63, 66]), but very few stud-
ies have considered whether the same predictions apply to multisensory self-motion
perception.

The Bayesian perspective is now just starting to be considered in the field of human
locomotion (e.g., [25]), and self-motion in particular [18, 19, 21, 23, 39, 42]. For
instance, a study by Campos et al. [23] highlights the dynamic nature in which optic
flow and body-based cues are integrated during walking in the real world. The study
shows that the notion of optic flow as an all-inclusive solution to self-motion per-
ception [46] is too simplistic. In fact, when body-based cues (e.g. proprioceptive and
vestibular inputs) are available during natural walking they can dominate over visual
inputs in dynamic spatial tasks that require the integration of information over space
and time (see also [21] for supporting evidence in VR). Other studies have attempted
to look at body-based cues in isolation and investigate how these individual sources
interact with visual information. For instance, a number of studies have considered
the integration of optic flow and vestibular information for different aspects of self-
motion perception (e.g., [19, 39, 40, 51, 61]). Evidence from both humans [18, 39],
see also [69]) and non-human primates [40, 49] shows that visual-vestibular inte-
gration is statistically optimal when making heading judgments. This is reflected by
a reported reduction in variance during combined cue conditions, compared to the
response patterns when either cue is available alone. Interestingly, when the visual
signal lacks stereoscopic information, visual-vestibular integration may no longer be
optimal for many observers [19]. To date, the work on visual-vestibular interactions
has been the most advanced with respect to cue integration during self-motion in the
sense that it has allowed for careful quantitative predictions. Studies on the combina-
tions of other modalities during self-motion perception have also started to provide
qualitative evidence that support the MLE. For instance, Sun et al. [102], looked at
the relative contributions of optic flow information and proprioceptive information to
human performance on relative path length estimation (see also [103]). They found
evidence for a weighted averaging of the two sources, but also that the availability
of proprioceptive information increased the accuracy of relative path length estima-
tion based on visual cues. These results are supported by a VR study [21] which
demonstrated a higher influence of body-based cues (proprioceptive and vestibular)
when estimating walked distances and a higher influence of visual cues during pas-
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sive movement. This VR study further showed that although both proprioceptive
and vestibular cues contributed to travelled distance estimates, a higher weighting
of vestibular inputs were observed. These results were effectively described using a
basic linear weighting model.

6.3.2 Integration of Vestibular and Proprioceptive Information
in Human Locomotion

Consider walking through an environment that is covered in fog or walking in the
pitch dark. While these scenarios render visual information less reliable, evidence
shows that humans are still very competent in various locomotion tasks even in the
complete absence of vision (e.g., [22, 34, 67, 73, 83, 103, 109]). Past research often
reports that when either walking without vision or when passively moved through
space, body-based cues are often sufficient for estimating travelled distance [7, 21,
24, 51, 58, 67, 73, 92, 102, 103] and to some extent self-velocity [7, 22, 58, 92].

A series of studies have also looked specifically at the interactions between the
two main sources of body based cues; the proprioceptive system and the vestibular
system. Studies that have investigated the role of vestibular and/or proprioceptive
information in self-motion perception have done so by systematically isolating or
limiting each cue independently. Typical manipulations include having participants
walk on a treadmill (mainly proprioceptive information), or passively transporting
them through space in a vehicle (mainly vestibular information specifying transla-
tions through space). The logic is that walking in place (WIP) on a treadmill pro-
duces proprioceptive but no vestibular inputs associated with self-motion through
space, while during passive movement (PM), there are vestibular inputs but no rele-
vant proprioceptive information from the legs specifying movement through space.
These conditions can then be compared to normal walking through space (WTS),
which combines the proprioceptive and vestibular inputs of the unisensory WIP and
PM condition. For instance, Mittelstaedt and Mittelstaedt [73] reported that partici-
pants could accurately estimate the length of a travelled path when walking in place
(proprioception), or when being passively transported (vestibular). In their study,
even though both cues appeared sufficient in isolation, when both were available at
the same time (i.e., when walking through space) proprioceptive information was
reported to dominate vestibular information. But what this study could not specify
was by how much it dominates or, more generally, what the relative weights of the
individual cues are.

There is, however, a fundamental problem that makes it very difficult to make
assessments of cue weighting and studying the multisensory nature of self-motion
in general. The problem is that there is a very tight coupling between vestibular and
proprioceptive information during normal walking. The two signals are confounded
in the sense that under normal circumstances there can be no proprioceptive activ-
ity (consistent with walking) without experiencing concurrent vestibular excitation.
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In fact, this strong coupling has lead Frissen et al. [42] to argue for a “mandatory inte-
gration” hypothesis which holds that during walking the brain has adopted a strategy
of always integrating the two signals. It also leads to substantial experimental dif-
ficulty when attempting to obtain independent measures from the individual senses
(see also [24]). Consequently, during the often used, “proprioceptive only” walking
in place condition, vestibular inputs are in fact concurrently present, yet specify a
stationary position. This thus creates a potential sensory conflict when the aim is to
obtain unbiased unisensory estimates. The reverse conflict occurs in the “vestibular
only” PM condition, where the proprioceptive input specifies a stationary position.
Although in this case, it should be noted, that there are numerous instances in which
vestibular excitation is experienced without contingent proprioceptive information
from the legs, including whenever we move our head, or when moving in a vehicle.
In other words, in the case of passive movements, the coupling may not be as tight.

Despite the fact that it is difficult to obtain unisensory proprioceptive and vestibu-
lar estimates, it is possible to create conditions in which the conflict between the
vestibular and proprioceptive cue are much reduced and, moreover, controllable.
This will enable us to determine the relative weighting of the individual cues. One
way is to use a rotating platform in combination with a handlebar that can be moved
independently. An early example of this was a platform used by Pick et al. [79],
which consisted of a small motorized turntable (radius 0.61 m) with a horizontal
handle mounted on a motorized post extending vertically through the center. Using
this setup Bruggeman et al. [14] introduced conflicts between proprioceptive and
vestibular inputs while participants stepped around their earth-vertical body axis.
Participants always stepped at a rate of 10 rotations per minute (rpm) (constituting
the proprioceptive input), but because the platform rotated in the opposite direc-
tion, participants were moved through space at various different rates (constituting
the vestibular input). They found that when the proprioceptive and vestibular inputs
were of different magnitudes, the perceived velocity fell somewhere between the
two presented unisensory velocities, thus suggesting that the brain uses a weighted
average of vestibular and proprioceptive information as predicted by MLE (see also
[5]). However, a limitation of this type of relatively small setup is that it only allows
participants to perform rotations around the body axis. That is, it allows participants
to step in place, which is a very constrained and rather unnatural mode of locomotion
with biomechanics that are different from normal walking.

Such restrictions do not apply to the CTM (Fig. 6.2) which allows for full stride
curvilinear walking. This unique setup also allows us to manipulate vestibular, pro-
prioceptive (and visual) inputs independently during walking. In one of our recent
studies we assessed multisensory integration during self-motion using a spatial updat-
ing paradigm that required participants to walk through space with and without
conflicting proprioceptive and vestibular cues [42]. The main condition was the
multisensory, “walking through space” condition during which both vestibular and
proprioceptive systems indicated self-motion. This condition consisted of both con-
gruent and incongruent trials. In the congruent trials, participants walked behind
the handlebar while the treadmill disk remained stationary. Thus, the vestibular
and proprioceptive inputs conveyed the same movement velocities; in other words,
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the proprioceptive-vestibular gain was 1.0. In the incongruent trials, systematic con-
flicts were introduced between the vestibular and proprioceptive inputs. This was
achieved by having participants walk at one rate, while the disk was moved at a
different rate. Specifically, proprioceptive gains of 0.7 and 1.4 were applied to two
vestibular velocities (25 ◦/s and 40 ◦/s). To achieve a gain of 0.7, the disk moved in
the same direction as the handlebar but at 30 % of its speed. To achieve a gain of
1.4, the disk moved at 40 % of the handlebar speed but in the opposite direction.
We also tested two additional conditions. In the “walking in place” condition, par-
ticipants walked in place on the treadmill but did not move through space. Like in
previous studies, participants were instructed to use the proprioceptive information
from their legs to update their egocentric position as if they were moving through
space at the velocity specified by the CTM. In the “passive movement” condition,
participants stood still while they were passively moved by the CTM. Spatial updat-
ing was measured using a continuous pointing task similar to that introduced by
Campos et al. [22] and Siegle et al. [92], which expanded upon a paradigm originally
developed by Loomis and colleagues [43, 67]. The task requires the participant to
continuously point at a previously viewed target during self-motion in the absence of
vision. A major advantage of this method is that it provides continuous information
about perceived target-relative location and thus about self-velocity during the entire
movement trajectory. The results were consistent with an MLE model in that par-
ticipants updated their position using a weighted combination of the vestibular and
proprioceptive cues, and that performance was less variable when both cues were
available.

Unfortunately the results did not allow us to determine the relative weighting of
the two cues (see [42]). We therefore conducted a new experiment which employed
a standard psychophysical 2-interval forced choice (2-IFC) paradigm (see [45], for
an introduction). Experimental details are provided in the caption of Fig. 6.4. In
each trial participants walked two times and they indicated in which of the two
they had walked faster. In one interval (the standard) participants walked under
various conditions of conflicting vestibular and proprioceptive signals, while in a
second interval (the comparison) they walked through space without cue conflict. By
systematically changing the comparison (i.e., handlebar velocity) we can determine
the point at which the standard and comparison were perceptually equivalent (i.e.,
the point of subject equality, or PSE).

Figure 6.4a shows the mean PSEs as a function of vestibular input. In the con-
ditions with conflicting inputs, the PSEs lie between the two extreme cases (solid
horizontal and diagonal line). Also, the PSEs are not on a straight line, indicating that
the relative weighting depends on the vestibular input. This is illustrated in Fig. 6.4b
where the vestibular weights are plotted for the different conflict conditions. The
proprioceptive input is weighted higher in the two conditions where the vestibu-
lar input was smaller (20 or 30 ◦/s) than the proprioceptive input (40 ◦/s). However,
when the vestibular input was larger (50 ◦/s) than the proprioceptive input, their
respective weights were practically equal. This raises the question of whether, con-
trary to the instruction to judge their walking speed, participants were simply using
their perceived motion through space (i.e., the vestibular input) to perform the task.
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Fig. 6.4 Relative weighting of vestibular information. The relative weighting of the vestibular
and proprioceptive inputs were investigated by fixing the proprioceptive input to a single value
and varying the vestibular input (note that in [42] the proprioceptive inputs were varied). Eight
participants were tested with a 2-IFC paradigm with four standards that all had the same walking
speed but had different vestibular inputs, as explained below. The conflicts we tested differed in size
and in direction. In the first condition there was no conflict and both the vestibular and proprioceptive
inputs were the same (i.e., both at 40 ◦/s). In the second condition, the vestibular input was slower
(20 or 30 ◦/s) than the proprioceptive input, and in the third condition, the vestibular input was
larger (50 ◦/s) than the proprioceptive inputs. To illustrate how this last condition was achieved, the
handlebar was moved at 50 ◦/s to establish the vestibular input. However since this by itself would
also give a proprioceptive input of 50 ◦/s and not the desired 40 ◦/s, the difference was created by
moving the disc at 10 ◦/s in the same direction as the handlebar. a The group means for the PSEs
(and SEMs) for the main experiment (black markers) and the control experiment (grey markers,
see text for details). The dotted diagonal lines illustrate hypothetical vestibular weighting schemes.
b The estimated vestibular weights extracted from the results in panel (a). The horizontal dotted
lines on the top and bottom of the panel represent hypothetical instances in which the perceived
walking speed is entirely determined by the vestibular (top) or proprioceptive input (bottom)

This alternative interpretation is unlikely given the results of a control experiment
in which two new participants were tested in the exact same experiment but with
explicit instructions to judge how fast they were moving through space and to ignore
how fast they were walking. The results are clearly different from those of the main
experiment (Fig. 6.4a, grey markers). The PSEs are now close to the theoretical line
for complete vestibular dominance. However, the PSEs are not exactly on the line
but show an influence of the proprioceptive input, which is what we would expect
under the mandatory integration hypothesis (i.e. even though participants were told
to ignore their speed of proprioception, these proprioceptive cues still influenced
their responses).
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6.3.3 “Vection” from Walking

Under the mandatory integration hypothesis we expect that walking conditions, even
with extreme conflicts between the proprioceptive and vestibular signals, will show
evidence of a weighted averaging. Once again, walking in place creates a particu-
larly interesting condition. Averaging a zero input (vestibular) with a non-zero input
(proprioceptive) necessarily leads to a non-zero estimate. We therefore expect par-
ticipants in this condition to experience illusory self-motion in the absence of actual
movement through space (i.e., non-visual “vection”). There is indeed evidence that
walking in place elicits nystagmus [9], and pseudo-coriolis effects [10], and self-
motion aftereffects [8].

In one experiment we created five extreme sensory conflict conditions. The par-
ticipants were moved through space at −10, −5, 0, 5, or 10 ◦/s while walking at a
fixed speed of 40 ◦/s. Negative values indicate that the participant moved backwards
through space. Thus, in two conditions the inputs were of the same sign (i.e., physi-
cal movement was in the same direction), but widely different in magnitude. In two
other conditions, the sign was the opposite in direction such that participants stepped
forward while being moved backwards through space. In the last condition they were
walking in place. We used the same pointing task as in Frissen et al. [42] to measure
perceived self-motion.

Figure 6.5a shows the perceived self-motion. An estimate of the proprioceptive
weight was obtained from fitting the MLE model to the group means and was 0.07
with a corresponding vestibular weight of 0.93. The fit is, however, rather poor and,
except for the−5 ◦/s condition, none of the pointing rates were significantly different
from the test velocity, suggesting that participants used the vestibular input only.
However, all participants at some point did experience illusory motion through space
in the walking in place condition. Moreover, participants also confused the direction
of motion on at least several trials. For instance, backward motion at 10 ◦/s was
perceived as forward movement on 30 % of the trials. Therefore, simply averaging the
signed mean pointing rate would give an incorrect impression of actually perceived
motion. If we categorize the data according to whether the motion was perceived as
backward or forward, this results in the two curves shown in Fig. 6.5b. For about 58 %
of the trials this motion was perceived as forward (at ∼7 ◦/s) and for about 42 % of
the trials as backward (at ∼6 ◦/s). Thus, walking in place clearly induces an illusion
of self-motion. Interestingly, these new trends can still be described by a simple
weighted averaging. The difference is that only the magnitudes of the inputs are
used irrespective of direction. Thus, the magnitude of the trends in Fig. 6.5b are well
described by, Ŝ =∑

i
wi |Si |where Ŝ is the multisensory estimate, |Si | the magnitude

of the individual inputs, and wi their relative weights. Estimates of the proprioceptive
weights were obtained from fitting the adapted model to the group means. They
were 0.12 and 0.07, for the motion that was perceived as forward and backward,
respectively, which makes the corresponding vestibular weights 0.88 and 0.93.

What is most surprising about these results is that the odds of perceiving for-
ward motion as opposed to backward motion were close to 1:1. This surprise comes
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Fig. 6.5 Self-motion perception during walking with extreme conflicts between proprioceptive and
vestibular signals. a The perceived self-motion for eleven participants after averaging across the six
replications of each condition. The solid black line represents the fit of the MLE model to the group
means. The asterisk indicates a significant difference between test velocity and mean pointing rate.
b Data categorized according to whether motion was perceived as backward (open black circles)
or forward (filled black circles). The sizes of the circles reflect the relative proportion of trials that
contributed to the represented mean value. Clearly there were a substantial number of cases in which
direction was confused. Pointing rates were virtual mirror images for the forward and backward
perceived trials. To illustrate this, the grey circles show the backward perceived motion but with
the sign inversed. The solid lines represent fits of the adapted MLE model to the group means. The
annotations show the estimates for the proprioceptive weights that correspond to the fitted model

from the fact that the proprioceptive input is directionally unambiguous. Two subse-
quent experiments, in which we manipulated either the walking speed or the walking
direction, clearly showed that there is an effect of the proprioceptive input on the
distribution of the number of trials that are perceived as forward or backward motion.
For instance, the proportion of trials perceived as forward was, as before, close to
50 % when mechanically walking forward in place, but dropped to around 25 % when
mechanically walking backwards. In other words, stepping backwards also made the
participant feel like they were moving backwards most of the time, but not always.
The contribution of the proprioceptive input to the perceived direction is therefore
only partial. It remains an open question as to what all of the determining factors are
for perceived direction.

6.3.4 Potential Implications for CyberWalk

Taken together, these studies reveal the clear importance of vestibular inputs for self-
motion perception during walking. The vestibular sense registers primarily acceler-
ations and will gradually stop responding once a constant speed has been reached.
However, this cessation of sensory stimulation does not mean that there is lack of
motion information. After all, if no change in velocity occurs, this would indicate that
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self-motion had not ceased [92]. Nevertheless, the most salient moments are during
the acceleration phase (i.e., start walking) and deceleration phase (stop walking).
When simulating normal walking on a treadmill, it is therefore important to retain
these inertial cues as accurately as possible. The CyberWalk effectively achieves
this. Specifically, when the user starts to walk from a standstill, he/she initially walks
on a stationary surface and accelerates through space as they would during normal,
overground walking. Only once the user starts to reach a constant walking speed
will the treadmill start to move. Gradually, the treadmill brings the user back to the
center of the platform (ideally sub-threshold), by moving them backwards through
space while they continue to walk. Similarly, when the user stops walking or changes
walking direction, the treadmill only responds gradually, allowing the normal inertial
input to the vestibular system to occur. For this scheme to work, the walking surface
has to be large enough to accommodate several steps without large changes in tread-
mill speed. In preliminary studies this system has been shown to work very well for
controlling treadmill speed on a large linear treadmill [94]. Through these studies,
we determined that the minimum size of the walking surface needed to accommodate
this control scheme is 6 × 6 m. However, financial and mechanical considerations
limited the eventual size of the CyberWalk to 4 × 4 m.

6.4 Large Scale Navigation

One field in which the CyberWalk is expected to have a large impact is human naviga-
tion. Navigation requires estimates of perceived direction and position while moving
through our environments. In order to achieve this we can use external devices such
as maps, street signs, compasses or GPS systems, or we can use our internal repre-
sentations of space that come from multiple cognitive and sensory sources. Much
of what we know about human spatial navigation has come from studies involv-
ing spaces of relatively small scale (i.e. room size or smaller), while comparatively
fewer human studies have considered large-scale navigation. In one recent extensive
real world study by our group, we evaluated the extent to which humans are able to
maintain a straight course through a large-scale environment consisting of unknown
terrain without reliable directional references [93]. The scenarios were those in which
observers were transported to the Tunisian Sahara desert or to the Bienwald forest
in western Germany and were asked to walk in a completely straight trajectory. The
area used for the forest experiment was selected because it was large enough to walk
in a constant direction for several hours and has minimal changes in elevation. The
thick tree cover also made it impossible to locate distant landmarks to aid direction
estimation.

According to a belief often referred to in popular culture, humans tend to walk in
circles in the types of desert or forest scenarios described above, yet there had been
no previous empirical evidence to support this. The Souman et al. [93] study showed
that people do indeed walk in circles while trying to maintain a straight course,
but only when traversing in the absence of reliable external directional references.
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This was particularly true when participants walked in a dense forest on a cloudy
day, with the sun hidden behind the clouds. Most participants also repeatedly crossed
their own path without any awareness of having done so. However, under conditions
in which directional references such as landmarks or the solar azimuth were present,
people were actually able to maintain a fairly straight path, even in an environment
riddled with obstacles, such as a forest. A popular explanation for walking in circles
is based on the assumption that people tend to be asymmetrical with respect to, for
instance, leg length or leg strength. If this were true, it would be hypothesized that a
particular individual would always turn in the same direction. However, this was not
the case. In fact, inconsistency in turning and veering direction was very common
across participants. Moreover, measured leg strength differences could not explain
the turning behavior, nor could leg length.

Interestingly, the recorded walking trajectories show exactly the kind of behavior
that would be expected if the subjective sense of straight ahead were to follow
a correlated random walk. With each step, a random error is added to the subjective
straight ahead, causing it to drift away from the true straight ahead. As long as the
deviation stays close to zero, people walk in randomly meandering paths. When the
deviation becomes large, it results in walking in circles. This implies that circles
are not necessarily an indication of a systematic bias in the walking direction but
can be caused by random fluctuations in the subjective straight ahead resulting from
accumulating noise in the sensorimotor system, in particular the vestibular and/or
motor system.

Another possible contribution to deviating from a straight path, not considered
in Souman et al. [93] study is the instantaneous orientation of the head with respect
to the trunk. It has been shown that eccentric eye orientation (e.g., [82]) and head
orientations tend to be related to the direction of veer from a straight course. The most
common finding is that people veer in the direction of eye/head orientation [113].
For instance, in a series of driving experiments, Readinger et al. [82] consistently
found that deviations in a driver’s gaze can lead to significant deviations from a
straight course. Specifically, steering was biased in the direction of fixation. They
tested a large range of eye positions, between −45 ◦ and +45 ◦. Interestingly, the
largest effect was obtained with an eccentric eye position of as little as 10 ◦ and
leveled off beyond that. Thus, even a small deviation of 5 ◦ created a significant bias.
A very similar bias has been found during visually guided walking [28, 111]. Jahn
et al. [59] asked participants to walk straight towards a previously seen target placed
10 m away while they were blindfolded. Their results demonstrated, contrary to all
previous work, that with the head rotated to the left, participants’ path deviated to the
right, and vice versa. The effect of eye position showed the same pattern, but was not
significant. The authors interpreted this as a compensation strategy for an apparent
deviation in the direction of gaze due to the lack of the appropriate visual feedback.

Intrigued by the counterintuitive results of Jahn et al. [59] study we conducted
a very similar experiment in an attempt to replicate these results. The results (see
Fig. 6.6. and caption for details) suggest a bias in the direction of veering in the same
direction as the head turn. The bias was asymmetric in that it was larger when the
head was turned to the left than when the head was turned to the right. There was
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Fig. 6.6 The effect of head and eye orientation on veering. Thirteen participants walked in a large,
fully tracked lab with different combinations of eye and head orientations. Each combination was
tested 5 times for a total of 3 (Head: Left, Straight, Right) × 3 (Eyes, Left, Straight, Right) × 5
(repetitions) = 45 randomized trials. The head orientation was blocked and randomized across
participants and within each block of head orientation, eye position was pseudo-randomized. For
each trial the participant viewed the target straight ahead of them until they had a good mental
image of its position and then walked to the target under the specified conditions of eye and head
orientation. Except for when looking at the target, the participant was always blindfolded when
walking. For safety an experimenter was always in the room with the participant and provided
specific instructions prior to each trial. The participant’s position was recorded using a Vicon
tracking system. To specify eye position, a pair of safety goggles were customized with three red
LEDs that were positioned on the outer surface such that looking at them would create an angular
position of the eyes of approximately 45◦ to the left or to the right, or straight ahead, relative to the
head. To control head orientation, on the other hand, no explicit reference was provided, but rather
participants were instructed to turn their heads as far as possible (to the left or right) without causing
any discomfort, and to hold their head there for the duration of a trial. Compliance was checked by
the experimenter. To prevent any view of the environment, an opaque black veil was donned after
orienting the eyes and head. However, the head’s angle relative to the trunk was somewhat variable
across trials and participants. The participant wore a wireless headset playing noise to mask any
auditory feedback

also an apparent interaction between the head and eye orientation such that the bias
tended to diminish when the eyes were turned away from straight ahead and was
stronger when the head and the eyes were oriented in opposite directions. Statistical
analyses, however, showed marginally significant effects of head orientation and its
interaction with eye position. Whereas these results are qualitatively consistent with
those of Cutting et al. [28] and Readinger et al. [82], they are opposed to those of Jahn
et al. [59]. In fact, when we compare the average values, our and Jahn et al.’s results,
are highly negatively correlated (r = −0.84). We can speculate that spontaneous
head turns would have contributed to the effect of veering from a straight trajectory
observed by [93], especially in the desert and forest experiments where participants
were free to look around as they pleased.
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6.4.1 Potential Implications for CyberWalk

The above-described large scale navigational studies demonstrate the need for a
platform like the CyberWalk, more than to offer constraints on its design. Specifically,
they demonstrate the real need for a laboratory setup that allows a walker to go
in circles or to walk along meandering paths. Nevertheless, they show that more
controlled environments are essential in studying human navigation. For instance, the
forest experiment revealed that one apparently major factor in being able to stay on a
straight trajectory was whether the sky was overcast or not. The CyberWalk achieves
environmental control through the use of VR technologies which allow us to create
large scale visual environments with high fidelity and control over environmental
factors that are normally beyond control, such as the presence and position of the sun.

6.5 Putting it All Together: The CyberWalk Platform

The CyberWalk treadmill (Fig. 6.7) consists of 25 segmented belts each 5 m long
and 0.5 m wide, which are mounted on two large chains in the shape of a torus.
The entire setup is embedded in a raised floor. The belts constitute one direction of
motion, while the chains form the perpendicular direction. The chains are capable
of speeds up to 2 m/s, while the belts can run at 3 m/s. The chains are driven by four
powerful motors placed at the corners of the platform and each belt segment has
its own smaller motor. The drives are controlled such that they provide a constant
speed independent of belt load. The walking surface is large enough to accommodate
several steps without large changes in treadmill speed. This size allows for changes
in treadmill speed which are low enough to maintain postural stability of the user,
but makes it unavoidable that these accelerations will sometimes be noticeable to
the user. To what extent this affects self-motion perception needs to be determined
more closely, although Souman et al. [95] found that walking behavior and spatial
updating on the CyberWalk treadmill approached that of overground walking.

The high-level control system determines how the treadmill responds to changes
in walking speed and direction of the user in such a way that it allows the user
to execute natural walking movements in any direction. It tries to keep the user
as close to the center of the platform as possible, while at the same time taking
into account perceptual thresholds for sensed acceleration and speed of the moving
surface. The control law has been designed at the acceleration level to take into
account the limitations of both the platform and the human user, while ensuring a
smoothly changing velocity input to the platform (see [29]). The treadmill velocity
is controlled using the head position of the user. The control scheme includes a
dead-zone in the center of the treadmill where changes in the position of the user are
not used when the user is standing still. This makes it much more comfortable for
users to look around in the VE while standing still [95]. Users wear a safety harness
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connected to the ceiling to prevent them from falling and reaching the edge of the
platform with their feet.

The setup is installed in a large hall (12× 12 m walking area). The hall is equipped
with a 16 camera Vicon MX13 optical tracking system (Vicon, Oxford, United
Kingdom) that is used to track the position and orientation of the participant’s head.
To this end, participants wear a helmet with reflective markers. The tracking data are
used to update the visualization presented through a head-mounted display (HMD)
and to control the treadmill velocity. Presently the HMD used is an eMagin Z800
3DVisor (eMagin, Bellevue, USA) custom built into goggles, which prevents the
participant from seeing anything else but the image on the displays. One advantage
of this HMD is that it is lighter (<227 g) and less obtrusive than most other HMD
systems, but also has a reduced field-of-view. If required, user responses can be col-
lected via a wireless gamepad. When not in use, the treadmill can be covered with
wooden boards with a thick rubber coating, creating one continuous, fully tracked
walking area.

The omnidirectional capabilities of the platform form its largest contribution to the
scientific study of human walking biomechanics. By definition, locomotion serves
to transport us from one place to another. However, one of the major constraints on
research has been space. For a typical research facility it is extremely expensive to
maintain, and difficult to justify, a large instrumented, but otherwise empty room.
Most locomotion laboratories are therefore rather small, especially in comparison
to the scale of real walking. There is of course a relatively simple solution to the
space limitation, and that is to put the participant on a treadmill so that she/he can
walk forever. However, virtually all of these treadmills are relatively small and linear.
Thus, the space limitation is only resolved for one dimension. In short, none of these
restricted spaces enable truly normal walking behaviors like negotiating corners and
walking along nonlinear trajectories. However, none of these spatial limitations apply
to the CyberWalk platform. This then opens up a large range of possibilities for human
locomotion research. One straightforward opportunity is the possibility of replicating
the outdoor natural walking experiments described above (see Sect. 6.2.1). An issue
with the natural walking study was the fact that turn angle and turn radius did not
change independently from each other, another was the need for the 9 kilo backpack
to hold all of the recording equipment. By utilizing a carefully designed virtual
environment it becomes possible to control turn angles and radii. The backpack is
no longer necessary since most of the measurements can be made directly through
the optical tracking system, while other measurements (i.e., from the IMU) can be
implemented such that there is no additional load on the walker. Such a study would
effectively be an ideal marriage of the outdoor experiment [97] and the laboratory
study on head-trunk interactions [98].

More generally, the platform’s optical tracking system is capable of full body
tracking which has enormous potential for extending studies of biomechanics and
dynamics (e.g., [30]) during real, unconstrained walking. Understanding uncon-
strained walking is not only of scientific value but can also advance computer vision
technologies for tracking and recognizing human locomotion behavior (e.g., [1]). The
platform’s tracking capability can be extended to support gaze tracking by including
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Fig. 6.7 The CyberWalk platform

a portable eye tracking device, which is of great value to the study of the coordination
of the eye, head, and trunk while making turns [52, 53, 57, 81, 98]. Space has also
been a major limitation to earlier research using tracking technologies. Thus, walkers
have typically been tracked while walking short distances, making predefined turns
(e.g., [27, 57, 81]), or walking in repetitive artificial patterns like circles [47], figure
eights [52] or cloverleaf patterns (e.g., [53]). Sreenivasa et al. [98] had participants
walk along trajectories that consisted of turns of various angles (between 45◦ and
135◦, and 180◦ turns) interspersed with straight sections, in an attempt to simulate
more closely the series of turns that occur in natural day-to-day walking. With the
help of VE technologies it is also possible to strictly control the amount of visual
information provided about upcoming turns. The effects of head/eye orientation on
veering have only been studied when having participants walk for several meters.
However, as the large scale navigation studies suggest, more complete evaluations are
possible when assessing the effects of head/eye orientation on veering during walking
trajectories that occur over longer periods of time, or across longer distances.

The CyberWalk platform also opens up a particularly large potential for human
navigation research. For instance, recall the desert/forest experiments described in
Sect. 6.4, for which it was necessary to travel to the Sahara desert. Without going
through this level of effort and expense, conducting such experiments would be
extremely difficult to test in the real world because of the need for a completely
sparse environment through which an individual can walk for hours. However, such
large scale experiments are now possible in the lab. VEs allow us to manipulate par-
ticular characteristics of the simulated world (e.g., position of the sun, or time of day)
as a way of evaluating the exact causes of any observed veering behaviors, while still
allowing for limitless walking capabilities in any direction. Other questions are now
possible to address as well. Although, thanks to visual VE development programs,
these large scale environments are relatively easy to create and manipulate, the plat-
form is the first to enable truly unconstrained exploration of these environments. It
thereby also creates much more ecologically valid, multisensory circumstances for
studying questions about spatial cognition. The platform also creates unique oppor-
tunities for studying behavior in unfamiliar environments (e.g., [55]).
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In conclusion, being able to physically walk through large VEs in an unrestricted
manner opens up opportunities that go beyond the study of gait biomechanics, cog-
nition, and spatial navigation in naturalistic environments [16, 105]. It also provides
new possibilities for rehabilitation training [44], for edutainment (gaming, virtual
museums), design (architecture, industrial prototyping) and various other applica-
tions. In summary, the CyberWalk treadmill has brought us a significant step forward
towards natural walking in large VEs.
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Chapter 7
Displays and Interaction for Virtual Travel

Anthony Steed and Doug A. Bowman

Abstract Virtual travel can be accomplished in many ways. In this chapter we review
displays and interaction devices that can be utilized for virtual travel techniques. The
types of display range from desktop to fully immersive and the types of interaction
devices range from hand-held devices through to motion tracking systems. We give
examples of different classes of device that are commonly used, as well as some
more novel devices. We then give a general overview of travel tasks and explain how
they can be realized through interaction devices.

7.1 Introduction

Being able to move the viewpoint in a virtual environment (VE) is a critical facility:
small movements allow the user to get new perceptual cues to understand 3D space;
larger movements allow the user to access different parts of the VE so that the user
can experience them at a closer range, or access them if they were previously not
accessible. Thus, when we consider VE systems, we can identify that travel has a
range of purposes, which might require a range of different devices and interaction
techniques. If one were building a training operator for a user of a control console,
the user might be seated, and would only need to move her head to see different
parts of the console, or look in different directions. If one were building a training
simulator for fire evacuation, it would be important to be able to simulate movement
through the large-scale environment.
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In what has been called the “virtual reality model” of interaction [30, Chap. 20] or
the highest level of “interaction fidelity” [20], the user would just carry out actions
in the VE in the same manner as she would in the real world. The system would track
the body of the user and recreate virtual images, sounds and other cues that mimicked
cues and sensations that the user would get from the analogous real situation. The user
would see the VE from a first-person point of view and would be able to effect natural
interactions with her body. If the user wanted to pick up an object, she could reach
out her hand and grasp the object and lift it. More importantly for this book, if she
wanted to pick up an object that was out of reach, she could walk over and pick it up.

Of course, the virtual reality model is an ideal because the hardware and software
we use can’t simulate cues anywhere near as rich as the real world. Even if the
participant isn’t walking or moving, our technologies for simulating tactile and force
cues are very limited in that they can provide a few points of contact or small area
of stimulation, whereas the task could involve the whole body of the user. If the
user walks or otherwise moves, then there is a much more pressing problem: virtual
reality devices only allow actual movement within a small area. This is for various
reasons: the displays might be static (e.g., small room), tethered (e.g., a wired head-
mounted display) or otherwise limited through infrastructure (e.g., a tracking system
that only functions within a bounded region). We will discuss such technologies
in greater detail later in the chapter, but there is a more pertinent question: how
can we simulate real walking, giving the impression of unconstrained motion, when
physical motion is actually limited? What devices can give the impression of walking
on different surface types, over long distances or on different inclines?

There are two fundamental problems: walking is implicitly a task that involves
very complex simulation of the walking surface, and walking involves inducing
momentum into the moving object: the walker’s body. The first requirement might
only be solved by what Sutherland called the ultimate display [33]. In his seminal
paper he described that in this display the existence of matter would be controlled
and that a speeding bullet could potentially be fatal. Thus the ultimate walking
display would be a display that could simulate any surface by creating that surface.
However even the ultimate display doesn’t directly solve the second problem: creating
momentum in an object. Researchers are only just starting to solve the problem of
configurable surfaces (e.g., see Chaps. 9 & 17 in this volume), and the problem of
momentum is recognized and some attempts have been made to simulate it by pushing
on the body (e.g., see Chap. 6 in this volume).

Reproducing natural walking is thus one of the toughest challenges in human–
computer interaction. We can try to imitate real walking, but we will be limited in
the range we can support, or the naturalness of the interaction. The alternative is
to provide interaction techniques that produce movement, or travel, through the VE
using other metaphors and devices.

In this chapter we outline the broad range of displays and devices that are used for
travel techniques in VEs. Other parts of the book focus on reproduction of natural
walking through sophisticated devices. We will place these in context of supporting
the general task in a broad range of VE systems.

http://dx.doi.org/10.1007/978-1-4419-8432-6_9
http://dx.doi.org/10.1007/978-1-4419-8432-6_17
http://dx.doi.org/10.1007/978-1-4419-8432-6_6
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Section 7.2 will cover display systems for VEs.
Section 7.3 will cover tracking and interaction devices.
Section 7.4 will describe the range of travel metaphors that are commonly used.

7.2 Display Systems

Display systems for VEs come in many sizes, form factors and capabilities. We
distinguish a few types of display:

• Desktop displays
• Wall-sized displays
• Surround-screen displays
• Head-mounted displays
• Mobile augmented reality displays
• Hybrid situated displays

By a desktop display we mean a display such as a humble monitor or TV of the
type that is found in most offices or homes. It may show a VE, or other media, but it
does not cover a large proportion of the user’s vision compared to other displays. The
display might use stereo and/or head tracking, but the display doesn’t surround the
user, so it can only provide a small window into the VE. Obviously one can represent
self-motion on such a display. Indeed, many modern video games focus on travel
and exploration around a VE, but many of the perceptual cues received are unlike
the ones received from actual self-motion. For example, the cues do not extend into
peripheral vision.

Once a display becomes very large, such as a single wall of a room (Fig. 7.1),
then it covers much more of the user’s vision. One characteristic of such a display
is that nearby items such as other humans can be depicted “life-size” (with realistic
scale) and thus the representation of self-motion can exploit the fact that the user
will be able to judge heights more accurately, since he can have an eye-level that can
corresponds to his actual height. The displays might be flat (e.g., an actual room wall)
or they might be large curved screens. A key characteristic is that the display system
is not fully surrounding, so it is possible for the user to turn away from it. Thus any
walking interface using such a display would normally require some facility to turn
the viewpoint.

At this scale, it is much more common to provide stereoscopic viewing of the
display. There are several technologies for this such as shutter glasses, polarising
glasses, or color filters. Each works by presenting separate images to the left and
right eyes. Most displays of this type support only a single user with head-tracked
stereo, but multiple users can be supported [1]. The current state of the art is the
C1X6 (Fig. 7.2), a prototype display that supports six users, each with a stereo view
from her own viewpoint [15].

The next type of display is a surround-screen display (SSD), of which the most
common type comprises multiple large flat display surfaces. These displays are often
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Fig. 7.1 An example of a wall-sized display. The EVEREST display is 30 ft long by 8 ft tall and
displays 35 million pixels. Image courtesy of the National Center for Computational Sciences, Oak
Ridge National Laboratory

Fig. 7.2 The C1X6 supports six users, each seeing a first person stereo view [15]. Courtesy of
Virtual Reality Systems Group, Bauhaus-Universität Weimar, Germany
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Fig. 7.3 Left UCL’s four-walled CAVE™-like display. Right looking down into the virtual pit

referred to as CAVE™-like displays (Fig. 7.3, left), named after the original presen-
tation of such a display [6], and the current trademarked commercial version from
Mechdyne Corporation. Again it is hard to draw a line between large wall displays
and SSDs as the most common type of SSD is a CAVE™-like display with four
sides (front, left, right, and floor). Such displays do not completely surround the
user, but when standing in the center of such a system and facing forward, the user’s
vision is almost completely filled with the rendered display of the VE. Importantly,
in the most common four-screen configuration the user has peripheral vision of the
VE to his left and right, and also down. Thus the visual cues for motion are more
powerful. The “virtual pit” scene that is often used as a demonstration of the effec-
tiveness of virtual reality [38] is especially powerful in a CAVE™-like display with
a floor because the drop is shown near the feet of the user (Fig. 7.3, right).

Six-sided CAVE™-like systems (Fig. 7.4) do exist, though there are only a handful
in the world. The engineering of a fully surrounding system of this type is complex
because the floor must be a back-projection screen while being safe for groups of
users to stand upon.

Many variations of SSDs exist in all sorts of display configuration. Domed displays
are common in certain forms of entertainment (e.g., planetariums), though these are
typically used for audiences in the dozens rather than individuals. More exotic dis-
plays include the Allosphere (Fig. 7.5) at the University of California, Santa Barbara,
a spherical display that supports moderately sized groups [12], and the Cybersphere
(Fig. 7.6) [9], a spherical display that supports one person and also acts as a treadmill.

Head-mounted displays (HMDs) are the type of display that is most commonly
associated with the phrase “virtual reality.” While the basic technology has been
available for over thirty years, recently there has been a resurgence in interest and
new displays have come to the market. The advantage of HMDs is that they can create
the impression that the VE fully surrounds the user: as he turns his head the visual
and audio displays can be updated to reflect that motion. This requires some form of
head tracking, whether built into the HMD or attached to it. There are many varieties
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Fig. 7.4 HyPi-6 display at the Fraunhofer IAO, Stuttgart, Germany. Courtesy of Oliver Stefani

Fig. 7.5 Director JoAnn Kuchera-Morin on the bridge of the AlloSphere, photo taken from above
the instrument. Photography by Paul Wellman. Courtesy of University of California, Santa Barbara



7 Displays and Interaction for Virtual Travel 153

Fig. 7.6 Cybersphere. Courtesy of Professor Vinesh Raja, Director of Informatics and Virtual
Reality, International Digital Lab, WMG, University of Warwick

Fig. 7.7 Left Sony HMZ-T1. Right nVis SX111. Courtesy NVIS Inc

of HMD: not all provide separate images for the left and right eyes; they vary in
resolution; and, most importantly, they vary in field of view (FOV). There are many
older HMDs with very low resolutions and FOVs, but a modern HMD is the Sony
HMZ-T1 (Fig. 7.7, left) released in late 2011, which used OLED panels, had twin
screens at 1280× 720 color pixels and a field of view of 45◦. At the more specialist
end of the market, the nVis SX111 (Fig. 7.7, right) has LCOS panels, 1280 × 1024
color pixels per eye, and a field of view of 111◦.
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A useful feature of HMDs is that since they are mounted on the user, the user can
walk about. Thus a HMD can be placed in a relatively large space given a tracker that
can track the user over that space. In practice this is limited by cabling, but wireless
HMDs are now available.

Augmented reality (AR) displays are used to present virtual elements within
a view of a real environment. That is, the VE is seen as an augmentation of or
intervention into the real environment and both are to be understood by the user as
a single consistent environment. We will focus on two sub-types: mobile augmented
reality and hybrid situated displays. The key features in both are that the user walks
about the “display” (where the real world is considered to be part of the display),
and the display is typically larger than that provided by other technologies we have
discussed. In particular, these two types of technology allow walking around much
larger spaces.

Mobile augmented reality (Fig. 7.8) typically uses a see-through HMD or a hand-
held display, which allows the user to see the real world with graphics overlaid on it.
Early demonstrations of these systems included annotations that appeared fixed in
place as the user walked [8]. In contrast, the mixed-reality project was an example of
a project that attempted to create the impression that the physical environment had
been extended with new buildings [36].

A hybrid situated display consists of a physical environment with a variety of situ-
ated displays within it. A good example is the Infantry Immersion Trainer (Fig. 7.9),
a military training facility where soldiers walk around a warehouse space that has
been converted into a physical mock-up of a Southwest Asian town [25]. Within
this space, for example in mock house interiors, are large screen displays that show
life-sized characters that the soldier must react to. The facility thus acts as a type of
advanced shooting range. For our purposes the key feature is that the display, being
the combination of physical props and VEs, comprises a fully immersive environ-
ment around which the participant walks. Theme park experiences are often of this
nature as well.

Some observations on the affordances of these display types for walking in VEs
are presented in Table 7.1.

7.3 Interaction Devices

In supporting walking interfaces, we can identify two important tasks:

1. Orientation of the viewpoint in the VE
2. Movement of the viewpoint in the VE

With real walking both are specified by the muscles and state of the body includ-
ing legs, spine bend, neck orientation and eye rotation. As users move, each of
these changes constantly in a complex manner, but we note that orientation of the
viewpoints (i.e., the eyes) can be controlled separately from the gross direction of
movement. We also note that while walking the eyes are in constant motion, not
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Fig. 7.8 A later version of the touring machine system. Courtesy of Steve Feiner, Columbia
University

just in the direction of travel, but up and down. All of these, and many other subtle
effects, need to be recreated in VEs if a purely natural walking interface is desired.

In the virtual reality model discussed previously, the concept is that the system
tracks the body and recreates the perceptual cues in a structure that is analogous to
the real world. In practice this means that the system tracks the head of the user and
uses this to orient a pair of virtual cameras, one for the left eye and one for the right
eye. It would be ideal to track the eyes as well, both direction and focus, and then
adapt to that, but that is beyond the current state of the art.

Since it is not possible to track the user in an unlimited area, interaction devices
must be used to provide control input to effect the two tasks we identified above.
While we will discuss the actual interaction tasks in the next section, it is worth
pointing out the degrees of freedom that are required. The task of placing a camera
in the world involves six degrees of freedom (DoF): three for orientation and three
for translation. For two eyes, two cameras are required, but typically these are rigidly
attached to the head, so a single six-DoF position/orientation needs to be calculated.
In one extreme, say the desktop display type from Table 7.1, nothing about the user’s



156 A. Steed and D. A. Bowman

Fig. 7.9 Marines from 3rd Battalion, 1st Marines, confront avatars, or virtual humans, while clear-
ing a room at the Office of Naval Research Infantry Immersion Trainer. U.S. Navy photo by John
F. Williams from WikiMedia Commons

Table 7.1 Comparison of display technologies

Type Viewing type User own motion Notes

Desktop Through the
window/Low FOV

None (typically) or
very limited
(<1 m)

Usually no head
tracking, user
typically seated

Wall-sized Through the
window/Medium
FOV

None through to
limited (<3 m)

Commonly a single
person can be
tracked. For a group,
no tracking used

Surround-screen
displays

Partially–fully
surrounding/High
FOV

Limited (<3 m) to
moderately large
(∼10 m)

Commonly a single
person can be
tracked. For a group,
no tracking used

Head-mounted
displays

Fully surrounding/
low-high FOV

None through to
wide area

Single user only

Mobile augmented
reality

Fully surrounding/
FOV of virtual
world limits

None through to
wide area

Tracking quality and
thus registration vary
enormously

Hybrid situated
displays

Fully surrounding/
FOV not applicable

None through to
wide area

Tracking might be
localized to certain
areas of the display



7 Displays and Interaction for Virtual Travel 157

actual head position is known, so the system must provide a metaphor for controlling
the viewpoint using devices such as joysticks, mice, keyboards, etc. At the other
extreme, such as mixed-reality displays, because the user can move through the full
extent of the VE, head tracking is sufficient to give us the relevant viewpoint. In
between there might be a hybrid: tracking the head over its limited range of motion,
and providing a separate control mechanism for movement over longer distance.

We can thus identify several types of interaction device that might be used:

• Pose & movement sensors
• Position trackers
• Hand-operated devices
• Hybrid devices

As with the display types identified in the previous section, the distinctions
between these types are quite subtle. Furthermore, any one device might incorpo-
rate elements of two or more of these types (e.g., a handheld device that contains a
joystick and a position tracker). We also note that there are hundreds, perhaps thou-
sands, of devices that are available for interaction in VEs. We’ll thus pick some key
examples that are either historically important or are very widely available and thus
commonly used.

We start with pose & movement sensors (also called inertial sensors) because they
are commonly available and cheap. This type of sensor is usually an integrated unit
that can sense orientation and some types of movement: three DoF for an accelerom-
eter that detects linear acceleration (including gravity, which can be used to estimate
pitch and roll orientation), three DoF for a gyroscope that measures changes in rota-
tion, and three DoF for a compass that can give an absolute heading. In 2012 a
modern smartphone would typically include all of these sensors and a GPS unit to
give ∼5–10 m accurate global position information. This data is not itself sufficient
to generate, for example, a precisely registered augmented reality (Fig. 7.10), as the
sensors are not very high quality and do not give precise readings that are registered
in local coordinates. It is not generally possible to build a local position tracking
system from an accelerometer because the sensors drift over time. In addition the

Fig. 7.10 Left acrossair browser, acrossair, showing museums south from University College
London. Right Star Walk, Vito Technology, Inc
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Fig. 7.11 The eMagin z800 helmet contains a three axis rotation sensor

accelerometers cannot tell the system the height above the ground or distance from
any local feature without other calibration. Calibrating against GPS fixes is prob-
lematic because those fixes are inaccurate and the civilian implementations include
a moving offset by design. Thus currently, outside of the lab, mobile augmented
reality is limited to display modes that use gross position referencing, such as labels
over whole buildings, rather than being able to accurate align an object to some-
thing the size of a window or door. Researchers that are prepared to integrate more
equipment than can be found on current smartphones can build systems that maintain
good registration, but the vision of being able to walk around and see an augmented
real environment where the augmentations are seamlessly integrated is still a few
years off.

The other common use for pose & movement sensors is for head-mounted displays
and handheld devices. Some consumer HMDs include a two-DoF or three-DoF rota-
tion tracker so that the user can rotate her head to directly control the orientation
of the viewpoint (Fig. 7.11). These sensors do not track linear acceleration, so they
cannot provide motion parallax, thus in the lab these sensors are usually integrated
with a position tracking technology as well. Recent game controller devices such as
the Nintendo Wii Remote and Sony Move controllers integrate accelerometers and
gyroscopes. Again, these two controller technologies can only tell the console about
local rotation of the device. This is insufficient to do position tracking of the tech-
nology, so it can’t, on its own, support pointing at the screen. Both provide separate
position tracking for this.

The basic component sensors thus form an important part of more sophisticated
trackers. For example, the InterSense IS900, which is a current state of the art position
tracker that is commonly used in virtual reality laboratories, includes an accelerom-
eter as a component. Accelerometers in combination can create more sophisticated
models of moving objects. The XSens system is a motion capture technology where
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the user wears several accelerometers. From the relative acceleration of the limbs a
model of the skeleton of the user can be built. However, over time, the position of
the user will drift if only the accelerometers are used to calculate his location.

Although we have already seen some crossover, we distinguish position trackers
from the sensors already discussed because they return an absolute 3D position in
a fixed coordinate system. That is, if the tracked device is moved and returned to
the same position, the tracker reports the same position up to its own tolerance for
precision and accuracy. This is unlike an accelerometer that will drift over time.
Position trackers are a well-studied component of augmented reality and virtual
reality. The technology changes relatively slowly, so previous surveys [21, 41, 44]
give good overviews that are still very relevant. We thus detail the most common
technologies in use and highlight their strengths and weaknesses.

For small spaces, the stalwart of the field has been the magnetic tracking tech-
nologies epitomized by the Polhemus Fasttrak. This can return six DoF of a sensor
that is attached to or embedded in a control device. A standard unit might track 1–4
such sensors, and a common set up would be to attach one to a HMD and embed a
second in a hand-held controller. Because the tracking is magnetic, there is no need
for the sensor to have a line of sight to the base station, as with optical tracking (see
below). Thus the trackers are commonly used in situations where occlusion is likely.
However, the sensors typically do not work over spaces of more than 3 m by 3 m (the
space is often less than this), and are affected by metal in the environment.

A cheaper, but more limited technology is the visual tracking systems that can
track the head, hands, or other body parts in a small volume. In particular, the Wii
Remote contains an IR sensor that can track a bar of LEDs and thus can estimate the
relative position of the WiiMote from the bar. This is used to allow direct pointing
at the screen. The Sony Move controller uses a camera near the display to track the
3D position of a large light source on the controller. Microsoft’s Kinect uses a depth
camera to track the skeletons of one or more people in front of the display. Alongside
these three currently popular technologies, there are quite a few others that have the
aim of giving a limited range of direct movement control in front of the display (e.g.,
NaturalPoint TRACKIR, Logitech Head Tracker). Most of these track only position,
not orientation (although the Wii Remote and Sony Move controllers add pose and
movement sensors to measure orientation indirectly), and all of them assume that
the user is facing in the direction of the display.

In situations where larger tracking volumes, integrated position and orientation
tracking, and greater flexibility of movement are needed, high-end optical track-
ing systems similar to those used in motion capture are frequently used (Fig. 7.12).
Common systems include Vicon, OptiTrak, ARTrack and PhaseSpace. The first three
systems use passive markers that are mounted on a device, an item of clothing or
a full body suit. The passive markers are retro-reflective, and the camera has an
infrared light source to illuminate the markers. The PhaseSpace system uses active
markers similarly arranged. An important part of the technology is that the system
tracks the positions of the individual points in 3D space, but does not itself track the
orientation of the marker. Thus multiple markers on a rigid or near-rigid object are
needed to determine the orientation of the object. Position and orientation tracking
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Fig. 7.12 A user wearing a motion capture suit within an OptiTrak installation. The user is taking
part an experiment involving a simulation of a train. Courtesy of Angus Antley, University College
London

of rigid bodies can be quite accurate and stable, so this approach is used for head
tracking in order to ensure stability of the view. In some situations it is useful to
have a full motion-capture setup where the body of the user is captured to monitor
her limbs movements and potentially create a virtual representation of the user in
real-time. In this case, a skeleton can be created and fit to the positions of the marker
points. This tends to be slightly less accurate and stable.

A specific technology that is currently quite commonly used in similar situations
is the InterSense IS900 (Fig. 7.13). This combines ultrasonic technology with inertial
measurements. The IS900 is a common tracker in CAVE™-like installations or other
larger spaces, or in situations otherwise not conducive to magnetic tracking.

Other common “cheap” position tracking technologies are marker-based and
image-based. The seminal system is the ARToolkit system [14], where the posi-
tion of a printed marker relative to a camera is derived. On its own, the tracking of a
single marker is too noisy to, say, mount a camera on a head to track the head for a
HMD display. The marker must be visible for a start. However with sets of markers
and calibration of the locations of markers, a versatile position tracker can be built.
This type of technology has been commercialized. An example is the InterSense
IS1200 system. A novel system using virtual markers in a CAVE™-like environ-
ment was proposed by [13]. They proposed placing virtual markers behind the head
of the user of the display. These could be used to accurately update the head position,
which in turn could be used to move the markers out of the vision of user.
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Fig. 7.13 Left a typical Intersense IS900 sensor bar installation. Right Intersense IS9000 MicroTrax
Wand. Courtesy of Intersense, LLC

There are many ways of comparing tracking systems and we refer the interested
reader to the previously mentioned reviews [21, 41, 44]. One specific point of com-
parison that is often overlooked but which is especially important for travel applica-
tions is how well the system scales. We can mention at the outset that certain designs
do not scale because of the nature of the tracking technology. Magnetic tracking for
example does not scale because multiple systems can interfere with each other.

The first wide area tracker of note was the UNC HiBall [42, 43] which is an
optical tracker, but which, unlike the optical tracking systems that are now common, is
“inside-out,” in that the cameras are mounted on the user pointing towards the ceiling.
The ceiling contains strips of LEDs that flash in sequence, and from recognizing
points on the ceiling, the position of the camera can be calculated. This technology
scales well because there is a single set of cameras, and the LED strips can be mounted
over a wide area. Essentially, in the HiBall tracker, the environment is changed to
include easily tracked points. In a similar manner, camera-based tracking systems
based on markers, such as the InterSense IS1200, can also work over a large area.
However the camera arrays are currently bulky, and these inside-out systems can
suffer from problems of occlusions of the camera by the body.

Thus, although they are more expensive, large motion capture systems are often
used to track large spaces. Motion capture systems such as Vicon are designed to scale
up to large numbers of cameras: as the tracked volume increases more cameras are
required to retain precision. An impressive system of this type is the VIRTSIM system
from Motion Reality Inc. This can track a simple skeleton on 13 users simultaneously
over an area of 50′ by 100′. It also drives 13 wireless HMDs to give users the
impression they are training in a squad with 12 others.

The next class of device is by far the most diverse: hand-held devices. The space
of physical and virtual devices that could be used to control travel is vast. It ranges
from joysticks through props such as steering wheels, to versatile devices such as
smartphones. Many variants have been tried and we will only mention a sampling.
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Interested readers are referred to Bowman et al. [5], and the IEEE Symposium on
3D User Interfaces, where new devices are introduced every year.

We start with the simplest device: a button. The very simplest travel interfaces use
one or more buttons on a device that the user holds. Indeed, many position-tracking
systems include a hand-held device with buttons as standard. A button can be used to
indicate that movement should be effected, and the direction of the movement might
depend on the orientation of a tracker.

This is all one needs if the display fully surrounds the user (i.e., the field of
regard is 360◦), but otherwise some control is needed to rotate the viewpoint in
the environment. One could achieve this with a button and a gesture to point, but
simpler and possibly easier and more intuitive for the user is to provide a joystick
(see Fig. 7.12, Right).

There is a broad range of devices that are common with desktop computers and can
be used or customized to use in an immersive setup. A wireless handheld gyroscopic
mouse is a common choice. As noted previously the gyroscope is only a rotational
control, so it is not sufficient to give an accurately registered direction, but a position
tracker can be attached.

Assemblies of controls can become quite complicated. Trackers and buttons can
be embedded in props such as weapons or sports equipment. While such props
have long been common in video games, Hinckley et al. proposed using them for
other applications, including embedding a tracker in a doll’s head to aid with a
neurosurgical visualisation [11]. It may be that the task includes complex controls
beyond travel, selection and manipulation of objects. In this case a controller might
be custom built or a controller with a wide range of control patterns might be used.
For example, the cubic mouse [10] is a tracked cube with three orthogonal rods
passing through it.

For more complex user interfaces using multiple dynamic interfaces such as
menus, an obvious and common choice is to utilize a mobile device such as a tablet
or smartphone as a control device. This can display virtual buttons, virtual sliders,
and other controls to facilitate travel. A common use of mobile devices is to act as a
secondary data display, by providing maps, e.g., [23], text or numeric information,
or alternate views of the virtual world. A metaphor that can be used is the concept
of the magic lens or 3D magic lens [39] through which the 3D world can be seen in
a different way. This then can act as an interface to tasks in the VE, including travel.

An example of the type of more complex travel interface that can be built with
such devices is the World-in-Miniature (WIM) technique, which creates a hand-held
miniature map of the world that users can use to move themselves around the VE [26].

Such devices don’t need to be physical devices; they can be simulations of physical
devices or other representations of virtual controls. For example, the virtual tricorder
and pen-and-tablet approaches embed virtual controls in the 3D environment that
are anchored to the tracked position of a hand-held device [4, 35, 46]. These controls
can be used for a variety of tasks, including travel.

Our final category of device is hybrid devices. This is a catchall for novel and
interesting technologies that can be used to control travel. For travel techniques, an
obvious place to put the technology is on the floor. Consumer games utilize devices
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Fig. 7.14 Joyman. Courtesy of Julien Pettré, INRIA-Rennes, France

such as dance mats and the Wii Fit Balance Board; these can be made into controllers
for VEs very easily. To integrate a larger force sensing surface into a VE requires
a larger engineering effort with multiple force sensors. An example of a successful
system is the one at McGill University [17]. Because the floor is force sensitive
(and in this case includes a haptic display), controls can be integrated into the floor
so that the user can step on them. Other novel devices for travel include Joyman
(Fig. 7.14) [27], which is based on the concept of a “human-scale joystick.” The user
stands on a platform that they tilt to control locomotion. A related system is the
Virtual Motion Controller (VMC) (Fig. 7.15) [45] which measures the position of a
user standing on a plate and then moves the user when they stand on its rim. A variety
of foot-based interaction devices exist, such as the Interaction Slippers, which are
tracked and sense contact between the feet [16]. Finally, systems such as GAITER
(Fig. 7.16) can track foot and leg position and movement but can also support the
user’s doing actions such as kneeling and going prone [37].

Before moving on to discussing travel techniques themselves, it is worth analysing
what these input devices give us in terms of control input. A useful tool is the analysis
of Mackinlay et al. [18], which classified interaction devices based on what types of
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Fig. 7.15 Virtual Motion Controller. Courtesy of Thomas Furness, Human Interface Technology
Laboratory, University of Washington

motion they sense. The type of diagram that they use is shown in Fig. 7.17. It classifies
a single device as a union (indicated by connecting dashed lines) of individual sensors
(the circles connected with solid lines). We can see that the device might sense
linear absolute position (P), linear relative position (dP), linear absolute force (F),
linear relative force (dF), rotary absolute position (R), rotary relative position (dR),
rotary absolute force (T for tensor), or rotary relative force (dT). We also see how
many degrees of freedom each device senses (X, Y, Z for linear degrees of freedom,
and rX, rY, rZ for rotary degrees of freedom), and the resolution: from continuous
(Inf) through to discrete (1). Thus a common mouse is a combination of a two-
dimensional relative position (X, Y) sensor with continuous movement plus typically
2 discrete buttons (Z, but only two position values, indicating 0 or 1) plus a scroll
wheel reporting a number of discrete positions of the wheel as relative rotation. The
diagram thus depicts the mouse as three separate units (position, buttons, scroll wheel)
connected by dotted lines. The two dimensions of the mouse are joined together by
a solid line because they are reported by the same sensor in the mouse.
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Fig. 7.16 GAITER. Courtesy of Jim Templeman, U.S. Naval Research Laboratory

We have plotted several other common input devices. The Polhemus Fastrak
tracker is a widely used magnetic tracker which reports the six-DoF position and
orientation of a device in a coordinate system centered on a transmission device.
A Wii Remote with MotionPlus is a relatively complex device with four sets of
sensors. The first is that the device has 11 buttons on it that (plus an on-off switch
that isn’t included in the diagram). The second is that the IR camera on the Wii
Remote can sense a sensor bar placed on or under the display. This gives effectively
four coordinates: three rotations of the Wii Remote relative to the sensor bar, plus a
distance of the Wii Remote from the sensor bar. The third sensor is the accelerometer
(actually the lowest set of nodes in this connected set), which reports the acceleration
of the Wii Remote including gravity. The fourth set is the Wii MotionPlus, which
adds gyroscope functionality and thus provides another set of relative rotations in
a different coordinate system (the device’s coordinate system rather than the screen
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Fig. 7.17 Several input devices plotted using the analysis of Mackinlay et al. [18]

coordinate system). In covering other sections of the diagram we have included some
other common devices. A trackball senses two degrees of rotation. A dance mat as
might be used for popular dancing games supports approximately 10 buttons that
respond to force applied to them, but do not themselves move. Finally the Spaceball
is a type of controller that sense forces on it, but does not move. One current example
is the HP Spaceball® 5000.

A note: we have not covered treadmills and similar locomotion devices in this
chapter. From a control point of view, these provide one or two degrees of input
because the user can walk in one or two directions. However the issues in using this
for control are subtle. Some treadmill technologies are discussed in Chap. 6 of this
volume.

7.4 Travel Techniques

7.4.1 Travel as a Control Task

In the virtual reality model of interaction, to travel the user would walk or use a
vehicle, just as he would do in real life. Of course, as already discussed, this ideal is
limited by the technology that is available. Most notably, VE systems don’t support
the user moving themselves over long distances and might even require that the user

http://dx.doi.org/10.1007/978-1-4419-8432-6_6
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be stationary. Therefore some sort of virtual travel technique is necessary. Given
what we know about sensors and displays, it is first important to identify what we
know about the user, and thus what a travel technique actually moves.

We already noted that viewpoint control in the real world is a consequence of
movements of various parts of the body. We also note that sometimes the user’s
head is tracked, and sometimes it is not. If the user stands inside a CAVE™ -like
device, then they can physically move a little bit, but may utilize a joystick to move
longer distances. Thus in many systems there are effectively two travel techniques: a
short-range physical travel technique and a long-range virtual travel technique. This
is unlike a standard desktop-style metaphor where the whole of the viewpoint motion
control is under a single control metaphor (e.g., a joystick or mouse plus keyboard
combination).

In order to understand how these two types of movement work together, we need to
describe the various coordinate systems involved, and the relationships among them.

A logical separation which is reified in some implementations is to separate a
display center coordinate system from a tracker coordinate system. To explain this
we need to delve into one potential way of structuring coordinate systems within a
display system. An example is shown in Fig. 7.18. This depicts an SSD-type system
but the same coordinate systems would usually exist in other display types.

• Tracker Base is the fixed origin of the tracking system coordinate system. Typically
this is centered on a physical base unit or some physical component of the tracking
system that is static. The tracking unit reports positions relative to this.
• Head Tracker is the relative position of the tracking unit attached to the head.

Note that it is not exactly the same as the position of the head, but it is commonly
assumed that the tracking unit is in a fixed position relative to the user’s head (e.g.,
on the glasses or on a cap).
• Hand Tracker is the relative position of the tracking unit attached to the hand.

Again this is not exactly the same as the hand position as it is assumed there is a
known offset between the two.

Fig. 7.18 Coordinate systems within a SSD-type display
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Fig. 7.19 Relationships between coordinate systems in a typical VE system

• Display Center is a fixed position in the display from which measurements of user
position are reported. In Fig. 7.18 the display center is the center of the floor.
• User Ground Center is a calculated position relative to the Display Center where

the user “is.” Typically this is the centroid of his two feet or just the point directly
below his head.

The relationships between these coordinate systems are represented in Fig. 7.19,
which is an abstract scene graph. The lines represent parent-child relationships
between coordinate systems. Each line also represents the transformation from one
coordinate system to another. We see that the Display Center is a child of the World
Coordinates. The position of the Tracker Base is known relative to the Display Center.
This will usually be a one-time calibration at the installation of the tracking system.
We can then see that Hand Tracker and Head Tracker coordinates are known relative
to the Tracker Base. These are the values reported in real-time by the tracking sys-
tem. We can thus see that by concatenating the Display Center to Tracker Base and
Tracker Base to Hand Tracker transformations, we can find the location of the Hand
Tracker relative to the Display Center. The relative position of the Head from the
Head Tracker and Hand from the Hand Tracker are also calibrated and fixed. Given
that all these transformations are known (the double lines in the figure and the large
dashed line), we can then calculate the positions of the Head and Hand relative to
the Display Center. However, a common convention, especially when implementing
travel techniques is to introduce a User Ground Center coordinate system as defined
above. Thus the three light dashed lines must be updated whenever the tracking
system reports new positions.
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Having explained the roles of coordinate systems, we can see that short-range
physical movements are captured in the movements of the Head Tracker and Hand
Tracker relative to the Display Center.

For virtual travel over longer distances, the position of the Display Center can
be moved relative to the World coordinates. There are many options here. Funda-
mentally they involves changing the transformation of the Display Center relative to
the World origin. This might involve translation, rotation and scale of the Display
Center. However, it is very common for certain restrictions to be set. For example,
there might be translation only: if the person is surrounded by the display system,
they can simply physically turn to see any direction, whereas in a typical SSD with
three walls there will need to be a rotation metaphor. If there is translation, then it
might be 2D only (i.e., on a plane), or use some form of surface-following algorithm
so that the user is always at the same height above the ground. Other questions must
be answered as well. If there is translation, in which direction should it be? If there
is rotation or scaling, around which point should the scale or rotation occur (e.g.,
the Display Center, the User Ground Center, or the Head)? And how does the user
indicate how to start and stop traveling?

A task decomposition for travel techniques is provided by Bowman et al. [2]. Their
decomposition, which is shown in Fig. 7.20, decomposes the travel task into different
sub-tasks: start to move, indicate position, indicate orientation, stop moving. To start
to move, the user might press and hold a button, and to stop moving she might release

Travel

Start To Move

Indicate Position

Indicate Orientation

Stop Moving

Specify Position

Specify Velocity

Specify Acceleration

discrete target specification
(select object in environment,
select from list, position 3D
cursor, automatic selection,...)

one time route specification
(set series of markers, specify
curvature and distance,...)

continuous specification
(gaze directed, pointing,
physical steering props, virtual
controls, 2D pointing, ...)

Fig. 7.20 Taxonomy of travel techniques focusing on level of user control [2]
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a button. Alternatively, for example, the start and stop might be implicit in the user
manipulating a joystick. In our terminology, the indicate position sub-task effects a
change in translation of the Display Center, either directly, or by giving the dynamics
of change over time (i.e., giving a velocity or acceleration). The task decomposition
shows that this can be achieved in three ways: specify position, specify velocity
and specify acceleration. Each of these can in turn be achieved in many ways. For
example specifying a position can be achieved by selecting a target, giving a route,
or by continuous specification. The last of these is the most common in real-time,
interactive systems: the user can point or gaze towards the target and effect a control
to start and continue travelling. There would be a similar breakdown for orientation:
e.g., one might set a target orientation, one might turn using a direct angular control,
or one might set a rotation speed.

In looking at the options here we can make a connection to Fig. 7.17, where the
input devices had different dimensionality that might map conveniently to the differ-
ent options here. Obviously a joystick is a common choice for specifying velocity,
whereas a mouse might be better deployed for relative rotation or clicking to select
targets in the world.

We examine some common control configurations in the following sections. The
reader is also referred to Bowman et al. [5].

7.4.2 Direct Self Motion Control Techniques

In this section we cover direct control, where the user has continuous control over the
direction of travel from a first-person view at every update cycle of the simulation.

The most obvious technique for travel is gaze-directed steering [22]. This is the
default travel technique in many immersive systems, and it is also found in many
3D games. When the user makes the relevant control input (e.g., presses a button or
moves the joystick forwards), the Display Center coordinate system moves forward
along the direction of gaze. In a desktop virtual reality system, this would be through
the center of the screen. In an immersive VE system, this is typically in the direction
of a line in the center of the two eye lines. There are many variants depending on
the control input as suggested previously. The velocity of travel might be constant,
a joystick deflection might control the velocity of travel, or it might set an acceleration.
The movement might ease in or ease out when the control is changed. If a joystick is
used, typically it is forward/backward that controls travel along the direction of travel,
but the other axis might map to strafing (sideways movement) or turning (rotation),
or it might be ignored. Finally, the actual direction of travel might be clamped to be
in only two dimensions or so that the user is at a set height above the ground.

Gaze-directed steering has the advantage that it is simple to explain to users, but
it has the major disadvantage that the user must look in the direction they intend
to travel. There are obvious variants: one could use any other coordinate system or
relation between tracked points to set the travel direction. The most obvious ones are
flying in the direction of pointing with a hand tracker [22], direction of gaze recorded
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by an eye-tracker, direction of the torso, the relative direction of hand from eye or
the relative position of the two hands. All of these have been implemented in VE
systems. Pointing with a hand tracker is a very commonly implemented technique
because it decouples head orientation from travel so that users can look around while
moving [2].

7.4.3 Indirect Self Motion Control Techniques

Indirect control techniques set the target of travel in an indirect or asynchronous
manner. The most common technique is to indicate a target in the environment,
and then to enable travel to that position over a period of time or instantly (when
it is known as teleporting). Indicating the target might involve simply targeting an
object by pointing directly (e.g., “go over there”), or on a map or miniature world.
An example of the former is the ZoomBack technique [47] that uses a typical ray-
casting metaphor to select an object in the environment, and then moves the user
to a position directly in front of this object. Ray-casting has been used in other
3D interfaces for target-based travel as well, e.g., [3]. An example of the latter is the
previously mentioned WIM technique [26], in which a small human figure represents
the user’s position and orientation in the miniature world. The user places the user
representation in the WIM, and then a path is calculated that moves the camera to
this location, taking into account any rotation that is necessary to reach the target
orientation. In this technique the transition could be achieved by zooming in to the
WIM itself, or it could be planned as a motion through the VE at the original scale.

7.4.4 Scene Motion Techniques

A common alternative to self-motion travel is to manipulate the scene. This is very
common on desktop interfaces where the metaphor is that the camera is static and
the object on the screen is moving. Less obvious is that this can be turned in to a
travel technique, in that the object is considered stationary and the camera is moved
around the object. The rotations of the camera for an immersive system would be
violent, so this is not very commonly done, but the translation equivalent (pull and
push objects) has been demonstrated. Most notable is the “grab the air” technique
[19, 40]. In this technique the user can grab anywhere in the environment and when
they move her hand back and forth, they move themselves through the environment.
This motion can be scaled by using two hands. Similar techniques include Mine’s
Scaled-World Grab technique [24] and the LaserGrab technique of Zeleznik et al.
[47]. A related set of techniques involve manipulation of objects using image plane
techniques [28].
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7.4.5 Other Control Inputs

The interaction techniques for travel that we have discussed in the section above
cover a broad range of those that are used in practice. However, the area has seen
a number of innovative techniques. Another way of controlling speed of rotation or
velocity of travel involves measuring the distance between points on the body and
using that as the rate. For example, the distance between the head and a measured
or nominal foot position gives an estimate of lean, and this can be used to control
velocity [7, 16, 32]. Alternatively the distance between hand and head can be used
to control velocity in a point to fly technique [22].

An alternative to using a device to effect travel is to track a user movement that
is similar to walking. Such techniques are called “walking in place” metaphors,
where users move their feet to simulate walking without actually translating their
bodies [31]. In the case of Slater et al., the user had to mimic walking, and a gesture
recognition system detected that the user was performing this mime by monitoring his
head movement. Walking in place metaphors have attracted a lot of interest because
users have to physically exert themselves. A novel platform that allowed walking in
place with extended leg movement was presented by Swapp et al. [34]. Walking in
place techniques are covered in Chaps. 10 & 11.

Finally, we note that especially with four-walled CAVE™-like systems and HMDs
with restricted tracker spaces, there has been a lot of interest in techniques that bias
rotation to achieve the effect that the user doesn’t look away from the main walls, or
walks in the correct direction. These are covered elsewhere in the book (see Chap. 14),
but we note the work by Razzaque et al. on redirected walking [29] which provides
imperceptible rotation distortion, and explicit amplification of rotation [16].

7.5 Conclusion

We hope that in this short introduction to interaction devices and displays for virtual
walking, we have conveyed some of the challenges of the field and the constant
innovation that there has been over the past couple of decades. Travel is a very hard
problem for virtual reality systems: it is inherently a “two-task” system because the
user can move physically for short maneuvering tasks, but the user also needs a
virtual travel technique to move over long distances. Other chapters in this volume
indicate some of the work that is being done to alleviate the need for a virtual travel
technique in some situations, but virtual travel techniques will likely be with us for
some time yet. In describing the range of different display types, interaction devices
and control methods, it should also be obvious that there are no one-size-fits-all
solutions and that techniques need customization to fit application needs and system
capabilities. While there are many options, there are also established best practices
that can be uncovered by studying the literature. There will no doubt be further
innovation, especially in gesture-based control that is enabled by recent advances in
camera technology. We look forward to testing new techniques as they emerge.

http://dx.doi.org/10.1007/978-1-4419-8432-6_10
http://dx.doi.org/10.1007/978-1-4419-8432-6_11
http://dx.doi.org/10.1007/978-1-4419-8432-6_14
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Chapter 8
Sensing Human Walking: Algorithms
and Techniques for Extracting
and Modeling Locomotion

Franck Multon

Abstract This chapter reports the most popular methods used to evaluate the main
properties of human walking. We will mainly focus on: global parameters (such as
step length, frequency, gait asymmetry and regularity), kinematic parameters (such
as joint angles depending on time), dynamic values (such as the ground reaction
force and the joint torques) and muscle activity (such as muscle tension). A large set
of sensors have been introduced in order to analyze human walking in biomechanics
and other connected domains such as robotics, human motion sciences, computer
animation… Among all these sensors, we will focus on: mono-point sensors (such
as accelerometers), multi-point sensors (such as flock of sensors, opto-electronic
systems and video analysis), and dynamic sensors (such as force plates or elec-
tromyographic sensors). For the most popular systems, we will describe the most
popular methods and algorithms used to compute the parameters described above.
All along the chapter we will explain how these algorithms could provide original
methods for helping people to design natural navigation in VR.

8.1 Introduction

Measurement of human motion has a long history since J.E. Marey and E. Muybridge
have proposed chronophotography to record animals in motion [20]. Motion was then
expressed as a sequence of poses which is still widely used to describe human motion
nowadays. Numerous sensors have been introduced to capture human motion and
especially human walking. In this chapter we propose a summary of the most studied
parameters in human walking and direct/indirect methods to obtain them.

Human walking is one of the most commonly used motion in everyday life and it
has been studied from a long time. However it is still a very active field of research

F. Multon (B)

University Rennes2, Campus La Harpe, Av. Charles Tillon, CS24414, F35044 Rennes, France
e-mail: franck.multon@univ-rennes2.fr

F. Steinicke et al. (eds.), Human Walking in Virtual Environments, 177
DOI: 10.1007/978-1-4419-8432-6_8, © Springer Science+Business Media New York 2013



178 F. Multon

in many scientific domains, including biomechanics, neurosciences, robotics and
computer animation. One of the key points is to extract the most relevant parameters
of human walking according to the specific requirements of a given application. In
this section, we propose a summary of the most popular parameters and give some
methods to retrieve them with various sensors.

Nowadays, there are many possible devices to measure human motion and, con-
sequently, human walking. Most of them are generic but some devices have been
specifically designed for human walking. In virtual reality, capturing the intentions
of the user is necessary in order to navigate properly in the simulated environment or
to animate an avatar. While motion capture devices were very expensive and difficult
to use in the past, it is now possible to use cheap and easy-to-use systems such as
the Wii-mote (product of Nintendo) or the Kinect (product of Microsoft) devices.
Whatever the system, the key issue is to design algorithms to extract the relevant
parameters of the user’s gait that enable the system to react realistically.

The first part of this chapter is dedicated to global parameters such as walking
speed, step length, frequency and global walking trajectory. The second part of the
chapter focuses on kinematic and dynamic parameters such as joint angles, torques
and muscle activity. We then conclude and give a summary of the studied parameters
and their potential use in walking in VR.

8.2 Sensing and Interpreting Global Gait Parameters

Human being can be represented by more or less complex models. The simplest one
consists in considering human being as a point which corresponds to his center of
mass. Analyzing human walking with such a model consists in dealing with global
gait parameters such as trajectory, velocity, step length, and frequency. It provides
us with relevant information about the global performance of gait. As described in
Chap. 3 those parameters enable us to associate the real-time performance of the user
with multisensory feedbacks, such as adapting the movement of the virtual camera
according to velocity when navigating in virtual environments [35]. In this section,
we describe how these parameters are defined and measured.

8.2.1 Step Length and Frequency

When dealing with human walking, one can focus on global parameters such as
step length SL and frequency SF. These two parameters are in relation with walking
speed V:

V = SL ∗ SF

As the model is restricted to the user’s center of mass, walking speed can be approx-
imated by integrating the signal delivered by an accelerometer placed on the pelvis

http://dx.doi.org/10.1007/978-1-4419-8432-6_3
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(assuming that the center of mass is close to the Pelvis). It’s thus possible to deduce
the instantaneous velocity and to drive a virtual camera in the virtual world in navi-
gation tasks [35]. However this approach has two main limitations. Firstly it assumes
that acceleration is noise-free which is not true with common accelerometers. As a
consequence velocity computed this way may become false after a moment. Secondly
the initial velocity is required when computing V (t):

V (t) =
(

n∑
i=0

a(ti ) ∗Δt

)
+ V(0)

where Δt is the sample time, V (0) is the initial velocity, n is the number of samples (tn
corresponds to t) and a stands for accelerations provided by the accelerometer. Any
error in estimating V (0) could thus lead to an error in V (t). One has to notice here
that users generally have a limited space to move whereas the virtual environment
could be very large. To solve this problem, one of the most famous solutions consists
in using an instrumented treadmill. In that case, forward speed could be delivered by
the treadmill while the other components could be given by the accelerometer.

An alternative consists in detecting footstrikes in the signal delivered by the
accelerometer and to deduce step frequency SF. If we assume that the step length is
constant and relative to the user’s size, it is thus possible to deduce speed. The result-
ing speed is less noisy than integrating acceleration and is not subject to deviations
in time. However it does not provide accurate speed as the step length is not actually
measured.
Other systems such as the GAITRite (see http://www.gaitrite.com) have been intro-
duced to measure the step length and frequency when walking along limited dis-
tances. It consists of a cable which is attached to the user’s ankles and which length
is measured at a predetermined sampling frequency. It is widely used in medicine
because of its simplicity (especially no calibration is required). In addition to SL and
SF, the system returns the instantaneous distance between a fixed reference frame
and the two ankles. It is thus possible to analyse the longitudinal trajectory of the
ankles within the gait cycle. However, it is limited to straight line walking in a limited
space (generally a few meters).

Recording step length and step width is more difficult in curved walks. As
described in Chap. 3 these parameters are still difficult to define in a strict manner.

8.2.2 Curvature and Non-linear Walking

Retrieving the curvature of non-linear walking is still a complex problem. Indeed,
the instantaneous global orientation of the body is difficult to define. As explained
in Chap. 3 some authors focuses on the footprints, the orientation of the pelvis, the
torso or the head. It leads to different results for determining the global trajectory
of non-linear walking. Hence, positioning a unique sensor on the body to accurately
analyze the instantaneous orientation of the body in curved walking is still debated.

http://www.gaitrite.com
http://dx.doi.org/10.1007/978-1-4419-8432-6_3
http://dx.doi.org/10.1007/978-1-4419-8432-6_3
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The most popular approach consists in tracking the orientation of the pelvis. Hence
placing a sensor on the pelvis, such as inertial, magnetic or gyroscope sensors (or
a combination of these sensors), could provide a good compromise. Indeed, some
authors have shown that the pelvis orientation can provide an early prediction of the
running orientation of a rugby player even in deceptive motions where the subject
tries to provide fake information to an opponent [4]. The pelvis’ trajectory is thus
strongly linked to the actual orientation of the user while other body parts may also
perform other tasks while walking.

In the same way, detecting a change in walking direction is very difficult. Indeed,
the trajectory of the center of mass and of a point placed on the pelvis could be
viewed as a series of arcs of circles, even for straight-line walking. Some authors
[24] have proposed to model the natural sinusoidal trajectory of the center of mass as
a sequence of arcs of circles (see Fig. 8.1). This model assumes that the body could
be viewed as an inverted pendulum which basis is the contact foot.

The authors defined a statistical relation between speed and curvature for straight-
line walking. Thus turning could be determined when a new point in the speed-
curvature space does not fit this relation.

This is a very important issue in immersive environments as we need to detect a
subtle change in direction when the subject is walking in order to react in a proper
manner when he wishes to change the walking direction. In some works in virtual
reality, it leads to exaggerating some indices such as the head inclination in Walk-
In-Place interfaces [34].

As shown by many authors [28] the head is viewed as a stable inertial platform
which acceleration profile is unchanged even for various gait styles [11] and for
uneven terrains [21]. To stabilize this inertial platform, the orientation of the head
changes in direction 200 ms before the remaining of the body turns. In case of natural
walking, the coordination between head and pelvis could enable us to early determine
the orientation of the next step. However, in VR, this could be a problem if the screen
is static and placed in front of the user. As the user will orient his head in the direction
of the screen this natural behavior disappears. Because of constraints due to the visual

Fig. 8.1 The trajectory of the center of mass is modeled as a sequence of arcs of circles which
parameters are the radius of gyration Ri and the velocity (represented here by the angle θi =
(Vi ∗ duration)/Ri (where Vi is the average speed within the ith arc). Adapted from [24]
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feedbacks and other interaction devices, it seems to be difficult to address this problem
without introducing metaphors.

An alternative might be using a force plate under the feet which can bring relevant
information of the user’s gait. In biomechanics, force plates are used to measure the
ground reaction force (GRF) below the feet, the moment of this force around the
main ground axes and the location of the instantaneous center of pressure (COP).
The ground reaction force is used to compute the acceleration of the center of mass
if no other force than gravity and GRF occur. For the global mechanical system
(restricted to its center of mass):

W + GRF = mq̈

where W stands for the body weight, m is the mass and q is the center of mass
position. If we can estimate q and its derivative at some times (especially the initial
value but it is sometimes possible to get these values for each foot-strikes event) it
is thus possible to integrate the signal:

q(t) = 1

m

∫ ∫ t

t0
W + GRF(τ )dτ 2

where t0 states for the beginning of the studied sequence. Practically, the initial
center of mass velocity q̇(t0) and position q(t0) are required to compute q(t). As a
consequence these two values should be either measured or imposed at the beginning
of the motion (such as starting straight with a null velocity). With a simple Euler
integration scheme, this equation becomes:

q̇(n) = q̇(0)+
n∑

i=1

(
1

m
(W + GRF(i))�t

)

q(n) = q(0)+
n∑

i=1

q̇(i)�t

where �t stands for the sampling frequency.
A force plate is generally calibrated at the beginning of the sequence so that

the value is set to zero when nothing is placed over it. However, if the user jumps
over the forceplate or goes out and in several times, the initial calibration could be
inappropriate. From the numerical point of view, we obtain:

q̇(n) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q̇(0)+
ts−1∑
i=1

1
m (W0 + GRF (i))×�t i f t < ts

q̇(0)+
ts−1∑
i=1

1
m (W0 + GRF (i))×�t +

n∑
i=ts

1
m

(
Wts + GRF(i)

)×�t
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where W0 is the initial body weight measured prior to an important strike, ts is
the frame number when the strike occurs, and Wts is the body weight after foot
trike. It is thus possible to deduce oscillations of the center of mass. It could be
used in Walk-In-Place interfaces based on GRF measurements (such as using a
Nintendo Wii Balance Board). Information about other axes provides interesting
information for navigation, such as the velocity in the forward direction or lateral
displacements involved in rotations. However, they are more difficult to use in virtual
reality as they require the subject to move in all the directions which generally
leads to going outside the measurement area in a very near future (generally the
next step).

One has to notice here that the two feet must be placed over the forceplate surface
to enable correct estimation of the above displacements. It is also possible to use
footscan devices (from RSscan company http://www.rsscan.com) to measure the
pressure below the feet. It consists in introducing a sole in the shoe which enables the
user to move freely in the real environment. This type of device delivers the pressure
in space and time which enables us to compute the resulting vertical component of
GRF. The other components cannot be accurately deduced but the location of the
center of pressure (COP) may help to guess how this force is oriented in the other
main directions.

COP can also be deduced with a forceplate if this latter provides 3D GRF and the
corresponding global momentum M over the ground. M and GRF are linked by:

{
Mx = GRFz × yCOP − GRFy × z0
My = −GRFz × xCOP + GRFx × z0

where xCOP and yCOP stand for the local coordinates of the COP in the forceplate
reference frame, and z0 stands for the vertical coordinate of the forceplate surface.
It becomes: {

xCOP = − (My−GRFx×z0)

GRFz

yCOP = (Mx+GRFy×z0)

GRFz

In quasi-static condition, it is possible to assume that the average value of COP
is the projection of the center of mass on the ground. Hence if COP moves the
pose of the user has changed, for example to lean in a given direction. This type
of information has been used in biomechanics to determine if a subject was turning
while walking [24, 34]. It can thus be used to indicate a main direction so that the
user could be viewed as a kind of joystick. It is used in some Nintendo Wii games
based on the Balance Board device (one has to notice that this device is not a force
plate as it does not provide the system with 3D GRF and Momentums ; it provides the
vertical component of the GRF and the location of the COP). The Joyman interface
[19, 26] is an extension of the idea of using the user’s body as a joystick.

http://www.rsscan.com
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8.2.3 Gait Asymmetry and Regularity

As stated above, walking is a quasi-cyclic and almost symmetrical motion. Measuring
gait asymmetry and loss of regularity is widely used for diagnosis [17], especially in
double-tasks protocols with cognitive loads (such as counting down while walking).
There are two main methods to measure symmetry. The simplest one consists in
computing a ratio between left and right values [30]:

[
(R − L)

0.5
× (R + L)

]
× 100

where R and L are respectively measurements performed on the right and the left
respectively (such as step length or step frequency). The other approach consists in
computing auto-correlation of the studied signal [2]. This signal is generally twice
the frequency of the stride. Hence auto-correlation of this signal between one step
and the following will provide information on asymmetry. Auto-correlation between
several strides will provide information on regularity.

As described above irregularity and asymmetry mainly occur when the user
has to perform a cognitive activity while walking. In immersive systems based on
metaphors, the cognitive load of the user may be different compared to natural walk-
ing. Regularity and symmetry may then be affected even if it has not been demon-
strated in VR yet.

8.3 Joint Angles, Torques and Muscle Activity

In the previous section human body was modelled as a point (his center of mass). We
have seen that it could provide relevant information about the main gait pattern, such
as speed, step length and frequency. In VR this type of information could be used to
globally adapt the motion of the virtual camera or to capture basic gait parameters
to drive the simulation. However more accurate information could be required in
order to drive an avatar or capture more accurate information about the user’s gait.
To this end, it is necessary to have multi-point measurements and to capture more
complex parameters, such as joint angles and position, but also to compute dynamic
parameters such as joint torques or muscle activation patterns.

8.3.1 Measuring Joint Displacements

The most popular method to get joint position depending on time is to track visual
markers placed over standardized anatomical landmarks. The International Society
of Biomechanics (ISB) has standardized this markers’ placement in order to enable
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people to compare their results to previously published ones [39, 40]. The key idea is
to place markers on accurate anatomical position where skin markers do not signifi-
cantly slide over the bones. The problem is then to retrieve the location of the internal
joints according to the external position of the markers. In this chapter we describe
the methods commonly used to process motion capture data in order to compute joint
centers and angles.

Let us consider that the position of all the markers mi is known (assuming that there
is no missing information due to occlusions) as shown in Fig. 8.2. There are mostly
three approaches to deduce the joint centers according to this marker placement. The
first approach consists in applying regressions that express joint centers as a linear
function of external markers’ positions [12, 29]. For example, the right shoulder joint
rShoJC could be expressed as:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rShoJCx = RSHOx

rShoJCy = RSHOy + 0.43 cos(
11π

180
)||CLAV − C7||

rShoJCz = RSHOz − 0.43 cos(
11π

180
)||CLAV − C7||

where RSHO, CLAV and C7 are markers depicted in Fig. 8.2.
The main advantage of this type of method is simplicity. However this approach

is not very accurate as it is based on average values while anthropometric data in
humans can vary very significantly from one user to another.

The other approach, named functional approach, consists in searching for the joint
centers that would generate the observable displacements [5, 7, 9]. For example, the
right hip joint (rHip) is assumed to be a ball and socket. Its joint center should be the
center of a sphere that covers the various positions of a point of the femur expressed
in the pelvis reference frame. For example, any position of RKNE should satisfy the
following constraint in the pelvis reference frame:

(
RKNEx − rHipx

)2 + (
RKNEy − rHipy

)2 + (
RKNEz − rHipz

)2 − l2 = 0

where l is the distance between the hip joint center and RKNE (length of the femur).
Thus recovering the joint center consists in solving an optimization problem:

argminrHip,l

[(
RKNEx (i)− rHipx

)2 + (
RKNEy(i)− rHipy

)2

+ (
RKNEz(i)− rHipz

)2 − l2
]2

Of course, to find a good solution, RKNE should have large displacements in all the
possible directions, in order to cover most of the sphere’s surface. As a consequence,
this method is generally applied to “range of motion” protocols where the user is
moving each joint in all directions and with large displacements. However if the hip
joint is actually not a ball and socket joint, the result could be inaccurate. Because of
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Fig. 8.2 Common marker placement used in Biomechanics [39, 40] to retrieve joint centers and
to use anthropometric tables

skin displacements artefacts, this method will also provide the system with virtual
bones that could change in length at each frame.

Another approach consists in generalizing the above idea to the whole skeleton.
Let us consider that there exists a model of the skeleton based on rigid bodies and
perfect joints (such as ball and socket and pivot joints). Knowing the external markers
m∗i in each local reference frame, the distance between m∗i and mi depends on the size
of the body segments and the angles θ = {θ1 . . . n} (where n is the number of degrees
of freedom of the model). If there are enough markers on the body compared to the
number of unknowns (i.e. number of degrees of freedom and of body segments), the
problem can again be rewritten as a global optimization problem [15]:

argminθ,l
1

2

(
m − m∗

)T (
m − m∗

)
wi th m∗ = f (θ, l)
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where l is the vector containing the lengths of all the body segments, m is the number
of markers and f is the kinematic function that computes the estimation of a marker
placement according to the angles and the lengths of each body segment. As a result,
joint angles are known together with the length of each body segment. Again the
hypothesis here is that the joint are perfect mechanical joints.

In most of the applications in VR high accuracy is not needed when measuring
joint positions in time. However animating avatars with such inaccurate data generally
leads to artifacts, such as foot skating, flying avatars or collisions with the ground.

8.3.2 Measuring Joint Angles

In most applications involving motion capture data, measuring joint position is only
a first step. Avatars are driven with joint angles and not with positions. Magnetic or
inertial motion capture systems provide the user with global orientation of sensors
attached to body segments. However, because of inaccuracies, local displacements
of the sensor on the body segments and external perturbations, the data provided by
these systems should be corrected (see [3, 22, 33] for the specific case of magnetic
sensors).

Let us consider now how to compute joint angles according to local reference
frames defined either thanks to the ISB recommendations [39, 40] or the H-ANIM
norm (see http://www.h-anim.org for a description). If we use the Euler-like angles
for a ball-and-socket joint, the problem consists in finding the three angles θx, θy and
θz that transform the father reference frame Fi (such as the one attached to the pelvis)
to the child one Fj (such as the one attached to the thigh), as depicted in Fig. 8.3.

Fig. 8.3 Local reference
frames associated with two
adjacent body segments: Fi
the parent segment (such as
the pelvis) and Fj the child
segment (such as the thigh)

http://www.h-anim.org
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Let � be the global reference frame. Let Xi, Yi and Zi (resp. Xj, Yj and Zj) be
the three axis of reference Fi (resp. Fj). Let us define:

Ti→� =
(

Xi Yi Zi
)

Tj→� =
(

X j Y j Z j
)

where Ti→� (resp. Tj→�) stands for the transformation matrix from the local frame
Fi (resp. Fj) to the world �. These matrixes can be computed according to the external
markers and joint centers for each time:

Tj→� = Tj→i × Ti→�

where Tj→i stands for the transformation matrix from Fj to Fi, i.e. the transformation
due to the action of the joint between Fi and Fj. Tj→i is thus given by:

Tj→i = Tj→� × T Ti→� =
⎛
⎝ t11 t12 t13

t21 t22 t23
t31 t32 t33

⎞
⎠

In the numerical model, this matrix is the product of three elementary symbolic
matrixes associated with each degree of freedom and which depends on the chosen
sequence of Euler angles. Let Tx, Ty and Tz be the elementary matrixes for a rotation
along the X, Y and Z axes respectively. From the theoretical point of view, for a ZYX
sequence (recommended by the International Society of Biomechanics), Tj→i could
also be expressed as the product:

T ∗j→i = Tx × Ty × Tz

The resulting matrix has the following shape:

T ∗j→i =
⎛
⎝ cos

(
θy

)
cos (θz) − cos (θy) ∗ sin (θz) sin (θy)

· · · · · · − cos
(
θy

)
sin (θx )

· · · · · · cos (θx ) cos (θy)

⎞
⎠

As T∗j→i should be equal to Tj→i:

θz = −atan

(
t12

t11

)

θx = −atan

(
t23

t33

)

θy = atan

(
t13 × cos(θz)

t11

)
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When using this type of approach, the results are very sensitive to the well-known
Gimble-Lock problem. In the above equation, if θy = π /2, then the denominator
of the three equations is zero which leads to numerical problems. Other researchers
use quaternions or exponential maps to avoid this problem. Whatever the selected
formalism for the angles, noise or inaccuracies have a high impact on the result. In
biomechanics more and more researchers propose to use a higher number of markers
(named cloud of markers) and to apply the method described in the previous section:
global optimization to fit the simulated markers m∗i to the measured ones mi [10].

Whatever the method, joint angles give a large quantity of information about the
user’s gait. These angles are directly used to animate avatars or to analyse if a user is
avoiding a virtual obstacles, which is almost impossible if just considering parameters
linked to the user’s center of mass. Another application is to evaluate the quality of
the user’s gait when walking in virtual environments. For example, it has been used
to demonstrate that treadmill walking in VR affects gait [31]. Moreover some authors
have shown that joint angles were also adapted during nonlinear walking [25]. It could
thus be used to detect turning in walk-in-place interfaces or to adapt the motion of
an avatar in real-time when turning.

8.3.3 Estimating Joint Torques with Inverse Dynamics

Some authors have demonstrated that even if kinematic gait parameters were similar
in ground and treadmill walking after some training, the joint torques and muscu-
lar activity remains different [14]. Taking this type of parameter into account could
thus help to evaluate the performance of the user’s gait in virtual environment, using
or not a treadmill. Indeed, this type of parameter seems to enable us to highlight
unperceivable modifications of gait even if joint angles look similar. However, there
is no direct method for measuring joint forces and torques. Indirect methods named
“inverse dynamics” have been introduced to compute these forces and torques accord-
ing to kinematic data associated with a physical model of the skeleton. There are
merely two main approaches to address this problem: isolated segments and use of
controllers.

8.4 Isolated Segments

The first approach is based on the Newton formalism and consists in considering each
body segment separately, assuming that the mechanical system is limited to body
segment Si [16, 38]. For each body segment Si external forces could be separated into
two families: external forces and torques (Fi

e, τ
i
e) exerted by the environment (such

as gravity and contacts), and the internal ones due to muscles (Fi
m, τi

m). Thanks to
kinematic data it is possible to compute the body segment center of mass acceleration.
The Newton equation gives:
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{
miγi = Fi

e + Fi
m

d Li
dt =MFi

e
+MFi

m
+ τ i

e + τ i
m

where γi , mi and Li stand for the acceleration of segment Si center of mass, its mass
and its angular momentum respectively. Hence knowing the external forces, torques,
the mass and the acceleration of the body segment it is possible to deduce (Fi

m, τi
m) if

there is only one unknown for each equation. It means that there is only one force Fi
m

and only one muscle torque τi
m. However for a given segment Si with two adjacent

segments Si−1 and Si+1, Fi
m is the result of two forces: the forces exerted respectively

by each neighboured segment at contact point.
To solve this problem, there are two main methods. The first one consists in solving

the system from the extremities (without contact, such as the hands and the head) to
the ground. For body segments placed at the extremities of the skeleton, there is only
one unknown for Fi

m and τi
m (associated with the proximal joint attached to the body

segment). Fi
m and τi

m could thus be rewritten Fj→j
m and τ

j→i
m to express their relation

to the joint attached to segments i and j. The problem can then easily be solved by
inverting the above equation:

{
F j→i

m = Fi
e − miγi

τ
j→i

m =MFi
e
+MFi

m
+ τ i

e − d Li
dt

When dealing with segment Sj, we can then reuse these results as known forces

Fj→i
m = −Fi→j

m and torques τ
j→i
m = − τ

i→j
m . The method is applied until the feet

so that the GRF could be deduced at contact point with the ground. Comparison
with measured GRF is a common method to estimate the errors due to this process.
The second method, named bottom-up method, consists in starting with the segments
which are in contact with the environment (and which external forces are known) and
finishing with the extremities free of any contact. A mixed method can also be used.

8.5 Global System and Controllers

A second approach to solve inverse dynamics problems is to model the global system
with the Lagrangian formalism (based on the principle of virtual works) in order to
obtain the motion equations, including the torques at any joints τi:

d

dt

∂C

∂q̇i
− ∂C

∂qi
− Q′i = 0 wi th i = 1 . . . n

where C is the difference between the potential and kinetic energies, and qi is the ith
state of the system. The applied forces and torques Qi are expressed in the generalized
coordinates as generalized forces,
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Lagrangian multipliers are added to this equation in order to express that body
segment displacement should correspond to motion capture data (see [8] for details).
The model must be associated with a robust representation of contact forces with
the ground to deliver realistic results. When simulating the system with a dynamic
solver, Lagrangian multipliers will naturally compute forces and torques that are
necessary to ensure that the resulting simulation is compatible with the imposed
motion (generally motion capture data).

A famous solution consists in modelling the joint torques as proportional-
derivative (PD) controllers which merely consists in associating damped springs
to each joint:

τi = kp

(
θd

i − θi

)
− kd θ̇i

where θ
d
i stands for the desired joint angle for joint i, kp and kd are the proportionnal

and derivative gains of the controller. If we consider that the desired joint angles
correspond to those measured by the motion capture system, and if the gains are
correctly tuned, it is thus possible to compute the joint torques that are required
to perform the measured motion [42]. Torques obtained with the PD controller
is applied to a physical model of the human body. This physical model can be
obtained thanks to commercial software or opensource packages, such as OpenDy-
namicEngine (http://www.ode.org). This type of software provides us with a sim-
ulator of a physical model which inputs are internal and external forces applied to
the system. In our case, external forces are obtained either by direct measurements
with gauges or by using the above inverse dynamic method applied to the global
whole-body system (human body is modelled by its center of mass). Internal forces
and torques are computed using the PD controllers.

This approach is very difficult to tune, especially the values of the PD gains.
However for well-known motions such as walking, many researchers have proposed
semi-automatic methods to estimate these gains.

8.6 Conclusion About Inverse Dynamic Approaches

Joint torques and forces are mainly used in biomechanics and computer animation. In
biomechanics it enables to distinguish different motor strategies that kinematic data
fail to differentiate. In computer animation, it is mainly used to check if the square of
joint torques of a given simulated motion is minimized, assuming that it corresponds
to natural motions. When walking in VR, it could also help to evaluate gait effi-
ciency as human walking is supposed to be associated with low energy consumption
(see Chap. 3). For example, it has been used as a relevant criterion to distinguish
overground and treadmill walking, as explained above [31]. Moreover animating the
user’s avatar walking on uneven terrain implies to adapt the joint trajectories per-
formed by the user who is walking on a treadmill or a flat ground. Hence this motion
adaptation is necessary to compensate differences between the constraints imposed

http://www.ode.org
http://dx.doi.org/10.1007/978-1-4419-8432-6_3
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in the virtual environment and those actually linked to the real movement of the user.
In that case methods based on physical models enable to automatically adapt the
motion to different kinematic and physical constraints [41].

However inverse dynamics is sensitive to noise or inaccuracies especially when
computing joint accelerations. Another limitation is that it remains difficult to deal
with closed-loop systems, such as dealing with the double support phase in walking
where the two feet are in contact with the ground. In that case, it is very difficult to
strictly separate the forces exerted below each foot.

8.6.1 Measuring or Estimating Muscle Activities

In some very specific applications, joint torques is not accurate enough to understand
motion strategies. Indeed, joint torques provides us with the resulting action of a
group of muscles whereas control strategies could have a direct link with the action
of one isolated muscle. Slightly changing the axis of rotation of a motion may recruit
different muscle groups even if the resulting joint torque looks the same.

The direct approach to measure muscle activity consists in sensing the electromyo-
grams (EMG) of targeted muscles. EMG is a measurement of the electrical activity
of skeletal muscles recorded with the placement of small electrodes over the skin
(there exist more invasive electrodes but they are unusable for large movements).
Thus EMG is limited to surface muscles. The signal returned by the EMG system is
noisy and required heavy signal processing to estimate muscle tensions in Newtons.
However, it gives an interesting point of view about muscle coordination if several
muscles are measured concurrently. See [23] (among many others) for more details
on EMG.

Some researchers have proposed to use indirect methods to retrieve the tension of
all the muscles involved in the studied motion (including deeper muscles). Muscu-
loskeletal models have been introduced in the early nineties [6] thanks to the increase
of computation power of computers. The key idea is to model muscles thanks to action
lines acting along an axis determined by to muscle insertions. Knowing the accurate
location of each of these muscles and tendons insertion on bones, it is possible to
retrieve these action lines, as shown in Fig. 8.4.

A muscle is supposed to work only by applying a positive tension (leading to
contractions) and cannot push the bone. Hence for each muscle i, its tension Ti is
positive. Each muscle is also limited to a maximum voluntary contraction (MVC)
which is generally evaluated in isometric condition (i.e. no displacement of the bones
but exertion of a force against an external load). If we consider the surface of the
cross section area (perpendicular to the muscle fibers), this MVC is given by:

Fmax
i = K(l)× K0 × PCSA

where K0 is a constant ranging from 15 to 33 N/cm2 according to the authors, and
K(l) is a value that depends on the muscle length l. Indeed there exists a relation
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Fig. 8.4 Action line joining two adjacent segments Si and Sj. The insertions of this action line in
both segments are given by anthropometric tables in each local reference frame

between the maximum delivered force and the length of a muscle (named Force–
Length relation). This relation is given in the biomechanical literature. Hence a
muscle tension Fi for muscle i is constrained by:

0 ≤ Fi ≤ K (l)× K0 × PCSA

l is then the distance between the two insertion points of the action line. Motion
capture data enable to associate a local reference frame to each body segment, as
shown previously for the computation of joint angles. It is thus possible to apply
anthropometric tables that give the local coordinates of each line action insertion
in each bone. These tables are generally embedded in dedicated software, such as
OpenSim (see http://simtk.org/home/opensim for an example).

Knowing these insertion points for each action line, we can deduce the length of
each action line and consequently its MVC in the current pose. If external torques
τext are also known, such as gravity and the momentum of all the contact forces, the
torques applied by the muscles τmusc in static condition are given by:

τext = −τmusc

In the remaining of this section we assume that the system is static for simplifica-
tion but extension to dynamic situation simply involves adding to this formulae the
terms linked to the derivative of the angular momentum of each body segment.

τext could be expressed for each body segment i as:

∀i ∈ [1, n],
m∑

j=1

M j
i = −τ i

ext

where n is the number of body segments, m is the number of independent action
lines, and Mj

i stands for the moment of action line j on the ith body segment. If the
local reference frame Oi of segment i is placed on the proximal joint:

http://simtk.org/home/opensim
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M j
i = Oi P j

i × Fj

where Pj
i is the insertion point of muscle j on body segment i and Fj stands for the

force applied by this muscle. Let us consider that the norm of Fj is denoted Tj. Using

the superposition theorem we can express Mj
i as the product of Tj and Ij

i where Ij
i is

the theoretical Momentum associated with a unit force vector Fj (‖ Fj ‖= 1N ):

M j
i = I j

i ∗ Tj

and

∀i ∈ [1, n]
m∑

j=1

I j
i ∗ Tj = −τ i

ext

which can be rewritten in a matrix form:

�.Tmusc = −τext

where � is the n × m matrix containing Ij
i for all i (body segment) and j (action

line), Tmusc is the m-vector containing the forces of all the action lines and τext is the
n-vector of the external torques and moment applied to all the body segments.

This linear system is not invertible because n is not equal to m. In general m is
greater than n leading to redundancy of the actuators (the action lines). It consequently
leads to an optimization problem with a space of solutions. In addition to this equality
constraint, it is possible to add inequality constraints such as:

• A muscle force is positive and its maximum value is equal to K(l)*K0*PCSA as
shown previously,
• People naturally tend to minimize energy and torques (

∑m
j=1 F2

i in many motions

[32] (or the normalized effort (
∑m

j=1

(
Fi

Fmax
i

)2
) [18]),

• Taking some EMG signals into account in the solving process [1]

This domain is very active in biomechanics and many researchers try to improve
the quality and to validate the results. One of the most important problems is to be
able to take contraction of antagonist into account. Using EMG signals to check if
the antagonist muscles are active is a very promising approach.

The approach presented in this section is named inverse dynamics but there exist
two other approaches to solve this type of problem using direct dynamics within
an optimization loop or directly exploiting EMG signals. Whatever the method, it is
still difficult to validate the results. However, it is a promising contribution to analyse
more accurately the actions performed by the user in a virtual environment, as it has
been shown in ergonomics [27]. VR is more and more used to evaluate and train
disable people as it provides a safe and reproducible environment. In this type of
application EMG and muscle contraction feedbacks are very important.
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As for the joint torques and forces, muscle tensions are good indicators of gait
efficiency and can thus be used to determine subtle changes in gait patterns that
kinematic data fail to identify. It could thus be used to evaluate if the user’s gait is as
efficient in VR compared to natural walking.

8.7 Conclusion

J. E. Marey and E. Muybridge were the first researchers who proposed objective
measurements of animal and human locomotion [20]. Nowadays, numerous systems
exist to analyse and measure human gait. The biomechanics community is still very
active in this domain and collaboration with other domains will certainly lead to new
systems, such as using depth-cameras (Kinect of Microsoft) or inertial sensors. It is
difficult to predict what will be the future in this domain, but many researchers tend to
propose non-invasive and light systems associated with more and more sophisticated
numerical models in order to access to new parameters. Musculoskeletal models are
clearly a step forward in this domain but many researches have to be carried-out in this
domain for calibration and validation. The Table below summarizes the parameters
introduced in this chapter and their potential use in walking in VR (Table 8.1):

• sensing the user’s motion,
• delivering the most appropriate and accurate multisensory feedbacks,
• and evaluating the naturalness of the interaction for the user compared to reference

values (as those reported in Chapter “Biomechanics of walking in real world”).

Systems deliver more and more data (global parameters, joint positions, angles,
torques and muscle forces) and a new problem occur: how to deal with all these
parameters? In virtual reality researchers try to provide the user with more realistic
feedbacks which could rely on using such big amount of knowledge. Getting more
accurate data on the user’s gait could help to select and compute the corresponding
feedbacks. Let us consider the walk-in-place approach currently used in VR [36]. In
this approach, signal processing is applied to the orientation of the head depending
time. Extending this approach to more complex parameters would enable to deal
with more complex situations and behaviours, such as getting up and down stairs,
avoiding obstacles or taking specific gait style into account. As for future steps, one
main challenge therefore remains to be able to compile all the available data and to
compute the most appropriate feedbacks in real-time.
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Chapter 9
Locomotion Interfaces

Hiroo Iwata

Abstract A locomotion interface is a device that creates an artificial sensation of
physical walking. It should ideally be equipped with three functions: (1) The creation
of a sense of walking while the true position of its user is preserved, (2) Allowing the
walker to change bearing direction, (3) The simulation of uneven walking surfaces.
This chapter categorizes and describes four different methods for the design and
implementation of such interfaces: Sliding shoes, Treadmills, Foot-pads, and Robotic
tiles. It discusses related technical issues and potential applications.

9.1 Introduction

A locomotion interface is a device that creates a sense of walking in a virtual
environment (VE). It provides for the experience of physical walking while a walker’s
body is maintained localized in the real world.

In many applications of VEs, such as immersive training or visual simulations,
users can benefit from a good sensation of locomotion. It has often been suggested
that the best locomotion mechanism for VEs would be walking [5]. It is well known
that sense of distance or orientation while walking is much better than while riding
on a vehicle. Proprioceptive and vestibular feedback during walking is particularly
important for navigation [29–31].

Effects of proprioceptive and vestibular feedback have been tested in settings
involving walking on real ground while immersed in VE. Loomis et al. [17] used
a HMD in triangle completion walking tasks. Five conditions were employed for
evaluating optic flow, vestibular, and proprioceptive stimulation as inputs to the path
integration process. Two conditions involved walking (with and without vision), two
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involved wheelchair transport (with and without vision), and the fifth was a stationary
(non-moving) condition with vision. The results indicated that the directional return
toward the origin was much poorer when optic flow alone specified the outbound
path. Chance et al. [3] set up a virtual maze, in which subjects encountered target
objects along the way. Their task was to indicate the direction to these target objects
from a terminal location in the maze. The scene of the virtual maze was provided
by a HMD. Subjects controlled their motion through the mazes using one of three
locomotion modes: Walk mode, Real Turn mode, and Visual Turn mode. The results
showed that performance in the Walk mode was significantly better than that of Visual
Turn mode. In another experiment, Bakker et al. [1] studied orientation performance
in VE. They tested five stimulus conditions for turning: three with and two without
visual stimuli, using one three different navigation metaphors to steer rotation. Their
results showed that most accurate rotation was found when subjects turned using
their legs.

All of these studies, in addition to more recent works such as from Ruddle and
Lessels [23] and Suma et al. [25], have shown the positive effects of physical walking
on navigation tasks.

To recreate the sensations related to physical walking in virtual environments
there are theoretically three major technical issues to overcome:

• Creating a sense of walking while the true position is maintained: The device thus
requires a mechanism that cancels the displacement of the walker in the real world.

• Allowing the walker to change direction: The device therefore requires a mecha-
nism that cancels omni-directional displacement.

• Simulation of uneven surfaces: This is required since the terrain of the real world
includes uneven surface, such as staircases. In general, the displacement of a walker
is three-dimensional.

Pioneering work toward the development of locomotion interface devices began
in 1988 [7] and many different prototypes have been fabricated until the present
[13]. The four main existing approaches to the design of locomotion interfaces can
be categorized as follows:

• Sliding shoes: The walker wears specialized shoes that generate relative motion
between the foot and the floor.

• Treadmill: The walker stands on a belt conveyer that moves opposite to the direction
of walking.

• Foot-pad: Two platforms are applied to the feet and move in accordance with the
motion of the feet.

• Robotic tiles: Movable tiles provides a dynamic platform for walking. The tiles
move opposite to the direction of walking.

The remainder of this chapter describes successively the hardware configurations
of these four methods, and discusses related technical issues and potential usages.
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Fig. 9.1 The first prototype
of virtual perambulator

9.2 Sliding Shoes

9.2.1 Virtual Perambulator

The first project aimed at developing a locomotion interface started in 1988 [7]. It was
named “Virtual Perambulator”, and had the primary object of allowing for changes
in direction of the walker’s feet. Figure 9.1 shows the overall view of the prototype.
A user of the system wore a parachute like harness and omni-directional roller skates.
The trunk of the walker is fixed to the framework of the system by the harness. An
omni-directional sliding device is used for changing direction of the feet. To this
end, a specialized roller skate was equipped with four casters, which enables two-
dimensional motion. The walker could freely move his or her feet in any direction.
Motions of the feet were measured via ultrasonic range detectors. From the results
of measurements, images of the virtual space were displayed in the head-mounted
display corresponding with the motion of the walker. The direction of locomotion in
the virtual space was determined according to the direction of the walker’s steps.
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Users of this first prototype, however, felt uncomfortable due to pressure exerted
by the parachute-like harness. In subsequent work, the harness was therefore replaced
with a belt around the waist [8]. A brake pad was placed at the toe of the roller skate
in order to increase the stability of the walker. While the walker steps forward, the
break-pad enhances the friction force in the rear foot.

In 1992, the improved Virtual Perambulator was utilized to study the sense of
travelled distance [8]. The test course for the experiment was a straight path. The
scene of the test space provided to the subjects was a plain wall and floor as well as
a flag. Subjects were asked to walk along the path from the starting area to the goal
while watching the CG image in the HMD. The width of the path and the height
of the walls were 3 m. The starting area is 5 m deep and the depth of this area was
reported to the subjects. As subjects moved along the course, they memorized the
distance between the starting line and the flag. After they finished walking, they were
asked to plot the position of the goal on a data sheet in which the walls and starting
area were marked. The results showed that Stevens’ power law [26] could be applied
to explain the estimated distances.

This second prototype still exhibited two major flaws: (1) The waist belt restricted
vertical and turning motions of walkers’ bodies, and (2) The weight and height of
the roller skate affected natural motion. In order to overcome these problems, a new
frame and sliding device was developed [9]. A hoop was set around the walker’s
waist in which he/she could physically walk and turn about. The diameter of the
hoop was 60 cm. The walker could freely change the direction of walking. Novice
users of the system could hold the hoop so that they can easily keep the balance of
their bodies, while trained users of the system could push their waists against the
hoop and learn to walk fast or can even run. Since no harness is used, walker’s body
had no restriction. A new sliding device based on rubber sandals instead of steel roller
skates was also developed. A layer of low friction film was placed at the middle of
the sole. Rubber in the toe region played the roll of a brake pad. Material of the floor
surface was selected for compatibility with the low friction film and brake pad. The
device was demonstrated at the Interactive Communities venue at SIGGRAPH’95.
During the five-day conference, 235 people experienced the device. The behavior of
the walkers was observed, and 94 % of them were found to succeed in rhythmical
walking [9]. The main limitation of the Virtual Perambulator was found to be that
the device itself is passive. Walkers had to slide their feet by themselves and they
had to get accustomed to the sliding action.

9.2.2 Powered Shoes

Powered Shoes is a locomotion interface using motorized roller skates [15]. A com-
pact and light-weighted drive mechanism is put underneath the sole. A large force is
required to move the walker so that the motor for the locomotion interface could not,
itself, be placed underneath the sole. A flexible shaft was instead used in order to
separate the motor from the roller. Motors and batteries are the heaviest parts of the
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Fig. 9.2 Powered shoes

system, and were put in a backpack. The active roller skate was designed to fit in the
sole. It has three rollers, two of which are connected by a timing belt and driven by a
motor. The diameter of each roller is 16 mm and overall height of the mechanism is
20 mm. The overall weight of the mechanism is 700 g, roughly the same as a hiking
shoe. The mechanism allows the user to walk at a speed of 600 mm/s. Figure 9.2
shows overall view of the Powered Shoes.

The major limitation of this system was that the direction of the traction force
generated by the rollers is identical to the shoe, which only allows the walker in a
straight line.

9.2.3 String Walker

The String Walker is a locomotion interface based on eight strings actuated by motor-
pulley mechanisms mounted on a turntable [16]; see Fig. 9.3. The mechanism enables
omni-directional walking. The device also allows the walker to perform various gait
patterns, such as side-walking.

Four strings are connected to each shoe and are actuated by motor-pulley mech-
anisms. The maximum tension of each string is 25 Kgf. A touch sensor in the shoe
detects stance phase and swing phase of walking. The signal is wirelessly transmitted
to a host computer. No force is applied to the shoe while it is in the swing phase.
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Fig. 9.3 String walker

Each motor is equipped with a rotary encoder and the motor-pulley mechanisms
can measure position and orientation of the shoe. The strings pull the shoe in the
opposite direction of walking, so that the displacement of the step is cancelled.
The position of the walker is fixed in the real world by this computer-controlled
mechanism. The motor-pulley mechanisms are themselves mounted on a motor-
driven turntable that rotates according with the direction of the walker, thus enabling
omni-directional walking.

A major limitation of the String Walker concerns the difficulty in controlling the
tension in the strings. Durability of the strings is also a serious problem.

9.2.4 Evacuation Simulator Using the Virtual Perambulator

An “evacuation simulator” [32] based on the virtual perambulator was designed
in a collaboration between the author’s lab and the Ship Research Laboratory of
the Ministry of transportation of Japan. The analysis of the evacuation of passengers
during maritime accidents is very important for ship safety. However, it is impossible
to carry out experiments with human subjects during an actual disaster. Consequently,
these researchers introduced virtual reality tools for simulation of disaster in order to
analyze evacuation of passengers. They built a virtual ship that models the generation
of smoke and the inclination of the vessel. Experiments of evacuation were carried out
for construction of mathematical model of passenger’s behavior in disaster. Figure 9.4
shows the Virtual Perambulator integrated with the evacuation simulator.
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Fig. 9.4 Evacuation Simula-
tor

9.3 Treadmills

9.3.1 Related Works in Treadmill-Based Locomotion Interface

A simple device for virtual walking is a treadmill, which is ordinarily used for physical
fitness. An application of such a device to a virtual building simulator was developed
at the University of North Carolina [2]. This treadmill had a steering bar similar to that
of a bicycle. At ATR in Japan, Noma et al. developed a treadmill-based locomotion
interface named ATLAS. Later, it was equipped with a series of linear actuators
underneath the belt [19]. The device, named GSS, was able to simulate slopes of
virtual terrain. The Treadport device (Fig. 9.5) developed at the University of Utah
is a treadmill that is combined with a large manipulator connected to a walker [4].
The manipulator provides gravitational forces while the walker is traversing a slope.

The major problem of a treadmill-based locomotion interface is to allow the walker
to change direction. One of the possible solutions for realizing omni-directional
walking on a treadmill is to use small rollers to move the walker in perpendicular
directions. The ODT, or Omni-directional Treadmill, employs two perpendicular
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Fig. 9.5 TreadPort

treadmills, one inside of the other. Each belt is made from approximately 3400
separate rollers, woven together into a mechanical fabric. Motion of the lower belt
is transmitted by the rollers to a walker. This mechanism enables omni-directional
walking [6]. In another instance, the “Ball Array Treadmill”, employs small balls,
which move the walker in any direction. The balls are driven by a belt mounted on
a turntable. The combination of balls, belt and turntable enables omni-directional
walking [20].

An important limitation of these methods is that rollers or balls are hazardous
when the walker falls down. The durability of the structure supporting the rollers or
balls is also a problem.

Another approach for realizing omni-directional walking is to use a large sphere
in which a walker stand. One of the examples is a product developed by Virtusphere
Inc. The sphere rotates freely in any direction according to the walker’s steps. The
major problem of this method is that the inertia of the sphere is so large that the
walker cannot stop while he/she is walking fast. Also, a curved walking area is not
natural.

9.3.2 Torus Treadmill

An ideal solution for a treadmill-based locomotion interface is to create an omni-
directional infinite, moving floor. In order to realize an infinite walking area, the
geometric configuration of an active floor must be chosen. A closed surface driven
by actuators has an ability to simulate an unlimited floor. The following requirements
for implementation of the closed surface must be considered:

(1) The walker and actuators must be put outside the surface.
(2) The walking area must be a plane surface.
(3) The surface must be made of a material that stretches very little.
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X direction

Y direction

Fig. 9.6 Structure of Torus Treadmill

The shape of a closed surface, in general, is a surface with holes. If the number
of holes is zero, the surface is a sphere. The sphere is the simplest infinite surface.
However, the walking area of the sphere is not a plane surface. A very large diameter
is required to make plane surface on a sphere, which restricts implementation of the
locomotion interface.

A closed surface with one hole like a doughnut is called torus. A torus can be
implemented by a group of belts. These belts make a plane surface for the user to
walk on. A closed surface with more than one hole cannot make a plane walking
surface. Thus, the torus is the only form suitable for a locomotion interface.

The “Torus Treadmill” device is implemented by a group of belts connected to
each other. The Torus Treadmill is realized by these belts [10]. Figure 9.6 illustrates
the basic structure of the Torus Treadmill. The first prototype of the Torus Tread-
mill employed twelve treadmills. These treadmills move the walker along an “X”
direction. Twelve treadmills are connected side by side and driven in a perpendicular
direction. This motion moves the walker along a “Y” direction.

Figure 9.7 shows overall view of the apparatus. Twelve treadmills are connected
to four chains and mounted on four rails. The chain drives the walker along the Y
direction. The rail supports the weight of the treadmills and the walker. An AC motor
is employed to drive the chains. Each treadmill is equipped with an AC motor. In
order to shorten the length of the treadmill, the motor is put underneath the belt.

A problem with this mechanical configuration is the gap between the belts in the
walking area. In order to minimize the gap, a driver unit was put on each treadmill
in alternating orientation. The gap achieved is only 2 mm wide in this design.
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Fig. 9.7 Overall view of
Torus Treadmill

9.3.3 Control Algorithm of the Torus Treadmill

A scene of the virtual space is generated corresponding with the results of motion
tracking of the feet and head. The motion of the feet and head are measured by a Polhe-
mus FASTRAK. The device measures 6 degree-of-freedom motion. Sampling rate of
each point occurs at a rate of 20 Hz. A receiver is attached to each knee. Sensors cannot
be put near the motion floor because a steel frame distorts magnetic field. The length
and direction of a step is calculated by the data from those sensors. The user’s view
point in virtual space moves corresponding with the length and direction of the steps.

To keep the walker in the center of the walking area, the Torus Treadmill must be
driven in correspondence with the walker. A control algorithm is required to achieve
safe and natural walking. The walker is not connected to a harness or mechanical
linkages, since such devices restricts the motion and inhibits natural walking. The
control algorithm of the Torus Treadmill must be safe enough to allow removal of
the harness from the walker. At the final stage of the Virtual Perambulator Project,
the harness could be successfully removed using a hoop frame. The walker could
freely walk and turn around in the hoop, which supports the walker’s body while
he/she slides the feet. The function of the hoop in the control algorithm of the Torus
Treadmill was simulated by putting circular deadzone in the center of the walking
area. If the walker steps out of the area, the floor moves in the opposite direction so
that the walker is carried back into the deadzone (Fig. 9.8).
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Fig. 9.8 Control algorithm
for Torus Treadmill

9.3.4 Effects of Walking on the Torus Treadmill

The Torus Treadmill provides for natural turning motion. The walker on the Torus
Treadmill can physically turn about on the active floor. Turning motion using the
feet has major contribution to human spatial recognition performance. Vestibular
and proprioceptive feedback is essential to the sense of orientation [11].

The same principle as the Torus Treadmill is used in the “CyberWalk Platform”
that has a large walking area (Fig. 9.9). The device was constructed at Max Planck
Institute and used for study on psychological characteristics [27, 28].

9.3.5 Limitation of Torus Treadmill

A major limitation of the Torus Treadmill is its inability to render uneven surfaces.
Theoretically, such a device can be modified for simulation of uneven surface. If an
array of linear actuators on each treadmill is installed, uneven floor can be realized
by controlling the length of each linear actuator. However, this method is almost

Fig. 9.9 CyberWalk platform
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impossible to implement, because a very large number of linear actuators would be
required to cover the surface of the torus-shaped treadmills and control signal for
each actuator must be transmitted wirelessly.

The best approach to the simulation of uneven surfaces is a foot-pad-based loco-
motion interface presented in the next section.

9.4 Foot Pad

9.4.1 Related Works in Foot-Pad-Based Locomotion Interface

A foot-pad-based locomotion interface uses a platform to apply displacements to
each foot. The simplest way to realize this type of locomotion interface is via a
pedaling device. In the battlefield simulator of NPSNET project, a unicycle-like
pedaling device is used for locomotion in the virtual battlefield ([22]). A player of
the system changes direction by twisting his/her waist. The OSIRIS, simulator for
night-vision battle utilizes a stair stepper device ([18]). The device was as same as
that used in athletic gyms. A player of the system changes direction by controlling
a joystick or twisting at the waist.

In another work, two large manipulators driven by hydraulic actuators were de-
veloped at University of Utah and used to realize a locomotion interface. These
manipulators are attached to feet of a walker. The device is named BiPort (http://
www.sarcos.com). The manipulators can simulate the viscosity of a virtual ground
surface. A similar device developed at the Cybernet Systems Corporation uses two
3 DOF motion platform for the feet [21]. These devices, however, have not been
evaluated or applied to VE simulation.

Schmidt et al. developed a “Haptic Walker” solution which comprises two pro-
grammable foot platforms with permanent foot-machine contact [24]. It is applied
to gait rehabilitation.

9.4.2 Gait Master

As was discussed in the first section, the third issue in locomotion interface is pre-
sentation of uneven surfaces. Locomotion interfaces are often applied for simulation
of buildings or urban spaces. Those spaces usually include stairs. A walker should be
provided with a sense of climbing up or going down those stairs. Some applications
of locomotion interfaces, such as training simulators or entertainment facility, rough
terrain should be presented.

The presentation of virtual staircases was tested at the early stage of the Virtual
Perambulator project [9]. When the walker is climbing up a stair, the forward foot

http://www.sarcos.com
http://www.sarcos.com
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was pulled up and when the walker goes down stairs, the backward foot is pulled up.
However, this method was not successful because it caused walker instability.

Later a 6 DOF motion platform was applied in a final version of the Virtual
Perambulator. In it, a user walks in a hoop frame. The walker stood on the top plate
of the motion platform. Pitch and heave motion of the platform were used. When
the walker stepped forward to climb up a stair, the pitch angle and vertical position
of the floor increased. After finishing climbing motion, the floor went back to the
neutral position. When the walker steps forward to go down a stair, the pitch angle
and vertical position of the floor decreases. This inclination of the floor is intended to
present height differences between the feet. The heave motion is intended to simulate
vertical acceleration. However, this method appeared to fail in simulation of stairs.
The major reason was that the floor was flat.

A possible method of creation of height difference between the feet is application
of two large manipulators. The BiPort is a typical example. A 4 DOF manipulator
driven by hydraulic actuators is connected to each foot. The major problem with this
method is that how the manipulators trace the turning motion of the walker. When
the walker turns around, the two manipulators may interfere each other.

The “GaitMaster” is a locomotion interface that simulates an omni-directional
uneven surface. The project started in 1999 [12]. The core elements of the device
are two 6 DOF motion-bases mounted on a turntable. Figure 9.10 illustrates basic
configuration of the GaitMaster. A walker stands on the top plate of the motion-base.

Fig. 9.10 Structure of Gait-
Mater
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Fig. 9.11 Overall view of
GaitMater

Each motion-base is controlled to trace the position of the foot. The turntable is
controlled to trace the orientation of the walker. The motion of the turntable removes
interference between the two motion-bases.

The X and Y motion of the motion-base traces horizontal position of the feet and
cancel its motion by moving to the opposite direction. Rotation around the yaw axis
traces the horizontal orientation of the feet. The Z motion traces vertical position of
the feet and cancels this motion. The rotation around the roll and pitch axis simulates
the inclination of a virtual surface.

Figure 9.11 shows overall view of the prototype GaitMaster. In order to simplify
the mechanism of the motion-platform, the surface of the virtual space was defined
as sets of planar surfaces. Most of buildings or urbane spaces can be simulated
without inclination of the floor. Thus, the roll and pitch axes of the motion-platforms
could be neglected. Each platform of the prototype GaitMaster is composed of three
linear actuators top of which a yaw joint is mounted. A 6 DOF Stewart platform
was disassembled and made into two XYZ stages. Three linear guides are applied
to support the orientation of the top plate of the motion-platform. The payload of
each motion-platform is approximately 150 Kg. A rotational joint around yaw axis
is mounted on each motion platform. The joint is equipped with a spring that moves
the feet to the neutral direction.

A turntable was developed using a large direct-drive (DD) motor. The maximum
angular velocity is 500 deg/s. A three degree-of-freedom goniometer was connected
to each foot. The goniometer measures back-and-forth and up-and-down motion
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as well as yaw angle. The control algorithm mentioned in the former section was
implemented and successfully applied for the presentation of virtual staircases.

9.4.3 Control Algorithm of the GaitMaster

The control algorithm is required to keep the position of the walker at the neutral po-
sition of the GaitMaster. In order to keep the position constant, the motion-platforms
have to cancel the motion of the feet. The principle of the cancellation is:

(1) Suppose the right foot is at the forward position and left foot is at the backward
position while walking.

(2) When the walker steps forward with the left foot, the weight of the walker is
placed on the right foot.

(3) The motion-platform of the right foot goes backward in accordance with the dis-
placement of the left foot, so that the central position of the walker is maintained.

(4) The motion-platform of the left foot follows the position of the left foot. When
the walker finishes stepping forward, the motion-platform supports the left foot.

If the walker climbs up or goes down stairs, a similar procedure can be applied.
The vertical motion of the feet is canceled using the same principal. The vertical
displacement of the forward foot is canceled in accordance with the motion of the
backward foot, so that the central position of the walker is maintained at the neutral
height.

The turntable rotates so that the two motion-platforms can trace the rotational
motion of the walker. If the walker changes direction of walking, the turntable rotates
to trace the orientation of the walker. The orientation of the turntable is determined
according to direction of the feet. The turntable rotates so that its orientation is at the
middle of the feet. The walker can physically turn around on the GaitMaster using
this control algorithm of the turntable.

A usability test of the prototype GaitMaster was conducted by examining the be-
havior of novice users. Data were collected at the Emerging Technologies venue at
the SIGGRAPH’2000 (July 23–28, 2000, New Orleans). Participants of our demon-
stration experienced virtual flat terrain as well as staircases.

The major interest of this pilot study related to tracking performance of the motion
platforms. Safety straps were put at the level of the foot pad in case the motion
platform failed in tracing the trajectory of the foot.

Through the course of empirical observations, tracking performance was found
insufficient. The position sensor using strings has 0.3 s time delay. This delay implied
an offset between the foot and pad. Walkers often unwittingly stepped off from the
pad. However, the safety straps worked well enough that their feet didn’t fall down
from the pad. The toe strap played the main roll in safety. The heel strap was therefore
removed on the 3rd day of the conference. None of the participants experienced any
dangerous situation through the 6-day conference.
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Velocity and acceleration of the foot while natural walking are very high. It is
much difficult for the motion platform to trace the foot. This characteristic limits
practical use of the GaitMaster.

9.4.4 GaitMater for Walking Rehabilitation

One major field of application for locomotion interfaces such as the GaitMaster is
rehabilitation. If the foot of a patient is connected to the motion platform, it can assist
walking. Interestingly, a high performance of the motion platform to follow the foot
trajectory is not required for this application.

A simplified version of the GaitMaster was therefore designed for rehabilitation
purpose [33, 34]. It moves each foot via a motion platform with two degrees of
freedom (back and forth and up and down), which allows for repeated walking
cycles, makes it possible to attach and detach easily, and permits to moderately
restrain the body (Fig. 9.12). Given the range of movement of human joints, the
device is so designed as to only move the feet, leaving to the user’s voluntary control
movements of the joints in the legs, the hips, and other parts of the body. By doing
so, a compatibility between, a high amount of exercise and a relatively moderate
resulting restraint could be achieved.

Fig. 9.12 Simplified GaitMater for walking rehabilitation
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9.5 Robotic Tiles

9.5.1 The CirculaFloor

The “CirculaFloor” project was launched to profit from approaches taken by both the
Torus Treadmill and GaitMaster devices [14]. Locomotion interfaces often require
bulky hardware, since they have to carry the user’s whole body. The Torus Treadmill
is a typical example of large hardware. Also, the hardware is not easy to reconfigure
to improve its performance or to add new functions. Considering these issues, the
goals of the CirculaFloor project were:

(1) To develop compact hardware for the creation of an infinite surface for walking.
The major disadvantage of existing locomotion interfaces being their difficult
installation.

(2) To develop scalable hardware architecture for future improvement of the system.

In order to achieve these goals, a new configuration for a locomotion interface
using a set of omni-directional movable tiles, or robotic tiles, was proposed. Each
tile is equipped with a holonomic mechanism that achieves omni-directional motion.
An infinite surface is simulated by the circulation of the robot tiles (Fig. 9.13).

The motion of the feet is measured with laser scanning sensors. The sensor is a
non-contact laser measurement system that scans its surroundings two-dimensionally
like laser radar. The sensor radially measures distance between the scanner and an
object that reflects the laser. This system requires no auxiliary passive components
such as reflectors or position markers, so that the walker never requires putting any
obstructive sensors or markers.

The robot tile moves opposite to the measured direction of the walker so that the
motion of the step is canceled. The position of the walker is fixed in the real world
by this computer-controlled motion of the robot tiles. The circulation of the robot
tiles has the ability to cancel the displacement of the walker in an arbitrary direction.
Thus, the walker can freely change direction while walking. This advantage is as
same as the Torus Treadmill.

The combination of robot tiles provides a sufficient area for walking, and thus
precision tracing of the foot position as is needed in the GaitMaster is not required. It
has the ability to create an uneven surface by mounting an up-and–down mechanism
on each tile. Figure 9.14 shows robot tiles with lifting actuators presenting virtual
staircases.

9.5.2 User Study of the Robot Tile Approach

The first prototype system of the CirculaFloor was demonstrated at SIGGRAPH
2004 venue (Los Angeles). The behavior of 325 participants was videotaped using a
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Fig. 9.13 Circulation of robot tiles

Fig. 9.14 Robot tiles present virtual staircases

DV video recorder. Before walking, subjects were given instructions that they should
walk in small steps and could step on the edge between tiles.

As an index of stability of walking, maximum horizontal movements of the sub-
jects were evaluated. The maximum horizontal amplitude of the center of the subject’s
lumbar on the monitor and the widths of the subject’s lumbar on the monitor were
measured. The maximum horizontal movement equals to the horizontal amplitudes
divided by the width.

The results suggested that 78 % of the subjects were below 10 % horizontal move-
ments. For comparison, the horizontal movement in the real world was measured.
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As a result, most subjects marked under 10 % movements. It is assumed that 78 %
of the subjects on the CirculaFloor can walk stably.

On the contrary, the remaining 22 % of the subjects could not walk stably. The
reasons of unstable walk were categorized into following 5 classes: (1) tile was
moving when landing forefoot; (2) gait style was suddenly changed. E.g. a change
from wide based gait to narrow based gait was observed; (3) the subjects kicked
back tiles by their hind leg; (4) the subjects strolled along the edge of tiles; (5) The
subjects walked in an otherwise awkward fashion. These factors depended primarily
on the gait style of the subjects. The movable tiles were controlled to maintain a
desired velocity trajectory. However, when a subject applied a force to the tile that
was too large, the tile could move in an unexpected direction. Improvements to the
stability of the tile system are still required. Also, the subjects’ shoes affecting their
gait pattern. It is difficult for subjects who wear high-heel to walk stably on the
device. The height of the movable tiles is 90 mm. Such subjects were fearful of even
small displacements of the tile.

A major limitation of the robot-tile-based locomotion interface seems however to
be its low walking speed. Very high circulation speed is required to follow natural
walking speed. The maximum running speed of the robot tile is limited due to the
upper limit of traction force of the holonomic mechanism (Fig. 9.15).

Still, the circulating tiles seem to remain a very attractive and popular interactive
device. A more recent version of the robotic tiles was demonstrated at Tokyo Fiber
‘09 art exhibition (Triennale, Milan). This updated version encloses new conductive
fibers mounted on each tile, making it possible to finely detect positions of the feet.
It was, observed to be a successful demonstration.

Fig. 9.15 Robot tiles exhibited at Tokyo Fiber 20009 (Photo:)
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9.6 Conclusion

This chapter introduced and described the various kinds of existing locomotion in-
terfaces: Sliding shoes, Treadmills, Foot-pads, and Robotic tiles. Main advantages
and limitations of each method were discussed. The preferred configurations for
serious applications would probably remain treadmill-based locomotion interfaces.
They can indeed create highest walking speeds in safe conditions. If a virtual envi-
ronment application requires uneven surfaces, foot-pad-based locomotion interface
should however be used. Specific mechanisms must be designed to better match
specific applications. Safety issues should be carefully considered in applications of
locomotion interfaces. A proper design of handrails can often solve this issue. Exam-
ples of application-driven devices were also presented such as for Gait rehabilitation
and Evacuation simulator. But locomotion interfaces are still in an immature state of
development. Significant trial-and-error will therefore be needed in order to realize
further advances in this promising research area.
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Chapter 10
Implementing Walking in Virtual Environments

Gerd Bruder and Frank Steinicke

Abstract In the previous chapter, locomotion devices have been described, which
prevent displacements in the real world while a user is walking. In this chapter we
explain different strategies, which allow users to actually move through the real-
world, while these physical displacements are mapped to motions of the camera in
the virtual environment (VE) in order to support unlimited omnidirectional walking.
Transferring a user’s head movements from a physical workspace to a virtual scene
is an essential component of any immersive VE. This chapter describes the pipeline
of transformations from tracked real-world coordinates to coordinates of the VE.
The chapter starts with an overview of different approaches for virtual walking, and
gives an introduction to tracking volumes, coordinate systems and transformations
required to set up a workspace for implementing virtual walking. The chapter con-
tinues with the traditional isometric mapping found in most immersive VEs, with
special emphasis on combining walking in a restricted interaction volume via refer-
ence coordinates with virtual traveling metaphors (e.g., flying). Advanced mappings
are then introduced with user-centric coordinates, which provide a basis to guide
users on different paths in the physical workspace than what they experience in the
virtual world.

10.1 Introduction

Using sophisticated hard- and software technology, immersive virtual environments
(VEs) provide users with a multisensory medium for exploring and interacting
with computer-generated three-dimensional environments. In particular, ego-centric
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perspectives and natural interaction metaphors can provide users with a compelling
experience similar to interactions in the real world, which cannot be simulated using
any other existing technology. In this context, the most natural technique for explor-
ing a virtual world is real walking, which provides a greater sense of presence than
other virtual traveling techniques [4, 24], such as flying or walking in-place [36],
and naturally stimulates human spatial wayfinding and cognitive map building [27].
As described in Part 1, walking is a form of natural locomotion, which encom-
passes repetitive motions of legs or body for active self-propulsion [9], such that
users in immersive VEs receive proprioceptive, kinesthetic and efferent copy sig-
nals from their physical movements, supporting the perception of self-motion in the
virtual world.

In order to provide users with an unimpaired sense of place and plausibility during
self-motions [29], virtual reality (VR) applications have to maintain simultaneous
awareness of coordinate systems and transformations in both the real and virtual
world. In this chapter, we describe the basic transformations that can be used to
implement real walking user interfaces in VR laboratory workspaces. In particular,
we show how the sense of moving in computer graphics environments can be stim-
ulated with sequences of frame to frame changes of the position and orientation of a
user in a VR workspace. If the changes from one frame to the next are large, we talk
of teleportation, whereas if the changes are considerable small, the feedback from
the virtual world causes a sensory flow (e.g., optic flow [15] or acoustic flow [30]),
which engenders the sense of continuous motion.

We distinguish between two main characteristics of real walking user interfaces:

• Isometric transformations describe mappings that preserve motion distances and
angles when movements of a tracked user in the physical workspace are mapped
to changes of a virtual representation.
• Nonisometric transformations, in contrast, describe different mapping approaches

to introduce a discrepancy between user movements and virtual feedback.

It is generally assumed that human spatial perception and cognition in virtual
worlds is optimally supported in isometric user interfaces, since sensory motion
feedback from the user’s physical movements (e.g., proprioceptive and vestibular
motion cues) match feedback from the virtual world (e.g., optic and acoustic flow).
However, isometric user interfaces have a severe practical problem: With such map-
pings the size of the physical workspace limits the size of the virtual scene that a
user can explore by natural walking. We show how such limitations can be alleviated
with multimodal interfaces that combine walking over short distances with traveling
over long distances. We introduce nonisometric mapping strategies that provide a
different solution to the problem of unrestricted omnidirectional walking by guid-
ing users on a different path in the real world than experienced in the virtual scene.
Nonisometric mappings for walking user interfaces are encompassed under the term
redirected walking [23].

The remainder of this chapter is structured as follows. Section 10.2 gives a short
introduction to workspaces and coordinate systems in VR laboratories. In Sect. 10.3
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we present the basic math and algorithms necessary to implement isometric virtual
walking, and then show with reference coordinates how limitations of virtual inter-
action space can be alleviated with traveling techniques. In Sect. 10.4 we describe
nonisometric transformations for redirected walking, give an overview of the basic
algorithms with user-centric coordinates, and go into detail on linear and angular
scaling transformations, as well as curvature mappings. We present a simple algo-
rithm that allows practitioners to implement unrestricted redirected walking in VR
workspaces. Section 10.5 concludes the chapter.

10.2 Virtual Reality Workspaces

In order to support real walking, user movements in a VR laboratory have to be
tracked and mapped to motions in a three-dimensional virtual scene. In particular,
movements of the user’s head position in the physical workspace have to be measured
and transferred to motions of camera objects in the virtual space in order to provide
ego-centric visual feedback to the user’s eyes from the virtual world.1

Physical workspaces in VR laboratories incorporate tracking systems to measure
the position and/or orientation of objects located in the tracking space. Such track-
ing systems can differ in underlying technology, accuracy and precision of tracking
data, as well as how the user is instrumented. In particular, some VR laboratories
incorporate separate tracking systems for position and orientation measurements,
such as optical marker tracking systems that measure the head position and iner-
tial orientation sensors that measure the head orientation. The coordinate systems in
which tracking systems provide position and orientation data are not standardized,
such that usually the tracking coordinates have to be transformed into the coordi-
nate system used for the virtual scene [8]. In the following, for convenience, we
assume that virtual and physical coordinate systems are calibrated and represented
in right-handed OpenGL coordinates [28]. Therefore, the y-axis is oriented in inverse
gravitation direction, whereas the x- and z-axis are orthogonal to the y-axis and each
other, thus defining the ground plane. These coordinates can easily be derived from
arbitrary tracking coordinates by reassigning the x-, y- and z-axes, or multiplying
the z-coordinate with −1 for changing the handedness.

Figure 10.1 illustrates such a coordinate system in a tracked workspace in a
VR laboratory. Position and orientation of tracked objects can be described as a
transformation from a specified origin of the tracking volume to the object’s local
coordinate system. Tracking systems often provide position data as a transla-
tion vector (xr , yr , zr )∈R

3, and orientation data as yaw, pitch and roll angles
(ỹr , p̃r , r̃r ) ∈ [0, 360)3, describing three subsequently applied rotational transfor-

1 While most immersive VEs implement head tracking for visual feedback, some laboratories also
implement tracking of other body parts to provide virtual body feedback or interaction methods.
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Fig. 10.1 Illustration of (a) three-dimensional tracking coordinates in a VR laboratory with a user’s
tracked local head coordinate system as defined by positional and orientational tracking data, and
(b) virtual scene coordinates with interaction volume defined by reference coordinates

mations.2 Although the axes and order of yaw, pitch and roll transformations are not
standardized among tracking systems, practitioners tend to represent orientations
first with yaw rotations around the y-axis, followed by pitch rotations around the
x-axis, and roll rotations around the z-axis [35]. For instance, assuming the user’s
head position and orientation is tracked with a local coordinate system that is defined
with the z-axis for the (inverse) look-direction, the y-axis in up-direction, and the
x-axis in strafe-direction (see Fig. 10.1a), then yaw, pitch and roll rotations corre-
spond to turning the head to the left or right, up or down, or around the view axis,
respectively. In the following, we assume tracked head orientations to be provided
using this representation.

In order to provide a user with visual feedback by rendering the three-dimensional
scene onto one or more VR display surfaces, we have to consider a virtual analog of
the user’s head in the VE.3 We assume virtual camera coordinates are represented
with the triple of orthogonal axes as used for physical head tracking coordinates [8],
with transformations from the origin of the virtual scene to the camera coordinates
defined by a translation vector (xv, yv, zv) ∈ R

3, and yaw, pitch and roll angles
(ỹv, p̃v, r̃v) ∈ [0, 360)3. Figure 10.1b illustrates local camera coordinates in virtual
scene coordinates.

2 Some tracking systems use quaternions as their native reporting format, which provides an alter-
native representation of the transformations, and can be converted from and to the angular notation
used in this chapter [21].
3 Depending on the display system (e.g., head-mounted displays or immersive projection tech-
nologies) the actual positions or orientations of computer graphics camera objects are usually
specified relative to these head coordinates, such as transformations from the head center to the eye
displays [25].
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10.3 Isometric Virtual Walking

In this section we present the basic math and algorithms to implement isometric real
walking transformations, i.e., mappings that preserve distances and angles of a user’s
movements.

10.3.1 One-to-One Mappings

Assuming the real and virtual workspaces are defined using the coordinate systems
introduced in Sect. 10.2, basic one-to-one mappings can be implemented by using the
tracked position and orientation of a user’s head in the laboratory to define the position
and orientation of a corresponding virtual camera object for each rendering frame.
In particular, a tracked change of one unit (e.g., meter or degree) in the physical
workspace is mapped to a translation or rotation of one unit in the virtual scene.
Examples of such mappings are often found when displaying a virtual replica of a
virtual reality laboratory to users in head-mounted display environments [12, 33], or
in architectural passive haptics environments, in which real and virtual objects are
registered to provide users with haptic feedback when touching virtual objects [10].
In such environments, one-to-one mappings can be implemented using the following
simple pseudo code:

Algorithm 1 One-to-one mapping from tracked head to camera coordinates
for all rendering frames n ∈ N0 do

// Get current head tracking state:
(x (n)

r , y(n)
r , z(n)

r )← tracked head position (in R
3)

(ỹ(n)
r , p̃(n)

r , r̃ (n)
r )← tracked head orientation (in [0, 360)3)

// Set virtual camera state:
(x (n)

v , y(n)
v , z(n)

v )← (x (n)
r , y(n)

r , z(n)
r ) // position

(ỹ(n)
v , p̃(n)

v , r̃ (n)
v )← (ỹ(n)

r , p̃(n)
r , r̃ (n)

r ) // orientation
end for

In the pseudo code, (x (n)
r , y(n)

r , z(n)
r ) ∈ R

3 denotes the current three-dimensional
position, and (ỹ(n)

r , p̃(n)
r , r̃ (n)

r ) ∈ [0, 360)3 the current yaw, pitch and roll orientation
of the user’s head in the physical workspace as provided by the tracking system
for rendering frames n ∈ N0, as well as (x (n)

v , y(n)
v , z(n)

v ) ∈ R
3 the computed new

position and (ỹ(n)
v , p̃(n)

v , r̃ (n)
v ) ∈ [0, 360)3 the new orientation of the camera object

that is used as the basis for rendering the current frame to be displayed to the user.
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10.3.2 Reference Coordinates

A simple extension of isometric mappings is to introduce virtual reference coordi-
nates. Since one-to-one mappings only allow a user to explore a volume in the virtual
scene that is exactly as large as the interaction volume in the laboratory, it becomes
important to map the user’s movements to specific regions of interest in the virtual
scene. This can be accomplished by introducing an intermediate reference coordinate
system when transferring position and orientation data from tracking coordinates to
virtual scene coordinates. Introducing such virtual reference coordinates, the corre-
sponding pseudo code in Sect. 10.3.1 changes to:

Algorithm 2 Isometric mapping with reference coordinates
for all rendering frames n ∈ N0 do

// Get current head tracking state:
(x (n)

r , y(n)
r , z(n)

r )← tracked head position (in R
3)

(ỹ(n)
r , p̃(n)

r , r̃ (n)
r )← tracked head orientation (in [0, 360)3)

// Set virtual camera state:

(x (n)
v , y(n)

v , z(n)
v , 1)T ←

⎛
⎜⎜⎜⎝

r (n)
xx r (n)

yx r (n)
zx r (n)

px

r (n)
xy r (n)

yy r (n)
zy r (n)

py

r (n)
xz r (n)

yz r (n)
zz r (n)

pz

0 0 0 1

⎞
⎟⎟⎟⎠ · (x (n)

r , y(n)
r , z(n)

r , 1)T // position

(ỹ(n)
v , p̃(n)

v , r̃ (n)
v )← (ỹ(n)

r , p̃(n)
r , r̃ (n)

r ) // orientation
end for

In the pseudo code, the 4 × 4 transformation matrix for homogenous coordinates
defines a reference position r (n)

p = (r (n)
px , r (n)

py , r (n)
pz ) ∈ R

3 in the virtual scene, as

well as coordinate axes with the direction vectors r (n)
x = (r (n)

xx , r (n)
xy , r (n)

xz ) ∈ R
3,

r (n)
y = (r (n)

yx , r (n)
yy , r (n)

yz ) ∈ R
3, and r (n)

z = (r (n)
zx , r (n)

zy , r (n)
zz ) ∈ R

3 along the trans-
formed x-, y- and z-axes of the reference coordinates. The virtual yaw, pitch and roll
transformations are applied to the reference coordinate axes. Figure 10.1 illustrates
reference coordinates that are used to move the virtual interaction volume (limited by
the size of the laboratory workspace (labx , laby, labz) ∈ R

3) to regions of interest.
To account for changing regions of interest in the virtual scene, reference coordi-

nates can be changed at run time. In particular, teleportation of the user’s virtual view-
point can be implemented by abrupt changes of the reference coordinates, whereas
continuous traveling can be implemented by iterative changes in reference positions
and orientations [3, 18, 24].
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10.3.3 Virtual Traveling

Instead of just implementing natural walking, many immersive VEs make use of a
hybrid walking-and-flying metaphor, in which the user’s head is tracked in a limited
interaction space, whereas the user can change the reference position or orientation
in the virtual environment by using a hand-held controller. This interaction technique
can easily be grasped by users when introduced as a flying carpet [40], i.e., the user
can naturally walk over a limited carpet region, while the carpet itself can be flown
through the virtual world. In contrast to real walking, which is identified by natural
locomotion in the physical workspace, flying and steering techniques are denoted as
virtual traveling [3]. A traditional implementation of virtual traveling is view-directed
flying [3, 18, 24], which refers to user-initiated changes of reference coordinates rel-
ative to the user’s virtual view, i.e., the coordinates of the virtual camera object. With
view-directed flying in immersive virtual environments usually only the reference
position is changed, whereas the orientation of reference coordinates is not affected,
such that the virtual interaction volume remains level to the real world [18].

A basic virtual flying controller can be implemented using the following simple
approach. For each rendering frame n ∈ N we compute the current view-direction
(v(n)

vx , v(n)
vy , v(n)

vz ) ∈ R
3, the strafe-direction (s(n)

vx , s(n)
vy , s(n)

vz ) ∈ R
3, and the up-direction

(u(n)
vx , u(n)

vy , u(n)
vz ) ∈ R

3 of the camera object in the VE (see Sect. 10.2). Providing
commodity input hardware to the user, such as a keyboard, the user can initiate
changes in reference coordinates by pressing different keys. For instance, if we
detect that the user has pressed the up- or down-key on a keyboard, we compute the
reference position for the next rendering frame as

(r (n)
px

, r (n)
py

, r (n)
pz

) = (r (n−1)
px

, r (n−1)
py

, r (n−1)
pz

)+ (v(n)
vx

, v(n)
vy

, v(n)
vz

) · g(n)
v ,

with g(n)
v ∈ R defining a speed factor for virtual traveling in view direction, e.g.,

with g(n)
v > 0 for forward motions if the user pressed the up-key, and g(n)

v < 0 for
backward motions if the user pressed the down-key on the keyboard. In particular,
this means that the user can turn the head towards a target in the virtual scene, and
fly towards the virtual target by pressing the up-key. Using corresponding keys and
speed factors, we can allow the user to change the reference position in the virtual
scene not only in view-direction, but also in strafe-direction (s(n)

vx , s(n)
vy , s(n)

vz ), and

up-direction (u(n)
vx , u(n)

vy , u(n)
vz ). The speed factors may be as simple as a constant or a

more sophisticated function based on sensor inputs.

10.4 Nonisometric Virtual Walking

Isometric mappings enable users to explore a virtual region by real walking. How-
ever, since with isometric mappings the virtual interaction space is limited, virtual
traveling techniques have to be used to cover larger distances in the VE, which impair
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the user’s sense of being able to explore a VE like the real world, and can signifi-
cantly degrade spatial perception and task performance [27, 36]. To alleviate such
problems, researchers proposed nonisometric mappings, which have the potential to
enable unrestricted omnidirectional walking. In order to describe such mappings, we
introduce relative user-centric coordinates.

10.4.1 User-Centric Coordinates

Instead of mapping position and orientation data from the tracking volume in the
laboratory for each rendering frame to their respective absolute position and orien-
tation in a fixed virtual interaction volume, redirection techniques are based on rel-
ative mappings, in which each change in position or orientation from one rendering
frame to the next is addressed separately [32]. Using user-centric relative coordinates
requires more transformations and may introduce numerical error propagation, but
allows more sophisticated mapping strategies.

From Absolute Position and Orientation to Relative Changes

For each rendering frame the change in position and orientation of the user’s head
is measured in coordinates of the tracking volume. Changes can be computed as the
difference of the current tracking data at rendering frame n ∈ N from the previous
state at rendering frame n − 1, defined by tuples consisting of the previous position
(x (n−1)

r , y(n−1)
r , z(n−1)

r ) ∈ R
3 and orientation (ỹ(n−1)

r , p̃(n−1)
r , r̃ (n−1)

r ) ∈ [0, 360)3,
and the current position (x (n)

r , y(n)
r , z(n)

r ) ∈ R
3 and orientation (ỹ(n)

r , p̃(n)
r , r̃ (n)

r ) ∈
[0, 360)3 in the real-world tracking volume. The three-dimensional head position
change (Δx (n)

r ,Δy(n)
r ,Δz(n)

r ) ∈ R
3, as well as the changes in yaw, pitch and roll

head orientation angles (Δỹ(n)
r ,Δ p̃(n)

r ,Δr̃ (n)
r ) ∈ [−180, 180)3 result as:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
Δx (n)

r = x (n)
r − x (n−1)

r ,

Δy(n)
r = y(n)

r − y(n−1)
r ,

Δz(n)
r = z(n)

r − z(n−1)
r ,

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Δỹ(n)
r = atan2( sin(ỹ(n)

r − ỹ(n−1)
r ), cos(ỹ(n)

r − ỹ(n−1)
r ) ),

Δ p̃(n)
r = atan2( sin( p̃(n)

r − p̃(n−1)
r ), cos( p̃(n)

r − p̃(n−1)
r ) ),

Δr̃ (n)
r = atan2( sin(r̃ (n)

r − r̃ (n−1)
r ), cos(r̃ (n)

r − r̃ (n−1)
r ) ).

It should be noted that computing the angular difference from one frame to the next
is not trivial. In this computation we assume that the user’s head rotation between
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the previous and current frame did not exceed 180◦ in each dimension, which is a
reasonable assumption in real-time simulations. Therefore, we compute the smaller
of the two angles in each direction that can lead from the previous orientation angle
to the current angle (i.e., rotating clockwise or counterclockwise). The computed
Δỹ(n)

r , Δ p̃(n)
r and Δr̃ (n)

r angles are in the interval [−180, 180).

Mapping Relative Changes

Linear and angular changes of the user’s head pose in tracking coordinates have
to be mapped to the virtual environment for each rendering frame, i.e., the virtual
position and orientation result from accumulation of relative differences measured
in the physical tracking volume. We can describe a one-to-one relative mapping for
all linear and angular movements from the tracking volume to virtual coordinates in
pseudo code as follows:

Algorithm 3 Relative mapping from tracked head to camera coordinates
for all rendering frames n ∈ N do

// Get current head tracking state:
(x (n)

r , y(n)
r , z(n)

r )← tracked head position (in R
3)

(ỹ(n)
r , p̃(n)

r , r̃ (n)
r )← tracked head orientation (in [0, 360)3)

// Compute relative changes:
(�x (n)

r ,�y(n)
r ,�z(n)

r )← head position change (in R
3)

(�ỹ(n)
r ,� p̃(n)

r ,�r̃ (n)
r )← head orientation change (in [−180, 180)3)

// Set virtual camera state:
(x (n)

v , y(n)
v , z(n)

v )← (x (n−1)
v , y(n−1)

v , z(n−1)
v )+ (�x (n)

r ,�y(n)
r ,�z(n)

r ) // position
(ỹ(n)

v , p̃(n)
v , r̃ (n)

v )← (ỹ(n−1)
v , p̃(n−1)

v , r̃ (n−1)
v )+ (�ỹ(n)

r ,� p̃(n)
r ,�r̃ (n)

r ) // orientation
end for

This approach describes relative transformations from one rendering frame to the
next, i.e., it is reasonable to initialize the virtual position and orientation of the user
at the beginning of the VR experience with the identical state as in the tracking
volume, or to define an initial offset using reference coordinates as described for
isometric mappings (see Sect. 10.3.2).

Local Frames of Reference

In contrast to the absolute position and orientation of the user in tracking coordinates,
such relative changes are independent of a specific origin defined in the tracking vol-
ume. However, the relative changes are not independent of the specific axes defined in
the tracking space. In particular, a movement of a user’s head is described as a position
change for frame n ∈ N as (Δx (n)

r ,Δy(n)
r ,Δz(n)

r ) ∈ R
3 along the x-, y- and z-axes
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of the tracking volume. Most advanced redirection techniques, however, manipulate
position or orientation changes relative to specific coordinates (e.g., determined from
the user’s head or body state) in the real and virtual world. We can account for such
frames of reference by introducing local coordinate transforms, for which the virtual
camera transformation at frame n ∈ N changes to:⎛

⎜⎜⎜⎝
x (n)

v

y(n)
v

z(n)
v

1

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1 0 0 x (n−1)
v

0 1 0 y(n−1)
v

0 0 1 z(n−1)
v

0 0 0 1

⎞
⎟⎟⎟⎠ · Mv · Mr ·

⎛
⎜⎜⎜⎝

Δx (n)
r

Δy(n)
r

Δz(n)
r

1

⎞
⎟⎟⎟⎠ ,

with homogeneous coordinates and 4× 4 matrices Mr and Mv defining local coor-
dinate transformations in real and virtual coordinates, respectively. An example of
such transformations is discussed in the following section.

10.4.2 Scaling Self-Motions

The most often found redirection techniques are based on nonisometric mappings
of user-centric translations or rotations to virtual camera motions. Such mappings
can be described by self-motion gains, which define ratios between real and virtual
self-motions. Two types of self-motion gains are distinguished in immersive virtual
environments, i.e., rotation gains and translation gains.

Rotation Gains

Rotation gains define the ratio between physical head turns and virtual camera rota-
tions [16, 32]. Assuming a relative change in the orientation of the user’s head has
been determined for frame n ∈ N as (Δỹ(n)

r ,Δ p̃(n)
r ,Δr̃ (n)

r ) ∈ R
3, rotation gains

gR = (gR[ỹ], gR[ p̃], gR[r̃ ]) ∈ R
3 define the resulting virtual camera rotation, which

changes to:⎛
⎜⎝ ỹ(n)

v

p̃(n)
v

r̃ (n)
v

⎞
⎟⎠ =

⎛
⎜⎝ ỹ(n−1)

v

p̃(n−1)
v

r̃ (n−1)
v

⎞
⎟⎠+

⎛
⎝ gR[ỹ] 0 0

0 gR[ p̃] 0
0 0 gR[r̃]

⎞
⎠ ·

⎛
⎜⎝ Δỹ(n)

r

Δ p̃(n)
r

Δr̃ (n)
r

⎞
⎟⎠

Most redirection techniques focus on scaling yaw rotations [13, 22, 23], for which
an applied rotation gain gR[ỹ] ∈ R causes a tracked real-world head rotation Δỹ(n)

r

to cause a virtual camera rotation of gR[ỹ] ·Δỹ(n)
r , instead of Δỹ(n)

r . This means that
if gR[ỹ] = 1 the virtual scene remains stable considering a user’s head orientation
change. In case of gR[ỹ] > 1 the virtual scene appears to rotate against the direction
of the head turn, whereas a gain gR[ỹ] < 1 causes the scene to rotate with the direction
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of the head turn [13]. For instance, if a user rotates the head by a yaw angle of 90◦,
a gain gR[ỹ] = 1 maps this motion one-to-one to a 90◦ rotation of the virtual camera
in the VE. Applying a gain of gR[ỹ] = 0.5 results in the user having to rotate the head
by 180◦ physically in order to achieve a 90◦ virtual rotation. A gain of gR[ỹ] = 2
results in the user having to rotate the head by only 45◦ physically in order to achieve
a 90◦ virtual rotation.

In case such rotation gains cause differences between a user’s head orientation
in tracking coordinates, and a camera orientation in virtual scene coordinates, this
requires us to adapt the direction of subsequent translational movements to the offset
between the real and virtual head orientation. We can account for such offsets by
introducing user-centric reference coordinates for translational movements in the real
and virtual environment (see Sect. 10.4.1). For instance, in the example above, we
can account for offsets between real and virtual yaw orientation angles by defining
local coordinate transforms for position changes:⎛

⎜⎜⎜⎝
x (n)

v

y(n)
v

z(n)
v

1

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1 0 0 x (n−1)
v

0 1 0 y(n−1)
v

0 0 1 z(n−1)
v

0 0 0 1

⎞
⎟⎟⎟⎠ ·

⎛
⎜⎜⎝

cos(ỹ(n−1)
v ) 0 sin(ỹ(n−1)

v ) 0
0 1 0 0

−sin(ỹ(n−1)
v ) 0 cos(ỹ(n−1)

v ) 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎝

cos(−ỹ(n−1)
r ) 0 sin(−ỹ(n−1)

r ) 0
0 1 0 0

−sin(−ỹ(n−1)
r ) 0 cos(−ỹ(n−1)

r ) 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎜⎝

Δx (n)
r

Δy(n)
r

Δz(n)
r

1

⎞
⎟⎟⎟⎠ ,

in which head position changes in tracking coordinates are first transformed into a
local coordinate system relative to the yaw orientation angle of the user’s head in
the previous rendering frame, and then transformed into the local coordinate system
relative to the yaw orientation angle of the camera object in virtual coordinates at the
previous rendering frame. Using this simple coordinate transformation, we can apply
yaw rotation gains without changing the mapping of head translations relative to the
user’s head orientation. At this point it should be noted that similar transformations
can be applied for pitch and roll transformations, e.g., to simulate virtual slopes [17].
However, since pitch and roll angles are usually applied sequentially relative to the
virtual camera yaw angle (see Sect. 10.2), in most cases it is not necessary to introduce
such coordinate transformations to account for applied pitch or roll gains (cf. [2]).
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labx

lab y

labz

(a) physical volume

virtual
camera

coordinates

virtual
scene

coordinates

gT [x] labx

gT [y] laby

gT [z] labz

(b) scaled virtual volume

Fig. 10.2 Illustration of translation gains: (a) physical interaction volume in the virtual reality
laboratory with size (labx , laby , labz) ∈ R

3, and (b) virtual environment interaction volume with
size (gT [x] · labx , gT [y] · laby , gT [z] · labz) ∈ R

3 scaled by translation gains

Translation Gains

Translation gains define the ratio between real and virtual head translations [32].
Similar to rotation gains, scaled translations can be described with translation gains
gT = (gT [x], gT [y], gT [z]) ∈ R

3, which are applied to relative changes in the position

of the user’s head (Δx (n)
r ,Δy(n)

r ,Δz(n)
r ) ∈ R

3 for frame n ∈ N:⎛
⎜⎜⎜⎝

x (n)
v

y(n)
v

z(n)
v

1

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1 0 0 x (n−1)
v

0 1 0 y(n−1)
v

0 0 1 z(n−1)
v

0 0 0 1

⎞
⎟⎟⎟⎠ ·

⎛
⎜⎜⎝

gT [x] 0 0 0
0 gT [y] 0 0
0 0 gT [z] 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎜⎝

Δx (n)
r

Δy(n)
r

Δz(n)
r

1

⎞
⎟⎟⎟⎠

For instance, uniform scalings in horizontal walking directions are often applied
in immersive virtual environments allowing users to cover a larger distance in the
VE when walking in the physical workspace [37], which can be described with
translations gains gT [x] = gT [z] > 1, and gT [y] = 1 (see Fig. 10.2). This causes

a position change of the user’s head in the real world (Δx (n)
r ,Δy(n)

r ,Δz(n)
r ) ∈ R

3

to be transferred to the VE as (gT [x] · Δx (n)
r ,Δy(n)

r , gT [x] · Δz(n)
r ), i.e., horizontal

movements along the x- and z-axes are scaled uniformly, whereas vertical head
bobbing movements along the y-axis are unaffected.

However, this approach still results in the problem that lateral head movements
are scaled while a user walks, which can be distracting for the user [11]. Instead of
scaling all horizontal motions with a translation gain, Interrante et al. [11] proposed
scaling translations only in a user-specified walking direction (i.e., the seven league
boots metaphor). Using a similar approach, Steinicke et al. [32] proposed using
the yaw orientation of the user’s head as approximation of walking direction [1] to
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scale translational movements. The latter approach can be implemented even without
additional user instrumentation by changing the mapping to:

⎛
⎜⎜⎜⎝

x (n)
v

y(n)
v

z(n)
v

1

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1 0 0 x (n−1)
v

0 1 0 y(n−1)
v

0 0 1 z(n−1)
v

0 0 0 1

⎞
⎟⎟⎟⎠ ·

⎛
⎜⎜⎝

cos(ỹ(n−1)
v ) 0 sin(ỹ(n−1)

v ) 0
0 1 0 0

−sin(ỹ(n−1)
v ) 0 cos(ỹ(n−1)

v ) 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎝

gT [x] 0 0 0
0 gT [y] 0 0
0 0 gT [z] 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎝

cos(−ỹ(n−1)
r ) 0 sin(−ỹ(n−1)

r ) 0
0 1 0 0

−sin(−ỹ(n−1)
r ) 0 cos(−ỹ(n−1)

r ) 0
0 0 0 1

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎜⎝

Δx (n)
r

Δy(n)
r

Δz(n)
r

1

⎞
⎟⎟⎟⎠ ,

which allows to scale head position changes with separate gains relative to the user’s
locomotion state. In particular, walking distances in the virtual heading direction can
be scaled with a gain gT [z] ∈ R, lateral distances can be scaled with a gain gT [x] ∈ R,
and vertical distances can be scaled with a gain gT [y] ∈ R.

10.4.3 Redirected Walking

Although scaling self-motions as introduced in Sect. 10.4.2 can be used to redirect
a user, e.g., by scaling head rotations to reorient the user away from an obstacle in
the physical workspace, the approach has practical limitations. In particular, assum-
ing the user walks straight ahead in the laboratory workspace without performing
head rotations, then the virtual travel distance can be scaled relative to the physical
walking distance, but at some point the user will eventually reach the end of the
physical workspace, and potentially collide with an obstacle. To avoid this problem,
researchers proposed various solutions [7, 14, 19, 20, 22, 23, 26, 32, 34, 38, 39],
including techniques based on instructing the user to stop walking and start rotating
the head, such that rotation gains can be applied to reorient the user away from physi-
cal obstacles [22, 38]. However, the most prominent solution for unrestricted walking
was presented by Razzaque et al. [23], who proposed to use subtle virtual camera
rotations while a user performs translational movements in the physical laboratory
workspace. This causes the user to change the heading direction when walking in
the real world according to the rotations in the virtual environment. The approach
can be implemented with curvature gains.

Curvature Gains

Curvature gains define ratios between position changes of the user’s head in the real
world and virtual camera rotations [32]. For example, when the user walks straight
ahead in the physical workspace, a curvature gain that causes reasonably small
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iterative camera yaw rotations to one side forces the user to walk along a curved
path in the opposite direction in the real world in order to stay on a straight path in
the virtual world. If the injected manipulations are reasonably small, the user will
compensate for the virtual camera rotations without being able to consciously detect
the manipulations. Curvature gains gC ∈ R

+
0 denote the resulting bending of a user’s

path in the physical workspace, which is determined as gC = 1/r for a circular arc
with radius r ∈ R

+. In case no curvature is applied, i.e., r = ∞, this corresponds to
a curvature gain gC = 0. If an applied curvature gain causes the user to rotate by 90
degrees after Π

2 m walking distance, then the user has covered a quarter circle with
radius r = 1, which corresponds to a curvature gain gC = 1.

Curvature mappings can be described using the following pseudo code:

Algorithm 4 Curvature mapping from tracked head to camera coordinates
for all rendering frames n ∈ N do

// Get current head tracking state:
(x (n)

r , y(n)
r , z(n)

r )← tracked head position (in R
3)

(ỹ(n)
r , p̃(n)

r , r̃ (n)
r )← tracked head orientation (in [0, 360)3)

// Compute relative changes:
(�x (n)

r ,�y(n)
r ,�z(n)

r )← head position change (in R
3)

(�ỹ(n)
r ,� p̃(n)

r ,�r̃ (n)
r )← head orientation change (in [−180, 180)3)

// Compute changes relative to curvature:
(�d(n)

r ,�s(n)
r )← straight and strafe motion (in R

2)
�α

(n)

ỹr
← arc angle (in R)

// Set virtual camera state:⎛
⎜⎝x (n)

v

y(n)
v

z(n)
v

⎞
⎟⎠←

⎛
⎜⎝x (n−1)

v

y(n−1)
v

z(n−1)
v

⎞
⎟⎠+

⎛
⎜⎝v(n−1)

vx ·�d(n)
r + v(n−1)

vz ·�s(n)
r

�y(n)
r

v(n−1)
vz ·�d(n)

r − v(n−1)
vx ·�s(n)

r

⎞
⎟⎠ // position

⎛
⎜⎝ ỹ(n)

v

p̃(n)
v

r̃ (n)
v

⎞
⎟⎠←

⎛
⎜⎝ ỹ(n−1)

v

p̃(n−1)
v

r̃ (n−1)
v

⎞
⎟⎠+

⎛
⎜⎝�ỹ(n)

r −�α
(n)

ỹr

� p̃(n)
r

�r̃ (n)
r

⎞
⎟⎠ // orientation

end for

In the pseudo code, Δd(n)
r ∈ R denotes the arc length of the traveled circular path

along the two-dimensional ground plane in the physical workspace, and Δs(n)
r ∈ R

the strafe distance relative to the center of the circular path, with Δα
(n)

ỹr
∈ R the

corresponding arc angle as shown in Fig. 10.3a. Figure 10.3b illustrates mapping of
the arc length to a straight motion in the virtual environment, whereas if the user
strays from the circular path in the physical workspace, this is mapped to a strafe
motion in the VE. In this example, user movements are mapped relative to the user’s
real and virtual two-dimensional view direction, denoted as view direction along the
xz-plane (v(n)

rx , v(n)
rz ) ∈ R

2 with ‖ (v(n)
rx , v(n)

rz ) ‖ = 1 in the physical workspace shown
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(a) physical movement (b) virtual motion

Fig. 10.3 Illustration of two-dimensional mappings in the xz-plane from (a) tracking coordinates
to (b) virtual coordinates for an applied curvature gain gC = 1/r with radius r ∈ R

+

(a) physical movement

virtual
camera

coordinates

(b) virtual motion

Fig. 10.4 Illustration of (a) path redirection with curvature gains in the physical workspace, for
(b) a predicted virtual straight path

in Fig. 10.3a, as well as (v(n)
vx , v(n)

vz ) ∈ R
2 with ‖ (v(n)

vx , v(n)
vz ) ‖ = 1 in the virtual

workspace shown in Fig. 10.3b. Other implementations may use arbitrarily placed
curvatures in the physical workspace, e.g., based on real and virtual path planning and
transformations [20, 26, 34]. Figure 10.4 shows an example of a predicted straight
motion in the VE being mapped to a circular path in the physical workspace.

It is important to note that curvature transformations are based on the assumption
that the user will adapt to induced virtual rotations by changing the walking direction
in the physical workspace. In particular, if the manipulations are overt, the user has
to consciously follow the induced virtual rotations. If the user does not adapt to an
induced rotation in the virtual environment, e.g., if the user is walking with eyes
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closed, or does not have a target in the virtual scene, it is possible that the user may
stray off the path planned with curvature gains.

In general, such curvature gains can be applied not only to yaw rotations, but also
to pitch and roll rotations, e.g., to simulate slopes in a virtual scene [17]. Moreover,
such virtual camera rotations can be applied time-dependently, i.e., not caused by
translational or rotational movements of the user in the VR laboratory, which can be
described as a simple extension of the above mapping. However, anecdotal evidence
suggests that virtual rotations that are not coupled to self-motions are usually easily
detectable by users, and potentially distracting [23, 32].

A Basic Redirection Controller

Sophisticated implementations of unrestricted virtual walking with redirection tech-
niques, i.e., redirection controllers, are usually based on information about the extents
of the physical workspace, the structure of the virtual scene, and assumptions about
typical user behavior. For instance, if a user is turning towards a door in a virtual
building model, redirection controllers may predict the user’s future virtual path
to determine how to optimally scale rotations and compress distances, as well as to
apply curvature gains, such that the user will be able to walk through the virtual door,
without being able to detect applied manipulations [5, 20, 34]. However, in many
cases such optimizations with virtual path prediction are not possible, e.g., when no
information about the virtual scene is available. Some redirection controllers can be
adapted to such cases, including works by the research groups of Razzaque et al.
[23], Field and Vamplew [7], Peck et al. [22], Williams et al. [38, 39], Steinicke
et al. [34], and Nitzsche et al. [20, 26].

A basic redirection controller can be implemented using only curvature gains.
For each rendering frame n ∈ N we read the current two-dimensional head posi-
tion (x (n)

r , z(n)
r ) ∈ R

2, and compute the current two-dimensional view direction
(v(n)

rx , v(n)
rz ) ∈ R

2 with ‖ (v(n)
rx , v(n)

rz ) ‖ = 1 in the physical workspace (see Fig. 10.3).
Based on the prediction that the user will walk in the virtual view direction [1], we
try to map the user’s real movements onto a circular path in the physical workspace
with largest possible radius, in order to minimize applied curvature manipulations.
We accomplish that by computing the strafe view direction (v(n)

rz ,−v(n)
rx ) ∈ R

2 in
the physical workspace, and solving the optimization problem of finding the point
(x (n)

r , z(n)
r )−r ·(v(n)

rz ,−v(n)
rx ), with r ∈ R that is located within the physical workspace

and provides the largest circle through the current user position (x (n)
r , z(n)

r ), while
maintaining at least the same distance to all boundaries of the interaction space, and
all obstacles in the laboratory (including a small safety offset, see Fig. 10.4). Map-
ping user movements onto this computed maximal circle in the physical workspace
corresponds to applying a curvature gain of gC = 1/r , using the formulas described
above. That means, for each frame the user is redirected onto the optimal circle
in the physical workspace, assuming the user will walk straight in the computed
view direction. This simple approach allows practitioners to implement a reasonable
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mapping, which enables users to explore infinite virtual scenes by real walking, and
does not require information about the virtual scene. If more information about the
user’s movements is available, the prediction based on the view direction can be
replaced by more sophisticated strategies.

10.5 Conclusion

In this chapter we have described the basic math required to set up real walking
user interfaces in immersive VEs. We have shown how isometric and nonisometric
transformations can be used to map user movements from a physical workspace to a
virtual scene. While isometric transformations provide natural feedback to physical
user movements, they limit the virtual space a user can explore by real walking to the
size of the tracked physical workspace. We have described how this limitation can be
alleviated by combining walking in a limited interaction volume with other traveling
techniques (e.g., flying). With nonisometric angular, linear, and curvature transfor-
mations we have described how the limitations of interaction space can be broken
to support unlimited omnidirectional walking, although this freedom is bought with
less natural feedback to physical user movements.

Practitioners interested in implementing real walking user interfaces may follow
these rough guidelines:

• If the virtual interaction space is smaller or equal to the tracked physical work-
space, isometric transformations should be used, since these will provide optimal
self-motion feedback.
• If the virtual places of interest are rather small, but considerably spaced apart in the

virtual scene, isometric mappings should be combined with traveling techniques
based on additional devices or sensors.
• If the virtual scene consists of one large area of interest that could be explored by

walking, then redirected walking with nonisometric mappings is recommended.

As explained above when using nonisometric mappings, the virtual view moves
in a different way than the user’s head in the tracked physical environment. One
interesting question is how much deviation between these motions is tolerated by
the user. Recently, several experiments have been reported which have identified
detection thresholds for these nonisometric mappings. Interested readers may refer
to works by Steinicke et al. [31, 32], Neth et al. [19] and Engel et al. [6].

In summary, movements of a user in immersive VEs have to be transferred to
a virtual scene to provide the user with virtual feedback about self-motions, which
can be a faithful simulation of real-world movements, or manipulated using different
approaches. Since each of the approaches has different advantages and limitations, it
depends on the structure of the virtual scene and the application as to which approach
is best suited. In the next chapter, these approaches are discussed in more detail.
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Chapter 11
Stepping-Driven Locomotion Interfaces

Mary C. Whitton and Tabitha C. Peck

Abstract Walking-in-place and real-walking locomotion interfaces for virtual
environment systems are interfaces that are driven by the user’s actual stepping
motions and do not include treadmills or other mechanical devices. While both
walking-in-place and real-walking interfaces compute the user’s speed and direc-
tion and convert those values into viewpoint movement between frames, they differ
in how they enable the user to move to any distant location in very large virtual
scenes. Walking-in-place constrains the user’s actual movement to a small area and
translates stepping-in-place motions into viewpoint movement. Real-walking applies
one of several techniques to transform the virtual scene so that the user’s physical
path stays within the available laboratory space. This chapter discusses implementa-
tions of these two types of interfaces with particular regard to how walking-in-place
interfaces generate smooth motion and how real-walking interfaces modify the user’s
view of the scene so deviations from her real motion are less detectable.

11.1 Designing Stepping-Driven Locomotion for Virtual
Environment Systems

Arguably, the locomotion interfaces for Immersive Virtual Environment (IVE) sys-
tems that are most natural are those that employ a stepping metaphor, i.e., they require
that users repeatedly move their feet up and down, just as if walking in the real world.

M. C. Whitton (B)

Department of Computer Science, The University of North Carolina at Chapel Hill,
Chapel Hill, NC, USA
e-mail: whitton@cs.unc.edu

T. C. Peck
Event Lab, Faculty of Psychology, University of Barcelona,
Barcelona, Spain
e-mail: tabitha.peck@gmail.com

F. Steinicke et al. (eds.), Human Walking in Virtual Environments, 241
DOI: 10.1007/978-1-4419-8432-6_11, © Springer Science+Business Media New York 2013



242 M. C. Whitton and T. C. Peck

Such interfaces give users a locomotion experience that is close to natural walking
in the real world. Chapter 9 of this volume, Technologies of Locomotion Interface,
describes mechanically-assisted walking interfaces such as treadmills and cycles.
This chapter is about stepping-driven interfaces that are not mechanically assisted.

In walking-in-place (WIP) interfaces, users make stepping motions but do not physi-
cally move forward. Sensor data, captured from the user’s in-place stepping motions
and other sensors, are used to control the movement of the user’s viewpoint through
the virtual scene. The primary technical challenge in WIP systems is controlling the
user’s speed so that it is both responsive and smooth; direction can be set with any of
a number of techniques. Using the taxonomy in Bowman et al. [4], WIP is a hybrid
interface: physical because the user makes repeated movements, and virtual because
the user does not move through physical space.

In real-walking interfaces, a purely physical interface in Bowman et al.’s taxonomy,
users really walk to move through the virtual scene and the physical (lab) environ-
ment. The easy case is when the virtual scene fits within the lab: There is a one-to-one
mapping between the change in the user’s tracker-reported pose (position and orien-
tation) and the change in viewpoint for each frame. Speed and direction are controlled
by how fast and in what direction the user moves. This is just as in natural walking.

The more difficult real-walking case is when the virtual scene is larger than the lab:
The mapping between changes in tracker-reported pose and changes in viewpoint
can no longer be one-to-one if the user is to travel to areas in the virtual scene that lie
outside the confines of the lab. Thus, the primary technical challenge in real-walking
interfaces for large scenes is modifying the transform applied to the viewpoint (or
scene) so that the user changes her real, physical direction in a way that keeps
her path through the virtual scene within the physical lab space. Recent locomotion
taxonomies have added categories for new real-walking techniques: Arns’ taxonomy
includes interfaces using scaled rotation and/or scaled translation [1] and Wendt’s
taxonomy includes interfaces that recenter users via redirection techniques [40].

In this chapter we discuss only stepping-driven locomotion interfaces for virtual
scenes that are larger than the lab’s tracked space. The locomotion interface tech-
niques reported here were developed for IVE systems that use tracked head-mounted
display devices (HMDs). With some adaptation, walking-in-place can be used in
single- or multi-wall projection display systems. Redirected-walking, one of the
techniques for real-walking in large scenes, has also been employed in multi-wall
display systems [28]. The interfaces described here do not require stereo-viewing.

Research has shown that locomotion interfaces that require the user to make stepping
movements induce a higher sense of presence, are more natural, and enable better
user navigation than other interfaces [22, 35]. These benefits make stepping-driven
interfaces a worthy subject of study. We conclude this introduction with general goals
for locomotion interfaces in IVEs and specific goals for setting locomotion speed
and direction. We then discuss walking-in-place and real-walking virtual locomotion
interfaces in depth.

http://dx.doi.org/10.1007/978-1-4419-8432-6_9
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General goals for locomotion interfaces. To be widely adopted, a locomotion in-
terface for IVEs has more requirements than simply enabling movement from place
to place. Other desirable features of locomotion interfaces include:

• Is easy to learn and easy to use; incurs low cognitive load;
• Leaves the user’s hands free so she can use task-related tools;
• Does not increase occurrence or severity of simulator sickness;
• Prevents users from running into real-world obstructions and walls;
• Minimizes encumbrances

– Is easy to don and doff;
– Ensures that equipment, including safety equipment, does not interfere with

other task-related gear the user may be wearing;

• Minimizes required supporting infrastructure, e.g., tracking systems, for portabil-
ity and cost.

Goals for setting speed. The notional speed versus time profile (Fig. 11.1a) is a
standard against which to compare similar speed/time profiles for our interfaces.
Figure 11.1b shows an actual profile generated from (noisy) head-tracker data. The
same development, rhythmic, and decay phases are visible in both profiles. We pro-
pose four design goals for setting user speed:

• Starting and stopping latency should be minimized. Movement in the virtual scene
should begin as soon as the user initiates a step and stop when the user stops step-
ping. Starting latency is annoying for casual walking and interferes with the timing
of quick movements. Stopping latency can result in overshooting the desired stop-
ping location leading to unintended collisions with or interpenetration of objects
in the scene.
• Users should be able to adjust their speed continually during a step, as we can with

natural walking. If speed is controlled by data measured only once per step, e.g.,
foot-strike or foot-off speed, continuous control of speed is not possible.

(a) (b)

Fig. 11.1 a Notional speed versus time plot for one start-to-stop walking event. b Speed versus
time plot computed from head-tracker data. The higher frequency variations in speed are caused
by fore-aft head bob and roughly correspond to steps. Notice that during the rhythmic phase, speed
stays well above zero. We try to replicate the general shape of the speed profile with our interfaces.
(a Adapted from Inman [14]; b reproduced from Wendt [40])
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• Virtual walking speed should stay relatively constant during the rhythmic phase
to avoid detectable variations in optic flow—the change in patterns of light on the
retina occurring during movement.
• The system should allow fine positioning or maneuvering steps that do not initiate

a full step’s movement.

Goals for setting direction. The goals for direction setting are to make it as easy as
natural walking and to avoid introducing sensory conflict.

• Users should be able to move in any direction—forward, backward, sideways, or
at any angle.
• As in natural walking, the direction of movement should be independent of user’s

view direction and body orientation. Reinforcing the results reported in Bowman
et al. [3], the description of the Pointman interface includes a cogent argument for
independence of these parameters for tactical movements [37].
• Direction setting should be hands-free, as it is in natural walking, so the hands can

be used for application-specific interactions with the environment.

11.2 Walking-in-Place Interfaces

Walking-in-place (WIP) is a locomotion interface technique for Immersive Virtual
Environment systems that uses data describing the stepping-in-place gesture to con-
trol locomotion speed and uses any one of a number of techniques or input devices
to set locomotion direction.

11.2.1 Setting Speed: Interpreting Stepping Gestures

Repeated stepping gestures have several distinct, observable, and measurable phases.
Starting from the eight-phase human gait cycle, [41] proposed the six-phase walking-
in-place gait cycle shown in Fig. 11.2. There are three events associated with each
leg’s step: foot off, maximum step height, and foot strike. With appropriate sensors, it
is possible to detect each of these events, make measurements about them, and apply
time stamps to them. The resulting data are what is available to determine whether
the user is moving, and, if she is moving, how fast. The question of whether the user
is moving includes both whether the user is starting to move and whether the user is
stopping.

11.2.1.1 Detecting Foot-Strike Events

The earliest WIP interfaces computed forward motion based on indirect or direct
detection of foot-strikes: each time a foot strike was detected, the user’s viewpoint
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was moved forward by some amount. The faster the foot strikes occurred, the faster
the user moved through the virtual scene.
A very early walking-in-place system, called a virtual treadmill, applied a neural net-
work to head tracker data to detect local maxima in stepping-related vertical head-bob
[35]. A set amount of forward movement, inserted over several frames, was added
between detected steps. The neural network required four positive “step” signals be-
fore initiating movement and two “no step” signals before stopping. Starting latency
was about two seconds; stopping, about one second.

Other methods of foot-strike detection include pressure sensors in shoes [36], a floor-
based array of pressure sensors [2], and head-worn accelerometers [44]. Unlike the
first two methods which produce a binary variable when a step is detected, the latter
technique generates a stream of accelerometer data in which foot-strikes are detected
as local maxima.

Starting latency is a problem for foot-strike techniques: a step is not recognized until
the foot has been lifted and returned to the ground. For a casual walking speed of
3 mph and a 24” step length, this latency is around half a second.

Movement can be implemented by choosing a moderate base speed and computing
the distance the viewpoint must be moved for each foot strike to achieve that speed
through the scene. That incremental distance is added to the viewpoint pose over
one or more frames. Stepping faster or slower changes speed, but it is not possible to
adjust speed between foot-strikes. Maneuvering is not possible unless the algorithm
includes a sensor-signal threshold so that it ignores small foot movements or light
floor strikes.

Moving the user forward a set distance for each foot-strike generally does not lead
to a relatively constant speed for rhythmic-phase walking even if the total distance
to be moved is spread over several frames. In an exaggerated fashion, Fig. 11.3
shows a speed profile for distance (a) added uniformly over several frames and
(b) added in a sawtooth pattern in order to avoid multi-frame pauses in the optic
flow occurring when speed goes to zero or near zero between steps. Comparing
these profiles to Fig. 11.1 reveals that neither waveform is a good approximation
of natural walking. Overcoming the limitations of discrete-step based interfaces—
latency, speed variations during rhythmic-phase, inability to maneuver and adjust
steed—requires additional data about the user’s stepping motion.

11.2.1.2 Continuously Measuring Leg Position

The addition of trackers to the front or back of the user’s legs (or knees, shins, ankles,
or feet) provides a continuous stream of time-stamped tracker data from which the
six events in the walking-in-place cycle can be detected: motion of one leg begins
at foot-off, motion reverses direction when the tracker reaches its maximum extent,
and motion of that leg stops at foot-strike; then similarly for the other leg. Leg speed
can be computed from the tracker data.
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Fig. 11.2 Six-phase walking-in-place gait cycle. Stepping gestures can be quantified by detecting
the events, measuring how high the legs are raised, and noting the timing between the events. Note
that (1) the phase when both feet are on the floor is called double support, and (2) stepping frequency
can be calculated from the time stamps of any three successive events. (Reproduced from Wendt
[40])

Gaiter is a WIP system enabling locomotion in a virtual scene of unlimited size with
some limited real-space maneuvering [36]. Knee excursion in the horizontal plane,
measured by shin-worn trackers, differentiates virtual and real steps. In a virtual step,
i.e., stepping-in-place, the knee moves out (and up) and back again; in a real step
the knee moves out and stays out as the user takes the real step. Startup latency is
half a step since the system cannot tell if the step is real or virtual until the knee has
reached its maximum extent and either stopped or begun to travel back.

Yan et al. designed a system that set locomotion speed based on leg speed dur-
ing the period of high leg acceleration occurring just after foot-off [45]. Using re-
sults from the biomechanics literature and experimentally developed relationships
among leg-lift speed, step frequency, and forward velocity for natural walking and
for stepping-in-place, the team developed a user-specific linear function relating the
stepping-in-place leg-lift speed and forward velocity. Speed was set once per step us-
ing this function. Motion did not begin until a leg-lift speed threshold was exceeded,
resulting in a starting latency of approximately one-quarter of a step. The thresh-
old prevented false steps and allowed (slow) maneuvering steps. Per-step movement
was spread across frames and a Kalman filter was used to smooth forward movement
between leg-lifts.
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(a)

(b)

Fig. 11.3 Exaggerated examples of foot-strike driven speed profiles. Time is measured in frames;
small arrows below the X-axis indicate foot-strikes every 400 ms (∼3.6 mph). a User’s viewpoint is
moved a set distance for each foot-strike and that distance is added uniformly over several frames.
b To avoid pauses in the optic flow while speed is zero, the set distance is added non-uniformly over
several frames. The saw-tooth shape minimizes latency at the start of motion for each step. (After
a figure in Feasel et al. [9])

11.2.1.3 Techniques to Smooth Speed Between Foot Strikes

Low-Latency Continuous Motion WIP (LLCM-WIP). LLCM-WIP was devel-
oped to reduce starting and stopping latency and to smooth speed during rhythmic-
phase walking [9]. LLCM-WIP uses trackers placed just below the user’s knees.
From the tracker data it finds the location of the user’s heel via a rigid body trans-
form and calculates the speed of the user’s heel in the vertical axis from that data.
LLCM-WIP supports maneuvering by requiring that a heel-speed threshold be ex-
ceeded before a full step forward is taken. After some signal processing, vertical heel
speeds above the threshold are mapped to locomotion speed. The locomotion speed
signal is noisy and dips close to zero during the double support phases of gait. At
the cost of approximately 100 ms of latency, filtering smoothes the output speed and
reduces, but does not eliminate, those speed dips (Fig. 11.4). Because virtual speed is
mapped continuously from heel speed, speed can be changed at any time by speeding
or slowing stepping movements.

Gait-Understanding-Driven WIP (GUD-WIP). GUD-WIP addresses the problem
of speed variation during rhythmic walking with a technique that updates speed six
times during each two-step WIP gait cycle using a quadratic function reported in
the biomechanics literature that relates stepping-frequency and speed. Figure 11.5
shows the GUD-WIP system in use.

The timing of events in the WIP gait cycle (Fig. 11.2) is discoverable from time-
stamped logs of tracking data from the user’s shins. The events occur when tracker
position starts changing (foot off), stops changing (foot strike), changes direction
(reaching maximum step height). Stepping frequency is computed from the time
stamps of the three most recent WIP-cycle events. After startup, step frequency can
be (re)computed six times in each two-step cycle. Startup requires three gait events,
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(a)

(b)

(c)

Fig. 11.4 LLCM-WIP system overview. a Vertical position of the user’s heels; b Heel speed
obtained through differentiation; c Virtual locomotion speed. (Reproduced from Feasel et al. [9])

a latency of one step. The GUD-WIP algorithm consciously traded longer stopping
latency (∼500 ms) for smoother inter-step motion.

While Yan et al. used a linear relationship between step frequency and speed, the
biomechanics literature reports a quadratic relationship between these two values.
Wendt used the formula reported by Dean [7] to compute virtual speed six times per
2-step cycle [41]. Figure 11.6 shows Dean’s equation, a graph of its curve, and step-
frequency to speed data points from other published works. The formula is partially
customized with user height, (h).

Figure 11.7 shows LLCM-WIP and GUD-WIP speed profiles computed from the
tracker log of the same five-step sequence from the rhythmic phase of a start-to-stop
walking event. Note that unlike LLCM-WIP, GUD-WIP speed (and hence optic flow)
does not approach zero during double support; however, there are discontinuities
when speed is updated (3 times/step). We do not yet know if these discontinuities
have perceptual or task-performance consequences.
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Fig. 11.5 GUD-WIP in use. The user is free to maneuver and rotate within the PVC pipe “cage”
that constrains his motion and protects the cameras. The beacons on the user’s shins (inset) are
sensed by the eight PhaseSpace cameras arrayed around the user. Data from knee tracking is used
for both speed and the direction setting. The HMD and head-tracker have wired connections; the
PhaseSpace system is wireless. (Reproduced from Wendt [40])

Fig. 11.6 Equation used to compute speed from step frequency and user height. The solid line is the
curve for h = 1.67 m. The open circles represent data relating step frequency and speed gathered
from the literature and cited in [40]). (Equation from Dean [7]; figure adapted from Wendt [40]

11.2.2 Setting Direction for Walking-in-Place

There is nothing particularly hard about simplistically setting the direction of move-
ment to “forward” in a walking-in-place interface. The difficulty arises when incor-
porating the goals of allowing the user to move in any direction and keeping the
direction of movement independent of view direction and body orientation.
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(a)

(b)

Fig. 11.7 Solid lines are the output speed profiles for (a) LLCM-WIP and (b) GUD-WIP at two
walking speeds. Dotted lines are the height of one ankle. The trace of the other ankle’s height would
be the same shape, but offset so that its peaks are in the gaps. In a, note the dips toward zero in
LLCM-WIP output during the double-support event between steps, offset by the ∼100 ms latency.
In b note the three changes in speed during each step and that the speed does not dip to nearly zero.
You can also see the ∼500 ms stopping latency. (Figure adapted from Wendt et al. [41])

11.2.2.1 Hands-Free Direction Setting Techniques

Head-directed motion. Often called gaze-directed, head-directed motion uses the
forward direction of the (head-tracked) head pose as the direction of motion. This
requires no additional apparatus and is easy to implement and learn to use. However,
the user cannot move and look around at the same time, as people normally do.
Slater’s team’s neural-network-based WIP system used head-directed motion [35].

Torso-directed motion. Torso-directed motion is one of several direction-setting
techniques that depends on data from trackers located on the user’s body. A tracker
on the user’s torso (front or back; chest or hips) can be used to set “forward” to
be the direction the user’s body is facing. Use of the additional tracker means that
torso-directed movement is independent of head orientation, so users can walk and
look around at the same time. A limitation of such body-worn tracker techniques
is that users cannot move backwards or sideways, as both of those motions require
decoupling direction of motion from the direction the body is facing.

Gesture-controlled direction. Gesture-controlled direction setting techniques inter-
pret tracked movements of the user’s hands, head, legs, or feet to establish direction
of movement. While we would argue that any use of gestures reduces the naturalness
of walking-metaphor interfaces, gestures are frequently used. In Gaiter, sideways
motion is enabled by swinging the leg to the side from the hip; backward motion is
enabled by kicking backward from the knee [36].
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11.2.2.2 Hand-Held Direction Setting Devices

The most common hand-held devices for setting direction are tracked wands and
joysticks that may or may not be part of a game controller. While the efficacy of
these interfaces is well accepted, they come at the cost of limiting how the user can
use her hands to interact with the virtual scene in application tasks.

Wands and pointing. Wands typically include a tracker and one or more other
input devices such as buttons. Forward direction can be set by a combination of
arm gesture and a hand-held three degrees of freedom (3DOF) tracker by using the
tracker-measured positions of the user’s head and the wand to define the direction
vector. If the tracker is 6DOF, direction of movement can be set from the tracker’s
coordinate system; typically movement is in the direction of the longitudinal axis
of the wand. The biomechanics of human shoulders and wrists limit the range of
directions that can be set with wands without repositioning the body.

Joysticks/game controllers. Joysticks/game controllers can specify motion in any
arbitrary direction, so they are an attractive solution for setting direction. Most often
the user wears a 6DOF tracker on her body and the joystick outputs are interpreted in
that coordinate system. This means that when the user pushes the joystick perpendic-
ularly away from herself, it causes her move in the direction her body is facing. Note
that the tracker data does not restrict the direction of movement; it simply establishes
a body-centric coordinate system for the joystick.

Integrated tracker/joystick and task tool. The encumbrance of the hand-held in-
terface devices can be mitigated in part if they are integrated into the task tools used in
the IVE system. A well-developed example is the instrumented rifles with integrated
thumb-operated joysticks (thumb-sticks) that are used in many military training sys-
tems, including the United States Army’s relatively new Dismounted Soldier Training
System [26]. An evaluation of an earlier system reported both positive and negative
aspects of the thumb-sticks [25].

11.2.3 The Future for Walking-in-Place Interfaces

Modeling human walking in ways suitable for use in WIP interfaces is not yet a
solved problem. Techniques inspired by biomechanics have addressed setting virtual
speed during the rhythmic phase of walking and have tried to minimize starting and
stopping latency, but they have not yet addressed the shape of the velocity profile
during those two phases of walking, or variations in speed that may result from
turning or walking with a heavy load. We do not yet know if the discrete changes in
speed that occur in GUD-WIP affect users’ perception of the environment or their
task performance. We do not know how the mathematical models may change if the
user is running.
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To be cost effective, walking-in-place techniques have often made do with very little
information about the user’s actual motion. In some cases, the only data available for
use in the locomotion algorithm is from the head tracker. Full body tracking systems
provide rich data, but also are costly, encumbering, and inconvenient. Their use has
to be carefully balanced against the improvements in naturalness made possible by
the richer data.

Consumer products have started to change the landscape. Applications for the
Kinect™ range camera can compute and update the 3D pose of a user’s skeleton
each frame time. The Kinect is inexpensive and does not require the user to wear any
additional gear [46]. Small wireless sensors—accelerometers, magnetometers, and
gyros—will be an inexpensive and non-encumbering source of data measuring user
motion that can be used as inputs to the locomotion algorithm. A proof-of-concept
system using such devices is described in Kim et al. [16].

With a richer set of input data, walking-in-place locomotion techniques will be better
able to model and simulate the experience of natural walking for users of IVE systems.

11.3 Real-Walking Interfaces

Real-walking interfaces enable HMD-IVE-system users to naturally walk around the
virtual scene just as they would in the real world. Because the user must be tracked,
restricting the size of the virtual scene to the size of the tracked space is the simplest
case for real-walking. If the virtual scene fits in the tracked space, the user can freely
walk about in the entire virtual space, the user’s real-world speed can be mapped in
a one-to-one ratio to her virtual speed, and her direction in the virtual scene can be
directly controlled by her direction of motion in the real world.

Complications with real-walking interfaces arise when the virtual scene is larger than
the tracked lab area. Mapping the user’s actual speed and direction one-to-one with
virtual speed and direction no longer enables the user to travel through the entire
scene, as to do so would require leaving the tracked area. Numerous techniques,
most of which exploit the imprecision of human perception, have been developed to
make real-walking a viable locomotion technique for larger-than-tracked-space vir-
tual scenes. Initial implementations focused on transformations of the scene model or
the user’s motion by manipulating the ratio between the user’s real and virtual speeds
and directions. A newer technique changes the structure of the scene model [34]. We
discuss both approaches.

11.3.1 Manipulating Speed

Manipulating speed in real-walking interfaces can be thought of as altering the ra-
tio between the user’s real walking speed and virtual speed so that it is no longer
one-to-one.
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11.3.1.1 Perceptual Foundation

As people move, their view of their surroundings changes, and information about the
layout of the environment and the shape of surfaces, as well as their relative position
within the environment, is revealed.

The illusion of self-motion, known as vection, can be produced by visual stimulation
alone. For example vection can occur when a person is sitting in a stationary car and
the adjacent car starts to move forward, causing the person in the stationary car to
perceive the sensation of backwards motion.

Movement, essential for accurate perception of the environment, causes optic flow,
the changing pattern of light on the optic array caused by the relative motion of the
observer and environment. Optic flow patterns contain information about self-motion,
the motion of objects, and the environment’s three-dimensional (3D) structure. If an
observer is moving forward, the optic flow will radiate outward from the center of
expansion—the point toward which the person is moving; if a person is riding in a
train and looking out the window, the optic flow will move horizontally across the
observer’s retina producing lamellar flow.

The results of a study by Warren led him to speculate that optical information could
be exploited to control locomotion [38]. An experiment by Konczak found that as
optic flow slowed, subjects’ walking speed slightly increased; however increasing
the speed of optic flow appeared to have no effect on participants’ real speed [17].
Konczak’s results suggest that increasing the ratio between the users’ virtual and real
walking speeds (i.e., increasing optical flow speed relative to walking speed) could
be employed to enable users to travel greater virtual distances in the same number
of steps.

11.3.1.2 Interfaces that Manipulate Speed

Real-walking locomotion techniques that alter the ratio between the user’s real and
virtual speeds, thus altering optic flow, include Seven League Boots [13, 30] and
Scaled Translational Gain [42]. Each of these methods maps the user’s real translation
into increased virtual translation. For example, when the user takes one step in the
real world she is translated two or three steps in the virtual world.

Altering the ratio between the user’s real and virtual speed enables the size of the
virtual scene to be scaled to a multiple of the size of the tracked space, based on
the ratio between real and virtual speeds. However problems can occur if the ratio
becomes very large. For example, if the user’s motion is increased by a factor of 100,
then when the user takes one real step she travels 100 steps forward in the virtual
scene. This motion, although smooth and in the same direction as the user’s motion,
may cause disorientation as it places the user far away from their starting location.
This rapid change in the user’s location is similar to teleportation which is known to
disorient the user [3].
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An additional problem with speed-scaling methods arises because people move their
heads side-to-side as well as forward-to-backward as they walk. When the ratio
between real and virtual motion is large, the side-to-side motions are also multiplied
and can cause the scene to appear unstable. To eliminate the side-to-side motion,
Interrante et al. computed the user’s forward direction and scaled user motion only
in this predicted direction [13].

Another potential problem with altering user speed is that when the difference
between physical and virtual speeds is large, people will be able to notice the dis-
crepancy. A method introduced by Bruder et al. uses change blindness techniques
to effectively move the user forward in the VE while the user is unaware of it [5].
Change blindness theory posits that people are unaware of changes made in their
view when the changes occur during saccadic eye movements. Change blindness is
discussed further in Chap. 14. As is common in change blindness techniques, Bruder
et al. display a blank screen that flashes in the HMD for 60–100 ms. While the screen
is blanked, the virtual scene is translated in the user’s direction, thus altering the ratio
between the user’s real and virtual speed. Due to change blindness, the user is less
aware of the alterations that have occurred.

11.3.2 Manipulating Direction

Manipulating direction for real-walking techniques can be thought of as altering the
ratio between real world direction and virtual world directions of movement.

11.3.2.1 Perceptual Foundation

Altering the ratio between real and virtual directions is possible because vision guides
heading direction, the user’s direction of motion. The egocentric direction hypothesis
and Gibson’s theories about optic flow [10] provide theoretical support for locomo-
tion systems that guide user direction by manipulating the user’s view of the virtual
scene as generated by the IVE system.

The egocentric direction hypothesis states that heading direction is determined by the
anterior-posterior axis of the body. This theory was explored by Rushton et al. after
observing a subject who suffers from unilateral visual neglect (UVN)—damage
to one side of the cerebral hemisphere and the inability to respond to stimuli on
the side opposite the lesion [31]. UVN is often associated with a misperception of
location. Rushton et al. observed the subject walking in curved paths to reach target
objects. To simulate the misperception of the target location for individuals without
UVN, Rushton et al. had participants wear prisms in front of their eyes and found
participants walked a curved path toward the target. The prism translates not only the
target object, but also the optic flow produced when the participant walked toward
the target (Fig. 11.8).

http://dx.doi.org/10.1007/978-1-4419-8432-6_14


11 Stepping-Driven Locomotion Interfaces 255

Fig. 11.8 a As the person
looks directly along the head-
ing vector, optic flow radiates
outward from the center of
vision. b A prism is placed in
front of the eye, which shifts
the visual location of the goal
and the location of the radial
optic flow. The optic flow on
the retina is the same pattern
as on the left but shifted due
to the prism. (Adapted from
Rushton et al. [31])

(a) (b)

Gibson’s theories [10] suggest that heading is determined from the center of expan-
sion of optic flow. When people walk toward a target, they adjust their movements to
align heading direction with the intended goal. Warren et al. [39] further investigated
whether the egocentric direction hypothesis or the optic flow hypothesis dominates.
They had people walk through virtual scenes with different textures to create differ-
ent amounts of optic flow to see if the amount of optic flow affected participants’
heading direction as they moved to a target. Their results show that with no optic
flow participants followed the egocentric direction hypothesis, however when optic
flow was added to the ground plane, participants initially followed the egocentric
direction hypothesis, and then after traveling a few meters participants adjusted their
heading and used optic flow to aid their guidance.

The results of Warren et al. demonstrated that humans rely on both optic flow and
egocentric direction to guide locomotion. These results suggest that manipulations
of the visual representation of the scene can guide the user so she walks a straight
path in the virtual scene concurrently with walking a curved path in the laboratory.

Slight manipulation of optic flow may go unnoticed by a user; however, extreme
changes will be detectable. Studies from aircraft simulation provide further under-
standing of ways that IVE system and scene designers can manipulate rendered vi-
suals without the user noticing. Research by Hosman and van der Vaart determined
the sensitivity of the visual and vestibular senses to different rotation frequencies
or speeds, i.e., the frequency response of the two senses [12]. The results suggest
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Fig. 11.9 The visual-vestibular crossover. This graph shows, in the frequency domain, the relative
contributions of visual and linear vestibular cues to postural stability. (Adapted from Duh et al. [8],
reproduced from Razzaque [27])

that visual perception is more sensitive at low frequencies of motion and vestibular
perception (sensed by the otoliths and semicircular canals) is more sensitive at higher
frequencies (Fig. 11.9). These results suggest that when the head is not moving or
is moving at slow frequencies, that the visual system is dominant. As head angular
velocity increases, the vestibular sense comes to dominate the visual.

The important outcome of Hosman and van der Vaart’s research is the observation
that when people turn their heads, the vestibular system dominates and visual manip-
ulation may go unnoticed. Rotation of the virtual scene during head turns is therefore
less likely to be detected because when people turn their heads at normal angular
velocities the vestibular system dominates the visual system. As a point of reference,
an angular rotation of 0.5 Hz corresponds to taking 2 s to rotate your head all the way
from one side to the other and back; note that higher angular rotation frequencies (and
faster head turns) are further to the right in Fig. 11.9 where vestibular cues almost
totally dominate visual.

The egocentric direction hypothesis, Gibson’s theories of optic flow, and studies about
the visual-vestibular crossover all provide theoretical support for manipulating the
views of the virtual scene to cause the user’s virtual direction to differ from her real
direction. These techniques are employed in the following locomotion interfaces.

11.3.2.2 Interfaces

Motion compression (MC) [19, 33] has a misleading name because it does not in fact
compress motion. Instead, MC rotates the virtual scene around the user and remaps
areas of the scene that were outside of the tracked-space into the tracked space. The
MC algorithm predicts a user’s goal location based on points of interest in the scene
toward which the user may be walking. The algorithm then maps the straight line
of the path from the user to the predicted goal location onto the largest possible arc
that will fit into the tracked space. MC continuously updates the goal location and
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the rotation of the virtual scene relative to the tracked space. It is not a goal of MC
to make the rotation undetectable by users.

Redirected walking (RDW) [27–29] is a technique that exploits the imprecision of
human perception of self-motion—the motion of humans based on sensory cues other
than vision. RDW modifies the direction of the user’s gaze by imperceptibly rotating
the virtual scene around the user and redirecting the user’s (future) path back into
the tracked space. Unlike MC, RDW was designed to make rotation undetectable
to the user. RDW achieves undetectable rotation by exploiting the visual vestibular
crossover described above. The vestibular system is dominant over the visual system
at head frequencies greater than 0.07 Hz, approximately one head turn over a 14 s
period, causing users to not notice unmatched real and scene rotation while turning
their heads at frequencies greater than 0.07 Hz. For this reason, an integral part of
the design for RDW was to make users frequently turn their heads.

Razzaque’s environments and tasks depended on static waypoints, locations that
defined the user’s virtual route within the VE, for two reasons. First, a series of
waypoints predetermined the user’s sequence of goal locations. Knowledge of the
future goal locations enables the system to always know what part of the virtual
scene should be rotated into the tracked space. Second, waypoints are a mechanism
designed to make people look around. That is, users had to turn their heads to find
the next waypoint. This enabled the RDW algorithm to rotate the virtual scene (dur-
ing head turns) and redirect the user’s next-path-direction, i.e., the path to the next
waypoint, into the tracked space.

Waypoints provided a simple answer for one of the most challenging parts of im-
plementing a redirection system: predicting the user’s future direction. Although
waypoints enable RDW, they limit applications to those that have predetermined
paths and task-related reasons for users to turn their heads.

Newer implementations of redirection have added dynamic controllers: Peck and her
colleagues controlled the amount of rotation added to the virtual scene based on the
rotation speed of the user’s head [21, 22]; Neth et al. controlled the curvature gain
based on the user’s walking speed [18]; and Hodgson et al. altered the redirection
amounts based on both the user’s linear and angular velocities [11]. Chapter 10 pro-
vides a detailed description of how to modify the view transformation in redirection
systems.

Additional studies and techniques have explored determining the appropriate amount
of redirection that can be added at any instant [15, 32], how to steer the user within
the environment [11, 21, 22, 27], and how to predict the user’s future direction [13,
21, 22].

Finally, a method presented by Suma et al. harnesses change blindness techniques by
altering part of the scene model when the user is not looking at that part of the scene
[34]. For example, the location of a door to a room may change from one wall to
another while the user is not looking at it, thus guiding the user to walk in a different
direction in the physical space by walking a different direction in the virtual space.

http://dx.doi.org/10.1007/978-1-4419-8432-6_10
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11.3.3 Reorientation Techniques

Many of the locomotion techniques presented in Sects. 11.3.1.1 and 11.3.1.2 use a
reorientation technique (ROT) to handle the situation when large-area real-walking
techniques fail and the user is close to walking out of the tracked space (and possibly
into a wall or other obstruction). ROTs discourage the user from leaving the tracked
space and rotate the virtual scene around her current virtual location. This moves
the user’s predicted next-path-direction into the tracked space. The user must also
reorient her body by physically turning in the real environment so she can follow
her desired path in the newly rotated virtual scene. Some techniques require the
user to stop; others do not. As a design goal, ROTs should interfere with the virtual
experience as little as possible.

In addition to waypoints, redirected walking [27–29] uses a ROT that employs a
loudspeaker in the virtual scene, played through user-worn headphones, that asks the
user to stop, turn her head back and forth, and then continue walking in the same
direction. During the head turning the virtual world can be undetectably rotated such
that the future virtual path lies within the real-world tracked space.

The ROT used in motion compression [19, 33] is built into the motion compression
algorithm itself: as the user approaches the edge of the tracked space the arc of
minimum curvature grows quite small causing the scene rotation to be large. These
large rotations cause the user to feel that the scene is spinning around [19]. This
method does not require the user to stop.

In the method presented by Hodgson et al. when the user is about to leave the tracked
space the experimenter physically stops the user and physically turns the user back
into the tracked area [11]. The HMD visuals are frozen during the turn so that the
user can continue walking in the same virtual direction after the turn.

Williams et al. explored three resetting methods for manipulating the virtual scene
when the user nears the edge of the tracked space [43]. One technique involves
turning the HMD off, instructing the user to walk backwards to the middle of the lab,
and then turning the HMD back on. The user will then find herself in the same place
in the scene but will no longer be near the edge of the laboratory’s tracked space.
The second technique turns the HMD off, asks the user to turn in place, and then
turns the HMD back on. The user will then find herself facing the same direction in
the virtual scene, but she is facing a different direction in the tracked space.

Preliminary research suggests that the most promising is a third technique that uses
an audio request for the user to stop and turn 360◦ [43]. The virtual scene rotates at
twice the speed of the user and stops rotating after a user turn of 180◦. The user is
supposed to reorient herself by turning only 180◦ but should think she has turned
360◦. This ROT attempts to trick the user into not noticing the extra rotation; however,
results from Peck et al. noticed that few participants were tricked into thinking they
turned 360◦ after only turning 180◦ [20, 24].
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Fig. 11.10 An example of a
user’s path (the wiggly blue
lines) through a virtual and
real space. The virtual space
is represented by the solid
box and the real space is
denoted by the dashed box.
The dashed box shows relative
size of real and virtual spaces.
(Reproduced from Peck et al.
[23])

With reorientation and/or redirection, the paths in the virtual and real world have
different shapes and, as is the goal, the real world path covers less area than the
virtual. Figure 11.10 shows an example.

Peck et al. introduced distractors which are visual objects or sounds in the virtual
scene used to stop the user and elicit head rotations. Devoting attention to distractors
appears to make people less aware of scene rotation while they are turning their heads
[20, 24]. Distractors have been used in conjunction with redirection [21, 22], and
users of the combined system scored significantly higher on a variety of navigation
metrics than users of walking-in-place and joystick interfaces.

The locomotion interface implemented by Neth et al. used avatars as distractors,
and when combined with their implementation of dynamic curvature gain, enabled
people to successfully explore a large virtual city [18].

Alternatives to distractors include deterrents [22] and Magic Barrier Tape [6]. Both
techniques display a virtual barrier to mark the real boundaries of the tracked space.
The implementation from Cirio et al. uses a joystick method to move the unreachable
portions of the virtual scene into the tracked space [6], whereas the implementation
by Peck et al. uses distractors and redirection to rotate the unreachable part of the
scene back into the tracked space [22].
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11.3.4 The Future for Real-Walking Interfaces for IVE Systems

Manipulation of user direction should not be obtrusive to the point that it causes a
break in presence. Though not yet studied, it has been proposed that

• For novice users direction manipulation should be undetectable.
• For experienced users direction manipulation should be bounded by the likelihood

of increasing cognitive load and/or simulator sickness.

Large-scale real-walking techniques take advantage of the imprecisions of human
perception to alter the user’s perceived virtual speed and direction compared to the
real world speed and direction. Newer techniques are combining multiple manipula-
tions to enable the most usable interface possible. Different combinations of redirec-
tion and reorientation techniques are likely to enable different results and experiences.

In addition to combining redirection techniques, the current implementations can be
refined and improved. The most challenging and unanswered design decisions for
real-walking interfaces include how to:

• Determine an appropriate amount of speed and direction manipulation for both
experienced and novice users;
• Determine the most effective way to direct the user away from the edges of the

tracked space;
• Predict the user’s future virtual direction.

Promising future work would compare different combinations of techniques to guide
the VE designer. For training transfer applications where fatigue is important, scaled
translational gain methods may not be feasible, however scaled translational gain
may be most appropriate for a novice user walking through a virtual city. Possible
design goals may include: accurate development of a mental model, usability, user
enjoyment, speed of travel, training transfer, and designing for experienced versus
novice users.
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Chapter 12
Multimodal Rendering of Walking Over
Virtual Grounds
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Abstract The addition of multimodal feedback during navigation in a virtual envi-
ronment is fundamental when aiming at fully immersive and realistic simulations.
Several visual, acoustic, haptic or vibrotactile perceptual cues can be generated when
walking over a ground surface. Such sensory feedback can provide crucial and varied
information regarding either the ground material itself, the properties of the ground
surface such as slope or elasticity, the surrounding environment, the specificities
of the foot-floor interaction such as gait phase or forces, or even users’ emotions.
This chapter addresses the multimodal rendering of walking over virtual ground sur-
faces, incorporating haptic, acoustic and graphic rendering to enable truly multimodal
walking experiences.
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12.1 Introduction

Sensations accompanying walking on natural ground surfaces in real world environ-
ments are rich, multimodal and highly evocative of the settings in which they occur
[110]. For these reasons, foot-based human–computer interaction represents a new
means of interacting in Virtual Reality (VR), with potential applications in areas such
as architectural visualization, immersive training, rehabilitation or entertainment.
However, floor-based multimodal (visual, auditory, tactile) information displays have
only recently begun to be investigated [108]. Research work has remained limited
as there has been a lack of efficient interfaces and interaction techniques capable of
capturing touch via the feet over a distributed display. Related research on virtual
and augmented reality environments has mainly focused on the problem of natural
navigation in virtual environments [56, 81, 96]. A number of haptic interfaces for
enabling omnidirectional in-place locomotion in virtual environments have been
developed [46], but known solutions either limit freedom in walking, or are highly
complex and costly.

The rendering of multimodal cues combining visual, auditory and haptic feed-
backs has rarely been exploited when walking in a virtual environment. Many aspects
of touch sensation in the feet have been studied in prior scientific literature, includ-
ing its roles in the sensorimotor control of balance and locomotion over different
terrains. However considerably less is known about how the nature of the ground
itself is perceived, and how its different sensory manifestations (touch, sound, visual
appearance) and those of the surroundings contribute to the perception of properties
of natural ground surfaces, such as their shape, irregularity, or material composition,
and our movement upon them. Not surprisingly then, in human–computer interac-
tion and virtual reality communities, little research attention has been devoted to the
simulation of multisensory aspects of walking surfaces in ways that could parallel
the emerging understanding that has, in recent years, enabled more natural means of
human computer interaction with the hands, via direct manipulation, grasping, tool
use, and palpation of virtual objects and surfaces.

The present chapter proposes to review the recent interactive techniques that have
contributed to develop multimodal rendering of walking in virtual worlds by repro-
ducing virtual experiences of walking on natural ground surfaces. These experiences
are enabled primarily through the rendering and presentation of virtual multimodal
cues of ground properties, such as texture, inclination, shape, material, or other
affordances in the Gibsonian sense [37]. The related work presented in this chapter
is organized around the hypothesis that walking, by enabling rich interactions with
floor surfaces, consistently conveys enactive information that manifests itself through
multimodal cues, and especially via the haptic and auditory channels. In order to bet-
ter distinguish this investigation from prior work, we adopt a perspective in which
vision plays a primarily integrative role linking locomotion to obstacle avoidance,
navigation, balance, and the understanding of details occurring at ground level. That
is why we will not detail the visual rendering of walking over virtual grounds itself.
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This chapter includes the presentation of (1) multimodal rendering techniques
for the interactive augmentation of otherwise neutral (i.e., flat, silent, and visually
homogeneous) ground surfaces; (2) multisensory effects and cross-modal illusions,
involving the senses of touch, kinesthesia, audition, and vision, that were made
possible by novel interfaces.

The chapter is organized as follows. Section 12.2 is dedicated to auditory render-
ing. Section 12.3 begins with the description of haptic rendering approaches, before
presenting multimodal systems and cross-modal approaches. Section 12.4 concludes
this chapter.

12.2 Auditory Rendering

12.2.1 Introduction

A walking task can be said to be intimately linked to a corresponding auditory task.
Not only do walkers constantly hear most of their own footsteps and foot movements,
but they are typically also aware of other persons walking in a shared auditory scene.
In parallel, the same scene may be populated by passive listeners who, while standing
or sitting, and not necessarily visually attending to pedestrians in their surroundings,
may nevertheless perceive the footsteps as part of the ambient soundscape.

These simple considerations already say much about the importance of the audi-
tory cues in informing ones perception and action loop during a walking task, and,
furthermore, in conveying information that can have social relevance when contribut-
ing to form a soundscape that is shared by several listeners.

As with any other type of non visual, ecological feedback, footstep sounds can
occupy the periphery of the attention. In other words, we need to make conscious use
of this feedback unless it brings to our ears salient cues, either familiar or unexpected.
A similar process happens for instance when a car driver’s attention may be triggered
by an almost imperceptible change in the sound of the engine signaling potential
malfunctioning of the car, even after hours on a long trip along a monotonous highway
[75]. We do not need much quantitative science to establish these observations in
an empirical way: the use of footstep sounds as an auditory warning has long been
recognized by movie directors, who used to ask their Foley artist for preparing the
right walking sound when a new character entered the movie stage, or for sonifying
night-time chase actions that were typical of the “noir” genre.

It should be clear, at this point, that walking sounds are expressive. Through the
long familiarity with our own and others’ footsteps, we built subjective mental maps
linking such sounds to corresponding physical attributes and gestures of the walking
person. Some of these links are obvious, and have been exploited for instance in early
computer game designs. All vintage electronic game players probably remember the
use of iconic footstep sounds to render the number and moving speed of the enemies
in Space Invaders™, a popular computer game of the late 1970s: the designers of
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that game arrived at a successful design by making effective use of extremely simple
sound elements, whose staticity expressed well the martial attitude of the adversarial
squadron.

12.2.1.1 Psychoacoustic Measurements

The expressivity of footsteps has been analyzed from a scientific perspective as well.
On the experimental side, Pastore et al. have adopted an ecological approach to
the auditory perception of footsteps. Their experiments investigated the ability of
listeners to recognize walkers’ gender from walking sounds [61], as well as differ-
ent kinematics of the gait in people walking with either normal upright or stooped
posture [78]. Experiments have been also conducted on the recognition of familiar
individuals from their footstep sounds [28]. In all such investigations, an effort has
been devoted to identify the acoustic invariants that are responsible for the subjective
decisions. Arguably such invariants necessarily span a multiplicity of auditory cues.
In particular, the demonstrated dependency of these cues on specific spectral features
such as spectral slopes, moments, and centroids, can make such perceptual research
especially informative for auditory rendering purposes.

A parallel thread in the acoustic analysis of footsteps has concerned their recogni-
tion with respect to specific characteristics of the ground. Although starting from an
engineering perspective, this thread has introduced even deeper arguments in favor of
an ecological approach to these experiments. Cress measured, and hence modeled the
acoustic response of outdoor ground sites to individuals who were crawling, walk-
ing, and running: not only did he establish the dependence of the response spectra on
the ground characteristics of the site; he also showed the relative invariance across
frequency of the bands of spectral energy with respect to the walking activities [17].
These conclusions did not contradict earlier assessments made by Watters, who had
found dependence on the floor type of impact force values measured from a single
hard-heeled female footstep on various floors [113]. Stimulated by these experiences,
Ekimov and Sabatier searched broad-band components of footstep sound signatures
for different floor materials and walking styles: although the high-frequency band of
these signatures contains most of the information about the frictional (i.e. tangential
force) components giving rise to the footstep sounds, the same band has been shown
to be relatively invariant with respect to changes in both floor covering and walking
styles [25]. Irrespectively of their conclusions, overall these studies have called for
introducing the floor dimension in the psychophysics of footstep recognition.

Research in this area has, consequently, begun to reveal the mechanisms underly-
ing the active recognition of footsteps over different grounds. In such cases, subjects
are engaged in a perception and action (walking) task, i.e., they are not just passive
listeners, and thus the recognition process involves also use of the tactile sensory
channel. In another investigation, by masking the tactile channel using active shoes
capable of generating vibrational noise at sole level, Giordano et al. were able to study
walkers’ abilities to identify different ground surfaces comprising both solid mate-
rials (e.g., marble, wood) and granular media (e.g., gravel, sand) when alternately
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auditory, haptic, or audio-haptic information was available. The authors found that
walkers could perform this perceptual task through a variety of different sensory
modalities [39].

12.2.1.2 Premises for an Auditory Rendering of Grounds

The latest experiment is even more interesting, since the walkers’ experience was
augmented with elements of synthetic feedback, specifically to mask tactile cues
of real ground materials. This design strategy opens new scenarios, in which the
non visual “ground display” (as it is perceived by walkers) is contaminated with
synthetic cues that mix with the rest of the floor feedback. Although the previous
experiment is clear in posing limits to the salience of the auditory feedback when it
does not match with the simultaneous (in that case noise-masked) tactile cues, yet
it leaves room to sound as a mean for enriching the information brought by these
cues. Specifically, one may think to mould an otherwise neutral tactile feedback,
such as that experienced while walking on a silent, homogeneous flat and solid floor,
using auditory cues reporting about a different type of ground; likewise, one may
try to bias a multimodal stream of ground cues by altering some of their auditory
parameters through the use of virtual sounds, without breaking the coherence of
the feedback overall. In both such cases, however, an artificial perturbation of the
auditory feedback has a chance to shape the recognition of a floor without disrupting
the perceived realism of the multimodal percept, only if this perturbation elicits some
form of cross-modal (specifically, audio-tactile) illusion.

Several cross-modal tactile effects induced by auditory cues have been discov-
ered [8, 47]. In the following, we will report on recent studies that have investigated
partial or total sensory substitutions of ground attributes in walkers, who were pre-
sented virtual auditory cues of the ground using different techniques, reproduction
methods, as well as experimental setups, methodologies and tasks. Preliminary to
these studies, a state of the art of the models for the rendering of footstep sounds
is surveyed starting from the early experiences, until current developments. The
section concludes by providing guidelines to the sound designer, who is interested
in the realization of interactive floors including the auditory modality as part of their
multimodal feedback.

12.2.2 Footstep Sound Synthesis

For what we have previously seen, the acoustic reproduction of walking requires one
to render at least at two levels the auditory information: a low level, accounting for the
sonic signatures of a single footstep, and a high level, that conversely reports about the
frequency of the walking cycle and its fluctuations across time. Further cues would
be needed to render the spatial movement across a walking area: although necessary
to define a realistic soundscape, such cues are closely related to the spatialization
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features of sound reproduction, an issue that raises questions of 3D audio, a research
and application field whose specific links to the rendering of walking sounds will be
treated later in Sect. 12.2.3.

High-level cues are intuitively not too difficult to be rendered, as soon as a suffi-
ciently large collection of data is put available for inferring a convenient statistical
model for the walking cycle of a homogeneous population. More interesting are
the constraints among instances of such cycles taking place in collective contexts,
giving rise to entrainment effects [104]: for these effects the exact role of sound
is currently unknown, in spite of a conspicuous number of works dealing with the
relationships existing between gait cycle and rhythmic (especially musical/dance)
sonic patterns [93].

Low-level cues represent an even more challenging design issue. By bringing
information on the interactions taking place during the contact between the foot and
the ground, they mainly report about the materials the floor and the shoes are made
of. For this reason, the accuracy of their reproduction depends on the ability to embed
this information within a sound synthesis model. Normally, these models must keep
parametric control of the temporal as well as spectral features of the synthesis: as
we will see in Sect. 12.2.2.2, the former are especially important for determining the
correct particle density during the reproduction of aggregate grounds such as those
made of crumples, ice, snow, creaking wood; conversely, the latter provide a unique
color to the contact events, hence becoming crucial in interactions with solid floors,
where the entire footstep sound is represented by one or very few contact events.

Further information, concerning several characteristics of a walker (weight,
height, age, sex) results from the interplay of low- and high-level cues, and the
information they provide about foot gesture, postural habits and locomotion style of
the walking person: a credible rendering of footstep sounds must account also for
this interplay, for which a comprehensive collection of kinematic and biomechanical
data is not available yet [22]. This and other knowledge gaps currently make the
design of interactive walking sound synthesizers a difficult task.

12.2.2.1 Early Models

The first systematic attempt to synthesize walking sounds was proposed by Cook
in 2002 [14]. In this pioneering system, engineered on an STK-based sound engine
known as Bill’s Gait, the author introduced research elements that are still stimu-
lating nowadays. In particular, Bill’s Gait successfully implemented a number of
solutions that are still largely state-of-the art in the realm of real-time sound process-
ing: he detailed an analysis procedure which included Linear Predictive Coding for
the extraction of footstep color, a Wavelet analysis for estimating the particle density,
and an envelope following of the gait sequence for informing the higher-level sta-
tistics on amplitude and frequency of the walking cycle. His model could store data
on footstep signatures from sound signals, which were recorded during foot interac-
tions with diverse floors. The same signatures could be reproduced online essentially
by reversing this procedure, i.e., by mapping the predictor onto the coefficients of
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a parametric re-synthesis filter, and by feeding this filter with signals having the
temporal density and envelopes calculated during the analysis.

Especially innovative and rewarding, in this modeling approach, was its tight
interactivity with non musical sound events. Not only did this system allow straight-
forward connection of floor interfaces like sensing mats; it also put a palette of
controls available to the users, who could manipulate the synthesis parameters for
trimming the results of the analysis, and furthermore introduce their own taste to the
footstep sounds. A similar interaction design approach was followed by Fontana and
Bresin one year later in form of C external code for the Puredata realtime environ-
ment, limitedly to the interactive simulation of aggregate grounds [30]: as opposed
to Cook, their model was completely independent of pre-recorded material, instead
relying on a physics-based impact model simulating a point-wise mass colliding
against a resonant object through a nonlinear spring. This model was employed to
generate bursts of micro impacts in real time, whose individual amplitude and tempo-
ral density followed stochastic processes taken from respective physical descriptions
of crumpling events. Such descriptions expose macro parameters (respectively of
amplitude and temporal density) that, for the purpose of this model, could be used
for user control. Finally, an amount of potential energy could be set which was pro-
gressively consumed by the micro impacts during every footstep: this feature made
it possible to trigger a footstep on a specific floor directly, i.e. with no further infor-
mation needed, and allowed the authors to reproduce slow-downs taking place at the
end of a run, based on assumptions on human movement having links to musical
performance.

Both such models have imposed the closed-loop interaction paradigm to the spe-
cific area of interactive walking simulation. This paradigm is even more constraining
in the case of acoustic rendering, as only few milliseconds are allowed to the system
for displaying the response signal in front of an action of the foot in contact with
a sensing floor, or wearing an instrumented shoe. From there, further experiences
have aimed at refining the maps linking foot actions to the synthesized sound. In
particular, an attempt to integrate some biomechanical parameters of locomotion,
particularly the ground reaction force, in a real time footstep sound synthesizer was
made by Farnell in 2007 [27]. The result was a patch for Puredata that was further-
more intended to provide an audio engine for computer games, in which walking is
interactively sonified.

12.2.2.2 Current Approaches to Walking Sound Synthesis

The synthesis of walking sounds has been recently centering around multimodal,
interactive contexts where users are engaged in a perception and action task. In fact,
for the mentioned lack of robust maps linking biomechanical data of human walking
to dynamic contact laws between the foot and grounds having different properties,
if the listener is not physically walking then the synthesis model can be conve-
niently resolved by a good dataset of footstep sounds recorded over a multiplicity
of grounds, that is managed by an intelligent agent capable of understanding the
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Fig. 12.1 Hybrid synthesis of footstep sounds [31]

context: this happens e.g. in recent videogames, where the scenarios and situations
in which the game characters are engaged provide the ground parameters and the
kinematic data enabling the selection of appropriate elements of a knowledge base.
Extremely accurate collections of walking sounds exist, especially in commercial
repositories like http://sounddogs.com, for creating such a dataset.

Somehow closer to an interactive synthesis paradigm, a hybrid model has been
recently proposed based on a simplified version of Cook’s method, relying on the
temporal envelope control of filtered noise [31]. As Fig. 12.1 shows, every footstep
results by weighing the output of a series of linear filters through a temporal envelope
function. Both such filters coefficients and this function report of a characteristic
locomotion style on a specific ground material, whose sonic signature is extracted
from a set of recorded samples: the former obtained by Linear Predictive Coding of
these samples, the latter created by defining a force-dependent stochastic process on
top of the same recorded information.

The approach based on datasets or hybrid generation has fewer points when the
auditory feedback must tightly follow the locomotion and foot gestures of the walk-
ers. As we previously said, in this situation users are not passive listeners, conversely
they are engaged in a perception and action task. However in this case, also on the
light of the psychoacoustic experiments previously described, the applicability of
interactive sound rendering is necessarily limited since real walking cannot be sub-
stituted with a virtual experience, nor can the auditory cues contradict the tactile
perception through the feet. For this reason, the synthesis models which are cur-
rently receiving most attention are those capable of rendering aggregate grounds.
The related cues, in fact, can conveniently “overwrite” the feedback provided by flat
and homogeneous, sufficiently silent floors such as those covering normal buildings
and other urban spaces. For these floors, interesting augmentations can be realized
especially if companion vibrotactile cues of aggregate ground material are provided
underfoot, simultaneously with the corresponding auditory feedback.

http://sounddogs.com
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The Natural Interactive Walking EU project, active until fall 2011, has put major
emphasis on the audio-tactile augmentation of otherwise neutral floors through the
use of active tiles as well as instrumented shoes. Both such interfaces, detailed in
Sect. 12.3.3, were designed based on the fundamental hypothesis that a credible,
however informative augmentation of a flat, solid floor could be realized via the
superposition of virtual audio-tactile cues. As noted in Sect. 12.2.3, in practice these
cues had to guarantee an especially “strong” characterization to walkers having nor-
mal sensory abilities, mainly to counterbalance the unavoidable bias caused by the
visual appearance of a ground surface: silent floors, then, were augmented so to
sound either as aggregate grounds, or strongly coloring (such as wooden) surfaces.

Effective audio-tactile simulations of aggregate and resonant ground categories
have been obtained through physically-based sound synthesizers, whose low-level
core made use of the same dynamic impact model as that used by Fontana and
Bresin [30]. In phenomenological sense, physics-based models have the fundamental
advantage to provide a coherent multimodal feedback: since they reproduce force
and velocity signals, then their response can be inherently used to mechanically
excite the resonant body, in our case a floor; once this excitation is known, along
with the resonance properties of the same floor, then it is not difficult to get sounds
as well as vibrations from it. Specifically, a footstep sound can be considered to be
the result of multiple microimpacts between a shoe and a floor. Either they converge
to form a unique percept consisting of a single impact, in the case of solid materials,
or conversely they result in a more or less dispersed, however coherent burst of
impulsive sounds in the case of aggregate materials.

An impact involves the interaction between two bodies: an active exciter, i.e.,
the impactor, and a passive resonator. Sonic impacts between solid surfaces have
been extensively investigated, and results are available which describe relationships
between physical and perceptual parameters of the objects in contact [52, 103].
The most simple approach to the synthesis of such sounds is based on a lumped
source-filter model, in which a signal s(t) modeling the excitation is passed through
a linear filter with impulse response h(t) modeling the resonator, and resulting in an
output expressed by the linear convolution of these two signals: y(t) = s(t) ∗ h(t).
A more accurate reproduction of the contact between two bodies can be obtained
by simulating the nonlinear dynamics of this contact: a widely adopted description
considers the force f between them to be a function of the compression x of the
exciter and velocity of impact ẋ , depending on the parameters of elasticity of the
materials, masses, and local geometry around the contact surface [3]:

f (x, ẋ) =
{−kxα − λxα ẋ , x > 0

0 , x ≤ 0
(12.1)

where k accounts for the material stiffness, λ represents the force dissipation due
to internal friction during the impact, α depends on the local geometry around the
contact surface. When x ≤ 0 the two bodies are not in contact.

Friction is another crucial category at the base of footstep sound generation [36].
This phenomenon has been synthesized as well, by means of a dynamic model in
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which the relationship between relative velocity v of the bodies in contact and friction
force f is represented as a differential problem [4]. Assuming that friction results
from a large number of microscopic elastic bonds, also called bristles, the velocity-
to-force f (. . . , v, . . .) relationship is expressed as:

f (z, ż, v, w) = σ0z + σ1 ż + σ2v + σ3w (12.2)

where z is the average bristle deflection, the coefficient σ0 is the bristle stiffness, σ1
the bristle damping, and the term σ2v accounts for linear viscous friction. The fourth
component σ3w relates to surface roughness, and is simulated as fractal noise.

12.2.3 Walking Sounds and Soundscape Reproduction

The algorithms described in the previous section provide faithful simulations of
walking sound on different surfaces. In order to achieve realistic simulations of
virtual environments, it is important to provide a context to such sounds, i.e., to be
able to render them as delivered in specific locations.

“Spaces speak, are you listening?” asks the title of a book by Blesser and Salter,
which explores the topic of aural architecture from an interdisciplinary perspec-
tive considering audio engineering, anthropology, human perception and cognitive
psychology [7]. Indeed listening to a soundscape can provide useful information
regarding the size of the space, the location, the events happening. The sounds asso-
ciated to a place can also evoke emotions and memories. Moreover, when exploring a
place by walking, at least two categories of sounds can be identified: the person’s own
footsteps and the surrounding soundscape. Studies on soundscape originated with
the work of Murray Schafer [87]. Among other ideas, Schafer proposed soundwalks
as empirical methods for identifying a soundscape for a specific location. During
a soundwalk it is important to pay attention to the surrounding environment from
an auditory perspective, while physically blocking the input from strong sensorial
modality like vision, by walking blindfolded. Schafer claimed that each place has a
soundmark, i.e., sounds which one identifies a place with.

When reproducing real soundscapes in laboratory settings several challenges are
present, both from the designer’s point of view and from the technologist’s point
of view. From the designer’s point of view, the main challenge is how to select the
different sonic events that combined together produce a specific soundscape. From
this perspective the scientific literature is rather scarce. The approach usually adopted
is merely based on the artistic skills and intuitions of the sound designer. However, an
exception is the work of Chueng [11], who suggested to design soundscapes based on
users’ expectations. Her methodology consists of asking people which sounds they
associate to specific places, and then use their answers as a starting point to create
soundscapes. Chueng also proposes discrimination as an important parameters in
soundscape design. Discrimination is defined as the ability of a soundscape to present



12 Multimodal Rendering of Walking over Virtual Grounds 273

few easily identifiable soundmarks. In her approach, this is also called minimal
ecological sound design.

Studies have shown the importance of auditory cues in virtual reality simulation,
and how they can lead to measurable enhancement in what is called the feeling of
presence. In [86] it is reported how sound contributes to user’s sense of presence, as
evidenced by electrodermal activity and temperature measurements, as well as ques-
tionnaire’s scores. Moreover, significant differences were noticed when measuring
delivered sound through headphones or surround sound (5.1) using loudspeakers.
Other studies show how ratings of presence are enhanced by either the addition of
bass or the increase of volume. On the other hand, an increase on number of chan-
nels does not increase ratings of presence [32]. The role of self-produced sounds to
enhance sense of presence in virtual environments has also been investigated. By
combining different kinds of auditory feedback consisting of interactive footstep
sounds created by ego-motion using the techniques described in the previous section
with static soundscapes, it was shown how a person’s motion in a virtual reality
environment is significantly enhanced when moving sound sources and ego-motion
are rendered [74].

Concerning delivery of footstep sounds, they can be conveyed to the walker by
means of different hardware devices, such as headphones, loudspeakers or through
bone conduction. The choice of delivery methods depends on several factors, for
example if the soundscape has to be part of a mobile or augmented reality instal-
lation, or if it is part of a virtual reality laboratory setting. An ecologically valid
solution consists of placing loudspeakers at the shoes’ level, since this faithfully
reproduces the equivalent situation in real life, where footstep sounds come at the
level of the interaction between a shoe and a floor. As an alternative, sounds can be
conveyed by means of a system of multichannel loudspeakers. In this case a problem
arises regarding how footstep sounds can be rendered in a 3D space, and how many
loudspeakers should be used and where they should be placed.

Sound rendering for virtual environments has reached a level of sophistication
that it is possible to render in realtime most of the phenomena which appear in the
real world [34]. 3D spatialized audio in immersive virtual environments remains
however still challenging. In delivering through multichannel speakers, the choice
of rendering algorithms is fundamental. As a matter of fact, various typologies of
soundscapes can be classified: static soundscapes, dynamic soundscapes and inter-
active soundscapes. Static soundscapes are those composed without rendering the
appropriate spatial position of the sound sources. In static soundscapes the same
content is delivered to every channel of the surround sound system. The main advan-
tage of this approach is the fact that the user exploring the virtual environment does
not need to be tracked, since the same content is displayed to every speaker no
matter where the user is placed. The main disadvantage is the fact that the simula-
tion does not represent a real life scenario, where different sonic cues are received
depending on where a person is placed. Dynamic soundscapes are those where the
spatial position of each sound source is taken into account, as well as their eventual
movements along three-dimensional trajectories. Finally, interactive soundscapes are
based on the dynamic ones where in addition the user can interact with the simulated
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environment generating an auditory feedback as result of actions. This last situation
ideally represents the scenario with augmented footstep sounds, where each step
of the user must be tracked and rendered while the user is walking in the virtual
environment, without any perceivable latency, in order to recreate for example the
illusion of walking on a surface different from the one the user is actually stepping
upon, or to allow the user to interact with objects of the virtual environment.

Sound delivery using headphones can also be performed using two general
approaches: the simple mono or stereo delivery and a solution based on binaural syn-
thesis. One of the main issue in combining footstep sounds and soundscape design
is to find the right amplitude balance between the two. One approach can be empir-
ical, by asking subjects to walk freely while interactively producing the simulated
footstep sounds and hearing the reproduced soundscape through multichannel speak-
ers. Subjects are then able to adjust the volume of footstep sounds until they find a
level which they considered satisfactory. After describing the possibilities offered by
hardware technologies, the next section describes available software packages for
footstep sound design.

12.2.4 Footstep Sound Design Toolkits

A specific treatment on the use of the above models for foot-floor interaction pur-
poses has been presented by Serafin et al. [88], along with pointers to sources of
software, sound, and other documentation material. Implementing such models is
not straightforward, but real-time software modules realizing impact and friction
interactions are available, that are open and flexible enough for inclusion in more
general architectures for the synthesis of footstep sounds. In particular, the Sound
Design Toolkit1 (SDT) [21] contains a set of physically-consistent tools for design-
ing, synthesizing and manipulating ecological sounds [36] in real time. SDT consists
of a collection of visual programs (or patches) and dynamic libraries (or externals)
for the software Puredata, which is publicly available, and Max/MSP, which is easier
to work with although commercial. SDT provides also examples, allowing users to
launch these patches and see them at work in both such visual environments.

Public software is also available, which implements footstep sound synthesis
models that are ready for use. Farnell accompanied his work with a patch and an
external for Puredata, both referenced in the related paper [27]. Fontana’s crumpling
model for Puredata has been integrated in SDT: examples of this model at work can
be found, among others, in the Natural Interactive Walking project website.2 The
same website collects sound examples resulting from alternative instantiations of
the physically-based approach, based on a sound synthesis engine that has not been
put available in the public domain [102]. Furthermore, it contains footstep sounds
that have been generated using the aforementioned hybrid model descending from
Cook’s synthesis technique.

1 http://www.soundobject.org/SDT/
2 http://niw.soundobject.org

http://www.soundobject.org/SDT/
http://niw.soundobject.org
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12.3 From Haptic to Multimodal Rendering

12.3.1 Introduction

12.3.1.1 Walking and Haptic Feedback in Virtual Environments

Virtual reality applications aim at simulating digital environments with which users
can interact and, as a result, perceive through different modalities the effects of their
actions in real time. Current VR applications draw primarily on vision and hearing.
Haptic feedback—which aims to reproduce forces, movements and other cutaneous
sensations felt via the sense of touch—is rarely incorporated, especially in those VR
applications where users are enabled to walk.

A heightened sense of presence can be achieved in a VR simulation via the addition
of even low-fidelity tactile feedback to an existing visual and auditory environment,
and the potential gains can, in some cases, be larger than those obtained by improving
feedback received from a single existing modality, such as the visual display [91].

High-frequency information in mechanical signals often closely links the haptic
and auditory modalities, since both types of stimuli have their origin in the same
physical contact interactions. Thus, during walking, individuals can be said to be
performing simultaneous auditory and haptic probing of the ground surface and
environment. As demonstrated in recent literature, walkers are capable of perceptu-
ally distinguishing ground surfaces using either discriminative touch via the feet or
audition [39]. Thus, approaches to haptic and auditory rendering like those reviewed
in this chapter share common features, while the two types of display can be said to
be partially interchangeable.

An important component of haptic sensation is movement. Walking is arguably
the most intuitive means of self-motion within a real or virtual environment. In
most research on virtual environments, users are constrained to remain seated or
to stand in place, which can have a negative impact on the sense of immersion
[90]. Consequently, there has been much recent interest in enabling users of such
environments to navigate by walking. One feasible, but potentially cumbersome and
costly, solution to this problem is to develop motorized interfaces that allow the use
of normal walking movements to change position within a virtual world. Motorized
treadmills have been extensively used to enable movement in one-dimension, and
this paradigm has been extended to allow for omnidirectional locomotion through an
array of treadmills revolving around a larger one [49]. Another configuration consists
of a pair of robotic platforms beneath the feet that are controlled so as to provide
support during virtual foot-ground contact, while keeping the user in place. Another
configuration consists of a spherical cage that rotates as a user walks inside of it [46].
The reader could refer to the chapter by Iwata in this volume for further discussion
of these scenarios. The range of motion, forces, and speeds that are required to
simulate omnidirectional motion make these devices intrinsically large, challenging
to engineer, and costly to produce. In addition, while they are able to simulate the
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support and traction supplied by the ground, they cannot reproduce the feeling of
walking on different materials.

Lower-cost methods for walking in virtual environments have been widely pur-
sued in the VR research community. Passive sensing interfaces have been used to
allow for the control of position via locomotion-like movements without force feed-
back [94]. Walking in place is another simple technique, in which movements of the
body are sensed, and used to infer an intended movement trajectory [96]. For virtual
environments that are experienced via an audiovisual head mounted display, a user’s
locomotion can be directly mapped to movements in a virtual environment. The real
walkable workspace is typically much smaller than the virtual environment, and this
has led to the development of techniques, such as redirected walking [81], that can
engender the perceptual illusion that one is walking in a large virtual space.

The auditory and tactile experience of walking on virtual materials can be simu-
lated by augmenting foot-ground interactions with appropriate sounds or vibrations.
Although vibrotactile interfaces are simpler and lower in cost to implement than
haptic force feedback devices [62], they have only recently been used in relation to
walking in virtual environments. Auditory displays have been more widely investi-
gated, and walking sounds are commonly used to accompany first-person movements
in immersive games, although they are rarely accompanied by real foot movements.
Cook developed a floor interface (the Pholiemat), for controlling synthesized walking
sounds via the feet, inspired by foley practice in film [14, 15], and other researchers
have experimented with acoustically augmented shoes [77]. Research on the use
of vibrotactile displays for simulating virtual walking experiences via instrumented
shoes [89] or floor surfaces [107] is still in its infancy.

Although tactile displays have, to date, been integrated in very few foot-based
interfaces for human–computer interaction, several researchers have investigated
the use of simple forms of tactile feedback for passive information conveyance to
the feet. Actuated shoe soles used to provide tactile indicators related to meaningful
computing events [85, 105], and rhythmic cues supplied to the feet via a stair climber
have been found to be effective at maintaining a user’s activity level when exercising.
In automotive settings, tactile warning cues delivered via the accelerator pedal have
been studied for many years [67], and eventually appeared in production vehicles.
Tactile stimulation to the feet has also been explored as an additional feedback
modality in computer music performance [84].

12.3.1.2 Haptic and Acoustic Signals Generated by Walking Interactions

During walking interactions, several touch interactions are involved with the virtual
ground. Stepping onto a natural or man-made surface produces rich multimodal
information, including mechanical vibrations that are indicative of the actions and
types of materials involved. Stepping on solid floors in hard-soled shoes is typified
by transient signals associated with the strike of the heel or toe against the floor,
while sliding can produce signals such as high-pitched squeaking (when surfaces
are clean) or textured noise. In indoor environments, the operation of common foot
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operated switches, used for lamps, dental equipment, or other machines, is often
accompanied by transient clicks accompanying the engagement solid mechanical
elements. The discrete quality of these mechanical signals contrasts with the more
continuous nature of those generated by a step onto natural ground coverings, such
as gravel, dry sand, or branches. Here, discrete impacts may not be as apparent,
and can be accompanied by both viscoelastic deformation and complex transient,
oscillatory, or noise-like vibrations generated through the inelastic displacement of
heterogeneous materials [45]. A few of the processes that can be involved include
brittle fracture and the production of in-solid acoustic bursts during rapid micro-
fracture growth [1, 2, 45], stress fluctuations during shear sliding on granular media
[5, 19, 72, 73], and the collapse of air pockets in soil or sand.

A series of mechanical events can be said to accompany the contact of a shoed
foot with the ground. There may be an impact, or merely a soft landing, according
to the type of shoe, the type of ground, and the stride of the walker. Once the initial
transitory effects have vanished and until the foot lifts off the ground, there may
be crushing, fracturing, or little movement at all if the ground is stiff. There may
also be slipping if the ground is solid, or soil displacement if the ground is granular.
There may be other mechanical effects, such as the compacting of a compressible
ground material (e.g., soil, sod, snow). The question of what form of haptic signal
to reproduce in virtual reality applications is therefore not so simple to answer. The
sense of touch is nearly as refined in the foot as it is in the hand. It has, in fact,
great discriminative acumen, even through a shoe sole [39]. However, like vision or
audition, in accordance to the perceptual task, it may be satisfied by relatively little
input. In the case of foot, our habit to wear shoes plays in our favor since shoes filter
out most of the distributed aspects of the haptic interaction with the ground, save
perhaps for a distinction between the front and back of the foot at the moment of the
impact. In that sense, wearing a shoe is a bit like interacting with an object through
a hand-tool. The later case, as is well known, is immeasurably easier to simulate in
virtual reality than direct interaction with the hand. When it comes to stimulating the
foot, the options are intrinsically limited by the environmental circumstances. While
it is tempting to think of simulating the foot by the same methods as those used to
stimulate the hand [43, 44], this option must be discarded in favor of approaches that
are specific to the foot. In particular, options involving treadmills, robot arms and
other heavy equipment will remain confined to applications where the motor aspects
dominate over the perceptual aspects of interacting with a ground surface [10, 20,
48, 79].

Broadly speaking, then, foot-ground interactions can be said to be commonly
accompanied by mechanical vibrations with energy distributed over a broad range
of frequencies (see Fig. 12.2). High-frequency vibrations can originate with a few
different categories of physical interaction, including impacts, fracture, and sliding
friction. The physics involved is relatively easy to characterize in restricted settings,
such as those involving homogeneous solids, but becomes more complex to describe
when disordered, heterogeneous materials are involved.
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Fig. 12.2 Walking in real environments produces rich, step-dependent vibromechanical infor-
mation. Shown: vibration spectrogram a(t, f ) and low-frequency normal foot-ground force F(t)
measured at the hard sole of a men’s shoe during one footstep of a walker onto rock gravel, together
with the corresponding foot contact states within the gait cycle (author’s measurements). The dark
vertical stripes in the spectrogram correspond to discrete impact or dislocation events that are
characteristic of dynamic loading of a complex, granular medium

12.3.2 Touch Sensation in the Feet

The sense of touch in the human foot is highly evolved, and is physiologically highly
similar to that in the hand, with the same types of tactile receptor populations as are
present in the former, including the fast-adapting (FA) type I and II and slow-adapting
(SA) type I and II cutaneous mechanoreceptors [50, 100], in addition to propriocep-
tive receptors including Golgi organs, muscle spindles, and joint capsule receptors
in the muscles, tendons, and joints. The sole is sensitive to vibrotactile stimuli over a
broad range of frequencies, up to nearly 1000 Hz [109], with FA receptors comprising
about 70 % of the cutaneous population. Several differences between tactile sensa-
tion in the foot and hand have been found, including an enlargement and more even
distribution of receptive fields in the foot, and higher physiological and psychophys-
ical thresholds for vibrotactile stimuli [50, 114], possibly related to biomechanical
differences between the skin of the hands and feet [115]. Further comparisons of the
vibrotactile sensitivity of the hand and foot were performed by Morioka et al. [68].

Self motion is the key function of walking, and most of the scientific research in
this area is related to the biomechanics of human locomotion, and to the systems
and processes underlying motor behavior on foot, including the integration of multi-
sensory information. During locomotion, sensory input and muscular responses are
coordinated by reflexes in the lower appendages [83, 95, 116], and prior literature
has characterized the dependence of muscular responses on both stimulus properties
and gait phase. The vibrotactile sense in the foot has been less studied in this regard,
presumably because it is not a primary channel for directly acquiring information
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about forces and displacements that are required for the control of locomotion and
balance.

Perceptual abilities of the foot are essential to the sensorimotor loop involved
in the control of locomotion, but have been less studied than those of the hand.
Prior literature has emphasized perceptual-motor abilities related to the regulation of
locomotion and balance on slippery, compliant, or slanted surfaces [23, 29, 41, 51,
63, 66, 69, 70]. The stepping foot is able to discriminate materials distinguished by
elasticity [53, 82] or by raised tactile patterns [16, 54], as demonstrated in research
aimed at evaluating the utility of these features for aiding visually impaired people
in walking or navigating safely and effectively.

Although walking on natural ground surfaces generates rich haptic information
[25, 35, 110], little research exists on the perception of such materials during loco-
motion. Giordano et al. investigated a setting in which walkers were tasked with
identifying man-made and natural walking surface materials in different non-visual
sensory conditions, while wearing shoes [38]. Better than chance performance was
observed in all conditions in which tactile information was unmodified. Performance
was worse when tactile information was degraded by a vibrotactile masking signal
supplied to the foot sole. Although the latter could have affected haptic information in
multiple ways (by perturbing high- and low-frequency cutaneous tactile information
and/or information from deeper joint and muscle proprioceptors) subsequent analy-
ses indicated that this information was highly relevant for discriminating walking
grounds. Furthermore, the results suggested that similar high frequency information
was communicated through both auditory and tactile channels.

12.3.2.1 Vibrotactile Rendering of Footsteps

Due to the highly interactive nature of the generation of haptic stimuli in response to
foot-applied pressure, the display of haptic textures, in the form of high frequency
vibrations simulating the feel of stepping onto heterogeneous solid ground materi-
als [107], is a significant challenge to be overcome in the multimodal rendering of
walking on virtual ground surfaces. During a step onto quasi-brittle porous natural
materials (e.g., sand or gravel), one evokes physical interaction forces that include
viscoelastic components, describing the recoverable deformation of the volume of
the ground surrounding the contact interface; transient shocks from the impact of
foot against the ground; and plastic components from the collapse of brittle struc-
tures or granular force chains, resulting in unrecoverable deformations [24, 92].
Combinations of such effects give rise to the high frequency, texture-like vibrations
characteristic of the feel of walking on different surfaces [26]. Figure 12.3 presents
an example of force and vibration data acquired by the authors from one footstep on
a gravel surface.
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Fig. 12.4 Normal force texture synthesis. a A fracture mechanics approach is adopted. A visco-
elasto-plastic body undergoes shear sliding fracture due to applied force Fe. b A simple mechanical
analog for the generation of slip events ξ(t) in response to Fe. c For vibrotactile display, each slip
event is rendered as an impulsive transient using an event-based approach [108]

12.3.2.2 Stepping on Disordered Heterogeneous Materials

Due to the continuous coupling of acoustic and vibromechanical signals with force
input in examples such as that described above, there is no straightforward way to
convincingly use recorded footsteps for acoustic or vibrotactile rendering, although
more flexible granular sound-synthesis methods could be used [6, 18]. For the model-
ing of simpler interactions, involving impulsive contact with solid materials, recorded
transient playback techniques could be used [55].

A simple yet physically-motivated approach that can be used in the haptic synthe-
sis of interaction with complex, compressible surfaces is based on a minimal fracture
mechanics model [108]. Similar approaches have proved useful for modeling other
types of haptic interaction involving damage [42, 64]. Figure 12.4 illustrates the
continuum model and a simple mechanical analog used for synthesis.

In the stuck state, the surface has stiffness K = k1 + k2, effective mass m and
damping constant b. It undergoes a displacement x in response to a force F , as
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governed by:

F(t) = mẍ + bẋ + K (x − x0), x0 = k2ξ(t)/K (12.3)

In the stuck state, virtual surface admittance Y (s) = ẋ(s)/F(s) is given, in the
Laplace-transformed (s) domain, by:

Y (s) = s(ms2 + bs + K )−1, K = k1k2ξ/(k1 + k2) (12.4)

where ξ(t) represents the net plastic displacement up to time t . A Mohr-Coulomb
yield criterion is applied to determine slip onset: when the force on the plastic unit
exceeds a threshold value (which may be constant or noise-dependent), a slip event
generates an incremental displacement Δξ(t), along with an energy loss of ΔW
representing the inelastic work of fracture growth.

Slip displacements are rendered as discrete transient signals, using an event-based
approach [55]. High frequency components of such transient mechanical events are
known to depend on the materials and forces of interaction, and we model some of
these dependencies when synthesizing the transients [110]. An example of normal
force texture resulting from a footstep load during walking is shown in Fig. 12.5.

12.3.3 Multimodal Displays

Several issues arise in the rendering of multimodal walking interactions, including
combinations of visual, auditory and haptic rendering to enable truly multimodal
experiences. A model of the global rendering loop for interactive multimodal expe-
riences is summarized in Fig. 12.6. Walking over virtual grounds requires the use of
specific hardware devices that can coherently present visual, vibrotactile and acoustic
signals. Several devices dedicated to multimodal rendering of walking over virtual
grounds are described below, in Sect. 12.3.4, while examples of multimodal sce-
narios are discussed in Sect. 12.3.5. Multimodal rendering is often complicated due
to hardware and software constraints. In some cases, crossmodal perceptual effects
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Fig. 12.6 Global loop for multimodal rendering approaches of walking over virtual grounds. The
user (left) is interacting with the virtual world (right) through specific hardware devices. Rendering
techniques allows multimodal feedback by taking into account the user’s input and the virtual
environment. The feedback are provided through visual, acoustic and haptic interfaces

can be exploited to allow one modality (for example, vision) to render sensations
that would normally be presented via another modality that may not be feasible to
reproduce (e.g., via haptic force feedback). Some of these approaches are described
at the end of the Sect. 12.3.5.

12.3.4 Display Configurations

In this paragraph, we discuss two types of devices capable of the generation of
multimodal cues for the interaction with virtual grounds, and corresponding to two
different approaches: actuated floors, an array of sensors an actuators laid out on a
given space transmitting the different cues to the user stepping on them; and actuated
shoes, mobile devices worn by the user with sensors and actuators embedded in
the shoes.

The two approaches stimulate the foot with the simulated high-frequency mechan-
ical feedback, viz. 30–800 Hz, from foot-ground interactions. As it turns out, a wide
variety of sensations can be produced this way, including those that would nor-
mally be ascribed to kinesthesia [109]. Auditory feedback is also generated by the
resulting prototypes, as a by-product of the vibrotactile actuators aboard them, or
via associated loudspeaker arrays, and visual feedback may be supplied via top-
down video projection systems. One approach is to tile a floor and actuate each
tile according to the movement and interaction of the walker or the user. Another
approach is to provide the walker with shoes augmented with appropriate transducers.
In addition to the devices described in other sections of this chapter, the vibrotactile
augmentation of touch surfaces has been widely investigated for HCI applications
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[33, 71, 80], although design issues affecting their perceptual transparency have
often been neglected. As case studies, two approaches are described below, starting
with floor-based stimulator and continuing with a shoe-based stimulator.

12.3.4.1 Actuated Floors

Floor-based systems for providing multimodal feedback to the foot offer the advan-
tage of easy accessibility, since users are not required to wear any special footwear
or equipment in order to use them. Furthermore, they can be readily designed with an
extensible architecture, which allows them to be networked and powered easily, as
they can be integrated within existing room infrastructures. However, on the negative
side, such systems can be said to be somewhat invasive, since they require modifica-
tions to the existing floor infrastructure of a building, thus requiring a comparatively
permanent installation space. The workspace available to users—that is, the amount
of real space within which they can interact—depends on the size of the actuated
floor, with a larger workspace inevitably entailing higher costs and complexity.

The vibrotactile floor tile interface developed by Visell et al. [106, 107, 110,
111] represents the first systematically designed device of its type for haptic human–
computer interaction. Passive floor-based vibrotactile actuation has been used to
present low frequency information in audiovisual display applications, for special
effects (e.g., vehicle rumble), in immersive cinema or VR settings [99]. The fidelity
requirements that must be met by an interactive haptic display are, however, higher,
since users are able to actively sample its response to actions of the feet. The device
of Visell et al. is based on a high fidelity vibrotactile interface integrated in a rigid
surface, with visual feedback from top-down video projection and a spatialized,
eight-louspeaker auditory display. The main application for which it was envisioned
is the vibrotactile display of virtual ground surface material properties for immer-
sive environments. The device consists of an actuated composite plate mounted on
an elastic suspension, with integrated force sensors. The structural dynamics of the
device was designed to enable it to accurately reproduce vibrations felt during step-
ping on virtual ground materials over a wide range of frequencies. Measurements
demonstrated that it is capable of reproducing forces of more than 40 N across a
usable frequency band from 50 to 750 Hz. In a broader sense, potential applications
of such a device include the simulation of ground textures for virtual and augmented
reality simulation [112] or telepresence (e.g., for remote planetary simulation), the
rendering of abstract effects or other ecological cues for rehabilitation, the presenta-
tion of tactile feedback to accompany the operation of virtual foot controls, control
surfaces, or other interfaces [111], and to study human perception. In light of the
latter, an effort was undertaken to ensure a high fidelity response that would avoid
the reproduction of vibromechanical stimuli.

The interface of the device (Fig. 12.7) consists of a rigid plate that supplies vibra-
tions in response to forces exerted by a user’s foot, via the shoe. The total normal
force applied to the plate by a user is measured. It can be assumed to consist of
two components: isolated transients with high frequency content, generated by foot
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Fig. 12.7 Vibrotactile floor interface hardware for a single tile unit. Left (View) showing main
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impacts with the plate, and low-frequency forces generated by active human motions,
limited in bandwidth to no more than 10 Hz [9, 110]. A haptic simulation provides
feedback approximating the vibration response felt during interaction with a virtual
object. The rendering algorithms are of admittance type, computing displacements
(or their time derivatives) in response to forces applied to the virtual object. Force
sensing is performed via four load cell force transducers (Measurement Systems
model FX19) located below the vibration mount located under each corner of the
plate. Although the cost for outfitting a single-plate device with these sensors is not
prohibitive, potential applications of this device to interaction across distributed floor
surface areas may involve two dimensional m×n arrays of tiles, requiring a number
N = 4mn of sensors. As a result, in a second configuration, four low-cost resis-
tive force sensors are used in place of load cells. After conditioning, the response
of these sensors to an applied force is nonlinear, and varies up to 25 % from part
to part (according to manufacturer ratings). A linearization and calibration of force
sensing is performed [112] ensuring a response accurate to within a few percent.
Analog data from the force sensors is conditioned, amplified, and digitized, and used
as an input to drive a physically-based simulation of a ground surface such as sand,
snow, or ice. Vibromechanical feedback is provided by a single Lorentz force type
inertial motor (Clark Synthesis model TST429) with a usable bandwidth of about
25 Hz to 20 kHz, which is driven using standard digital and analog audio hardware.
The Fig. 12.8 provides an overview of the system.

12.3.4.2 Actuated Shoes

Actuated shoes provide a mobile solution to foot-floor interaction setups, not requir-
ing the use of large floors laid out in specific spaces. However, the realization of
a mobile device delivering the same cues as a static actuated floor poses serious
technical questions. While the size of the device needs to remain small enough not
to impair the natural walking gait of the user, the intensity of the signals it delivers
must allow the rendering of perceivable interaction cues. Power supply as well as
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Fig. 12.8 Photo of an actuated tile with large mens’ shoe, showing representative size. The model
shown is based on the low-cost force sensing resistor option. The cable in the foreground interfaces
the sensors with the data acquisition unit

computation units might be too large and cumbersome to be located on the wearable
device itself, requiring their offload to other parts of the body.

Papetti et al. [77] addressed the design of multimodal actuated shoes through a
first prototype delivering vibrotactile and acoustic signals. This device is illustrated in
Fig. 12.9. Force data acquisition is made through two force sensing resistors (Interlink
FSR model 402) located under the insole, one at the toe and one at the heel position.
Vibrotactile feedback is produced by two vibrotactile transducers embedded in the
front and the rear of the shoe sole respectively [16] (Haptuator, Tactile Labs Inc.,
Deux-Montagnes, Qc, Canada). Two cavities were made in the soles to accommodate
these broadband vibrotactile actuators. These electromagnetic recoil-type actuators
have an operational, linear bandwidth of 50–500 Hz and can provide up to 3G of
acceleration when connected to light loads. They were bonded in place to ensure good
transmission of the vibrations inside the soles. When activated, vibrations propagated

Fig. 12.9 Photo of the actuated shoes [77] with loudspeakers mounted on the top. The cable in the
foreground interfaces the sensors in the shoes with the data acquisition unit
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well in the light, stiff foam. In addition to vibrations, each shoe emits sounds from
one Goobay Soundball Mobile battery loudspeaker mounted on the top buckle. These
devices are provided with on-board micro-amplifiers, hence they can be connected
directly to the audio card. As any small, low-power loudspeaker device, they exhibit
unavoidable performance limits both in the emitted sound pressure level (2.4 W RMS)
and low frequency cutoff (about 200 Hz).

An evolution of such shoes concept has made use of vibrotactile exciters, such as
those capable of making an entire desk sound and vibrate like a musical soundboard
once they are firmly attached to it. In the case of the actuated shoes, two Dayton
Audio DAEX32 exciters were secured inside the sole of each sandal, respectively
under the toes and the heel: together, they provided a more coherent audio-tactile
feedback beneath the respective areas of the feet, furthermore eliciting some low
resonance energy from the floor that was otherwise impossible to obtain using small
speakers such as those mentioned previously. Moreover, by employing lightweight
power amplification (in this case a pair of Class T battery-powered digital stereo
amplifiers) and a low latency connection to and from the host, respectively to transmit
force data and to receive the audiotactile signals, a good compromise between realism
of the feedback and wearability of the prototype could be achieved at least for some
materials such as frozen ponds, muddy soil, aggregate grounds and, if supported by
headphones providing the necessary auditory spaciousness to a walking listener, also
metal grates [76].

12.3.5 Interactive Scenarios

12.3.5.1 Description

We will now briefly present examples of multimodal rendering of ground materials.
The examples correspond to two categories of ground materials that exhibit strong
high-frequency components: granular materials and fluids. Footsteps onto granular
(aggregate) ground materials, such as sand, snow, or ice fragments belie a common
temporal process originating with the transition toward a minimum-energy configu-
ration of an ensemble of microscopic systems, via a sequence of transient events. The
latter are characterized by energies and transition times that depend on the character-
istics of the system and the amount of power it absorbs while changing configuration.
They dynamically capture macroscopic information about the resulting composite
system through time. On the other hand, liquid-covered ground surfaces, such as
water puddles and shallow pools, have an important kinesthetic component due to
pressure and viscosity forces within the fluid, and may, at first, seem to lack high
frequency mechanical responses. However, important high frequency components
exist, as generated by bubble and air cavity resonances, which are responsible for
the characteristic sound of moving fluids.

The two examples presented in this section utilize the fact that vibrotactile and
acoustic phenomena share a common physical source by designing the vibrotactile
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models based on existing knowledge of fluid sound rendering. Both types of ground
materials exhibit very interesting high frequency features adequate for their restitu-
tion through an actuated vibrotactile floor: as opposed to rigid surfaces, the overall
signal is not reduced to transients at the moment of impact, but can produce a sig-
nal during the entire foot-floor contact duration. Although mainly focused on the
vibrotactile modality, the approaches described here are multimodal. The synthesis
models are also capable of generating acoustic feedback, due to common generation
mechanisms and physical sources. The visual modality is an absolute requirement
on its own, since interacting with virtual environments without visual feedback is of
little interest, except in very specific cases.

12.3.5.2 Frozen Pond and Snow Field

In a multimodal scenario, Law et al. [57] designed a virtual frozen pond demonstra-
tion in which users may walk on the frozen surface, producing patterns of surface
cracks that are rendered and displayed via audio, visual and vibrotactile channels.
Audio and vibrotactile feedback accompany the fracture of the virtual ice sheet under-
foot. The two are derived from a simplified mechanical model analogous to that used
for rendering basic footstep sensations (see Sect. 12.3.2.2).

Based on the floor tile interface described in Sect. 12.3.4.1, the authors designed
a virtual frozen pond demonstration that users may walk on, producing patterns of
surface cracks that are rendered and displayed via audio, visual, and vibrotactile
channels. The advantage of this scenario is that plausibly realistic visual feedback
could be rendered without detailed knowledge of foot-floor contact conditions, which
would require a more complex sensing configuration.

Vibrotactile and acoustic feedback are generated through the simplified fracture
model described in Sect. 12.3. The visual rendering of crack surfaces on the ice is
generated with sequences of line primitives on the ice texture. Cracks originate at
seed locations determined by foot-floor contact, as illustrated in Fig. 12.10. In another
application [57], using the same interface, the authors simulated a snow field, as also
shown in Fig. 12.10. Users were enabled to leave footsteps onto virtual snow, with
acoustic and vibrotactile similar to the feeling of stepping onto real snow.

12.3.5.3 Walking on Fluids

Cirio et al. [13] proposed a physically-based vibrotactile fluid rendering model
for solid-fluid interaction, allowing “splashing on the beach” scenarios. Since fluid
sound is generated mainly through bubble and air cavity resonance, they developed a
physically-based simulator generating real-time bubble creation and solid-fluid inter-
action and synthesizing vibrotactile feedback from interaction and simulation events.
The vibrotactile model proposed by Cirio et al. is divided in three components, fol-
lowing the physical processes that generate sound during solid-fluid interaction [12]:
(1) an initial high frequency impact, (2) small bubble harmonics and (2) a main cavity
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Fig. 12.10 Example of a multimodal foot-floor interaction. (Left) The frozen pond scenario gen-
erates vibrotactile, acoustic and visual feedback. (Right) The snow field is modified according to
the user steps, providing multimodal feedback [57]

oscillation. A real-time fluid simulator based on Smoothed-Particle Hydrodynamics
and enhanced with bubble synthesis gathers the physical simulation process.

Based on the fluid vibrotactile model [12] and using the floor tile array described
in Sect. 12.3.4, Cirio et al. [13] designed two multimodal scenarios generating haptic,
acoustic and visual feedback. An active shallow pool scenario allowed the user to
walk about a virtual pool with 20 cm of water, splashing water as they stepped
on the pool. A passive beach front scenario allowed users to stand still and feel
waves washing up at their feet on a sandy beach. The floor rendered the vibrotactile
feedback to the user’s feet through the appropriate vibrotactile transducers. Acoustic
feedback was also be provided through speakers or headphones. The user’s feet
were modeled as parallelepiped rigid bodies and tracked through the floor pressure
sensors. Visual feedback was generated by a GPU meshless screen-based technique
optimized for high frequency rendering [12] appropriate to the underlying particle
based simulation. The Fig. 12.11 shows the two scenarios.

Fig. 12.11 Interacting with water with multimodal feedback. (Left) a shallow water pool. (Right)
a wave washing up on a beach [13]
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12.3.5.4 Augmenting Footsteps with Simulated Multimodal Feedback

The enhancement of walking sensations over virtual grounds is not necessarily lim-
ited to immersive virtual reality setups. Some applications should be able to run
in desktop mode, i.e. when the user is seated and is using a basic computer. This
includes training applications that need to be massively deployed, or video games.
To give the sensation of walking, video games use auditory feedback intensively and
footstep sounds to simulate steps. Visual information can also be used to enhance
the sensation of walking.

In this desktop VR context, Terziman et al. [98] introduced a set of cues to augment
virtual footsteps with artificial (exaggerated) multimodal feedback, called “King-
Kong Effects”. These sensory cues are inspired by special effects in movies in which
the incoming of a gigantic creature is suggested by adding visual vibrations/pulses to
the camera at each of its steps. Visual, tactile and acoustic signals artificially enhance
each footstep detected (or simulated) during the virtual walk of the user sitting in front
of the computer. The system leverages the tiles presented in Sect. 12.3.4.2 located
under the user’s feet, for vibrotactile rendering of foot-floor impact, in addition to
the visual camera vibrations and acoustic rendering of footsteps. The authors studied
the use of different kinds of feedback cues based on vertical or lateral oscillations,
physical or metaphorical patterns, and one or two peaks for heal-toe contacts simula-
tion. They showed that for a seated user, the sensation of walking is increased when
the different modalities are taken together, and strongly recommend the use of such
a multimodal simulation for an improved user immersion.

12.3.5.5 Pseudo-Haptic Rendering of Virtual Grounds

Pseudo-haptic feedback leverages the crossmodal integration of visual and kines-
thetic cues giving rise to an illusion of force feedback [58]. Pseudo-haptic feedback
was initially obtained by combining the use of a passive input device with visual feed-
back, simulating haptic properties such as stiffness or friction [59]. For example, to
simulate the friction occurring when inserting an object inside a narrow passage,
researchers proposed to artificially reduce the speed of the manipulated object dur-
ing the insertion. Assuming that the object is manipulated with an isometric input
device, the user will have to increase his pressure on the device to make the object
advance inside the passage. The coupling between the slowing down of the object on
the screen and the increasing reaction force coming from the device gives the user
the illusion of a force feedback as if a friction force was generated.

Marchal et al. [65] brought the concept of pseudo-hatic feedback to walking
interaction in immersive VR, inspired by the use of virtual camera motions [60, 97]
to improve the sensation of walking in a virtual environment. The modification of
the subjective visual feedback of the user, combined to the real kinesthetic cues of
the user walking on the real ground surface, gives rise to the illusion of walking on
uneven terrain. The authors base their study on the modification of the user viewpoint
by changing height, speed and orientation of the virtual subjective camera according
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to the slope of the virtual ground. While the user walks on the flat real ground,
these camera effects are injected in the virtual environment and rendered through a
head-mounted display. Experimental results showed that these visual effects are very
efficient for the simulation of two canonical shapes: bumps and holes located on the
ground. Interestingly, a strong “orientation-height illusion” is found, as changes in
pitch viewing orientation produce perception of height changes (although camera’s
height remains strictly the same in this case).

Other pseudo-haptic effects could be envisioned to improve the sensation of
walking over virtual grounds. One promising direction would be the simulation of
pseudo-haptic materials with the King-Kong effects: the current simple visual vibra-
tion patterns could give way to physically based patterns representing the impact
on different materials (wood, rubber, metal), as demonstrated in previous work in
a hand-based interaction context [40]. Extension of the pseudo-haptic walking has
also been performed for auditory rendering by Turchet et al. [101] for simulating
bumps and holes on different ground surfaces.

12.4 Conclusion

The present chapter proposed to review interactive techniques related to multimodal
rendering of walking over virtual ground surfaces. We successively detailed exist-
ing auditory, vibrotactile and then multimodal rendering approaches. As for today,
high-end VR setups and devices dedicated to multi-sensory walking in virtual envi-
ronments could succeed in providing realistic acoustic and haptic feedback cor-
responding to complex scenarios. It becomes indeed possible to walk over snow,
beaches, or dead leaves, and hear and feel the corresponding walking sensations
using sonic shoes or haptic floors. Besides, some cross-modal effects enable to fool
the senses and perceive changing ground properties.

Through the description of different rendering approaches, the chapter provided
some concrete examples of how sensations accompanying walking on natural ground
surfaces could be rich, multimodal and highly evocative of the settings in which they
occur. We believe including multimodal cues when exploring virtual environments
could bring major benefits in various applications, such as for medical rehabilita-
tion for gait and postural exercises, training simulations, and entertainment, for an
improved immersion within rich virtual environments and compelling interaction
with realistic virtual grounds.
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Chapter 13
Displacements in Virtual Reality
for Sports Performance Analysis

Richard Kulpa, Benoit Bideau and Sébastien Brault

Abstract In real situations, analyzing the contribution of different parameters on
sports performance is a difficult task. In a duel for example, an athlete needs to antic-
ipate his opponent’s actions to win. To evaluate the relationship between perception
and action in such a duel, the parameters used to anticipate the opponent’s action must
then be determined. Only a fully standardized and controllable environment such as
virtual reality can allow this analysis. Nevertheless, movement is inherent in sports
and only a system providing a complete freedom of movements of the immersed
subject (including displacements) would allow the study of the link between visual
information uptake and action, that is related to performance. Two case studies are
described to illustrate such use of virtual reality to better understand sports perfor-
mance. Finally, we discuss how the introduction of new displacement devices can
extend the range of applications in sports.

13.1 Introduction

Sport is gaining an increasing place in nowadays societies, not only as an entertain-
ment but also as a socio-economical matter. There is now overwhelming evidence
that regular physical activity has important and wide-ranging benefits on health [14].
Moreover, sport offers great pedagogical values for young people. It conveys moral
values and requires appropriate behaviors in groups. As a consequence, studying
sports becomes more and more important, not only to better understand performance
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and improve it for high-level athletes but also to better train people and encourage
them to practice more.

Sport is characterized by complex displacements and movements. These move-
ments are dependent on visual information that the athlete gathers from his envi-
ronment, including the opponent’s actions. Perception is thus fundamental to the
performance. Indeed, a sportive action, unique, complex and often limited in time,
requires a selective gathering of information. While everyone is able to perform sim-
ple tasks, everyone cannot be top athlete and return service tennis reaching nearly
200 km/h, stop handball throw or prevent a rugby attacker to pass with a deceptive
movement. For many sports, performance is dependent on the ability to correctly
react under time pressure; everything being often played in a few milliseconds, it is
important to be at the right place at the right time.

If we all access to the same information during the action, why do not we all react
in the same way? The reason is probably that time constraint requires a selection
of perceptual information, that is to say eliciting some information to get right to
the point. This perception, often seen as a prerogative for action, takes the role of a
passive collector of information. However, the perception-action relationship should
not be considered uniquely but rather as a coupling: we perceive to act but we must
act to perceive [27]. There would thus be laws of coupling between the informational
variables available in the environment and the motor responses of a subject.

In sport, this framework has already inspired Farrow and Abernethy who preserved
the perception-action coupling as close to the real situation as possible during a
video-based experiment [24]. In this work, the authors tried to reproduce a realistic
viewpoint by capturing video sequence from within the field of basketball. The
authors tested two conditions: a coupled (perception and action) and uncoupled one.
The results attest that participants were better in prediction accuracy when perception
and action were coupled and when the ball flight was available. In other words, it is
necessary that top athletes can act to better perceive the opportunities of action from
the environment. Whichever school of thought considered, Virtual Reality offers
new, more pertinent and more accurate perspectives to address these concepts.

13.1.1 Why Virtual Reality for Sports?

In sport, top athletes develop important skills and perceptual motor coordination
adapted to the situation. As a consequence, many studies have focused on the analysis
of perceptual information of athletes [61]. For example, in sports duel, it was shown
that experts have better skills than novices in using visual information to guide their
early response [6, 58]. However the analysis of duels is relatively complex. Indeed,
the player’s movement is modulated by his opponent’s one. Understanding how and
on which criteria players adjust their movements requires the development of specific
methodologies. To better understand why Virtual Reality can be used for such studies,
it is important to describe the limitations of previous approaches used to investigate
sports performance, and to understand why it can overcome them.
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One of the first methods used to analyze the visual information gathered by an
athlete consists in interviewing him [21]. The use of questionnaires allows athletes
to formalize and transcribe their impressions about the actions they performed and
the perceptual information necessary for decision. Nevertheless, this methodology is
based on the feelings of the subject after the experiment, without any time pressure.
The relative importance of kinematic variables in the decision-making is then very
difficult to quantify. In general, this technique, based on subjective measures of
perception, does not accurately characterize the visual information gathered by the
subject.

Methodologies based on video uses a video clip in which an opponent is currently
conducting an action. In this setup, a camcorder is placed at subject’s eye position
during a real game situation. For example, to study the visual information gathered
by a tennis player when his opponent serves, the sequence is performed by placing
the camera on the bottom line of the short side of the court. If one is interested now in
analyzing visual information of a football goalkeeper during a penalty kick, the video
camera is positioned at the center of the goal line. Although it is not always respected
during the experiments, the perspective of the athlete is fundamental for a realistic
movie. Once the video is acquired, it is projected onto a screen and the subject has
then to predict the final outcome of the action displayed. Two techniques can then be
used to evaluate the visual information uptake: (i) the reaction time (ii) the temporal
and spatial masking. The technique of the reaction time is based on the time taken by
an observer to respond correctly to a task. In other words, when using this technique,
the subject has as much time as he wants to perform his task. The duration of the
response is then correlated with the accuracy of the response [1]. Studies using this
method have demonstrated the superiority of experts over novices in the brevity and
precision of the response [5, 59, 63]. But this technique does not know the precise
time and location of the visual information gathered. The second technique based
on occultation is more frequent. In this methodology, two procedures are used. The
first one consists in using temporal occlusion and implies to cut the video at different
times to get several key sequences, each with different visual information (motion
shooting, ball flight, etc.) [2, 33, 34, 45]. The second procedure is a spatial occlu-
sion where certain visual cues are masked in the video clip in order to see if they are
used or not by the participant for performing the action. In both conditions (tempo-
ral or spatial occlusion) the instructions given to subjects viewing these sequences
(repeated several times in random order) are then to predict the final outcome of the
observed action [40, 47]. The way the subject responds may vary from one study to
another: verbal responses [7, 45], written directions [17, 38, 39, 58] or button pressed
[25, 26, 54]. Means of response do not modify the response once it has been given.
More elaborated means were employed such as using a joystick to save the changes
made by the subject during the experiment [46, 47]. The advantage of temporal
occultation is to identify a relation between the perceptual processes involved and
some key instants or visual cues of the video clip. It is thus possible to determine
precisely at which key moment the subject effectively predicts the outcome of the
action or which visual cues are used during the decision-making process. The visual
information present at this key moment or in this visual area is then considered as
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Fig. 13.1 Occlusion times used in the video-based work of Jackson et al. [33]

relevant for the subject. The occlusion-based methodology relies on the link between
perceptual capabilities and performance of athletes [60] (Fig. 13.1).

However, some criticisms and drawbacks inherent to the use of video can be
formulated:

• The video is a two-dimensional display. Therefore, it does not provide access to all
the visual information of a real game situation [4, 61]. But the stereoscopic infor-
mation can be critical to performance since it provides depth information [31, 37].
The three-dimensional video nevertheless allows to overcome this limitation.

• Another disadvantage of the video is that the viewpoint is fixed and the subject
cannot change the way he sees the environment. Therefore, it is always the same
information that is displayed. When an individual moves in reality, it can observe
new visual information according to its viewpoint. By changing his angle of view,
a soccer goalkeeper for example can obtain information about the orientation of
the foot of the kicker or about the displacement of other player behind this kicker.

• The making of video clips can also be a problem. The presence of the camera
indeed can force the players to adapt their behavior to avoid it. For example, as
part of the study of deceptive movements in rugby, researchers filmed a player
simulating this type of movement [33]. But it raises the question of the relevance
of such a movement: would this deceptive movement have been effective in real
one-against-one duel? Does his deceptive movement be the same if it has been
done against a real opponent?
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• The size of the screens can also be a problem. Sometimes, simple television screens
were indeed used to view the video clips. The field of view is then limited and
it reduces the access to depth information [21]. For example, in tennis, Fery and
Crognier [25] have shown that the presentation of video clips on a TV screen lead
to overestimation of the length of short ball trajectories and underestimation of
long ball trajectories. These errors were not made in real situations.

• Video-based methodology mainly provides the instant when visual information
are important but not the location of these information. This lack can be overcome
by combining the technique of time occlusion with an occlusion of spatial visual
information presented to subjects [1, 6]. However, few studies have used this cou-
pling between time and space occlusions because the modification of the video is
not an easy task. Other methods can be used to determine the position of pertinent
visual information. The most used tool is the eye-tracker: this technique consists
in analyzing the subject’s point of gaze during an action. In duels for example, the
subject must focus his attention on the most relevant sources of visual information
on his opponent’s gesture to react accordingly. It is therefore important to know
where an athlete looks at [61]. It was indeed demonstrated that experts used spe-
cific visual search strategies during different actions [8]. This spatial dimension
of the visual information gathered by athletes in front of a video clip has been
analyzed with an eye-tracker [50]. The focus of the subject is then deduced from
the position, the duration and the frequency of the fixations [47]. Many studies
using this coupling between eye-tracking and video clips techniques have shown
differences between expert and novice players, in soccer [29, 46, 47, 59, 63],
tennis [28, 50], baseball [49], badminton [6] and combat sport [44, 62]. However,
conflicting conclusions emerged about the visual strategies used by the same group
level [61]. There are indeed several limitations to the use of eye-trackers. The main
problem is that observing a visual fixation during an action does not necessarily
mean that it is linked to pertinent information used to react [61]. Thus, the location
of the gaze is not necessarily related to the visual information uptake [3, 22, 58].

If these two methodologies can be used to define the relationship between the
decision of the player and his level of expertise, or to define the moment when the
player makes his decision, it seems very difficult to differentiate the influence of one
kinematic parameter compared to another. In the case of sports without human inter-
actions, it is easier to standardize situations and to control their modifications, even
in the field by the means of throwing machines for example. But in the case of human
interactive sports, it becomes very difficult to standardize situations since the athlete
cannot perform twice the same movement and further less modify only one part of
his motion without modifying the other parameters. For example in the case of duel
between a goalkeeper and a thrower in handball, it is very difficult to demonstrate
the influence of the wrist of the thrower on the reaction of the goalkeeper. Indeed,
the thrower cannot change the position of his wrist at ball release without modify-
ing the rest of his movement. The experimental conditions are thus not controlled.
To understand and determine the weight of each kinematical parameter of the move-
ment of an opponent in the decision of a player, it is necessary to control all these



304 R. Kulpa et al.

parameters. Virtual reality meets the requirements of standardization of the situation
through the control of synthetic humanoids. All the motion editing techniques can
indeed be applied to modify only one part of the motion up to completely control the
virtual character to react differently, such as by modifying the direction of his run,
change his stances, etc. [36, 41]. Moreover, it overcomes the limitations of previous
methodologies. It indeed allows three-dimensional display, viewpoint adaptations,
and modifications of the visual information provided to the immersed subject.

13.1.2 Requirements for Using Virtual Reality for Sports

13.1.2.1 A Sufficient Level of Presence

Using virtual reality for sports analysis must nevertheless be done with caution.
Some requirements must indeed be observed. The most important is to provide an
environment that generates a high level of presence, the subject then has the feeling
of being in the virtual environment [10]. The sense of presence is related to various
factors. Slater and Usoh [53] distinguish two types of factors: external factors related
to technology and internal factors related to psychological aspects. Internal factors
are the way to internalize the experience of an individual. External factors are the
types of technologies and materials used to display and interact with the virtual
environment. Evaluation of presence is thus fundamental to consider that a virtual
environment can be used to study physical activity and sports performance.

Measuring presence is very complex since it results from a set of parameters
difficult to control. Hendrix divides this measurement into objective and subjective
evaluations [30]. Objective evaluation depends on several categories of indicators
[9]. These indicators are physiological, they are function of muscle tension, eye and
cardiovascular responses to virtual events. They are also linked to the achievement
of one or more tasks in the synthetic world, the precision of movement and speed
of response [52]. Subjective measures correspond to a psychological evaluation,
usually conducted using questionnaires [51, 55, 64]. Given the intrinsic nature and
complexity of the presence, validate subjective measures of presence is not obvious.
As Hendrix highlighted [30], “Evaluation of the presence requires both the use of
subjective and objective measures. This is the most appropriate measure.”. In the
case of physical activities, it is necessary that the subject can reproduce gestures
as close as possible to reality. This requirement is in addition to other constraints
that determine the presence. To assess the degree of presence of an athlete, it seems
necessary to use an objective method in connection with the completion of the task
in a virtual environment. This achievement must be compared to that encountered in
the real world. Comparison of the kinematics of athletes between a real and a virtual
situation is then an additional quantitative assessment of presence.

This kind of objective kinematical validation of the presence has been done by
Bideau et al. [11]. They focused on the duel between a handball goalkeeper and a
thrower. To this end, they defined an experiment divided into two steps: a motion
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capture of duels in real situation and an experiment of the same duels in virtual
environment between a real goalkeeper and a virtual thrower. At last, they compared
the goalkeeper’s gestures in the real and in the virtual experiments to determine
if virtual reality engendered the same movements in reaction to the same throws.
Their results showed that these movements were similar between the real and virtual
environments.

13.1.2.2 Displacements and Freedom of Movements

In the case of this last work, the high level of presence is also due to the freedom of
movements of the immersed subjects. The freedom of movement is indeed an impor-
tant requirement for the use of virtual reality for sport applications since it is inherent
in the physical activities. However it is not the only requirement. The displacement
of the immersed player is also important. In the example of duel between attacker
and defender in rugby (first case study), the displacement of the immersed player is
limited comparatively to other situations. The second case study shows an example
of such a situation: the soccer goalkeeper’s action in front of a free kick.

In real sport situation the displacement of a player influences the displacement
of his opponent. In virtual reality, the coupling of the virtual and real environments
should be done to handle the interaction between the immersed subject and his virtual
opponent. A real time motion capture system should then be used. Moreover, it can
be used to concurrently handle the viewpoint of the subject. As mentioned before,
having an egocentric viewpoint is important to gather all the visual information.
Moreover, the motion capture of the immersed subject allows the biomechanical
analysis necessary to evaluate his reactions.

13.1.3 Some Applications of Virtual Reality for Sports

Virtual reality is more and more used for sports applications. In 1997, Noser et al.
already proposed an interactive situation in tennis [42]. If this study highlighted the
technological tool, the situation was not standardized: two real players confronted
each other through two virtual reality systems. Each real player then played against
the avatar of the other player. Since the situation was not standardized, no link can
be done between the decision made by one player and the actions of the other. Many
other simulators in virtual environments have been developed such as for rowing
[66], bobsleigh [35], etc.

Other studies have used virtual reality to study decision making of sports athletes.
For example, Craig et al. [19, 23] used virtual reality to study the perception of soccer
goalkeepers depending on the effects of ball. Their study demonstrated that the
Magnus effect was hard to perceive by goalkeepers, even experts. Others have studied
baseball [43], rugby [57] or handball [12, 56] to analyze the decision-making of sports
players.
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Two case studies are presented below to illustrate this kind of studies but imply-
ing moreover large displacements of the immersed subject. The first example shows
a duel between a real rugby defender and a virtual attacker who makes deceptive
movements (case study 1). The defender must thus perform medio-lateral displace-
ments to intercept the attacker. This study is based on an HMD technology to allow
the defender to move. The second case study examines the performance of a soc-
cer goalkeeper against a free kick depending on the configuration of the wall (case
study 2). The goalkeeper has to dive as in real situation to intercept the ball.

13.2 Case Study 1: Deceptive Movements in Rugby

In rugby, the aim is to progress with a ball, toward the opposite team for scoring
a try after the goal-line. In order to win, each team must thus develop individual
and collective displacements to avoid being intercepted by opponents. The main
difficulty for the defender is to intercept a human and not an object (such as a ball)
that could follow a predefined trajectory. Indeed, a rugby attacker has the opportunity
to suddenly change his running direction at every moment. This is precisely what
happens during a deceptive movement of an attacker. If such motor strategies are
very used during sports interaction, few studies investigated them [18, 33, 48].

The wealth of the rugby duel is this opportunity for an attacker to play with
deceptive and non-deceptive movements to take the advantage over a defender. The
goal of this case study is to explore this complex interaction and more precisely
how a defender expert, compared to a novice one, reacts to a deceptive movement
of an attacker? For analyzing such strategies, a controllable and repeatable stimuli
(attacker movement) as well as a system allowing free displacements of the real
defender is necessary. Virtual reality is the solution.

13.2.1 Setup

In this experiment, deceptive (DM) and non-deceptive (NDM) movements were
presented to novice and expert defenders. The goal of the immersed defender is
to stop the attacker. The virtual reality system described in this section allows the
displacement and freedom of movement of the defender to achieve his task (Fig. 13.2).

Real 1 attacker versus 1 defender actions were recorded using the optoelectronic
motion capture Vicon MX system. Eight rugby players (age 21.38 ± 1.18 years) who
played in the French national league took part in the motion capture session. The
aim for the attacking player was the same as in the game of rugby: the attacker had
to try to beat the defender whilst the defender had to try to stop the attacker. Both
deceptive (DM—changing running direction to beat the defender) and non-deceptive
(NDM—not changing running direction to beat the defender) were recorded [15].
These captured movements were then used to animate a virtual rugby player by using
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Fig. 13.2 Setup of the experiment

the animation engine MKM (Manageable Kinematic Motion) [36, 41]. MKM has
already been used and validated in other experiments involving different sporting
duels [11, 13]. The 3D development software Virtools manages the final virtual real-
ity solution and integrates all the developed components (3D rugby pitch, humanoid
animation, management of the interface).

13.2.2 Method

12 expert rugby players (age 23.9 ± 2.9 years) from the professional club of Ulster
rugby (Belfast, UK) and 12 non-rugby players (age 22.6 ± 2.6 years) took part in the
study. 12 attacking runs were selected from the real 1 vs 1 motion capture session:
four in which the attacker passed to the left of the defender by performing an effective
DM to the right and four in which he passed to the right of the defender by performing
an effective DM to the left. The other four attacking runs did not involve any DMs
and were made up of two simple changes in running direction (NDM): two to the
left and two to the right of the defender.

The virtual attacking movements (8 DM, 4 NDM) were pseudo-randomly pre-
sented five times (total of 60 trials). Participants were asked to act as in a real match
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situation by stopping the virtual attacker. Defenders’ movements were recorded with
a Qualisys ProReflex motion capture cameras. Thirty-eight reflective markers were
placed on key anatomical landmarks on the defenders’ body. The external markers
attached to the body of the participants were used to compute the 3D positions of the
joint centers and then to obtain the 3D position of the global center of mass [65]. This
latter was used to determine if the defender initiated his action by an early move-
ment bias in the wrong direction. The initiation of the displacement was taken as
effective when the COM mediolateral linear velocity get over a 0.5 m.s-1 threshold.
Four parameters were then calculated to compare novices and experts: (i) movement
initiation time (ms) of the defending action, (ii) percentage of early movement bias,
(iii) displacement amplitude (cm) of the early bias, and (iv) the minimal distance
(cm) observed between the defender and the attacker during the duel.

The real defender is also equipped with a head mounted display (Cybermind
Visette pro, 45deg field of view, resolution 1280 * 1024) to have stereoscopic vision.
His viewpoint is changed in real time (120 Hz) thanks to an Intersense head tracker
sensor mounted on the front of the headset.

13.2.3 Results

The different results illustrate the defending strategies differences between experts
and novices. Firstly, results show that experts wait significantly longer before ini-
tiating movement (Experts 267.74 ± 36.18 ms vs. Novices 192.71 ± 63.82 ms;
t(22) = 3.54, p = .002) (Fig. 13.3). Secondly, regarding the percentage of early
bias, authors note that novices initiates more often in the wrong direction (Novices
41.9 ± 20.5% vs. Experts 14.62 ± 9.8%; t(12) = −4.219, p = .01). These two results
can be logically linked. The third parameter, namely the amplitude of the early bias,
has significantly greater values for novices (14.99 ± 2.68 cm) compared to experts
(11.74 ± 3.81 cm) (t(22) = 2.41; p = .025, d = .98) (Fig. 13.3). Finally, the minimal
distance between defender and attacker in front of DM, which highlights the real
performance of the defender, appears to be logically smaller for experts compared
to novices (Novices 70.8 ± 7.6 cm; Experts 49.2 ± 11.4 cm, p < .001).

13.2.4 Discussion

The aim of this study was to explore the differences of displacement strategies
between novices and experts defender in front of DM. The results highlight the
fact that experts, compared to novices, wait much longer before initiating a dis-
placement to intercept the virtual attacker. Consequently, experts are able to make
a significantly lower number of early bias movement in the wrong direction as well
as a significantly lower amplitude in the wrong direction during an early bias. This
type of results has already been observed in the literature [23]. Dessing and Craig
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Fig. 13.3 Effects of expertise on movement initiation and displacement. Four examples of the
virtual attacker’s movements: dark grey—DM-R (deceptive movement right), DM-L (deceptive
movement left), NDM-L (non-deceptive movement left) and NDM-R (non-deceptive movement
right) and the corresponding influence on movements of an expert (purple) and a novice (orange)
defender. Displacements represent the lateral movement (cm) of the COM (center of mass) over
time (s) [15]

have indeed immersed soccer goalkeepers (10 novices and 2 experts) in a virtual
environment and observed their motor strategies in front of different conditions of
free kicks. Their results have demonstrated that the most experienced goalkeepers
wait longer before initiating movement. This allows him to observe the ball trajec-
tory during a longer period and thus allows him to better interpret the curvature of
the trajectory before initiating movement. In our case, waiting longer would also
allow the defender to obtain more reliable information about the true direction of the
attacker and finally be closer for intercepting him.

Such an exploration is very interesting for understanding novices vs. experts dif-
ferences in terms of displacement strategies. For researchers, a permanent difficulty
is to be able to explore performance during a situation that is as close as possible to the
real and complex situation and that keeps a high level of perception-action coupling.
In this case study, virtual reality presents the opportunity to recreate a situation in
which the defender can move freely as in a real game situation. It allows researchers
and coaches to access to quality and pertinent knowledges about expert strategies.
Indeed, the results previously presented can be used on the field for training attacker’s
ability to perform deceptive movements and attacker’s ability to intercept them.
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Fig. 13.4 Wall configurations: 4 or 5 players, aligned on right or left

13.3 Case Study 2: Wall Configuration for Soccer Free Kicks

During a soccer match, when a foul is committed near the penalty area and when
the attacking team has a free kick, the defending team has the opportunity to set
up a defensive wall between the kicker and the goalkeeper. The way this wall is
configured is basically based on two parameters: its position and the numbers of
players composing it. Concerning the position of the wall, one of the two external
players is placed between the ball and the goalpost (Fig. 13.4). This ensures that at
least one side of the goal is protected by the wall. Commonly, if the kick comes from
the right and if the kicker is right-hander, the external player of the right side of the
wall will be aligned with the ball and the right goalpost. As pointed out by Hugues
[32], the aim for the goalkeeper is to cover two-thirds of the goal with the wall.
To help covering the goal, the goalkeeper can also change the numbers of players
composing the wall, usually 4 or 5. If the wall is composed of 5 players then the
goal is well covered by the wall and the free zone (not covered by the wall) is then
reduced. Nevertheless, the goalkeeper that is covering the free zone of the goal is
far from the opposite goalpost. If the ball is kicked over the wall (it is not unusual
to observe such a kick and a goal scored on the side normally covered by the wall),
the goalkeeper has only a few chance to intercept the ball. On the opposite, 4 players
in the wall means a larger free zone. It means it is easier to score a goal. But it also
allows a better placement of the goalkeeper. Indeed, he generally places himself in
the alignment of the external player of the wall and the ball. He is then closer to
the middle of the goal and can thus be more efficient if the ball is kicked over the
wall. The configuration of the wall is then a dilemma for the goalkeepers. The aim
of this study is precisely to analyze the influence of different wall configurations on
the goalkeeper performance.
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13.3.1 Setup

As described in the introduction of this chapter, virtual reality systems are the only
way to control all the parameters of the displayed situation. Indeed, the animation
of the kicker as well as the trajectory of the ball must be completely controlled to
change only one parameter at a time. Nevertheless, in that study, the displacements
of the goalkeeper must be the core of the Virtual Reality system designed for this
experiment. Indeed, the goalkeeper must be able to see the situation from different
viewpoints going from the two goalposts to any position in the goal. Moreover, when
the ball is kicked, the system must allow the goalkeeper to dive to intercept the ball
and to evaluate his performance.

13.3.1.1 Hardware Setup

To allow a complete freedom of movement of the goalkeeper, the stereoscopic vision
was ensured by the Nvidia 3D vision system at 120 Hz. This system is composed
of wireless glasses and USB infrared emitter. These glasses are similar to normal
ones and are maintained with a headband attached to the arms of the glasses. Thus,
participants are fully free of their movements. In addition, contrary to HMD devices
for example, the goalkeepers can also see their body segments such as their arms that
are really important for such intercepting tasks. These glasses are synchronized with
an Acer high frequency H5360 video projector. Rear projection was done to avoid
shadows since the goalkeeper was placed near the screen to have a very large field
of view. In front of this screen, a real goal was placed on synthetic grass to allow
the immersed goalkeeper to feel the pitch and to dive as realistically as possible
(Fig. 13.5).

The viewpoint used in the simulation was modified according to the head move-
ment. Five markers were indeed placed on a hair band to record the head’s position
via the Vicon MX motion capture system. This latter was coupled with the Autodesk
Motionbuilder software in order to update in real time the player’s viewpoint as well
as handling the stereoscopic vision.

13.3.1.2 Virtual Kicker and Ball Animations

Kicker animation was based on captured motions (see [16] for detailed information
on the motion capture session). Real free kick situations were captured using the
optoelectronic motion capture Vicon MX camera system at 300 Hz. The participants
were mid-level football players. They had to kick the ball in a zone of 1.7 m * 1 m
in the top corner of the net avoiding a plastic wall of five players. The ball was
positioned at 20 meters from the goal and aligned with the left goal post (Fig. 13.4).
Successful motions were kept for animation.

Concurrently, the initial linear and angular velocities of the ball at kick were
captured by using reflective tapes on the ball. In addition to the final position of
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Fig. 13.5 Setup of the experiment

the ball in the goal, these velocities allowed the definition of the full ball trajectory
thanks to a dynamic ball model (Fig. 13.6 and [16] for details).

All the developed components of the final virtual reality solution were integrated in
the 3D development software Motionbuilder (3D soccer pitch, humanoid animation,
ball animation, management of the interface).

13.3.2 Methods

11 mid-level goalkeepers who play at a departmental or regional level (mean age 26.1
± 4.1 years) volunteered to take part in the experiment. The mean playing experience
for these experts was 16.4 ± 5.4 years.Participants had to intercept different free kick
conditions as in a real situation. These following conditions were mixed: 2 free kicks
(in the top left and right corners), 2 wall positions (aligned with the right or left
goalpost) and 2 numbers of players in the wall (4 or 5). Moreover, four other free
kicks were added in order to keep a sufficient level of uncertainty. Note that all the
left and right sides refer to the kicker’s viewpoint. The 48 experimental trials were
presented in four randomized blocks of 12 trials (2 free kicks * 2 wall positions * 2
numbers of players + 4 random free kicks). The participants then saw 8 different free
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Fig. 13.6 Virtual environment

kick conditions (noted i.e. fkL_4_wL with fkL: freekick to the Left, 4: 4 players in
the wall, and wL: wall aligned with the Left goalpost). A training period was carried
out before the experiment to familiarize subjects with the virtual environment and
the task. Five situations were randomly selected and presented to participants that
had to react as in the real experiment.

13.3.3 Results

The distance between the center of the ball and the center of the closest goalkeeper’s
hand was calculated in real time and its minimal value is kept for each trial. A three-
way analysis of variance (2 free kicks (right, left) × 2 walls (right, left) × 2 numbers of
players (4, 5)) allows us to highlight significant differences. One can indeed observe
a significant main effect of the number of players in the wall (F(1,352) = 11.05,
p < .001, η2 = 1069.49) with a significant better performance for situations with 5
players in the wall (minimal distance ball/hand for 5 players = 14.39 ± 11.14; for
4 players = 17.88 ± 10.01). Another main effect concerns the wall position condition
(F(1,352) = 11.05, p < .001, η2 = 1069.49) with a significant better performance
for situations with a wall aligned with the right post (minimal distance ball/hand for
right wall = 14.9 ± 10.21; for left wall = 17.35 ± 11.09). No difference appeared
between the free kick kicked to the right or the left of the goal.

About the pairwise comparison post-hoc test (Tuckey HSD test), results highlight
two conditions with a significantly lower performance, namely, “fkR_4_wL”: free
kick to the right, 4 players in the wall, wall on the left (p<0.001 except for fkR_5_wL,
p < 0.01) and “fkL_4_wR”: free kick to the left, 4 players in the wall, wall on the
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right (p < 0.01 except for fkR_5_wL, p = 0.175). These two situations present a
small wall (4 players) and a free kick kicked in the free zone of the goal. In other
terms, the lower performance can be explained, here, by the fact that a small wall
involves a large free area to cover by the goalkeeper. It is consequently much more
difficult for the goalkeeper to stop it.

13.3.4 Discussion

The main goal of this case study is to analyze the influence of different wall position-
ing strategies on the goalkeeper performance. Results show that goalkeepers were
significantly less efficient in two situations: a wall of 4 players and a ball kicked in
the free zone of the goal. With 4 players in the wall, the free zone is wider and the
position of the goalkeeper is closer to the center of the goal. This situation is thus
very difficult for goalkeepers. Nevertheless, in the opposite case (5 players in the
wall and a ball kicked over it), the results of the goalkeepers are not that bad. This
result is startling since the free zone is smaller and the goalkeeper is farthest from the
center of the goal and even more from the opposite goalpost. Finally, looking at all
the situations, it thus seems that the goalkeeper should choose to place 5 players in
the wall. Notice that the side where the wall is aligned does not influence the ability
of the goalkeeper to intercept the ball.

Such an analysis of the goalkeeper’s performance in front of different wall con-
figurations would not be possible without a Virtual Reality system that ensures a
complete freedom of movement of the goalkeeper. If a lot of studies have already
investigated this very popular sport, the large space of the pitch and the complex-
ity of the interaction make the experimentations difficult. If numerous studies have
explored the goalkeeper’s performance during penalties [46, 47], very few have ana-
lyzed the goalkeeper performance during free kick. Some interesting studies such as
those of Craig et al. [19, 20] were focused on free kick in order to explore the percep-
tual skills of goalkeeper and to identify the optical variables that underlie judgments.
In these studies, the aim was to evaluate the influence of ball’s effect on perception.
In the case study presented here, the goal is to evaluate the goalkeeper’s performance
on the perception-action coupling. His movements are thus fundamental, to intercept
the ball of course but also to place the wall. The goalkeeper indeed must change his
viewpoint from one goalpost to the other to be able to align the wall depending on
the number of players in the wall and the position of the kicker. This kind of studies
can then not be done if no displacement in the virtual reality system is provided.

13.4 Conclusion

The two case studies presented in this chapter show how virtual reality can be used
to analyze the visual information uptake in sports duel. The first example deals
with the interception of a virtual attacker doing deceptive movements, by a real
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defender in rugby. The second one concerns the influence of the wall configuration
during free kick in soccer on the goalkeeper’s performance. Both examples emphasize
the importance of freedom of movements and displacements for the analysis of
the performance of the immersed athletes. These features are indeed fundamental
when studying sports. It allows the immersed subject to react realistically without
constraints, to act as in real situation.

Thus, as we have illustrated, virtual reality is a fundamental tool for sports appli-
cations. It indeed offers standardized and fully controlled situations. The influence
of one parameter on the performance of an athlete can then be analyzed by only
modifying it and by observing the reaction of the immersed subject. Virtual reality
thus offers a new way to understand performance and to increase the knowledge on
sports. Another important application of the use of virtual reality for sports concerns
the training. These simulators can indeed also be used to train the athletes. It offers an
environment that controls exactly the information provided and allows the training of
specific situations. Moreover, information can be added to the virtual environment to
focus the attention of the athlete on important features of the opponents’ movement
for example. Indeed it is possible to use the knowledge obtained in virtual reality
experiments on sports to create a new generation of training systems.

Nevertheless, in this kind of studies in virtual reality, the situations are always cho-
sen with limited displacements. Having displacement devices would largely extend
the range of studies that can be done. In the duel of the first case study for example,
the defender is real and the attacker virtual. In the opposite duel between a virtual
defender and a real attacker, the displacements are mainly done toward the screen.
The use of a locomotion device is then necessary to handle these displacements. A
specific device should obviously be developed nevertheless because the displace-
ments are fast and jerky. In the same way, in soccer, some studies [19, 20] worked
on the perception of aerial balls with effects (such as the Magnus one). To go further
and study the interception of these aerial balls (for example lobs in soccer, fly balls
in baseball), it is then necessary to have a displacement device that allows to move
at least forward and backward. Indeed, having a large CAVE for example is not a
solution since the immersed subject must be near the screen to see the balls that can
be very high. When the subject is too far from the screen, the vertical field of view
is then too limited and the subject looses the ball. A displacement device is then
necessary to walk around the virtual field while staying near the screen of the virtual
reality system.
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Chapter 14
Redirected Walking in Mixed Reality
Training Applications

Evan A. Suma, David M. Krum and Mark Bolas

Abstract To create effective immersive training experiences, it is important to
provide intuitive interfaces that allow users to move around and interact with virtual
content in a manner that replicates real world experiences. However, natural loco-
motion remains an implementation challenge because the dimensions of the physical
tracking space restrict the size of the virtual environment that users can walk through.
To relax these limitations, redirected walking techniques may be employed to enable
walking through immersive virtual environments that are substantially larger than
the physical tracking area. In this chapter, we present practical design considera-
tions for employing redirected walking in immersive training applications and recent
research evaluating the impact on spatial orientation. Additionally, we also describe
an alternative implementation of redirection that is more appropriate for mixed real-
ity environments. Finally, we discuss challenges and future directions for research
in redirected walking with the goal of transitioning these techniques into practical
training simulators.
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14.1 Locomotion in Virtual Environments

To create effective immersive training experiences, it is important to engage users in
simulated environments that convincingly replicate the mental, physical, and emo-
tional aspects of a real world situation. Such applications seek to invoke a sense
of presence—the feeling of “being there” in the virtual world, despite the fact that
the user is aware that the environment is a simulation. For users to respond realis-
tically in a virtual environment, the system must support the sensorimotor actions
that allow them to walk around and perceive the simulated content as if it were real
[18]. Indeed, experiments have demonstrated that walking yields benefits over less
natural forms of locomotion such as joystick travel. When walking naturally, users
experience a greater sense of presence [28] and less cognitive demand on working
memory and attention [23, 30]. Additionally, studies have also shown that walking
results in superior performance on travel and search tasks [16, 24].

The military has long been interested in providing immersive training experiences
that attempt to replicate the energy and motions of natural locomotion. For example,
the U.S. Naval Research Laboratory developed Gaiter, an immersive system that
uses a harness and full-body tracking to allow users to locomote by walking-in-place
[27]. Other examples include omni-directional treadmills (e.g. [4, 17]) and mechan-
ical human-sized “hamster balls” (e.g. [9]). While recent research has shown that
walking on an omnidirectional treadmill can be very close to real walking [19], these
devices introduce translational vestibular conflicts when users alter their walking
speed. Furthermore, omnidirectional treadmills are generally expensive, mechani-
cally complicated, and only usable by a single person at a time. Thus, many immersive
systems continue to rely on handheld devices to simulate walking through the virtual
environment. For example, the U.S. Army recently awarded a $57 million contract to
develop the Dismounted Soldier Training System, a multi-person immersive virtual
reality training simulator using head-mounted displays and joysticks mounted on
each soldier’s weapon for locomotion [13].

In the past few years, advances in wide-area motion tracking technology have
made it possible to realize natural walking through larger physical workspaces than
were previously possible with traditional electromagnetic trackers. Additionally,
portable rendering devices have made it possible to provide untethered movement
through large-scale immersive spaces, such as the HIVE system developed at Miami
University [29], and even outdoor environments with the integration of GPS track-
ing. Although it is now feasible to design virtual environments that can be explored
entirely through natural walking, the finite dimensions of the physical tracking space
will ultimately limit the size of the virtual environment that can be represented.
To address this limitation, researchers developed redirected walking, a technique
that subtly manipulates the mapping between physical and virtual motions, thereby
enabling real walking through potentially expansive virtual worlds in comparably
limited physical workspaces. In this chapter, we present design considerations for
employing redirected walking techniques in immersive training applications. We
also demonstrate an alternative redirection technique designed for mixed reality
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environments that is drastically different from previous implementations, and dis-
cuss the challenges and future work we have identified based on feedback from
demonstrations and military personnel.

14.2 Redirected Walking

Redirected walking exploits imperfections in human perception of self-motion by
either amplifying or diminishing a component of the user’s physical movements
[14]. For example, when the user rotates his head, the change in head orientation is
measured by the system, and a scale factor is applied to the rotation in the virtual
world. The net result is a gradual rotation of the entire virtual world around the
user’s head position, which in turn alters their walk direction in the real world. These
rotation gains are most effective when applied during head turns while the user is
standing still [6] or during body turns as the user is walking around [3]. However, the
virtual world can also be rotated as the user walks in a straight line in the virtual world,
a manipulation known as curvature gains. If these manipulations are applied slowly
and gradually, the user will unknowingly compensate for the rotation, resulting in a
walking path that is curved in the real world. Studies have shown that the magnitude
of path curvature that can be applied without becoming perceptible is dependent on
the user’s velocity [11].

The illusion induced by redirected walking works perceptually because vision
tends to dominate over vestibular sensations when these two modalities are in conflict
[1]. In practice, redirection is useful in preventing the user from exiting the boundaries
of the physical workspace. From the user’s perspective, it will appear as though they
are proceeding normally through the virtual environment, but in reality they will be
unknowingly walking in circles. Thus, when applied properly, redirected walking
can be leveraged to allow a user to physically walk through a large and expansive
virtual world using a real world tracking area that is substantially smaller in size, an
advantage that is especially useful for training environments.

Redirected walking is a promising method for enabling natural locomotion in
virtual environments; however, there is a perceptual limit for the magnitude of con-
flict between visual and vestibular sensations. Excessive manipulation can become
noticeable to the user, or at worst cause simulator sickness or disorientation. As a
result, an important focus of research has been to quantify the detection thresholds
for redirected walking techniques. Psychophysical studies have found that users can
be physically turned approximately 49 % more or 20 % less than the perceived vir-
tual rotation and can be curved along a circular arc with a radius of at least 22 m
while believing they are walking in a straight line [21]. Because of these limitations,
deploying redirected walking in arbitrary environment models remains a practical
challenge—if the users’ motions are not easily predictable, redirection may not be
able to be applied quickly enough to prevent them from walking outside of the
boundaries of the tracked space.
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14.3 Practical Considerations for Training Environments

While redirected walking has been shown to work perceptually, these techniques
have yet to be transitioned into active training simulators. In this section, we present
practical considerations for using redirected walking techniques in training environ-
ments, and discuss recent research and design mechanics that have begun to address
the challenges of deploying redirected walking in practical applications.

14.3.1 Impact of Redirection on Spatial Orientation

It is important to consider how soldiers will react when self-motion manipulation
techniques are used in an immersive training simulator. Such applications often
require users to rapidly assess the environment and respond quickly to perceived
threats. However, when users are redirected, the mapping between the real and virtual
worlds is manipulated. If a user reacts instinctively based on the spatial model of the
real world, this could lead to confusion or poor performance in the virtual simulator,
which may negatively impact the training value. Thus, we performed a study of the
effect of redirection on spatial orientation relative to both the real and virtual worlds
to determine which world model users would favor in spatial judgments [26].

Participants in the study performed a series of pointing tasks while wearing a
Fakespace Wide 5 head-mounted display in our approximate 10 × 10 m tracking
area. First, they were asked to remove the display and point at a real target using a
pistol grip-mounted Wiimote that was also tracked using the motion capture system
(see Fig. 14.1a). Next, they put the display back on and pointed to a different target
that was visible in the virtual environment (see Fig. 14.1b). Participants were then
asked to walk down a virtual road and visit a virtual room, and during this process,
they were redirected by 90◦. After leaving the room, and walking down to the end of
the road, they then were asked to point back to the locations where they thought the
original real and virtual targets were, even though they were no longer visible (see
Fig. 14.1c–d).

The results from this experiment showed that participants pointed to the real
targets as if they had been rotated along with the virtual world. In other words, their
spatial models of the real world also appeared to be updated by the manipulations
to the virtual world. In general, we speculate that users will often trust what they
see in virtual environments, and will therefore tend to rely on visual information
over vestibular sensation for spatial judgments. Our observations, both from this
experiment and from our own informal tests, suggest that it is very difficult to hold
on to both the real world and virtual world spatial models simultaneously. These
findings suggest that redirected walking is highly promising for use in immersive
training environments, as we can expect users to respond correctly to the virtual
content with little or no spatial interference from residual memories of the real world.
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Fig. 14.1 Walkthrough of the pointing task in the spatial orientation experiment. a Participants
pointed at a target in the real world. b Next, they put on the head-mounted display and pointed at
a visible target in the virtual world. c–d After being redirected by 90◦, participants pointed back to
where the thought the real and virtual targets were. Participants generally pointed to target positions
as if they had been rotated along with the virtual world, instead of their original locations

14.3.2 Augmenting Effectiveness of Redirected Walking

In order to increase the utility of redirected walking in immersive training scenar-
ios, we have explored possibilities for augmenting the magnitude of redirection that
can be achieved without becoming noticeable to the user. In particular, the interface
between the ground and the user’s feet is frequently taken for granted, but if floor con-
tact can be manipulated, it may be possible to more strongly curve the user’s walking
path. To probe this effect, we constructed shoe attachment prototypes designed to
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(a) (b)

Fig. 14.2 a Attachments were designed to fit around the user’s existing shoes and induce an
angular rotation of the user’s foot about the heel. b The bottom of each shoe attachment comprised
a multitude of rubber floor contact elements that were diagonally trimmed, causing them to buckle
and pull towards one side as weight is applied

introduce an angular bias to users’ footsteps. These attachments were constructed
from a section of NoTrax rubber finger mat cut to the shape of the sole, and were
designed to be worn around the user’s existing shoes (see Fig. 14.2a). The bottom of
the mat contains a multitude of floor contact elements that were trimmed at 45–60◦
diagonals in a uniform direction (see Fig. 14.2b). During forward steps, the user’s
heel typically makes contact with the floor first. At the rest of the foot rolls forward,
the floor-contact elements that begin to bear new weight buckle and pull towards one
side due to the diagonal trim. This effect progresses towards the front of the foot,
resulting in a net rotation of the shoe attachment about the heel.

Informal testing with our left-biased prototype has provided anecdotal evidence
that haptic foot manipulation may be useful in conjunction with redirected walking.
In blindfolded walking tests, users appeared to gravitate slightly more towards the
left when compared to normal walking. To quantify the degree of bias, we attached
LED markers to the user’s foot and tracked the orientation before and after each
footstep. Wearing the shoes resulted in an average foot rotation of approximately 4◦
per step when walking slowly. However, when walking quickly or running, the effect
is reduced because the foot hits the ground with too much speed and force for the
progressive buckling of floor contact elements to induce angular bias.

These prototypes have indicated that it is possible to introduce a bias to a user’s
walking path using an intermediary between ground and the user’s shoes. However,
formal study is required to determine if this effect can be used to augment redi-
rected walking techniques. Our long-term vision would be to design a pair of “active
shoes” that can dynamically alter the rotational bias as the user explores a virtual
environment. Such devices, if proven effective, would be useful training simulators
that needed to maximize the effectiveness of redirected walking techniques. Addi-
tionally, we also suggest that other often neglected sensory modalities may be useful
for augmenting redirected walking. For example, previous studies have shown that
spatialized audio can be used to influence the perception of self-motion [15], but it
has yet to be explored in conjunction with redirection techniques.
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14.3.3 Designing Experiences for Redirected Walking

The effectiveness of redirected walking depends largely upon the users’ motions—the
virtual world can be rotated faster to redirect the user’s walking path during turns
of the head or body. Unfortunately, user behavior in immersive simulators is often
unpredictable, and if the user chooses to follow an unexpected route, the redirected
walking technique may fail to prevent them from exiting the tracking space. How-
ever, the content of the virtual world can be designed to support redirected walking
by subtly influencing and guiding user behavior. We have identified three design
mechanics that can be leveraged to maximize the effectiveness of redirected walk-
ing: attractors, detractors, and distractors. We further suggest that in the context of
immersive training, these mechanics should be ecologically valid and seamlessly
merged into the content of the training scenario, so that the redirection will be as
unintrusive as possible.

Attractors are designed to make the user walk towards a specific location or
direction. For example, an environment to train soldiers how to search for improvised
explosive devices may include suspicious objects or containers that attract users to
come investigate them. Alternatively, avatars also have shown to be highly promising
for supporting redirected walking (e.g. [11]). This may be especially useful in the
context of training, since soldiers typically operate in squads. A virtual squadmate
can move around the virtual environment and communicate with users to entice them
to walk towards locations that would be advantageous for redirection.

Detractors are obstacles in the virtual environment that can be employed to prevent
users from approaching inaccessible areas or force them to take a less direct route
through the environment. For example, researchers have used partially opened doors
to elicit body turns while navigating through doorways instead of walking straight
through, thus allowing greater amounts of redirection to be applied [2]. Again, we
suggest that an avatar may be ideally suited for such a role. Studies of proxemics
have shown that people will attempt to maintain a comfortable distance from another
person, and this social behavior has also been replicated when interacting with a
virtual character [8]. If the user is approaching the boundaries of the tracking space,
a virtual squadmate might walk in front, thereby forcing the user to turn and providing
an opportunity for redirection.

Distractors were first introduced by Peck et al. to capture the user’s attention and
elicit head turns during reorientation [12]. This design mechanic has many potential
uses in training environments. For example, explosions, gunfire, and vehicles are
just a few events that might be encountered in a military combat simulator. These
phenomena provide opportune moments for redirection, while the user’s attention
has been diverted away from the act of walking. We suggest that any practical training
scenario seeking to use redirected walking techniques should be designed to make
maximal use of these opportunities for distraction.
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14.4 Redirection in Mixed Reality Environments

Mixed reality experiences that combine elements from the physical and virtual worlds
have also been a focus for training applications, such as the Infantry Immersion
Trainer at the Marine Corps Base Camp Pendleton [10]. Traditionally, mixed reality
is often used to refer to the visual merging of real and virtual elements into a single
scene. However, in the Mixed Reality Lab at the Institute for Creative Technolo-
gies, we are particularly interested in enhancing virtual experiences using modalities
beyond just visuals, such as passive haptic feedback using real objects that are aligned
with virtual counterparts. Experiments have shown that the ability to reach out and
physically touch virtual objects substantially enhances the experience of the envi-
ronment when using head-mounted displays [5].

Because redirected walking requires a continuous rotation of the virtual envi-
ronment about the user, it disrupts the spatial alignment between virtual objects
and their real world counterparts in mixed reality scenarios. While researchers have
demonstrated that it is possible to combine redirected walking with passive haptic
feedback, solutions have been limited in their applicability. For example, Kohli et
al. presented an environment that redirects users to walk between multiple virtual
cylindrical pedestals that are aligned with a single physical pedestal [7]. Unfortu-
nately, this solution does not generalize to other types of geometry that would not
be perceptually invariant to rotation (i.e. non-cylindical objects). Steinicke et al.
extended this approach by showing that multiple virtual objects can be mapped to
proxy props that need not match the haptic properties of the virtual object identi-
cally [20]. However, due to the gradual virtual world rotations required by redirected
walking, synchronizing virtual objects with corresponding physical props remains a
practical challenge.

Recent research has presented a drastically different approach to redirection that
does not require gradual rotations of the virtual world. This technique, known as
change blindness redirection, reorients the user by applying instantaneous alterations
to the architecture of the virtual world behind the user’s back. So long as the user
does not directly observe the manipulation visually, minor structural changes to the
virtual environment, such as the physical orientation of doorways (see Fig. 14.3), are
difficult to detect and most often go completely unnoticed. Perceptual studies of this
technique have shown it to provide a compelling illusion—out of 77 users tested
across two experiments, only one person noticed that a scene change had occurred
[22]. Furthermore, because this technique shifts between discrete environment states,
it is much easier to deploy in mixed reality applications that provide passive haptic
feedback [25].

Figure 14.4 demonstrates change blindness redirection being used in a mixed real-
ity environment that combines synthetic visuals with a passive haptic gravel walking
surface. In our example application, which was themed as an environment similar to
those that might be used for training scenarios, users are instructed to search for a
cache of weapons hidden in a desert village consisting of a gravel road connecting
a series of buildings (see Fig. 14.4a). Inside of each building, the location of one of
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(a) Before (b) After

Fig. 14.3 An example of a structural alteration to an environment that can be used to redirect the
user. A door is swapped to the adjacent wall in the corner of a room, which results in users exiting
in a different direction than when they entered

the doors is moved as they are looking inside strategically-placed containers (see
Fig. 14.4b). Upon exiting the building, users will be located at the opposite end of
the gravel road from where they entered, allowing them to walk repeatedly over the
same surface to enter the next building (see Fig. 14.4c). Thus, the gravel road could
be extended infinitely, so long as the user stops to explore each building along the
way. Of course, if users choose to continue walking straight down the road without
stopping, an intervention would be required to prevent them from exiting the physical
workspace. Feedback from demonstrations and informal testing of this environment
suggest that the physical sensation of walking on a gravel surface provides a com-
pelling illusion that makes the virtual environment seem substantially more real.

Our vision is to provide a dynamic mixed reality experience with physical props
that can be moved to a different location in the tracking space when the user is redi-
rected. Dynamically moving props would be difficult and unpredictable with redi-
rected walking techniques that use gradual, continuous rotations. However, because
change blindness redirection shifts between predictable discrete environment states,
it would be relatively simple to mark the correct locations for each prop on the floor,
and have assistants move them to the appropriate place whenever a scene change
is applied to the environment. Thus, we expect spatial manipulation techniques to
prove useful for mixed reality training scenarios that incorporate a variety of passive
haptic stimuli such as walking surfaces, furniture, and other physical props.
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(a) (b) (c)

Fig. 14.4 (top row) Overhead map views of the virtual environment through the three stages of
change blindness redirecton, with the user’s location indicated by the yellow marker. The blue
rectangle indicates the boundaries of the tracking area, and the user’s path through the virtual world
is plotted in red. (middle row) The view from an overhead camera mounted in the tracking space.
(bottom row) The virtual environment as viewed through the head-mounted display. a The user
walks down the gravel path and enters the first virtual building. b The user enters the back room
of the building. When the user searches through the crates, the door behind him is moved. c The
user exits and continues down the same gravel path. The original layout is restored as the user
approaches the second virtual building

14.5 Challenges and Future Directions

In this section, we discuss the practical challenges and future directions towards
transitioning redirected walking in active training environments, based on feedback
we have received from public demonstrations and discussions with domain experts
and military personnel.

Automated redirection in arbitrary environments. Much of the previous research
has focused on purpose-built environments with constrained scenarios designed to
test individual techniques. However, in a practical training setting, users will not
always follow the designer’s expectations. Such a system would need to be able
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to figure out how to automatically redirect in an optimal manner without imposing
unnatural restrictions on freedom of movement. Automated approaches are a non-
trivial problem, as they would require analyzing the scene structure, predicting the
user’s walking path within the virtual and physical spaces, selecting the most appro-
priate technique to employ based on the current state of the user and system, and
gracefully intervening when failure cases are encountered.

Redirection with multiple users. Small squad training is an notable topic of interest
for the U.S. Army, and the possibility of employing redirected walking with multiple
users is one of the most frequent questions we have received from military personnel.
To the best of our knowledge, research thus far in redirected walking has focused
exclusively on the single user experience. We believe that it is possible to redirect
multiple users within a single virtual environment, but this would also introduce new
challenges when the two users need to interact and their virtual world coordinate
systems do not align well with each other. Thus, redirected walking with multiple
simultaneous users is an important area for future work.

Evaluating impact on training value. While research thus far has shown promis-
ing results for using redirected walking in virtual environments, the open question
remains whether redirected walking techniques will be compelling and effective
specifically in a training context. Many of the studies conducted by the virtual reality
community tend to draw their subjects from either the general population or univer-
sity students. However, soldiers are a self-selected population with specialized skills
and training, and it seems logical to conclude that their experiences in an immersive
training simulator could be drastically different from those of a randomly selected
person drawn from the general population. Before redirected walking can be transi-
tioned to these practical environments, there is a need to understand the impact that
these techniques will have on learning gains and training outcomes. Thus, domain-
specific evaluation remains an important focus for future studies.
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Chapter 15
VR-Based Assessment and Rehabilitation
of Functional Mobility

Adam W. Kiefer, Christopher K. Rhea and William H. Warren

The advent of virtual reality (VR) as a tool for real-world training dates back to the
mid-twentieth century and the early years of driving and flight simulators. These sim-
ulation environments, while far below the quality of today’s visual displays, proved
to be advantageous to the learner due to the safe training environments the simula-
tions provided. More recently, these training environments have proven beneficial in
the transfer of user-learned skills from the simulated environment to the real world
(e.g., [5, 31, 48, 51, 57]). Of course the VR technology of today has come a long
way. Contemporary displays boast high-resolution, wide-angle fields of view and
increased portability. This has led to the evolution of new VR research and training
applications in many different arenas, several of which are covered in other chapters
of this book. This is true of clinical assessment and rehabilitation as well, as the
field has recognized the potential advantages of incorporating VR technologies into
patient training for almost 20 years (e.g., [7, 10, 18, 45, 78]).

Many of the early desktop VR clinical interventions unfortunately suffered from
technological constraints that limited their value as training tools for clinical pop-
ulations. In particular, they often required patients to remain stationary (seated or
standing) and interact with displays on a computer monitor. Recently, however, new
technological advances that allow the user to navigate virtual environments by walk-
ing (either over ground or on a treadmill), combined with the steady improvement
of visual displays, serve to enhance the immersive nature of VR and introduce new
behavioral measurement opportunities. As a result, we are in the midst of a paradigm
shift in rehabilitation science; the field is beginning to move away from predomi-
nantly stationary interventions viewed on a computer monitor and toward dynamic,
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interactive user-controlled virtual environments. The impact of this shift has been
intensified by emergent technologies such as the Nintendo Wii (Nintendo Co. Ltd.,
Kyoto, Japan) and Microsoft Kinect (Microsoft Corp., Redmond, Washington) sys-
tems as well. These systems, and others like them, have led to the widespread cost-
effective availability of interactive VR and may provide new opportunities for the
application of VR interventions both inside the home and in local clinical settings.
All of these technological enhancements have potentially far-reaching implications
for clinical assessment and rehabilitation and, accordingly, serve as the impetus for
this chapter.

One of the primary advantages of VR is that it provides a platform for the devel-
opment of unique and customizable interventions that are not available or easily
implemented in the real world. Specifically, VR enables the manipulation of train-
ing duration, intensity and feedback to satisfy clinical demands for intensive and
repetitive patient training [9].1 When developing VR interventions, it is important
to consider both the construction of the virtual environment and the interfaces for
measurement and feedback that accompany them. A useful framework to guide the
development of VR-based rehabilitation was introduced by [74] in the form of a
nested three-circle schema in Fig. 15.1. The schema represents the VR-based reha-
bilitation process as it relates to the patient, with the three circles illustrating each
component of this process (listed in order from inner to outermost): (1) the interaction
space, (2) the transfer phase, and (3) the real world.

The inner circle, or interaction space, signifies the interface between the user and
the virtual environment. The user’s characteristics (e.g., age and anthropometrics),
function (e.g., sensory and mobility deficits) and the targeted anatomical structures
engaged during the task all contribute to the user’s interaction with the virtual world
[75]. This allows for a VR intervention that is aligned with the user’s real world
experiences and results in a natural task environment with adequate visual and idio-
thetic information.2 Further, the realism and ecological validity of VR environments
is important to the enhancement of training efficiency in VR-based rehabilitation
[17]. The middle circle, or band, represents the transfer phase and refers to the
transferability of learned skills from the virtual environment (i.e., interaction space)
to the real world. This phase requires varied levels of clinician support and train-
ing time depending on the severity and type of disability facing the patient [26]. It
may even require combining virtual imagery with the real world (e.g., augmented
reality)3 to facilitate or catalyze skill transfer, in order to promote improved daily

1 It is important to note that there are two different applications of VR in rehabilitation. When
VR is used as an adjunct to rehabilitation, it is typically referred to as VR-augmented rehabili-
tation. Conversely, VR provided alone as a rehabilitation intervention is referred to as VR-based
rehabilitation [8]. The latter is the predominant focus of this chapter.
2 If the visual and idiothetic information are not aligned with the user’s actions a disruption of the
user’s sense of realness, or presence, in the virtual environment can result, leading to feelings of
physical disorientation and even nausea [55].
3 Augmented reality is a tool in which the virtual world is superimposed over the real world, with
the virtual information serving as a supplement to what is available in the real world alone [17].
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Fig. 15.1 The three-nested circle schema. Reproduced with permission (A request of permission
for reproduction of this figure was submitted in the Fall of 2011.) from Weiss et al. [74]

function. The final, outermost circle in the schema refers to the real world and denotes
changes in the affordances of the environment [15, 65] as a result of rehabilitation.
For example, objects that previously prevented patients from interacting with the real
world—the presence of low curbs or moving obstacles in a crowded environment
(e.g., a busy airport or a busy intersection)—no longer present barriers but now afford
passage for walking. This component is wholly dependent on the skills gained in the
transfer phase and symbolizes the final rehabilitation goal of increasing the patient’s
participation in the real world, ultimately leading to an improved quality of life [75].

The nested three-circle schema introduces a useful heuristic for the development
and implementation of immersive VR-based rehabilitation interventions. Moreover,
each individual component highlights important considerations for researchers and
clinicians as they seek to employ these techniques in patient populations. The rest of
this chapter is devoted to reviewing different VR-based approaches to rehabilitation
and assessment. Each of these approaches is distinguished by novel methodologies
developed by clinicians and researchers alike. Despite these differences, each method
shares a commitment (whether intentional or not) to the principles of the three-circle
schema and offers a framework, in its own right, for the development of new and
exciting VR-based interventions for improving functional mobility.
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15.1 VR-Based Assessment and Rehabilitation to Promote
Functional Mobility

A person’s mobility depends on an adaptively functioning perception-action system.
Consequently, mobility limitations can arise from a host of pathologies and injuries
that affect various loci in this system, from sensory receptors to cortical areas to
musculo-skeletal components. However, such deficits typically impact the function
of the system as a whole, and require adaption of perceptual-motor control strategies.
For example, a chronic knee injury may alter the actions afforded by the environment
and require the remapping of visual information to gait control variables in order to
generate adaptive locomotion. Rehabilitation may thus not only involve strengthening
muscles and retraining motor patterns, but relearning whole perceptual-motor control
relations.

The ensuing mobility deficits may persist indefinitely and often deteriorate over
time. For instance, at 12 months post-stroke, patients suffering from hemiplegia
exhibit motor deficits in the form of longer gait cycles with decreased cadences,
and this results in a 50 % reduction in walking speed compared to the gait patterns of
unaffected control participants [38, 63]. Patients suffering from Parkinson’s disease
frequently exhibit freezing gait—a term that encompasses both the inability of the
patient to initiate or sustain a walking gait, and shuffling forward with small steps
as their legs exhibit muscle trembling—and these symptoms worsen as the disease
progresses [6, 44]. Mobility issues are also the typical sequelae of sensory deficits
such as “tunnel vision” due to conditions like retinitis pigmentosa (RP)—a group of
hereditary disorders characterized by retinal pigmentary degeneration that often leads
to progressive visual field loss [13, 22, 27, 32, 58]. This spectrum of deficits detracts
from a patient’s functional mobility by reducing their ability to adapt (prospectively
and/or reactively) to normally varying environmental conditions during locomotion.
Moreover, their physiological basis influences the type and severity of the deficit, as
well as the type of intervention that can be utilized to improve patient mobility. In
direct response to these problems, researchers have started to employ VR training
interventions that focus on increasing the walking speed and adaptability of patients
with mobility deficits [11, 24, 36]. Others have developed unique VR assessment
protocols that exploit the flexibility of VR and may have potential advantages over
real-world clinical assessments [12, 28].

15.1.1 VR-Based Assessment and Rehabilitation Following
Motor Dysfunction

One of the unique capabilities of VR is that optical information can be enhanced or
manipulated during ongoing walking. For example, optic flow—the pattern of motion
available from the ground and background surfaces during locomotion [14, 67]—
provides information about one’s speed and direction of travel (or heading). The rate
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of optic flow has been shown to influence the perceived speed of participants and
to elicit changes in walking speed [37, 40, 43, 62]. Similarly, shifting the pattern
of optic flow to the left or right influences the perceived heading direction [70],
and elicits compensatory postural [3, 69] and steering adjustments when walking to
a goal [59, 68]. Using VR to manipulate optic flow thus has the potential to alter
the interaction space and provide salient information about locomotion speed and
heading to the patient.

Lamontagne et al. [28] used such a manipulation to examine the perceptual-
locomotor adaptability of patients suffering from post-stroke hemiplegia. During
two experiments patients and unaffected control participants walked on a human-
driven treadmill while virtual corridors provided optic flow information through a
head-mounted display (HMD). The first experiment required participants to walk
at a comfortable speed as the optic flow rate was varied continuously in an open-
loop sinusoidal pattern at 0.017 Hz. This resulted in a compensatory out-of-phase
relation between gait and optic flow speed for all participants (i.e., participants walked
faster during slower optic flow conditions and vice versa),4 although this was less
pronounced for the patients and their phase relation was much more variable. In the
second experiment the walking speed of participants during a baseline optic flow trial
(1:1 mapping between walking pace and optic flow) was compared to their walking
speed in a series of trials in which optic flow was discretely manipulated above or
below the comparison trial. Again, walking speed was inversely related to rate of
optic flow, but the patients were equal to the healthy controls in their gait response to
optic flow. Taken together, the results of these two experiments provide evidence that
patients with hemiplegia following stroke are influenced by optic flow in a similar
way to healthy controls. This indicates, preliminarily, that virtual optic flow might
be useful in training these patients to increase their walking speed over the course of
a training intervention.

VR has also been used to manipulate visual cues to modulate the gait character-
istics of patients with Parkinson’s disease through both continuous optic flow (e.g.,
[49]) and continuous information paired with discrete visual stimuli (e.g., [60]).
Similar to Lamontagne et al. [28], Schubert et al. required patients with Parkinson’s
disease and control participants to maintain a preferred walking speed on a human-
driven treadmill while they viewed an optic flow pattern that varied at a constant
speed perceived to be either faster or slower relative to the preferred walking speed
of each participant. The results indicated that the patients with Parkinson’s disease
were more susceptible to changes in optic flow speed (i.e., their preferred walking
speed was more variable) compared to control participants. The researchers con-
cluded that the patients were more reliant on visual information, perhaps due to their

4 The relation between optic flow and gait speed has been studied extensively (see text). While the
findings of Prokop et al. [43] and Mohler et al. [37] parallel those of Lamontagne et al. [28], it is
unclear why, exactly, the out-of-phase relation was observed. One possibility, as suggested by the
authors, is that a sinusoidal change in optic flow speed may lead to a more pronounced time lag
between the change in stimulus and the behavioral response. Another is that when the flow rate
decreases, the participant walks faster to compensate for a perceived decrease in speed, in order to
maintain a constant or preferred speed [37].
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decreased ability to utilize proprioceptive information, which resulted in impaired
adaptation to optic flow.

The work of van Wegen et al. [60] expanded on the optic flow approach by intro-
ducing various discrete stimuli into optic flow scenarios. Specifically, they required
Parkinson’s patients and control participants to walk on an automatic treadmill while
they viewed a virtual corridor (synchronized with the treadmill speed) displayed on
a screen in front of them. Two conditions required participants to walk in front of a
blank screen in the presence or absence of a rhythmic temporal cue (i.e., a flashing
light that patients viewed while wearing a pair of glasses). Three additional condi-
tions consisted of the virtual corridor either by itself or in combination with either
the temporal cue or a spatial cue (i.e., transverse lines overlaid on top of the virtual
corridor). Both the spatial and temporal cues lowered the patients’ stride frequency
even as they were able to maintain their walking speed, but this may have been due
to the visual cues drawing the attention of patients to the walking pattern [60]. Inter-
estingly, the virtual corridor did not have an effect when compared to the non-VR
conditions. Here the automaticity of the treadmill may have washed out any poten-
tial contributions the virtual corridor might have had on the patients’ gait patterns,
particularly given the effects observed on a human-driven treadmill by Lamontagne
et al. [28].5 Regardless, the results of van Wegen et al. provides preliminary evi-
dence that the rigid gait patterns of patients with Parkinson’s disease are not tightly
coupled to walking speed and may be manipulated by visual cues. Thus, VR-based
rehabilitation may hold promise for training these types of patient populations.

Experimenters have also utilized VR to simulate patient interactions with the real
world to promote successful obstacle avoidance and circumvention. This is done
through either the use of virtual obstacles during patient testing or in the evaluation
of the transfer of VR training to real world obstacles. Moreover, these methods can
be utilized in conjunction with modified perceptual information (e.g., optic flow),
or separately. For example, Fung et al. [11] conducted a feasibility study of two
patients post-stroke. Three separate virtual environments (i.e., a corridor, a park
and a street crossing) were viewed on a screen while each patient walked on a
feedback-driven motorized treadmill. As each patient successfully traveled these
environments, the task difficulty increased by requiring faster walking speeds in
order to successfully avoid virtual collisions. They were also forced to cope with
increasing surface slope changes on the treadmill. Patients were able to increase
their walking speed and maintain that speed in the face of slope changes. However,
these mobility improvements did not translate to improved virtual obstacle avoidance
by either patient. The nature of this feasibility study limits its generalizability, for
the researchers did not test a control group or a comparison group that trained in a
real environment. Therefore, it is difficult to separate general training effects from
specific effects of the virtual interventions. Nonetheless, the results hold promise for
the viability of VR as a training tool in comparable walking scenarios.

5 This is based on a variation of the posture-first principle [79] in which participants would
prioritize locomotion on the treadmill over attending to the perceptual information on the screen in
front of them.
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Jaffe et al. [24] examined a similar cohort of patients as they walked on a motorized
treadmill while stepping over virtual obstacles, and vibrotactile sensations were used
to provide feedback when contact was made with an obstacle. Patient performance
in VR was then compared to the performance of a separate group of patients who
trained on a 10 m walkway in the real world while stepping over actual obstacles. The
patients that were trained in VR exhibited increases in walking speed (in a separate
fast walk test) compared to the patients who trained in the real world. The researchers
suggested that the visual augmentation of the virtual obstacles combined with the
enhanced safety of the VR intervention were contributors to these improvements. It
is also possible that the treadmill forced participants to maintain their walking speed
leading up to, and following, obstacle clearance, and that the absence of this in the
over-ground walking conditions influenced patient improvement as well.

More recently, Mirelman et al. [36] examined the influence of a similar VR inter-
vention on the gait characteristics of patients with Parkinson’s disease, compared
to previously collected data from an historical active control group. The training
required patients to walk on a virtual path (via a treadmill) as they coped with visual
distracters (i.e., moving objects and changes in environmental lighting) while nego-
tiating obstacles of varying size and frequency. Both treadmill speed and visual com-
plexity of the environment were increased as patient performance improved over six
weeks of training. Gait characteristics were assessed prior to and after the VR inter-
vention by testing patients during three real-world walking conditions: (1) walking
over ground, (2) walking while stepping over real world obstacles, and (3) walking
while performing a concurrent mental task. The real-world tests revealed an increase
in walking speed during all three of the evaluation conditions, with retention effects
present up to a month after the final training session. These results are perhaps the
most promising to date because they demonstrate that patient improvements, trained
in certain VR contexts, are retained by the patients for a substantial period of time
outside of VR.

15.1.2 VR-Based Assessment and Rehabilitation Following
Visual Dysfunction

In some cases, mobility problems are consequences of local deficits in the early visual
system. One of the consequences of visual disorders such as retinitis pigmentosa (RP)
or choroideremia—the latter a degeneration of the choroid and retina—is that patients
suffer peripheral visual field loss (PFL), or tunnel vision. This makes it hard to see
stationary and moving obstacles and obstructions, including other pedestrians. The
problem is magnified when patients are faced with an unfamiliar setting, so even
simple locomotor tasks can become very challenging, and increase the risk of trips,
collisions or falls.

Li et al. [29] found that tunnel-vision patients can judge their heading from optic
flow as accurately as age-matched controls, under free fixation conditions. However,
Turano et al. [59] reported that RP patients have more difficulty judging their direction
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of heading relative to objects in the scene. To compensate for this limitation, patients
employ an active scanning strategy in which they make a rapid sequence of fixations
between objects, the floor ahead, and other features of the layout (e.g., [58]). This
is different from normally sighted individuals who tend to focus their gaze in the
direction of heading or toward the current goal. While an active scanning strategy
may improve the perception of heading with respect to a known object, its effect on
the detection of stationary and moving obstacles and the likelihood of collisions is
unknown. For this reason, different assessment and training interventions are needed
to understand the cost-benefit tradeoff of such a strategy and to develop new or
improved strategies for enhanced mobility safety.

Given the nature of VR as a safe testing and learning environment, a group of
researchers at the Schepens Eye Research Institute (Boston, MA) have conducted a
pair of experiments with two specific objectives: they assessed VR as a viable tool
for studying the mobility of patients with PFL and they explored the viability of
studying visual-motor learning in surrogate patients by simulating PFL in normally-
sighted participants [1, 33]. Apfelbaum et al. [1] examined the influence of different
approach angles to a virtual obstacle on perceptual judgments of whether their path
would pass to the right or left of the obstacle. The experimental setup consisted of
a human-driven treadmill facing a projection screen displaying a passive VR model
of a local shopping mall (i.e., not coupled to participant’s eye or head positions).
Patients with PFL (the mean field of view was equal to 5.9◦ for the patient group)
and control participants with an artificially reduced field of view (matched to the
patient group) either passively viewed or actively walked while viewing the display
(in passive viewing patients remained standing as the virtual environment moved).
In this experiment all participants viewed the virtual environment monocularly while
they approached the obstacle at different heading angles (ranging from 4◦ to 20◦, with
0◦ representing a straight on approach). Both the control participants and the patients
with PFL were equally accurate in their judgments and made judgments at similar
distances from the obstacle. Additionally, when patients approached the obstacle at
small angles while walking their accuracy increased, in contrast to an opposite pattern
of results from the control participants. Both groups delayed their responses when
walking until they were closer to the virtual obstacle than in passive viewing, suggest-
ing that a walking-based VR interface might be important for evoking perceptually
guided behavior that generalizes to the real world [1]. We are currently collaborating
with the Schepens group to investigate the detection and avoidance of stationary and
moving obstacles by PFL patients during overground walking in immersive VR [25].

Luo et al. [33] continued this line of research while employing the Multiplexing
Vision Rehabilitation Device (cf. [41]).6 Using the same experimental set-up as the
previous experiment, participants interacted with the virtual environment through

6 The Multiplexing Vision Rehabilitation Device is an augmented reality device in which the
user wears a see-through head-mounted display (HMD) with a 25◦ field of view to which a small
monochrome video camera has been attached. When wearing the device the user not only sees the
real world in full resolution, but also sees real-time edge detection from a field of view between 75◦
and 100◦, minified and displayed on the smaller field of view provided by the HMD [41].
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either a minified view or a normal view across different conditions. The goal was to
make sure the multiplexing device did not cause individuals to overestimate collision
risks during active walking or passive viewing. The perceived passable space around
the obstacle and variability of collision judgments were both greater for patients than
for normally sighted participants during simulated walking (i.e., passive viewing),
absent the minified device. The collision judgments were also more accurate for the
normally sighted controls during the walking condition. Consequently, the minified
device had no effect on the patients with PFL or the controls during either condition.
These findings indicate that while the multiplexing device did not degrade perfor-
mance in either population—an important finding given the increased attentional
demands imposed by the device—it also did not improve perceptual judgments of
collisions in the virtual environment.

These two experiments demonstrate the advantages of VR-based assessment of
patients suffering from visual disorders. Specifically, important research questions
about obstacle avoidance can be investigated without risk of injury to patients. In
addition, VR enables simulation environments that mimic pathological deficits in
healthy participants. This helps to ease the burden of participation by the clinical
populations while researchers can draw from a large participant pool. While more
research is necessary to ensure the viability of approaches such as these, these two
experiments provide a solid foundation for exploring similar types of questions.

15.2 Dynamical Disease and VR-Based Assessment

Up to this point we have reviewed research associated with new developments in
rehabilitation science sparked by interactive, immersive virtual environments. Over
the last 30 years, clinical assessment has been undergoing another, equally important
shift in thinking—the emergence of the concept of dynamical disease and techniques
to measure it (see Van Orden [61], and West [76], for reviews). Dynamical disease,
broadly defined, involves a physiological control system operating within parameter
ranges that constrain the system’s dynamics in such a way that it generates patholog-
ical behavior [16, 34]. This shift challenges the premise that behavioral variability
is adverse to healthy functioning—a prominent assumption in clinical locomotor
research (e.g., [4, 19, 39, 52, 64, 73]). A central tenet of this approach is that the
system’s dynamics, indexed by continuous measurement of locomotor patterns, are
more revealing than classic summary statistics alone. For example, healthy adult gait
exhibits a movement signature that is altered by neurological insult due to injury,
aging, or disease [20, 54]; a difference that is not adequately captured by the mean and
variance of behavior. The question of how one should measure the system dynamics,
specifically how to quantify the patterns of variability in gait measures, is now at the
forefront of clinical assessment research.

Virtual reality has the potential to play an important role in this transformation, for
it enables the control of information that could influence the dynamics of movement
[66]. This offers the flexibility to manipulate visual stimuli during walking in an
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attempt to alter the pattern of variability exhibited by the individual’s gait cycle
(e.g., [47]). VR can also be used to manipulate the locomotor trajectory of patients
during over-ground walking (e.g., [12]). In other words, VR can be used to modify
control parameters, thereby allowing researchers to test specific predictions about
the role of those parameters in clinical assessment. These behaviors are a result of
complex interactions at various control levels. Consequently, the examination of the
various control parameters must take place at multiple scales of observation to fully
understand the system dynamics. The remainder of this chapter will focus on several
novel VR applications for the assessment of functional mobility at the level of the
gait cycle and the level of the locomotor trajectory.

15.2.1 Dynamic Measures for Assessing Local Functional
Mobility Using VR

Synchronizing to a stimulus is an experimental method commonly used to influence
the timing properties of motor behavior. For example, much like the van Wegen et al.
[60] study in which visual cues were employed to influence the step frequency, and
consequently the mobility, of patients with Parkinson’s disease, rhythmic auditory
stimulation with a metronome has been used to improve the mobility of these patients
as well [30, 35, 56, 77]. The perceptual-motor differences between synchronizing
to an auditory versus a visual metronome have been described elsewhere [23], but
it remains unclear which is optimal for purposes of assessment and rehabilitation.
Recently, it has been demonstrated that more efficient adaptation to a perturbation
(i.e., visual or auditory disruption of the stimulus rhythm) occurs when elderly par-
ticipants synchronize to a visual stimulus [2]. This finding provides evidence for the
privileged role visual information seems to play in the modification of acute changes
to the gait cycle in healthy elderly adults. Given the biological nature of human
gait, however, synchronizing to a metronome with fixed time intervals may not be
effective in facilitating adaptive gait patterns and enhancing functional mobility.

Variability in the gait cycle, once thought to be a random by-product of bio-
logical noise, is now believed to reflect adaptive, functional gait (c.f., [20, 54]).
Specifically, the variation in the stride-to-stride time intervals of healthy adults
exhibits scale invariant (fractal) temporal correlations, as indexed by detrended fluc-
tuation analysis (DFA7; [21]). Accordingly, asking a patient to synchronize to a
metronome having fixed time intervals may actually reduce this natural variation,
interfering with functional gait. Conversely, if humans can synchronize to a variable,
or “noisy”, visual metronome, this may enhance adaptive variation in their gait. A
noisy metronome produces irregular intervals—some are shorter and some are longer

7 DFA computes scaling exponents that relate a measure of variability, the detrended fluctuation
function, to the time scale over which the function was computed. It is used to identify the presence
or absence of persistence (i.e., a large value tends to follow a large value and a small value tends to
follow a small value) in a time series. For full details, see Peng et al. [42].
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than the previous one. A fractal pattern of dynamic variability can be generated to
mimic those observed in healthy human gait. Instructing a patient to synchronize to a
fractal metronome might induce desired patterns of dynamic variability in their gait
cycle, enhancing adaptive functional mobility.

Evidence that participants can synchronize to a noisy visual metronome was first
observed in finger tapping [53]. A flashing square on a computer screen prescribed
the inter-tap intervals for the participant. The long-range correlations of the visual
metronome intervals (indexed by DFA) were manipulated between conditions, and
the participants’ inter-tap intervals were shown to exhibit the same long-range cor-
relations as the visual metronome. This provided evidence that the structure of vari-
ability of a movement task could be manipulated by altering the dynamic properties
of a visual stimulus.

We recently extended this methodology to the gait domain to determine whether
similar shifts in gait dynamics could be elicited in a desired direction [47]. Participants
synchronized their steps to a flashing square on a computer screen while walking on
a treadmill. The visual metronome generated intervals with a variety of long-range
temporal correlations (indexed by DFA), yielding either a more “fractal” metronome
(with a more correlated pink noise structure) or a more “random” metronome (with
a more decorrelated white noise structure). The stochastic variability in participants’
stride-to-stride intervals correspondingly shifted in the prescribed direction, from a
normal pink noise pattern toward a more fractal pattern or a more random pattern,
respectively. This result provides a proof-of-concept for the efficacy of using noisy
visual metronomes to manipulate the nonlinear dynamics of the gait cycle. The
exciting possibility is that this effect might be harnessed clinically to enhance adaptive
gait and functional mobility.

It should be noted that visual stimuli can be presented continuously as well as dis-
cretely. A discrete visual stimulus (i.e., a classic visual metronome) only prescribes
the time when an event should occur (e.g., a heel-strike during locomotion). A con-
tinuous visual stimulus, on the other hand, provides information that anticipates and
specifies the timing of the upcoming event (e.g., motion of the foot and/or limb lead-
ing to and including a heel-strike). While a discrete stimulus has been shown to be
useful, a continuous stimulus might enable a participant to more precisely synchro-
nize to irregular events. VR has the potential to present novel classes of stimuli, such
as virtual humans and avatars8 that provide continuous information. It is therefore
possible to imagine a number of ways that continuous information about the desired
gait pattern could be presented to a patient. For example, footprints could appear
discretely on the ground plane in a virtual environment, providing visual informa-
tion about the timing leading up to heel-strike (see Fig. 15.2a). A stick figure could

8 A distinction must be made about the origin of the continuous information. If a computer algorithm
drives the character in virtual reality, then it is presenting continuous information about walking
biomechanics that is non-biological and is termed a virtual human. Alternatively, the character can
be driven by the actual motion of a human in either real-time or via a recording, which is deemed
biological motion and termed an avatar. Current literature has not made a distinction about which
type of motion is optimal for a gait synchronization task.
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(a) (b) (c)

Fig. 15.2 Representation of a sample display of (a) virtual footprints, (b) a stick figure, and (c) a
virtual human to be used as visual cues to modify the gait patterns of patients

walk through a virtual landscape, providing information to the patient about joint
angles in the different phases of the gait cycle (see Fig. 15.2b). It is possible that a
humanoid figure would be even more salient for synchronization purposes, so high-
definition virtual humans or avatars may be an appropriate choice (see Fig. 15.2c).
Finally, a third-person display of dual figures could be presented: the desired move-
ment might be specified by a virtual human driven by a computational model or
an avatar driven by motion capture data, while visual feedback is provided by an
avatar yoked to the patient. This scenario would not only give the patient immediate
feedback about their own performance, but would provide a model character for on-
line movement comparison. Investigations into these types of stimuli are currently
underway in the Virtual Environment for Assessment and Rehabilitation Laboratory
(VEAR Lab) at the University of North Carolina at Greensboro.

15.2.2 Dynamic Measures for Assessing Global Functional
Mobility Using VR

The previous examples illustrate the potential strength of VR applications for rehabil-
itation; namely, the opportunity to manipulate environmental information to probe
the control parameters and index the dynamics of functional mobility at the local
level of the step cycle. VR also lends itself to the flexible design of assessment pro-
tocols that yield continuous measures of behavior at a more global level, such as the
locomotor trajectory.
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(a) (b)

Fig. 15.3 Example displays from the baseline/controlled speed (a) and controlled path (b) condi-
tions similar to those used in the figure-8 experiment conducted by Gerin-Lajoie et al. [12]

Consider the problem of evaluating the functional mobility of patients with a knee
injury—a tear in their anterior cruciate ligament (ACL)—before and after surgery.
Functional mobility in the real world subjects the knee joint to a wide range of
forces and torques at various joint angles and velocities and with various patterns of
muscular co-contraction, which are not currently measured in a clinical assessment.
We are beginning to develop a battery of functional mobility tasks that exploit the
flexibility of ambulatory VR to manipulate the affordances of the environment and
capture the natural range of variability in an assessment context. Tests may include
turns of varying curvature, quick stops and sharp reversals, stepping over gaps of
varying widths, stepping up or down through various heights, and so on.

As a first step, Gérin-Lajoie et al. [12] developed an over-ground walking task in
a virtual environment that varied the path’s radius of curvature, to assess the impact
of an emulated knee disability on the locomotor trajectory. Participants wearing an
immobilizing knee splint walked in a figure-8 path around two virtual poles 6 m apart.
There were three VR conditions: (1) natural walking at a self-selected pace, (2) speed-
controlled walking, in which auditory feedback prompted participants to maintain
a speed at or above their natural walking pace, and (3) path-controlled walking,
in which participants followed virtual markers while receiving performance-based
auditory feedback (Fig. 15.3). The participant’s trajectory was then assessed to iden-
tify gait impairment indicators, and revealed a trade-off between path curvature and
walking speed. Specifically, participants with an immobilized knee either decreased
their speed to maintain path geometry, or increased their path radius to maintain
walking speed, compared to the controls.

In addition, for the first time we exploited nonlinear dynamical methods to ana-
lyze the structure of variability at the level of the locomotor trajectory. Recurrence
quantification analysis (RQA)9 of the heading direction provided several measures of
repeating temporal patterns in the trajectory as a participant walked the figure-8 path.

9 RQA is a nonlinear measure that indexes repeating, or recurrent, patterns in a time series. For a
review see Webber and Zbilut [71, 72].
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These measures also differentiated the two groups, revealing that locomotor trajec-
tories with an immobilized knee were less repeatable, less stable over time, and less
mathematically complex than with a normal knee [46]. We are currently in the midst
of a longitudinal study that uses the figure-8 task to assess the functional mobility
of patients with actual ACL injuries pre- and post-surgery, with a follow-up after
rehabilitation [50].

This research illustrates the possibilities offered to clinicians by VR-based assess-
ment and rehabilitation. It takes advantage of perceptual manipulations that are
unique to VR and allows for dynamic measurements of changes in functional loco-
motor behavior. Such work suggests the potential future of VR-based assessment
and rehabilitation.

15.3 Conclusion

It should be clear by now, based on the numerous VR methodologies presented in
this chapter, that one of the major challenges facing VR-based assessment and reha-
bilitation is determining the type of VR installation to employ. The visual display
and head tracking devices available, as well as systems for kinematic and kinetic
measurement of movement, strongly constrain the type of locomotor behavior per-
mitted. For example, whether the user traverses the virtual environment by walking
over-ground, walking on an omni-directional or linear treadmill, or via some other
Wii or Kinect interface, and whether the treadmill is human- or motor-driven, have
important implications for mobility assessment. Over-ground walking allows for the
most natural interaction between the user and the virtual environment, implying good
validity and generalizability, but such systems are expensive and space limitations
often constrain them to a small room. Motorized or human-driven treadmill systems
allow virtual environments of almost unlimited size, but at the price of less natural
navigation (e.g., restricted turns, unnatural acceleration or deceleration) and possibly
reduced validity and generalizability. Although such sophisticated technology may
find a place in a regional hospital or research setting, simple Wii and Kinect-based
applications have the potential for greatest impact on rehabilitation in the living room.
Accordingly, researchers and clinicians must carefully consider their options when
adopting these technologies and recognize the potential limitations for VR-based
assessment and rehabilitation.

Regardless of these issues, the pursuit of VR-based assessment and rehabilitation
is likely to increase in the coming years, as the potential benefits offered by these
systems outweigh their shortcomings. It is still too early to tell whether the promise
of VR will ultimately pay off for rehabilitation science, but with almost limitless
possibilities awaiting implementation the future looks very bright.
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Chapter 16
Full Body Locomotion with Video Game
Motion Controllers

Brian Williamson, Chadwick Wingrave and Joseph J. LaViola Jr.

Abstract Sensing technologies of increasing fidelity are dropping in costs to the
point that full body sensing hardware is commonplace in people’s homes. This
presents an opportunity for users to interact and move through environments with
their body. Not just walking or running, but jumping, dodging, looking, dancing and
exploring. Three current generation videogame devices, the Nintendo Wii Remote,
Playstation Move and Microsoft Kinect, are discussed in terms of their sensors and
data, in order to explore two questions. First, how do you deal with the data from the
devices including error, uncertainty and volume? Second, how do you use the devices
to create an interface that allows the user to interact as they wish? While these devices
will change in time, understanding the sensing methods and approach to interface
design will act as a basis for further improvements to full body locomotion.

16.1 Introduction

The ability to naturally interact in a virtual environment (VE), as the name implies,
has been a long-standing goal of 3D user interface and virtual reality research for
more than 20 years. In particular, the ability to travel or navigate through a VE
is a critical component of most of these application’s interfaces. One of the most
natural travel techniques is full-body interaction (e.g., walking, running, jumping),
as it represents seamless adaption of real-world movements to the virtual world.
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Until recently, most full-body locomotion tasks have required sophisticated and
expensive hardware configurations to track various points on the body, making these
types of interfaces only available in research laboratories or local entertainment
centers. However, there has been an explosion of less expensive, commodity hardware
devices, stemming from the video game industry that makes the ability to track either
part or all of the user’s body affordable for almost anyone.

Despite this potential, these devices remain challenging to work with. They fuse
different sensing technologies together and are often not as robust in terms of accuracy
and the types of data they provide as compared to their expensive research-quality
counterparts. In this chapter, we go through the details of controllers currently at the
forefront of this video game technology, we explore how to deal with the data from
these devices including error, uncertainty and volume and how to use these devices
to create robust interfaces that let the user interact as they wish. While these low cost
commodity devices will change in time, understanding their methods of sensing and
approach to interface design will act as a basis for further improvements to virtual
environment locomotion .

In the next section, we provide details on the Nintendo Wii Remote (Wiimote),
Playstation Move, and Microsoft Kinect video game devices in terms of how they
work and the data they provide.

16.2 Video Game Motion Controllers

The notion of a video game motion controller is a relatively new term, since, until
recently, video game controllers solely used buttons and digital or analog controllers
that did not sense anything about the user’s body [9]. One reason for not having motion
sensing in the video game industry was a lack of low-cost sensing technologies. Many
of these technologies, such as electromagnetic, inertial and vision-based tracking
systems have been available for many years in the virtual and augmented reality
communities [2, 18, 24] but their cost (e.g., tens of thousands of dollars) made it
prohibitive for the majority of users. However, as computational power has increased
and sensing technologies have become available at the commodity level, the video
game motion controller became viable.

As of today, the three most common video game motion controllers are the
Nintendo Wiimote, Playstation Move and Microsoft Kinect. Each of these devices
has unique characteristics that make them interesting to examine because, although
they use different sensing technology configurations, they all provide data which
tells us something about where someone is or how they are moving in 3D physical
space. Of course, in the future we expect that other input devices will be developed
that will improve upon the video game motion controllers we discuss in this chapter.
These improvements will likely come from two sources, current motion sensing
technologies that are too expensive today for commodity use (e.g., sophisticated
multi-camera motion capture systems, mechanical trackers associated with various
haptic technologies, body sensor networks), and new research results that will take
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years to develop commercially (e.g., using the body as a human antenna for full-
body interaction [4], using swept frequency capacitive sensing to detect interactions
between a user’s hands and ordinary physical objects [17]). However, regardless of
what technology is used, the focus of these devices will be to extract 3D spatial loca-
tions and motions of users to support natural, body-based interfaces. Understanding
how to use this data in locomotion interfaces is the main focus of the chapter. The
current devices we discuss here are a representative sample of devices which provide
motion and 3D spatial data that are applicable now and in the future.

Before going into the details of the devices, it is important to understand the
timeline and design approaches taken by their manufacturers. The Nintendo Wiimote,
the earliest device, uses IR sensors and internal accelerometers and gyroscopes to
provide a general idea of where the controller is located and the motion it is going
through. This was designed to feel like a remote control in the user’s hands so that it
had a general appeal to a wider audience, however no official SDK was planned and
the data output was very raw with little pre-processing performed. The Playstation
Move Controller arrived after the Wiimote and has similarities, in that it is a hand
held controller with gyroscopes and accelerometers so the motion of the controller
is known. The Move, however, makes use of the already existing Playstation Eye
camera to more accurately track the position of the controller’s glowing orb on top.
Sony also designed the Move with a smoother surface to better fit in the user’s hands
and developed an SDK that fuses all of the raw data into an accurate position and
orientation of the controller. The Kinect arrived after the Wiimote as well, and slightly
after the Playstation Move, but introduced an interface that was controller-less. This
system functions by watching the user’s body and recreating a skeletal representation
of them from both a colored image and depth image, all of which is available via a
Microsoft provided SDK.

Now, let us go into the hardware details of each of these devices along with
some design considerations to account for when using them, especially for full body
locomotion solutions.

16.2.1 Wiimote

The Nintendo Wii Remote (Wiimote) incorporates many useful input and output
features in an inexpensive, consumer-oriented, easy-to-replace and easy to repurchase
package. The controller also incorporates several buttons (some in a gamepad and
trigger configuration), has a speaker, programmable LEDs and a rumble device.
Because this device is easy to set up, turn on, and maintain it allows game developers,
researchers and homebrew engineers to use it as best serves their needs.

Importantly, the Wiimote changed console gaming due to its ability, albeit limited,
to provide position data which altered the concept of how users interfaced with video
games. It provides three axes of acceleration data in no particular frame of reference
(FOR), with intermittent optical sensing via the infrared sensor bar. Additionally,
the Wii MotionPlus gyroscope attachment can add three axes of orientation change,
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or angular velocity. Although this means the Wiimote’s spatial data doesn’t directly
map to a real-world positions, the device can be employed for this under constrained
use [17, 20]. For these reasons, it makes a good study of how incomplete sensor data
can be fused together to make a useful controller.

16.2.1.1 Frames of Reference

The accelerometer and gyroscope sensors used in the Wiimote mean it has no single
Frame of Reference (FOR). Instead, there are three that need to be considered when
working with the device. Figure 16.1 shows the Wiimote’s personal FOR where x,
y and z axes are labeled, along with rotations pitch, roll and yaw, respectively. The
Earth’s gravity, detected by accelerometers, is a second FOR and a third FOR is the
Wiimote’s relationship to the sensor bar.

The following three examples clarify why these FOR are important and how all
must be understood when working with the device. First, consider a user holding a
Wiimote naturally, when +z is up in both the Wiimote’s and the Earth’s FOR and the
Wiimote’s front points away from the user and toward a sensor bar, which is usually
on top of a display. In this first example, the user moves the Wiimote toward the
sensor bar. This results in acceleration reported in the y-axis of both the Earth’s and
Wiimote’s FOR and the sensor bar reporting decreased distance between the Wiimote
and it. In the second example, the user rotates the Wiimote down to point toward
the earth (a 90◦ pitch). When the user again moves the Wiimote directly toward the
sensor bar, the controller reports that there is an acceleration in its z-axis. However,
the Earth’s FOR has acceleration in its y-axis because the 90◦ downward pitch didn’t
change the Earth’s FOR. The sensor bar has no FOR because as the Wiimote rotates

Fig. 16.1 The Wiimote, with labels indicating the Wiimote’s coordinate system. Multiple coordi-
nate systems and partial spatial data make the Wiimote difficult to design for
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Fig. 16.2 The Wiimote sensor bar has two groups of IR LEDs at fixed widths

away, the controller’s camera loses contact with it. The third example has the same
configuration as the second example, but with the sensor bar on the ground directly
below the Wiimote, at the user’s feet. When the user repeats that forward motion,
the sensor bar reports the Wiimote moving up in the sensor bar’s z-axis, whereas
the Earth and Wiimote data are the same as in the previous example. These exam-
ples show that each FOR captures important, different and incomplete information.
The following sections explain in more detail what this incomplete data looks like,
but it is important to keep in mind how the frame of reference may alter what the
data really means.

16.2.1.2 The Sensor Bar Connection

The sensor bar connection (SBC) is one of the Wiimote’s two primary spatial sensors.
It occurs when the Wiimote’s infrared optical camera points at a sensor bar and sees
the infrared (IR) light emitted by its LEDs. A sensor bar has LEDs on each side
(see Fig. 16.2), with a known width between them. This produces IR blobs that the
Wiimote tracks and reports in x and y coordinates, along with the blob’s width in
pixels. To improve tracking distance (the Wiimote can sense blobs up to 16 ft away),
the sensor bar LEDs are spread in a slight arc, with the outer LEDs angled out and
the inner LEDs angled in. Interestingly, any IR source will work such as custom IR
emitters, candles or multiple sensor bars, provided you have the means to differentiate
between the sensor bars. More details on extracting distance information between
Wiimote and Sensor Bar can be found in [29].

16.2.1.3 3-Axis Accelerometer

The second Wiimote input is the device’s 3-axis accelerometer. The accelerometer
reports acceleration data in the device’s x, y and z directions, expressed conveniently
in g’s (approximately 9.8 m/s2), which is a common unit of many devices employ-
ing 3-axis accelerometers such as cell phones, laptops and camcorders. With this
information, the Wiimote is able to sense motion, reporting values that are a blend of
accelerations exerted by the user and by gravity. As the gravity vector is constantly
oriented towards the Earth ((0,0,1) in Earth’s FOR), the gravity vector can be used
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to discover part of the Wiimote’s orientation in terms of earth’s frame of reference
using:

pitch = tan−1
(

az

ay

)

roll = tan−1
(

az

ax

)
.

Unfortunately, determining yaw in the Earth’s FOR isn’t possible because the Earth’s
gravity vector aligns with its z-axis. Another unfortunate issue is that determining the
actual acceleration of the Wiimote is problematic owing to the confounding gravity
vector. To determine the actual acceleration, one of the following must take place:

• the Wiimote must be under no acceleration other than gravity so that you can
accurately measure the gravity vector (in which case, you already know the actual
acceleration is zero);
• you must make assumptions about the Wiimote’s orientation, thus allowing room

for errors;
• you must determine the orientation by other means, such as by the SBC or a

gyroscope (we discuss this in more detail later).

The implications for orientation tracking by the accelerometers are that the Wiimote’s
orientation is only certain when it is under no acceleration. For this reason, many Wii
games require that users either hold the Wiimote steady for a short period of time
before using it in a game trial or have it point at the screen, oriented to the SBC.

16.2.1.4 Wii MotionPlus

This attachment uses two gyroscopes to report angular velocity along all three axes
(one dual-axis gyro for x and y and a single-axis gyro for z). Mechanical gyroscopes
would typically be too large and expensive for a Wiimote so it uses MEMS (micro-
electromechanical system) gyroscopes, which operate using a vibrating structure,
are inexpensive, use little power and are fairly accurate. A MotionPlus-augmented
Wiimote provides information on changes to the Wiimote’s orientation, alleviating
many of the device’s initial data limitations.

While the MotionPlus isn’t yet fully reverse engineered, we know it reports orien-
tation changes in two granularities, fast and slow, with fast being roughly four times
the rate per bit. The gyroscope manufacturer reports that the two gyroscopes have
a linear gain but that the different gyroscopes report values in two different scales,
so there is no single scaling factor. Additionally, temperature and pressure changes
can impact this scale factor and change the value associated with zero orientation
change.

Merging the acceleration and gyroscopic data isn’t simple as both sensors have
accuracy and drift errors that, albeit small, amount to large errors over short time peri-
ods. When using the infrared sensor bar, you can compensate for these accumulating
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errors by providing an absolute orientation and position. Researchers have improved
orientation by merging accelerometer and gyroscopic data but did not test a sys-
tem under translational motion [9]. Other research has shown that you can combine
accelerometers and gyroscopes for accurate position and orientation tracking [26]. In
addition, researchers have successfully used Kalman filters to merge accelerometer
and gyroscopic data [1, 27].

16.2.2 Playstation Move

The PlayStation Move system consists of a PlayStation Eye and one to four
PlayStation Move motion controllers (see Fig. 16.3). The controller is used with
one hand and has several buttons on the front and a long analog “T” button on the
back. This hybrid device combines the advantages of camera tracking and motion
sensing with traditional buttons, but achieves better results than the Wiimote due to
the sensor differences.

Internally, it has several MEMS sensors like the Wiimote, including a three-
axis gyroscope and three-axis accelerometer (see previous subsection for details
on these sensors). The distinctive feature of the Playstation Move is the 44 mm-
diameter sphere on the top that houses a RGB LED. The sphere color can be changed
dynamically to enhance interaction, but the sphere’s primary purpose is to track the
controller’s 3D position with the PlayStation Eye. Because the sphere generates its
own light, tracking in a dark room works very well and even under non-optimal
lighting it manages well. The spherical shape also makes the color tracking invariant
to rotation, simplifying position recovery and improving precision. Deriving the
Playstation Move state involves two major steps: image analysis and sensor fusion.
Though the exact details of these steps are beyond the scope of this chapter, the
following overview provides a qualitative understanding of each step.

16.2.2.1 Image Analysis

Conceptually, the image analysis can be broken up into two stages: finding the sphere
in the image and then fitting a shape model to the sphere projection. Color segmenta-
tion is used to find the sphere and includes two steps; segmentation and pose recovery.
Segmentation consists of labeling every video pixel that corresponds to the object
being tracked. Pose recovery consists of converting 2D image data into 3D object
pose (position and/or orientation). This can be accomplished robustly for certain
shapes of known physical dimensions by measuring the statistical properties of the
shape’s 2D projection. The approximate size and location in the image are derived
from the area and centroid of the segmented pixels (see Fig. 16.4).

It is well-known that the 2D perspective projection of a sphere is an ellipse
[21], though many tracking systems introduce significant error by approximating
the projection as a circle. In theory, fitting such a model to the image data is straight-



358 B. Williamson et al.

Fig. 16.3 The PlayStation
Move motion controller

forward, but in practice many issues arise, such as motion causing blur or warping
in a low-cost camera or partial occlusion of the object. With the Playstation Move,
several of these common problems are addressed on the Playstation 3 console before
the data is ever handed over to the developer.

16.2.2.2 Sensor Fusion

The results of the image analysis are combined with the inertial sensor data using
a modified unscented Kalman filter. The details of this state estimation technique
are beyond the scope of this chapter (though basic common Kalman Filters are pre-
sented later), but there are many excellent explanations available [4, 7, 23]. Though
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Fig. 16.4 Visualizing the 2D pixel intensity distribution of the Move’s sphere is useful for debugging
the model fitting stage

the sensors all contribute to the final state in a complex manner, each has a fundamen-
tal contribution that is necessary for the complete state computation. For example,
the camera tracking provides an absolute measure of the 3D position and the
accelerometers provides the direction of gravity when the controller is not mov-
ing, which gives an absolute measure of the pitch and roll angles. In addition, when
the orientation is known, gravity can be “subtracted” from the accelerometer data to
recover the controller acceleration. The acceleration is part of the state, and it can
also be used to reduce noise in the 3D position and to derive the 3D velocity. The
gyroscope data is also crucial because it directly provides angular velocity. When
integrated, this provides a responsive measure of 3D rotation (relative orientation)
and can be used to derive angular acceleration. The remaining unknown, absolute
yaw, is the most tricky, but it can be inferred by comparing the motion direction com-
puted from body-relative inertial measurements to the motion direction computed
from camera-relative image measurements.

16.2.3 Microsoft Kinect

The Microsoft Kinect is an accessory for the XBOX 360 console that turns the user’s
body into the controller. It is able to detect multiple bodies simultaneously and use
their movements and voices as input.

The hardware for the Kinect (see Fig. 16.5) is comprised of a color camera, a depth
sensor, a multi-array microphone and a motorized tilt platform. The camera is used
to determine different features of the user and space by detecting RGB colors and is
mainly used for facial recognition of the user, an advanced feature the XBOX uses for



360 B. Williamson et al.

Fig. 16.5 The Microsoft Kinect sensor

Fig. 16.6 The structured light pattern generated by the Kinect’s infrared laser projector is shown.
Through stereo triangulation between two images, a depth map is constructed

automatic login of players. The multi-array microphone is a set of four microphones
that are able to isolate the voices of multiple users from the ambient noises in the
room. It makes use of acoustic source localization and ambient noise suppression
allowing users to be a few feet away from the device but still be able to use the
voice controls in a headset-free manner. The third component of the hardware, the
depth sensor (generally referred to as the 3D or depth camera), combines an infrared
laser projector and a CMOS (complimentary metal-oxide semiconductor) sensor.
The infrared projector casts out a myriad of infrared dots (see Fig. 16.6) that the
CMOS sensor is able to “see” regardless of the lighting in the room and is the most
differentiating feature of the Kinect.

To acquire 3D depth information, a software component of the Kinect interprets
the data from the CMOS sensor. Rays are cast out via the infrared projector in a
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Fig. 16.7 A depth image from the Microsoft Kinect clearly shows a human waving at the camera.
Here we show nearer object in warmer colors and more distant colors in cooler colors

pseudo-random array across a large area. The CMOS sensor is able to then read
the depth of all of the pixels at 30 frames per second. It is able to do this because
it is an active pixel sensor, which is comprised of a two-dimensional array of pixel
sensors. Each pixel sensor has a photo detector and an active amplifier. This camera is
used to detect the location of the infrared dots. Following this, depth calculations are
performed in the scene using stereo triangulation, which adds a requirement of two
cameras. The depth measurement requires that corresponding points in one image
need to be found in the second image. Once those corresponding points are found, we
can then find the disparity (the number of pixels between a point in the right image
and the corresponding point in the left image) between the two images. If the images
are rectified (along the same parallel axis), then, once we have the disparity, we can
then use triangulation to calculate the depth of that point in the scene. The depth
data is then interpreted in and used in the system. To visualize the depth information,
a depth image can be generated by assigning a color coding to the data as shown
in Fig. 16.7.

The Kinect software is able to track users’ skeletons by combining the depth
information with knowledge about human body kinematics that was obtained by
gathering and labeling data from special rigs which captured user motions in everyday
life. These images and labels were then used for training a machine learning algorithm
to create probabilities and statistics about the human form and movement. In real
time, when the user steps in front of the Kinect, a 3D surface is generated using
the depth information, creating a point cloud of the user. The Kinect then creates a
starting guess at the user’s skeleton and using the kinematic data, the Kinect makes
attempts to determine the different parts of the body. A level of confidence is also
assigned to each guess based on how confident the algorithm is about guessing the
correct parts. Once this is done, the Kinect finds the most probable skeleton (an
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Fig. 16.8 An example skeleton representation of a user acquired from the Microsoft Kinect which
can be used to track the major joints of the body frame

example available in Fig. 16.8) that would fit these body parts and their confidence
levels assigned to them. All of these steps are performed real time at 30 frames
per second. For more detail on the Kinect skeleton tracking algorithm, see Shotton
et al. [22].

16.3 Dealing with the Data

As we can see from our discussion above, while the sensor data from these devices
can potentially lead to some innovative interaction, the interpretation of the sensor
data can present problems of its own. Remember that data is only an opportunity to
understand the user and in many cases, more data can often be overwhelming.

In this section, we answer questions on how low-level device data is interpreted to
achieve full body locomotion (see Fig. 16.9). For example, how does accelerometer
data indicate the user is moving their legs? What type of machine learning algorithms
adapt to the user? What levels of certainty do we have regarding a user action? We
answer these questions by understanding what the data represents, followed by a
short review of some common machine learning algorithms. From there, we apply
these algorithms to gesture recognition to handle uncertainty. Lastly, we provide
advice in applying the results from the algorithms toward locomotion solutions.
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Fig. 16.9 The process we
will be going through to
translate from the data a
controller provides to a virtual
locomotion solution

16.3.1 Understanding the Data Coming from the Device

The first step in working with a new device is accessing its data and understanding
what the reported values mean. Each device will have a different software mechanism
for obtaining the data, specific to that device, but once you obtain your data stream,
you need to understand what it means, its limitations and decide how best to make use
of it. The game controller discussions above demonstrate how their creators cleverly
synthesize useful data for a developer. In many cases, such as with the Wiimote, you
may never have access to how the device actually does this, only having the raw data
as input. Or, you may be able to find a toolkit that does much of this synthesis for you
and it may be sufficient for your needs. In the case of the Kinect, Microsoft provides
a software development kit (SDK) to provide the raw depth and color image as well
as skeletal data interpreted by Microsoft’s own algorithms. In this situation, you can
choose whether to perform an analysis on the raw images or use the skeletal data for
gesture recognition. Choosing to perform your own analysis should not be undertaken
lightly, as it is complex and time consuming. However, many good reasons exist for
this such as needing a classifier for a specific gesture, needing a new feature in the
data stream recognized or needing functionality in the current toolkit that does not
exist. In these cases, you will need to dig deeper into the data and understand it. Once
you know the data, you can make a better choice in the algorithm to use. This is the
topic of the next section, where we show how some algorithms work better with raw
data while others may rely on a higher-level interpretation to already be known.
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16.3.2 Research the Algorithm Options Suited for the Data

The process of turning data streams into useful data for gesture recognition and full
body locomotion is handled by a range of algorithms. In this sub-section, we provide
several algorithm examples that have either been used or have potential to be used
to resolve virtual locomotion problems [6, 27, 28]. The examples shall include:

• Linear Classifiers—Ideal for recognizing discrete gestures with definitive start and
stop points.
• Kalman Filters—Provide continuous predictions of an unknown state from con-

tinuous data inputs and corrections.
• Hidden Markov Models—Take in discrete or continuous inputs to predict discrete

hidden states.
• Heuristic Algorithms—Quick, understandable and easy algorithms that normally

solve a single problem given the context of the project.

Linear Classifiers. Briefly, this algorithm uses a feature vector, which represents key
features of the input data, and has weights per gesture that indicate the importance
of each feature to the gesture. In Hoffman et al. [6] a linear classification algorithm
was used on Wiimote accelerometer data to recognize discrete gestures useful to
game developers such as chopping, circles, whipping motions, etc. While the clas-
sifier’s weights could be hand tuned, collected sample data can be used to set the
weights to maximally differentiate between gestures. Then when a user performs an
action, the classifier computes the feature vector values, weights them per gesture and
determines which gesture was likely performed. A strength of this approach is the
explainability of the classifier as one can look at the weights and readily determine
if new features need to be created to differentiate between gestures.

An example of a linear classifier would be the Rubine algorithm [16], which
evaluates the probability of a gesture by

gc = wc0 +
F∑

i=1

wci fi

where gc is the probability of gesture c, of wc0 is a starting weight, a feature set of
size F, wci is the weight of feature fi for gesture c. In this algorithm training data
is taken in to compute the weights each feature provides to a gesture. This process
begins with a mean feature vector calculated by

f̄ci = 1

Ec

Ec−1∑
e=0

fcei

where f̄ci is the mean vector of feature i for gesture c, Ec is the number of training
samples for gesture c, and fcei is feature i, for gesture c, sample e.
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Furthermore, Rubine’s algorithm involves a covariance matrix for gesture c and
all features i, j defined in

∑
ci j
=

Ec−1∑
e=0

(
fcei − f̄ci

) (
fcej − f̄cj

)

where fcei is feature i, for gesture c, of the e sample (ranging from 0 to total samples
Ec), fcej is feature j for gesture c and sample e, and f̄ci , f̄cj are the mean feature
vectors for both features being compared. The covariance matrix is then averaged
with ∑

i j
=

∑C−1
c=0

∑
ci j

−C +∑C−1
c=0 Ec

where
∑

ci j is the covariance matrix for features i, j and gesture c, divided by total
gestures C plus the summation of all sample totals Ec for each gesture c.

With all of these calculations done on the training data, the weights for the main
Rubine algorithm can be calculated with

wcj =
F∑

i=1

( ∑−1 )
i j f̄ci

where
( ∑−1 )

i j is the inverse covariance matrix for gestures i, j and f̄ci is the mean
feature, i for gesture c, and F is the total number of features in the feature vector.
Finally wc0 is calculated with

wc0 = −1

2

F∑
i=1

wci f̄ci

where wci is the weight of feature i for gesture c and f̄ci is the mean vector of feature
i for gesture c.

The algorithms show the linear classifier is heavily dependent upon the feature
set, which is purposely left to you to define depending on your device and gestures
to recognize. For example, in Hoffman et al. [6] the accelerometer and gyroscope
data had features such as the length of time for the gesture, their centroid, average
accelerometer data, etc. Being able to create an application-specific feature vector
allows you to tailor the classifier to selections between similar gestures. With good
training data, a classifier can be quite accurate and work well with raw data. However,
it does not perform well on streaming data, which requires identifying when a gesture
starts and stops (data segmentation) as well as performing recognition. It is also, in the
simplest form, limited to discrete actions. For example, it is capable of determining
“the user jumped” but not necessarily how high or where to.
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Kalman Filter. The Kalman Filter is computationally simple, relying on matrix
multiplication to fuse data to reduce error and uncertainty, however the setup of the
filter can be complicated to master. It has many uses but is of interest to us in how it
can determine a user’s position in real time for locomotion [27]. The Kalman filter is
ideal for controllers like the Wiimote and Sony Move where several sensors provide
raw data that can be fused together.

The basic algorithm works in two stages, the first performs prediction of hidden
states based on what is known about the model. For example, in determining posi-
tion, this first step takes accelerometer data and uses kinematics to predict from the
previous position what the new position is. This is done via two equations

x̂t = Xt−1 ∗ A�t

p̂t = A�t ∗ Pt−1 ∗ AT
�t + E

where x̂t is the predicted state, Xt−1is the previous state that the Kalman Filter deter-
mined and A�t is a time dependent matrix representing the model of the system. p̂t

is the probability matrix of the prediction, Pt−1 is the previous probability/confident
matrix determined by the Kalman Filter, and E is the inherent error matrix of the
prediction model.

The second step of a Kalman Filter goes through a measurement step, where an
observation concerning the state is used to both compute the optimal Kalman gain
of the model, and to correct errors inherent in the prediction step. This is done with

Kt = p̂t ∗ H T ∗
(

H ∗ p̂t ∗ H T + R
)−1

Xt = x̂t + Kt ∗
(
Zt − H ∗ x̂t

)
Pt = (I − Kt ∗ H) ∗ p̂t

where Kt is the optimal Kalman gain, H is the observation model that correlates
observation states to the prediction model, R is the error matrix for the observation
data, Zt is the observation, Xt is the corrected predicted state and Pt is the corrected
probability matrix.

As can be seen in these equations, the prediction model based on the first set
of data is blended with the observation data, while at the same time learning and
adjusting the probability matrix.

The Kalman Filter is a method that can work well with raw data or interpreted data
depending on how the models above are developed. Also, it can provide real time
continuous data updates; for example this filter is commonly used in GPS systems
to fill in the gaps while waiting for the next satellite update. While that isn’t directly
related to motion controllers, it does show utility of Kalman Filters.

Hidden Markov Models. Another useful algorithm is the Hidden Markov Model
(HHM). Like the linear classifier algorithm above, HMMs are great for determining
discrete actions but unlike linear classifiers, can do so on streaming data (e.g., pro-
viding gesture segmentation and recognition). The Hidden Markov Model Tutorial
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by Rabiner [15] contains several uses of the model and is a well-known tutorial for
further details on HMM use. The basic Hidden Markov Model is composed of five
matrices (labels come from the tutorial):

• N—Discrete set of hidden states the HMM is predicting.
• M—Set of possible observation symbols (the data input that we know).
• A—The state transition matrix, the probability of going from one state to another.
• B—The observation matrix, the probability of seeing a specific observation while

in a specific state.
• �—The initial state matrix, which contains the probability of starting in a specific

state.

The HMM matrices are then setup to represent a particular problem set and trained
on existing data (see [15] for a full discussion). Once complete, current observational
data can be fed into the HMM to provide the probability that the system is in each
state. From this, you determine how to use the outputs of an HMM for your system.
For example, if you have states representing different gestures, you might take the
highest state probability above a threshold to determine a gesture was completed such
as walking, jumping or ducking. In a well-trained system, gestures may be predicted
before the user has even finished the jump, giving the feel of real time locomotion.

There are complications to overcome when using an HMM with most modern
video game controllers. For example, all of the controllers we have discussed provide
you with continuous data and the traditionally designed HMM observation matrix
has a discrete set of symbols. Suggested in the HMM tutorial [15], you may consider
the simple solution of using codebooks to translate the continuous data to discrete
numbers, though this provides a loss in resolution of data. An example of a simple
codebook would be if you know your data can only go from 0 to 100, you may
have 100 discrete states, each being the whole number of the data (resolution of
floating point is lost). A better solution is to create an observation density function
to replace matrix B in the Hidden Markov Model. This means rather than having a B
matrix, you may have a B function that maps the continuous data to some probability
distribution (typically Gaussian). Once this is figured out and adapted the HMM
provides an excellent way to determine discrete gestures in real time as the Kalman
Filter is able to provide continuous data in real time. Furthermore it is a system
capable of adapting to the user with training data, and being updated as it is used.

Heuristic Recognizers. When the gesture set to be recognized is simple enough, a
viable approach is to use heuristics to differentiate between gestures. This is best when
the gesture set is small and clearly different enough from each other. In Williamson
et al. [28] a heuristic recognition method was used instead of a linear classifier
because it provided adequate accuracy with no training data required by the user.
This was only possible because the gesture set being recognized was only focused
on jumping, crouching and a turning gesture. An example heuristic recognizer for
jumping would be to assume a jump was made when the head is a certain height
above its normal position, explained as

J = Hy − H̄y > C
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where J is a true or false value based on if a jump has occurred, Hy is the height of
the head position, H̄y is the calibrated normal height of the head joint and C is some
constant. C would then be set to a height that a person would only get to by jumping
from the ground. Such recognition is very specialized but simple, explainable and
can determine in an instant whether a jump has occurred.

Selecting between algorithms for your recognition will be highly dependent on
your devices and the needs of your application. When performed properly, these
choices can result in recognition with high accuracy [6, 27, 28]. However, errors and
uncertainty are always going to remain, even with your best efforts. No translation
from raw data to real world actions is going to be perfect but you can minimize the
impact of these issues, as discussed in the next sub-section.

16.3.3 Modifying the Models to Address Error and Uncertainty

With any device or solution to a difficult problem, there are chances for error and
uncertainty. From the data itself, to the results from the algorithms, or even the user
themselves, there are several possibilities and variables to consider. While all error
and uncertainty is not likely to be completely removed, by properly addressing them,
they can be minimized. In this section we start with issues that arise at the device
level and present solutions following the process all the way to the end user.

Errors from the Device. Most raw sensor data, such as the accelerometers and
gyroscopes, have the potential to fluctuate slightly as a result of their mechanical
design. This can be observed often while the device is just sitting steady on the table
(in fact this is a good technique to measure the error ranges), and in some cases it
is exasperated as the device is moved around. While these fluctuations are small,
over time they can begin to add up creating monumental drift in a matter of seconds
from the user’s perspective. In some cases the algorithms themselves have built in
options to reduce these errors. For the Kalman Filter, error matrices are present
which can tell the system how much to trust raw data, or for a linear classifier as
long as the error variance is present in the training data the algorithm is relatively
unaffected in its predictions, though confidence values might be slightly lower. Thus
it is important to look into the details of the hardware being used to gather exact
variance numbers, even if supplied by the manufacturer. Perform experiments with
the device under known conditions to see what levels of drift are present and map
these into the algorithms that you decide to use or apply filters to the data before it
enters the algorithm to minimize variances.

Errors in the Algorithms. Most of the algorithms we discussed above are designed
for general purpose and need to be modified to match a specific project. Even so, they
may encounter situations that were unplanned and will produce incorrect data. In the
case of the linear classifier, often better training data will resolve many issues. For
the Kalman Filter and Hidden Markov Models, the initial states can greatly change the
overall performance and prediction capability of the model. To reduce these errors,
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review your algorithm design and modify them to match the system and expectations
from the user as best as possible. If an initial state is needed, do not just provide all
zeros, actually research what it should be and define this for the model. Often this is
done by running the model repeatedly and finding the optimal starting point for the
experiment. Even for the linear classifier, one set of training data may be too obscure
and must be removed for optimal recognition accuracy.

Uncertainty with the Users. Perhaps the most difficult variables to predict is what
users not used to the system may try to do. For example, they may change their mind
and switch the gesture they are trying to perform midway. In the case of the Kinect, say
you have a heuristic solution that waits for the height of the user’s head to pass a pre-
defined point to consider it a jump and the first user is much taller than expected, so
much so that their natural skeleton representation is over this point. These situations
must be considered for an accurate system. Often times a pilot study, which is a small
sampling of the potential users, can be used to find the types of actions and variations
in users you can expect. From there, the project needs to be modified to address these
issues. For example, maybe training the linear classifier to recognize an incomplete
gesture and throw it out or to normalize all skeletal representations from the Kinect.

Any device or system is going to have to address these issues, however by planning
ahead, they will be minimized and can cause less heartache to you as you perform
your work. For more example of reducing error and uncertainty from a recognizer,
check out other research and tutorials on the matter [11]. Now that we have gone
through the process of understanding the data, choosing algorithms and planning for
errors and uncertainty, we conclude with the final step to the problem: translating
the results from the algorithms into actual solutions for full body locomotion.

16.3.4 Applying All the Data Toward a Solution

It may seem you are done once the algorithms are working correctly, however there
is a final step in applying the results from the algorithm into a real world solution, and
sometimes making use of the context of the situation to achieve even better results.
For example, a Hidden Markov Model supplies a list of probabilities to the chances of
being in a hidden state which you may have chosen to be possible gestures. A simple
setup may just take the highest probable gesture and react to it, but a better system
would check to make sure the probabilities of all gestures aren’t very low so choose
to do nothing (this would be an example of the user being in an unknown or idle
state). Another example would be accelerometer readings showing the user is actually
moving rather than just walking in place, which would determine how important the
data coming from the Kalman Filter may be. Those were just a couple of examples,
and are very specialized to the interface that you are designing, discussed in the next
section, but should be considered to get the best from the system as possible.

After you’ve taken the steps to understand the data from the controller, and
designed the proper algorithms and system models to receive the best results, it
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is essential to remember the context of your situation and apply these algorithms as
is appropriate. Now that you have learned the basics of the devices and how to use
their data to solve real world problems, the next important step is to consider how
you are resolving these problems. In the next section we cover tips on creating an
interface for a user so that they find your solution to virtual locomotion both fun and
natural.

16.4 Creating an Interface

Humans are masters at working in a space about their body and have senses developed
for this. However, not all of this mastery can be transferred to a full body interface
(see challenges below) and this leads to problems for the user. It makes sense then to
incorporate as much of our human ability as possible, the naturalness that we have in
working in the real world, to allow for natural locomotion in virtual spaces. However,
a video camera staring at a user does not tell them what to do (i.e. give an affordance)
like a button or joystick would. This is because people do not always know how they
would move or react to achieve some effect, even for a natural interface. Consider then
how “magic” interaction, i.e. a non-natural gesture that is easier to do, can be more
effective and less fatiguing. Know the tradeoffs you can make in your interface…
how do people want to interact?

An interface begins with a solid understanding of devices and data, but the goal
is to allow the user to achieve the application’s requirements quickly, effortlessly,
accurately and sometimes enjoyably. Incorporating video game devices properly can
provide more engaging experiences, more freedom and a more natural, healthy and
immersive experience. Good design is about understanding all requirements and their
importance in order to create a holistic interface; gracefully handing situations when
recognition fails. Additionally, heed the practices of game developers that include a
warm-up or tutorial in their applications, to train the user.

In this section, we present challenges in designing an interface, learning how to
make your design tradeoffs, discovering how your users like to interact and finally
some ideas on compensating for technology limitations.

16.4.1 Challenges

Consider the following challenges when designing your full-body interface:

• Virtual locomotion is limited by real space and physics: walking runs out of room,
walls are tangible and virtual ladders have no rungs.
• Virtual worlds present new experiences where players do not always know the

correct full-body motions, such as skating a half-pipe or snow boarding.
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• Virtual worlds do not always have real-world counterparts; without affordances,
how do you cast spells or work alien technology?
• Full body interaction is not always fun: exhaustion, injury and boredom need to

be avoided (or incorporated!).
• Technology limitations may not be able to detect player actions to the levels of

accuracy you desire: occlusion, accuracy, delay, etc.

Therefore, to meet these challenges, important questions must be addressed. These
include: What full body actions are needed? What full body actions are usable? How
can we build natural and compelling full body video game interfaces when we don’t
always have the data we desire?

16.4.2 Controlling Travel

Whenever users need to travel through a virtual space, whether with expensive high-
end equipment or common video game controllers, the strategy the user uses to move
through the environment must be addressed. The user needs to be able to indicate
the beginning of travel, the continuation of travel, the cessation of travel, steering
and possibly even define the rate of travel. Traditional controllers simply gave the
user a joystick, where these actions are easily mapped and easily recognized. Natural
gestures complicate the interface design, as there is not a simple mapping between
gesture and result. However, there is a benefit to using natural gestures, such as real
walking or walking in place, which Whitton et al. showed [25] was better in several
areas over joystick movement. Real walking in movement are the most preferred,
but can only cover the relatively small ranges of sensors, with walking in place an
accepted substitute for navigating very large areas.

There are a range of options available to you in how you achieve natural travel. In
[27], a single Wiimote attached to a hat provided sufficient data to give real movement
within the range of the infrared SBC and to recognize a walking in place gesture.
This approach used Kalman Filters to merge accelerometer, infrared and gyroscope
data into a position vector and orientation quaternion while heuristic recognition
determined if the user was stepping up and down with their feet. In [28], a Kinect
provided skeletal data capable of giving real time movement representations in the
sensor’s field of view. For walking past this area, a walking in place gesture was used
and determined by user’s leg joints. Full-body interaction is a widely studied subject
and while simple game controllers are limited in their data, they are still entirely
capable of providing a natural interface.
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16.4.3 Understand Your Design Tradeoffs and Users

Design tradeoffs, i.e. making changes to one part of an interface so the interface as
a whole improves, are especially important for full-body interaction as limitations
will be encountered in what you can sense of the user and recognize in the data.
You will have to know what is key to your interface and what can be changed.
The best way to understand this is to perform a requirement and task analysis (a full
discussion of this is beyond this chapter’s scope). Knowing this required functionality
informs the design process when problems are encountered so a designer can make
informed decisions between: (1) spending time on specific algorithmic recognition
improvements, (2) adding new hardware, or (3) making changes to the user interface
based on which action is more important (i.e. differentiation between similar gestures
is problematic so swap in a new gesture).

In our experience, a few general assumptions can be made about how users will
want, or expect, to move in your interface, based upon naturalness, the “weight” and
fatigue of gestures. Expect players will start with natural movements; movements
directly matched to real-world counterparts, and then they change their actions as
these natural movements fail due to your design, real-world constraints or even your
recognition algorithms. For example, they walk a few feet forward but then realize,
when they hit a wall, they need to run in place for longer distance travel. Next,
consider the weight of a user’s motion (i.e. how much cognitive and physical effort is
required), as users will tend to match task and motion energy. Consider a user staring
at a fixed large screen display, who needs to both look around and turn: “lighter” head
glances can be used for quickly looks and the “heavier” torso rotations can change
their in-world orientation. Lastly, expect fatigue to play a role in the long-term use
of an interface. While a simple running in place gesture might satisfy some design
considerations, it quickly tires a user. Even low fatigue motions become fatiguing
over time, especially if it requires odd motions that can lead to repetitive stress. In
these cases, create non-realistic gestures to compensate. One alternative is to use
fatiguing gestures for actions that give extra rewards, such as running in place for
sprinting, coupled with a light-weight gesture for typical walking speeds. Keep in
mind too that sometimes fatigue is wanted, such as exertion games [12] or military
trainers where fatigue is a part of the simulation.

Full body locomotion and interaction design is difficult and if the first design
is potentially not possible, know what design tradeoffs can be made. For example,
if people do not need to move their arms, then map leg movements to the arms.
People are going to fatigue quickly so know if it is important to be realistic or if
less fatiguing “magic” gestures can replace fatiguing real gestures. For instance,
leaning forward could replace running in place. Or, remove the need for the user
to move vast distances by moving them automatically or provide a game pad. Even
small error rates result in problems for the user so make sure that there is a real
reason to use full-body interaction. In these situations, keep it novel and reserve
full-body interaction for only those cases where there is a real benefit or purpose to
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the application, as dictated by your requirements. Design is about tradeoffs. Know
which ones can be made.

16.4.4 Find How People Want to Interact

A developer may follow their intuition to rapidly iterate on prototype systems, but
this method is costly and leads to ambiguous results: Did the prototype fail because of
the design or because the recognition was poorly implemented? A method to avoid
this ambiguity while exploring the design space is the Wizard of Oz protocol [3]
where a human operator interprets a user’s actions (if an operator observing the user
cannot recognize their intent, a computer probably can’t either). In this way, several
“prototypes” can be tested without time spent implementing recognizers. As well,
cleaner results can be obtained as the operator can adapt to a user as they explore
how they would move for all the actions needed in an environment and as a design
solidifies, the protocol allows for capturing sample data. This method allows users
complete freedom to: choose their movements for their intent, create new actions
on-the-fly and adapt as new requirements of the system are given that would conflict.
The operator also sees how fatigue affects the user. Video recording analysis, post-
experiment interviews or even data returned from devices you gave the user during
the Wizard of Oz session can inform the development of the recognition algorithms.

This approach was used on a commercial video game Mirror’s Edge [13].
Mirror’s Edge is a first person action-adventure video game incorporating Parkour-
like methods of travel as well as basic fighting motions. Mirror’s Edge requires the
player to run, jump, climb and duck as they travel between buildings and across
rooftops in an urban landscape. Using the Wizard of Oz protocol, the operator
watched a real-time video feed, interpreted the player’s actions and controlled the
game accordingly with a keyboard and mouse. The result was seamless: not all play-
ers even realized there was a human in the loop. From this, a generalized gesture set
for locomotion was created [13]. These same actions are common to many locomo-
tion systems and can form the starting point for most systems, having already been
incorporated into trainers [27, 28] (Table 16.1).

16.4.5 Compensate For Technology Limitations

Once you have your devices, recognizers and interface design, which works to min-
imize errors, you still can expect recognition errors and the impact of this can be
minimized through design. One approach is to focus improvements on the most
commonly used and most critical actions. For instance, a military trainer should
have walking be responsive, shooting triggered by a button and the grenade throwing
recognizer minimize false positives (i.e. not randomly toss a grenade at your feet).
The following three approaches offer non-technical compensation strategies.
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Table 16.1 A proposed set of gestures for natural locomotion

Task Technique

Translation (local) Normal walking
Translation (extended) Running in place
Orientation Shoulder steering
Combat Punch and kick
Sliding Duck
Balance Arms out and leaning
Climb pole Repeated placement of fists over the other
Climb up (from hang) Arms up and pull down
Climb up (ladder) Alternating arm pull-down
Jump (low) Hop, no arms
Jump (medium) Hop, arms out front
Jump (high) Hop, arms up

These can form the starting points for larger or smaller gesture sets

Context. Understand the role that context plays in the interface. A gesture for jump
may indicate climb when in front of a ladder. At a minimum, understand how context
can play a role in mutually disambiguating [14] between multiple outcomes. While
gestures may look similar, their use may not be and this becomes a dimension of
differentiation that can be incorporated.

“Waggling” Motions. “Waggling” or “cheating” motions are commonly used in
Wiimote games due to the devices not properly recognizing the absolute motions
of the user and accepting more chaotic or less “weighty” versions of the gesture.
So, instead of performing a realistic punching gesture, a user might tap the Wiimote
forward which the game recognizes as a punch. While this might seem a limitation,
these types of waggling motions have a place in some interfaces when the purpose
is not for exercise or training, but fun or utility. The result are games winnable by
simply moving the device randomly about, but that are still fun and can be played for
longer periods of time. When building recognizers, make sure to support the purpose
of the gesture and not just the absolute form.

Compensation by “Story”. Whenever possible, the easiest means of compensating
for input hardware limitations is through the use of story. By “use of story,” we mean
that by careful manipulation of the user’s tasks and their goals, the shortcomings
of the technology can be avoided. For example in augmented reality, where perfect
registration to the real world is very difficult, use NPC ghosts because we expect
ghosts to float around, be translucent and pass through walls. For a hard to recognize
gesture, create a story element that requires the user to perform some easily recog-
nized gesture first to create context or allow the recognizer to make an assumption.
This is common in Wii gaming where accuracy is second to enjoyment and playa-
bility. To compensate for the Wiimote’s drift, games require the user to return to a
known position where the gravity vector or position can be assumed. So, Wii Sports
Resort’s Frisbee requires you to point at a disk right before you throw it, We Cheer
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instructs players to hold the Wiimote as if they’re holding pom-poms and Wii Sports
Boxing makes players raise their hands when preparing for a fight. Hardware and
recognition limitations will persist as technology improves, so make users believe
there is a valid reason in the story for this or guide them so that they never notice.

16.5 Conclusion

It may seem unlikely at first that a low cost video game controller could ever solve a
complex locomotion problem, however if you use the ideas and techniques discussed
above, success with these devices are easily plausible. In this chapter we have shown
you the details to three different popular game controllers, the Nintendo Wiimote,
Sony Move and Microsoft Kinect. You have seen how these devices work, some
considerations made during their design and what data the SDKs might provide
from them. You’ve also seen how to take that data, understand what you are dealing
with and use that to select the best algorithm for your problem. Tips were provided
on modifying these algorithms to reduce uncertainty and taking that final step toward
a real world solution. In our last section of the chapter, advice and considerations
were given toward developing an interface appropriate to the user and task. After
all, just because you think a gesture is natural does not mean the average person will
think so; or if they do, they might not like it anyway. Run tests to see what the users
themselves prefer before you build up training data that may end up being useless.
While using low cost hardware to recognize such interactions may be difficult, it can
be done, with the added benefit of using hardware users are familiar with and that
exists in their homes.
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Chapter 17
Interacting with Augmented Floor Surfaces

Yon Visell, Severin Smith and Jeremy R. Cooperstock

Abstract This chapter reviews techniques and technologies for interaction via the
feet with touch-sensitive floor surfaces that are augmented with multimodal (visual,
auditory, and/or haptic) feedback. We discuss aspects of human-computer interaction
with such interfaces, including potential applications in virtual and augmented reality
for floor based user interfaces and immersive walking simulations. Several realiza-
tions of augmented floor surfaces are discussed, and we review one case example that
has been extensively investigated by the authors, along with evaluations that have
been reported in prior literature. Potential applications in the domains of human-
computer interaction and virtual reality are also reviewed.

17.1 Introduction

Despite growing interest in foot-based interaction for computationally augmented
environments, there has been limited research to date on the design of interactions for
such interfaces, or their usability. Two factors that may have contributed to this state of
affairs are the lack of standard displays and techniques for installing computationally
augmented floors (see Fig. 17.1 for an example), and the limited range and realism
of the feedback that they are able to provide. In the present chapter, we review
techniques for interacting with computationally augmented floor surfaces, including
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Fig. 17.1 A floor interface situated within an immersive, rear projected virtual environment
simulator

strategies that can be used for their technical implementation—notably for sensing
and multimodal feedback—and interaction techniques that can be employed with
them. Our discussion draws on known results from the research literature and from
the commercial domain. We also survey current and potential applications of such
floor-based displays, including a range of examples from prior literature, and discuss
in detail one set of case studies based on prior research of the authors, associated with
an interface based on a distributed network of low-cost, rigid floor tile components,
with integrated sensing and actuation.

17.2 Background

Foot-based human-computer interaction has attracted increasing attention as a para-
digm for interacting in virtual reality or in ambient computing environments. Some
potential application domains include architectural visualization, immersive mission
training, locomotor rehabilitation, and entertainment. Traditional techniques based
on traditional mouse click and scrolling, or finger-based multitouch gestures, may
be adapted for use with some of these displays. Interaction in immersive environ-
ments, or with other datasets distributed in the ambient space of the environment in
which users are situated, could also benefit from the naturalness and intuitiveness
with which we are accustomed to interacting on foot via unique walking or step-
ping behaviors. Additional benefits are possible by taking advantage of the relatively
greater number of degrees of freedom that underly bodily control of movement.

However, methods of interaction must also be chosen according to constraints of
computational task and context. Users of such environments can be presumed to need
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to interact in order to support activities that they value. Thus, a floor-based touch
surface might be most appropriate in areas of human-machine interaction where
foot-operated controls or interfaces are already commonplace. Many examples exist
in manufacturing, transportation, or medicine. A virtualized display in such settings
might be used to provide access to instrumentation or machine controls in ways that
can adapt to a range of different tasks (e.g., to different dental procedures). Such an
approach may, for example, be able to overcome problems with physically embodied
foot controllers, such as the overabundance of physical foot pedal controls in medical
interactions [41].

Another potentially relevant application of computational interfaces integrated in
floor surfaces may be for the purpose of enhancing pedestrian navigation, or for pro-
viding interactive maps or other geospatial data visualizations related to a space or
dataset that is being navigated immersively. In such cases, movement on foot may be
seamlessly integrated as a means of virtual navigation. Previous researchers have uti-
lized context-based interactive maps or ambiently represented menus in applications
such as architectural walkthroughs or training simulations [19]. Other relevant appli-
cation fields could include entertainment, music performance, gaming, or advertis-
ing, where companies such as Gesturetek (Fig. 17.2) and Reactrix have successfully
commercialized interactive, floor-based visual displays for marketing purposes.

Although most potential applications, like those noted above, are either emerging,
or remain to be defined, a few conceptual scenarios may be helpful toward further
motivating the discussion in the sections that follow:

• A walkway provides ecologically based tactile, acoustic, and visual feedback sim-
ulating the response that is felt and observed when walking on ice, earth, or snow
in order to aid patients with gait disorders in readapting to walking in challenging
conditions. The associated virtual environment may also serve as a tool that is used
to assess the extent to which different sensory cues can affect locomotion strate-
gies, aiding clinical researchers in identifying potentially beneficial rehabilitation
programs.
• A multi-function, reconfigurable operating room in a future medical facility is

equipped with a virtual floor controller that allows doctors or their assistants to
access the controls of instruments needed during a certain medical procedure
without requiring the physical rearrangement of foot pedals or other physical
interface devices.
• An immersive virtual environment that is presented on several walls surrounding

its users displays data corresponding to the allocation of geospatial resources.
This data can be navigated via a floor-based map interface that is operated via the
feet. In another scenario, students at a remote location might use such an interface
to navigate the streets of a site of special historical interest, such as Pompeii
(captured through photographic data), or its virtual reconstruction, presented as a
three-dimensional virtual world.
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Fig. 17.2 The ground FX video-based interactive floor display system offered by the company
Gesturetek can be used for purposes such as entertainment or product promotion

17.2.1 Input from the Foot in Human-Computer Interaction

Examples of the use of foot-controlled input in HCI, interactive arts and video
games date at least to the early 1980s, with Amiga’s Joyboard (1982) being one
widely known early example [33]. The current Nintendo Wii balance board con-
troller has achieved international commercial success by building on the success of
such past video game control interfaces. Human-computer interaction researchers
have investigated related issues, arguably beginning in the mid 1980s, when Pearson
and Weiser studied foot input devices for desktop PCs, and invented a pedal-like
device called the Mole [25]. However, despite the high-level of ongoing interest in
touch screen-based interactions for the hands, less research and development has
targeted touch-sensitive interfaces for the feet.
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17.2.2 Relevance to Virtual Reality

Virtual reality (VR) aims to digitally simulate man-made or natural environments
that users can experience perceptually, via one or more sensory modalities, and
interact in, by moving or otherwise acting in real time. In order to improve the
degree of realism of the virtual environment, and the presence of users within it, it
is often desired to preserve as many features of the environment through as many
modalities as possible. When users are permitted to navigate by walking within
the virtual environment, as illustrated in the other chapters of this book, it can be
desirable to represent features of the virtual ground surface, and, particularly in
simulated natural environments, to represent dynamical and material-dependent as-
pects of interactions between the foot and ground surface, such as the sense of
soft materials like snow or sand deforming underfoot. Sensations accompanying
walking on natural ground surfaces in real world environments (sand in the desert,
or snow in winter) are multimodal and can greatly reinforce users’ sense of pres-
ence in the virtual settings in which they occur [38]. Limited previous research
has addressed foot-based interaction with deformable ground surfaces in virtual
reality [38]. This may be due to a lack of efficient techniques for capturing foot-
floor contact interactions and rendering them over distributed floor areas, and to the
emerging nature of the applications involved. Some newly developed methods for
accomplishing these tasks are presented in this chapter and that of Marchal et al. in
this book.

Related research on virtual and augmented reality environments has focused on
the problem of natural navigation in virtual reality environments. Solutions such as
walking in place [34] and redirected walking [30] map kinematically tracked move-
ments onto a user’s coordinates in a virtual environment (VE); see Chap. 11 for a
review. A number of haptic interfaces for enabling omnidirectional in-place locomo-
tion in VEs, based on treadmills or other mechanisms, have been developed, and can
serve some of the same purposes as augmented floor surfaces in permitting their users
to navigate virtual reality environments. The design of such locomotion interfaces
and several examples of them are reviewed in Chap. 9 of this book, and in earlier
literature [16], and consequently they are not discussed here. Instead, in this chapter
we focus on effectively stationary ground surfaces that are augmented with audio,
visual, and/or tactile feedback.

One example is the shoe-based Step WIM interface of LaViola et al. [19]
(Fig. 17.3), which introduced foot gestures performed through a pair of electronically
instrumented shoes for controlling navigation in a larger virtual environment. The
system operated with reference to a visual map display representing the surrounding
virtual environment, and did not provide auditory or haptic feedback.

http://dx.doi.org/10.1007/978-1-4419-8432-6_11
http://dx.doi.org/10.1007/978-1-4419-8432-6_9
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Fig. 17.3 The step WIM interface of LaViola et al. introduced an interactive floor display for
navigating within a virtual environment via foot gestures performed with instrumented shoes [19]

17.3 Techniques and Technologies

Augmented floor surfaces that can respond to actions of the feet of persons moving on
them can, as envisioned here, be said to consist of interfaces comprising interactive
visual, audio, and/or tactile displays located on the walking surface together with
sensing technologies capable of capturing movements of the feet, contact or forces
between the feet and ground, or other movements of the body. Existing devices can
be distinguished according to the choices of sensing and display technologies that
they employ.

17.3.1 Indirect Optical Sensing

One sensing method that is frequently used to implement interactive floor displays
involves the inference of body position or movement from video capture in a re-
gion above the floor. This is the technique used in systems that have been com-
mercialized by several companies (e.g., Gesturetek and Reactrix). The disadvantage
of such an approach is that it normally provides no direct information about foot-
floor contact forces, contact onset, or contact area, and is thus unable to distinguish
between near-contact and the actual instant of contact between foot and ground.
Arguably, this distinction is vital for the convincing rendering of interactions with
virtual objects or controls, or for simulating highly contact-dependent interactions
with virtual materials [37, 40].

Video-based sensing of the kinematics of walking interactions has been a mainstay
in fields including gait analysis and biometrics [26], for example, in the identifica-
tion of pathological gait patterns with machine learning algorithms. Begg et al. [5],
among others, have used such algorithms to identify pathological gait using kine-
matic features acquired through optical motion capture, such as the minimum foot
clearance (a local minimum of the vertical distance between the shoe and ground
that occurs after toe off in the gait cycle).
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Although most of these systems involve the capture and analysis of frames of
video of the whole body, or optical motion capture systems for tracking discrete
markers on the body, the Lightfoot interface adopted a somewhat different approach,
using an array of interruptible lasers to capture interactions between the feet of users.
In interactive applications, the foot movements of dancers were used to control the
real-time synthesis of musical audio feedback [11].

17.3.2 Contact Sensing

Contact sensing via floor surfaces requires the measurement of forces, areas, or occur-
rences of physical contact between the body and the floor. This can be accomplished
using surface mounted force sensing arrays, via force sensors embedded within the
structure of elements of the floor itself (in the manner of a force measurement
plate or scale), via optical measurement of the foot-floor contact region(s), or via
other surface-based contact sensing techniques, such as those based on capacitance,
acoustic waves, or piezoelectric effects. Direct tactile sensing for interaction with
floor surfaces is often accomplished with surface-mounted force sensing arrays—as,
for example, in the Z-Tiles project, Magic Carpet project, ORL Active Floor project,
and others [1, 24, 28, 31, 32]. Such interfaces have been employed in applications
including person tracking, activity tracking, or musical performance. Floor-mounted
tactile sensing arrays are commercially available, but for large surfaces areas, costs
are high and support for real-time interaction is often not offered commercially, since
the predominant application areas involve offline gait and posture measurement that
do not require such features.

A wide range of ambient computing tasks have served to motivate the development
of several of these systems. Orr, Abowd, and Addlesee [1] developed an activity-
aware smart home environment based, in part, on a floor surface (the ORL Active
Floor) that captured foot-floor forces during normal activities of daily living. The
Ubi-Floor allowed users to access context-aware multimedia applications selected
via a footstep-activated menuing system [9]. Headon developed a system for inter-
acting with games via full-body movements or gestures sensed via a floor surface.
Input gestures were recognized using statistical classification of temporal patterns of
force measurements acquired through force-sensing load cells embedded in the floor
structure [14]. Commercially available sensing pads for video games have been used
to implement novel human-computer interactive scenarios, such as the navigation of
heritage sites presented in a virtual environment [10].

Steinicke et al. have investigated several scenarios associated with the use of
combinations of floor-sensed body posture and hand gestures to navigate virtual
environments [8, 35]. In one scenario, they employed the Nintendo Wii Balance
Board interface in tandem with a manually operated touch-sensitive interface to
allow users to navigate within a 3D model of a city presented in a video-projected
virtual environment simulator.

Several research groups have also studied the acquisition and analysis of iner-
tially sensed movements and foot-ground force profiles (ground reaction forces) for
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applications such as biometric authentication. Mostayed et al. studied the recogni-
tion of walker identity from ground-reaction force profiles acquired through a force
plate [22], as did Headon and Curwen [13]. A further promising application in this
area is the early identification of at-risk gait in aging populations from foot-ground
force measurements. Holtzreiter and Kohle [17] were among the first to employ
machine learning techniques to identify normal and pathological gait patterns from
force platform recordings.

17.3.2.1 Under-Floor Camera-Projector Systems

Another method that has been used to enable foot-floor interactions with visual feed-
back employs under-floor cameras and projectors to render interactions via translu-
cent floor plates. Groenboek et al. implemented an interactive floor surface called the
iGameFloor using body gestures sensed optically through translucent floor plates,
which were also used to display visual feedback via rear-projected video [12]. Four
projectors and cameras were installed in a cavity beneath floor level, creating an
interactive floor area 3 × 4 m in size. The locations of limbs near to the interac-
tive surface were tracked, and were used to mediate interactions with multi-person
floor-based video games.

Augsten et al. adapted the method of optical sensing via frustrated total internal
reflection to enable the dynamic capture of foot-floor contact areas through back-
projected translucent floor plates [4]. This method provides direct imaging of contact
area, although it does not directly reveal forces. The main drawback to this approach
is that it requires the installation of cameras and projectors within a potentially
large recessed space that must be available beneath the floor. The authors imple-
mented and evaluated the usability of foot-floor touch-surface interfaces using this
approach (Fig. 17.4). Similar to the methods described in Sect. 17.4.1, they identi-
fied salient selection points within the foot-floor contact interface in order to enable
precision pointing to targets or performance of other actions through a floor-based
touch-screen interface.

17.3.3 Usability

A number of special considerations can be identified in relation to the usability of
touch surfaces designed for the feet, including the appropriate size, distance, and
arrangement of control areas, the type of gestures suitable for use with the feet, and
the respective role of each foot during interaction, among others. Similar to the case of
hand-based touch-surface interaction, the appropriate size of controls for use with the
feet likely depends on a range of factors, including limitations in sensing resolution,
user motor abilities, and feedback modalities. Such factors have been studied in the
literature on task performance in human-computer interaction generally [18, 21] and
on touch-screen usability in particular [3, 6], where the appropriate size of controls
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Fig. 17.4 The multitoe interface of Augsten et al. [4] is based on the optical sensing of foot-floor
contact regions captured through back-projected translucent floor plates using the frustrated total
internal reflection method (image reproduced from [4])

Fig. 17.5 The iGameFloor interface of Gronboek et al. [12] uses vision-based limb tracking on a
rear-projected interactive floor comprised of back-projected translucent floor plates (image repro-
duced from [12])

has been found to depend on the interaction technique adopted or other factors.
Using precision control strategies, single-pixel accuracy in finger-based touch-screen
interaction has been demonstrated [3, 27], and similar techniques may be effective
for enhancing the precision of control with the feet (Figs. 17.5, 17.6).
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Fig. 17.6 The floor interface is situated within an immersive, rear-projected virtual environment
simulator. Right visual feedback is provided by top-down video projection (in the instance shown,
this corresponds to a virtual, multimodal sand scenario—see Chap. 12)

Limited research to date has addressed the usability of floor-based touch inter-
faces. However, since the feet play very different roles in human movement than the
hands do, the extent to which the kinds of techniques that have been adopted for
use with the fingers may be useful for interaction via the feet is questionable and
requires further investigation. For example, when users are standing, there are strong
constraints on the placement of the user’s feet, due to the need to maintain stability.
In addition, there are obvious anatomical differences between the hands and feet,
with toes rarely used for prehensile tasks. Nonetheless, human movement research
has studied foot movement control in diverse settings. Visually guided targeting with
the foot has been found to be effectively modeled by a similar version of Fitts’ Law
as is employed for modeling hand movements, with an execution time about twice
as long for a similar hand movement [15]. However, for many interfaces, usability is
manifestly co-determined by both operator and device limitations (e.g., sensor noise
or inaccuracy), imposing a window on both.

Augsten et al. studied users’ performance in selecting keys using a touch-screen
keyboard projected on the floor using precision optical motion capture tracking of
the foot location, a visual crosshair display to indicate the location that was being
pointed to, and a pressure threshold to determine pressing. They found that users
were able to select target buttons (keyboard keys) having one of the three dimensions
1.1×1.7, 3.1×3.5, or 5.3×5.8 cm with respective error rates of 28.6, 9.5, or 3.0 %.
Sensing accuracy was not the limiting factor in this study, since the motion capture
input provided sub-millimeter accuracy. The authors undertook further studies to
determine users’ preferences with respect to the part of the foot to be used as a
pointer for selection, and to determine the extent to which non-intentional stepping
actions could be discriminated from volitional selection operations.

Visell et al. investigated the usability of a floor interface consisting of an array of
instrumented tiles, by assessing users’ abilities to select on-screen virtual buttons of
different sizes presented at different distances and directions [39]. This example is
described further in the following sections.

http://dx.doi.org/10.1007/978-1-4419-8432-6_12
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Fig. 17.7 Left diagrammatic view of the interface. Sensing and actuating components are integrated
beneath the floor. Right view from above showing sensor locations

17.4 Case Study: A Distributed, Multimodal Floor Interface

In this section, we review a case example, consisting of an interface developed by the
authors [39]. The interface is a modular collection of rigid floor components, each
of which is instrumented with force sensors and a large vibrotactile actuator. The
prototype shown in Fig. 17.7 comprises a square array of 36 tiles, with an area of
approximately four square meters. The floor is coated in reflective projection paint,
and a redundant pair of overhead video projectors is used for visual display, the visual
redundancy making it possible to reduce the effect of shadows cast by users.

The individual tile interfaces are rigid plates with dimensions 30.5×30.5×2 cm,
supported by elastic vibration mounts, and coupled to a vibrotactile actuator (Clark
Synthesis, model TST229) beneath each plate [36]. Actuator signals are generated
on personal computers, output via digital audio interfaces, and amplified.

Normal forces are sensed at locations below the corner vibration supports of each
tile using a total of four resistive force sensors (Interlink model 402 FSR). Analog
data from the force sensors is conditioned, amplified, and digitized via a set of
32-channel, 16-bit data acquisition boards based on an Altera FPGA. Each sensor is
sampled at a rate of up to 1 kHz, and the data is transmitted in aggregate over a low-
latency Ethernet link. An array of six small-form-factor computers is used for force
data processing and audio and vibrotactile rendering. A separate, networked server
is responsible for rendering visual feedback and managing user input (Fig. 17.8).

17.4.1 Contact Localization

For processing sensor data acquired through the distributed floor interface, the authors
applied intrinsic contact sensing techniques previously developed in the robotics
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Fig. 17.8 Example of a portable, 9-tile version of the distributed floor interface of Visell et al. [39],
shown without video feedback, as developed by Kemper, Franinovic, Willle, and Visell

community. These make it possible to resolve the locations of contact, forces at the
interface, and the moment about the contact normals using internal force and torque
measurements [7] using far fewer sensors than are needed in surface-based tactile
sensing techniques. For simplification, we assume that there is frictionless contact
between the foot and floor and we neglect relative displacement of the suspension
elements in the tile (which is, by design, less than 3 mm [36]). We then resolve the
location of the centroid xc associated with the pressure distribution pR(x) exerted
by the foot, such that a normal force Fc at xc gives rise to the same measurements
as pR(x) does [7]. For a floor tile with sensor locations x j where measurements
f j are taken ( j indexes the tile sensors), xc and the normal force Fc = (0, 0, Fc)

can be recovered from scalar measurements F j = (0, 0, f j ) via force and torque
equilibrium equations,

4∑
j=1

f j + Fc + f p = 0,

4∑
j=1

x j × F j + xc × Fc + xp × Fp = 0. (17.1)

Fp = (0, 0, f p) is the weight of the plate and actuator at the tile’s center xp. The three
nontrivial scalar equalities in (17.1) yield:

Fc =
4∑

i=1

fi − f p, xc = 1

Fc

(
4∑

i=1

(xi − xp) fi + fcxp

)
(17.2)
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Fig. 17.10 A recorded sequence of contact centroids produced by an individual walking across the
floor. Data was sampled each 100 ms to produce the figure. Each square corresponds to one floor
tile. When the foot lies on a single tile, as weight shifts from heel to toe, an array of centroids is
produced, moving in the direction of travel. At inter-tile boundaries, at each instant one centroid is
produced on each tile with which there is contact

The contact centroid lies within the convex hull of the contact area (dashed line,
Fig. 17.9), at the centroid of the pressure distribution [7], and thus provides a concise
summary of the foot-floor contact locus, but not about shape or orientation. When
the foot-floor contact area R overlaps multiple tiles, a pressure centroid xc can be
computed by combining those (xck) for each tile, via xc = w1xc1 + w2xc2, where
wk = Fi/F . This makes it possible to continuously track contact across tile bound-
aries. The difference vector δx = xc1−xc2 is indicative of the orientation and extent
of the contact distribution at the boundary (Fig. 17.9).

A sequence of contact centroid locations produced by an individual walking across
the floor is shown in Fig. 17.10. When there is multi-tile foot-floor contact, as illus-
trated in the sequence shown, we use a simple clustering algorithm to associate
nearby contact centroids that are assumed to belong to the same foot, combining
those from nearby tiles.

Contacts were measured to be localized with a typical accuracy of 2 cm, with
worst-case errors of ≈3 cm, considerably smaller than the linear dimensions of the
tile (30 cm) or the typical width of an adult shoe. Distortion was observed to be
highest, and accuracy lowest, near the edges of the tile.
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Fig. 17.11 Left still image of user interacting with the simulated frozen pond. Right a user engaged
with a simulation of water in a shallow pool

17.4.2 Virtual Walking on Natural Materials

Several techniques have been developed to enable users to interact on foot with
simulated natural ground surfaces, such as soil or ice, using the floor surface described
above. For a review of this and related work, see Chap. 12 of this book. Position and
force estimates from in-floor force sensors are used to synthesize plausible auditory
and vibrotactile feedback in response. Sensations accompanying walking on natural
ground surfaces in real world environments (sand in the desert, or snow in winter) are
multimodal and can be highly evocative of the settings in which they occur [38]. By
reproducing these sensations through auditory, visual, and vibrotactile channels, it is
possible to recreate highly evocative scenarios of walking on virtual ground surfaces.

Figure 17.11 illustrates two interactive scenarios that were realized based on the
interface and interaction techniques presented above. The first represents a virtual
frozen pond demonstration that users may walk on, producing patterns of surface
cracks that are rendered and displayed via audio, visual, and vibrotactile channels
(Fig. 17.11). A second simulation uses the same feedback modalities to realize the
experience of walking on a shallow pool of water. For further discussion of the
multimodal rendering algorithms used in these simulations, see Chap. 12.

17.4.3 Floor Touch-Surface Interaction Techniques

The floor interface described above was used to implement virtual floor-based touch
interfaces, using either foot based gestures or standard UI widgets controlled with
the feet (Fig. 17.12). Input is derived from a multi-touch-screen metaphor relying
on a set of interaction points, which are given by the contact centroid locations xc

associated with the largest forces. Force thresholds assigned to a control are used
to determine selection. The controls can also provide positive tactile feedback via

http://dx.doi.org/10.1007/978-1-4419-8432-6_12
http://dx.doi.org/10.1007/978-1-4419-8432-6_12
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Fig. 17.12 A user interacts with floor-based interface widgets implemented using the interface
design toolkit described in the text

the vibrotactile actuators, in the form of click-like transient vibrations or sliding
frictional vibrations.

A software layer and network protocol is used to facilitate the design of interactive
applications using these techniques. It abstracts the hardware systems, which are
accessed over a local Ethernet network, connects them to the user interface, and
allows an interface designer to instantiate an array of standard user interface controls,
such as sliders, buttons, or toggle switches.

The software processes the sensor data to extract foot-floor contact points that
are used for interaction, provides them with unique IDs that persist while contact is
sustained, and allows to remotely cue localized vibrotactile feedback. Figure 17.12
illustrates a virtual floor-based touch interface.

17.4.4 Usability of Foot-Floor Touch-Surface Interfaces

The authors investigated users’ abilities to select on-screen virtual buttons of different
sizes presented at different distances and directions using the floor tile interface
described in the preceding section [39]. In this task, the limited resolution of the
force sensors (Fig. 17.7) was one factor that could influence performance. Users
could activate a button by pressing it within the area of the button with a force
exceeding a threshold of about 35 N. Round, virtual buttons ranging in diameter
from 4.5 to 16.5 cm, and presented at four distances, on lines radiating at two angles
from between their feet. Upon selection, the buttons provided visual feedback in
the form of a 20 cm white disc centered in place of the original graphic. Results are
summarized in Fig. 17.13. Users were found to have selected larger targets within the
allotted two-second interval at a significantly higher rate of success than smaller ones.
Performance with the largest was very high (98 %), and that for the smallest was low
(44 %). Small targets can pose difficulties due to their tendency to be occluded by
the foot during selection, which is mitigated during top-down projection, since they
are projected on top of the foot, and can be more affected by limitations arising from
factors such as shoe width, human motor abilities, and sensor positioning errors.
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Fig. 17.13 Top row a user in the study of Visell et al. [39], in which circular targets were selected
via stepping actions. Bottom successful target selection rate versus distance, angle of presentation
(measured away from preferred foot), and button width, inclusive and exclusive of the farthest
targets

Six out of eight participants in this study reported finding a strategy to activate
the small buttons by using a feature of the shoe or changing the applied force.
Nearby targets (distances of D = 15–25 cm) were selected at a higher rate. However,
performance was better at 25 cm than at the nearest distance of 15 cm (98.5 vs. 84 %).
One apparent reason was that when an interface element was too close, it could be
occluded from view by the body, or could present a difficult viewing angle. Due to
such effects selection time T might not be expected to follow a Fitts’ Law relation,
T = a+b log2(D/W ), but this was not tested. A mobile user might be able to avoid
visibility problems, but they seem to be an important consideration. Neck fatigue
was a frequently cited source of discomfort, suggesting that displacing the visual
feedback relative to the foot-based interaction point might be beneficial.

Further work is needed on the usability of floor surfaces in order to characterize
the usability aspects of floor-based touch-screen displays. A greater understanding
of factors such as control element size, display scale, motor abilities, modalities,
and other aspects salient to the use of such a device will certainly be needed. In
addition, it would be valuable to know to what extent usability might be improved
through the use of auditory or vibrotactile feedback. Although Augsten et al. were
able to identify some strategies that could be used to avoid selecting controls that are
walked across, there remain open questions concerning the interplay between users’
movements on foot and their interactions with the touch surface. A novel aspect of
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interacting on foot is that, implicitly, both feet are involved in touching the interface,
due to requirements of movement and of maintaining balance. In everyday actions,
like striking a soccer ball, weight is often shifted onto one foot, which specifies
an anchored location, while the opposite is used to perform an action within the
reachable area. Thus, floor interfaces that involve movement may share similarities
to bimanual interaction in HCI, a connection that provides another potential avenue
of future investigation.

17.4.5 Application: Geospatial Data Navigation

The ubiquity of multi-touch mobile devices and computers has popularized the use
of two-finger gestures to navigate and control zoom level in the display of data via
a touch screen. Such an approach focuses on the fingers as a means of providing
input and may not be appropriate for settings in which the display surface is not
amenable to finger-based interaction, when the hands are occupied, or when the data
visualization application occupies a larger volume of space. We argue that this focus
has limited the possibilities for carrying out complex exploration tasks in ways that
leverage the capabilities we exploit naturally in the physical world.

For target acquisition tasks, e.g., menu and object selection, the accuracy and
speed of the input primitives are important. In contrast, for spatial navigation tasks,
e.g., panning and zooming, using dragging, resizing, and scrolling operations, less
accuracy is often acceptable. Consequently, spatial navigation is likely an appropriate
candidate for foot-based input, leaving the hands free, in parallel, to specialize on
the more time- and accuracy-critical operations [23]. For instance, in the context of
collaborative design or decision making, e.g., urban and architectural planning, or
emergency and crisis management [2, 20, 29], different roles are appropriate for foot
input and hand input. Specifically, the feet might be better suited to controlling the
location or region of interest, while the hands are used to perform other more critical
or complex input tasks such as target selection, annotation, or drawing in the virtual
design space, or dispatching tasks in emergency situations. Moreover, this represents
a compelling alternative for scenarios where use of the hands is inconvenient. For
example, in the context of airport information kiosks, where users might be carrying
luggage, it may be desirable and appropriate to obtain directions to ones gate through
a foot-based interface.

17.4.6 Foot-Based Gestures for Geospatial Navigation

The authors of this chapter implemented an application and several foot-based
interaction methods for navigating geospatial data sets presented through the
multitouch-sensitive floor surface described in the foregoing. In contrast to prior
work, which has focused on foot-based interaction at a fixed location, we investigated
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the benefit of such interaction in a distributed floorspace. This approach can be seen
as an alternative to desktop computer interfaces for navigating geospatial data, and
may be particularly suitable for situations in which an immersive display is involved
or in which users’ hands are occupied with other tasks.

We developed these interactive techniques for exploring geospatial information
by navigating with a floor-based map interface, presented via the multitouch floor
surface. The application was developed with the user interface framework presented
above. As participants navigated to specified locations using the map, via one of the
foot-floor interaction techniques, the images of the streets for the locations visited
were presented in real time via the wall surfaces whenever applicable. The available
data was acquired from existing internet-based mapping applications from Google
and Microsoft.

The interaction techniques investigated included a “pivot” interface, which uses
relative foot position as a navigational input, a “magic tape” interface that uses
absolute foot position within the workspace, a “sliding” interface that allowed users
to virtually push themselves within the mapping interface, and a “classic” approach
using virtual buttons and sliders to provide a comparison with a more conventional
user interface paradigm. Additional gestures allowed participants to control the zoom
level of the map.

Classic Interface

The Classic interface transposes the basic design used for spatial navigation in
mouse-based applications to the setting of floor-based interaction. Four buttons in
a cross arrangement control position and a discrete-valued slider provides control
over the zoom level. The discrete slider levels match those used for the whole body
gestures in the subsequent interfaces. In the Pivot mode, users establish a pivot point
by standing still for a short period. Placing one foot outside of the pivot area, indicated
by a circle around the feet, pans in the direction specified as the vector from the pivot
center to the outside foot. The participant can, at any time, exit the pivot area and
establish a new one elsewhere. In the Sliding interface, a user first establishes a pivot
point by standing still for a short period. Then, by placing one foot outside the pivot
area and using sliding or dragging gestures, akin to touch-screen scroll on an iPhone,
the user can pan the map (Figs. 17.14, 17.15, 17.16, 17.17).

The Magic Tape interface was inspired by the work of Cirio et al. and takes
advantage of the larger floor surface by employing an interaction paradigm based on
absolute foot position. This metaphor allows users to navigate freely in the center
of the floor space, without altering the displayed map contents. However, when
participants walk past the boundary region of the floor surface, the map pans in a
direction designated by the user’s position. The farther the user strays from the center,
the greater the panning speed.

Gestures: Crouch or Jump to Zoom

Unlike the direct-manipulation inspired control actions described above, gestures
are recognized to allow temporally extended body movements, such as jumping,
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Fig. 17.14 Four button arrows corresponding to panning in the cardinal directions and a slider for
zoom

Fig. 17.15 The first foot to remain still establishes the pivot point, surrounded by a blue circle. The
second foot then specifies the vector, relative to the pivot, for panning

to affect the application state in a way that is not directly or instantaneously linked to
changes in the user interface. In the geospatial data navigation application, short body
gestures can be used in conjunction with the control actions described above to control
zooming. A curt “crouching” gesture zooms the map in, while a curt “jumping”
gesture (raised onto the toes) zooms out. Since such gestures have distinctive normal-
force profiles trough time they can be matched to a reference signal.
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Fig. 17.16 The “magic tape” interface: A rectangular outline indicates the magic tape boundary,
beyond which, the user’s footstep will result in panning in the direction formed by a vector from
the center crosshair and the user’s foot. (It is assumed that one of the user’s feet remains within the
boundary at all times.)

Fig. 17.17 Crouching and jumping gestures for zoom control

The analysis of these gestures, which relate to shifts in the weight and posture of
users, is based on recognizing distinct sequences of whole body movements based
on dynamic force signals sensed during weight shifts or posture changes. Many such
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movements are characterized by distinctive transient force signals from the floor
sensors, due to the reaction forces the user generates when moving. A larger gestural
vocabulary based on such movements could include crouching, jumping, leaning and
tapping. Such movements are accompanied by force impulses as the user lifts and
moves his or her body weight.

In order to compensate for variations in the timing, manner, and intensity of
gesture execution, we use standard techniques from time series recognition, based
on the dynamic time warping family of algorithms. Since the starting time of gestures
is unknown, we dynamically spot gestures on a running window of data acquired
continuously from the sensors, so that users may execute gestures to control the
interface in a manner that is unconstrained with respect to the timing of execution.

17.5 Conclusions

This chapter reviewed approaches to interacting with computationally augmented
ground surfaces, for purposes such as those of realizing virtual ground material
simulations or foot-based touch surface interfaces. Several technical techniques for
enabling such simulations were reviewed, and we described in detail one approach
based on a distributed, multimodal floor interface that is capable of directly captur-
ing foot-floor contact information via intrinsic force sensors. It presented interaction
methods that are low in cost and complexity, and that can be made accessible to
multiple users without requiring body-worn markers or equipment. In addition, this
chapter presented examples in which these interaction techniques are used to real-
ize generic virtual control surfaces or navigation interfaces for virtual reality or for
immersive geospatial data navigation. Further issues related to the interactive ren-
dering of multisensory simulations of virtual ground surfaces are reviewed in detail
in Chap. 12 of this book. We also discussed guidelines for the use of such a display,
including several factors that have been studied in the context of empirical usabil-
ity evaluations from foot-based human-computer interaction and ergonomics. It is
therefore hoped that this contribution succeeds in demonstrating a range of potential
uses and design considerations for floor-based touch surfaces in virtual reality and
human-computer interaction.
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