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Abstract In this chapter, we discuss the contributions of different modalities to the over-
all quality of multi-modal interaction. After reviewing some common system-
atics and findings concerning multi-modality, we present experimental results
from several multi-modal scenarios, involving different (human-to-human and
human-to-machine) interaction paradigms, different degrees of interactivity, and
different (speech, audio, video, touch, gesture) modalities.The results show that

the scenario and degree of interactivity. Complementary modalities are not con-
sidered in this paper, but the models presented allow predicting overall system
quality on the basis of individual modality ratings with an appropriate accuracy.
These models still have to be validated in order to be used as tools for system de-
velopers estimating whether adding modalities will have an impact on the quality
experienced by the user.
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1. Introduction
Multi-modal dialog systems appear to offer better interaction experience, as

multi-modality seems to have fundamental advantages over unimodal interac-
tion. However, there are few matching examples beyond the standard “put-
that-there” scenario. Much more often, simply providing alternative input or
output modalities resulting in sequential multi-modality seems to be the state-
of-the-art. The question is what constitutes a “good” interaction, i.e. what
aspects contribute to the user having a good or bad impression of the system
she has been using. This is commonly understood by the term “Quality of
Experience”, QoE.
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the impact of each modality on overall quality in interaction depends heavily on
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In this chapter, we will summarize major results concerning multi-modality
at first, and then provide a common ground on what Quality of Experience
really means. We will then present experimental results from different inter-
action scenarios: Audio-visual transmission systems (like IP-based television
or audio-visual telephony), interactions with Embodied Conversational Agents
(ECAs), as well as interactions with different non-embodied multi-modal dia-
logue systems providing speech, touch and motion input capabilities. For each
scenario, algorithmic models are presented which quantify the impact of each
modality on the overall system quality, as it is perceived subjectively by the
user. The goodness of the models are described in term of Pearson’s corre-
lation R between the models’ estimates and the real data obtained, as well as
the root mean squared prediction error (RMSE). We conclude by identifying
some research questions which should be answered in order to fully support
the design and evaluation of multi-modal dialog applications.

2. Advantages of Systems Providing
Multi-Modal Interaction

One major assumption concerning human-computer interfaces is that the
interaction is significantly facilitated by providing multiple input modalities
and by presenting information over different output channels. From a usabil-
ity point of view – i.e. discounting hedonic aspects like appearance and style
of the interface or the possibility to express the user’s identity with a given
product – a multiple of possible input modalities can increase the recognition
rate by fusing different input modalities (e.g. on the signal level) and it allows
people to use those modalities most adequate in their specific situation, mood
and capability (López-Cózar Delgado and Araki, 2005; Oviatt, 2004). For ex-
ample, touch may be favoured in noisy or public environments, speech for the
task of selecting objects in longer lists, typing for editing text and pointing ges-
tures to refer to spatial information. Concerning the system output, multiple
modalities allow for selecting the most appropriate way to present a specific
piece of information (e.g. Graphical User Interfaces for lists, Embodied Con-
versational Agents for emotions, auditory icons for alarms, short vibrations for
positive feedback). Another benefit is the possibility to present information
redundantly to increase salience.

Furthermore, there seem to be cognitive advantages for multi-modal inter-
faces. Redundant and complementary information may distribute the use of
cognitive resources and thus make processing faster and less demanding. With
the theory of multiple resources (Wickens, 1999) for example, the tasks of
speaking and gesturing or hearing and watching use different resources that
in principle should not interfere with each other. As a result, users seem to
prefer multi-modal interaction, especially, when the cognitive load increases
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due to time pressure or task difficulty (cf. (Oviatt et al., 2004)). However,
there are also examples which show that this benefit is not always observ-
able, and the theoretical basis of a strict separation of the unimodal signals
is questioned (cf. (Sarter, 1995)). Instead, multi-modality may even increase
cognitive load (Schomaker et al., 1995) compared to single-modality usage.

As humans naturally interact with each other multi-modally – i.e. face-to-
face communication with speech, non-speech sounds, gestures, expressions –
an Embodied Conversational Agent used adequately as an interface to comput-
ers can increase user’s experience of a system (cf. (Benoı̂t et al., 2000)). Of
course, this also holds for communication services enabling human-to-human
interaction with more than one modality, commonly by providing audio-visual
(AV) communication.

Certainly, multi-modal interfaces enable a new quality of human-to-human
and human-to-machine interaction. To achieve this expected benefit in user
experience, we have to know how users experience the interaction with such
systems and services. In the following, relevant mechanisms are explained
showing how users come to their judgments of system quality and how dif-
ferent modalities contribute to this. For three different scenarios, namely
multi-modal signal transmission, Embodied Conversational Agents (ECAs),
and non-embodied dialog systems, experimental results are summarized to de-
rive simple algorithmic models of the integration processes for overall quality
ratings of multi-modal systems. It will be pointed out which problems have
to be dealt with and what steps have to be taken in order to really predict the
quality users experience when interacting with multi-modal dialog systems.

2.1 Modality Relations
There are different approaches to formalize the relationship between differ-

ent modalities during an interaction. Typically, there are two dimensions ad-
dressed: The temporal assignment (parallel vs. sequential multi-modality) and
the amount of information conveyed with each modality (complementary vs.
redundant). One of the most common systematics is described by the CARE
properties (Coutaz et al., 1995). Apart from formal definitions of the name-
giving four properties, the relationship between the multi-modal behavior of
the user and the one of the system is discussed:

Complementarity: Different modalities have to be used in order to reach
the target.

Assignment: Only one modality is selected, either by the system or the
user.

Redundancy: Different modalities are used, bearing comparable infor-
mation, either in parallel or sequentially.
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Equivalence: Any available modality can be used. There are no restric-
tions on the temporal order.

Such formal descriptions of modality relations can be used to specify how a
multi-modal system outputs information generically, or dependent on the user
input. For specified tasks and user groups this formalization can also be used
for evaluating the system’s appropriateness in modality choices. But also face-
to-face and thus human-to-ECA communication might be formalized by this
account. It is not trivial to simulate human behavior with ECAs, as linguistic
and non-linguistic information might be naturally redundant (e.g. mood is
expressed with voice as well as facial expressions and posture), but information
often conveyed complementarily (the famous “put-that-there” scenario).

3. Quality of Experience
Developers of multi-modal systems tend to highlight the performance of

their system and the individual input and output modules in order to justify
how good their system is. In this context, we can define “performance” as
follows:

Performance: The ability of a unit to provide the function it has been designed
for (Möller, 2005).

Easy-to-calculate performance figures are e.g. the recognition rates for speech
or gesture recognizers, the intelligibility of TTS modules, or the conveyability
of intended emotions by an ECA. A pre-defined set of performance figures
can be used to characterize the so-called “Quality of Service”, QoS. This term
which is commonly used for media transmission services has been defined as
follows:

Quality of Service (QoS): The collective effect of service performance which
determines the degree of satisfaction of the user of the service (ITU-T
Rec. E.800, 1994). This includes service support, service operability,
serveability, and service security.

Although system performance (and thus QoS) will have a severe impact on
user satisfaction, there is no one-to-one relationship between the two. User
satisfaction is just one aspect of quality, i.e.:

Quality: Result of appraisal of the perceived composition of the service with
respect to its desired composition ((ITU-T Rec. P.851, 2003), follow-
ing (Jekosch, 2004; Jekosch, 2005)).

Apparently, quality requires a perception and a judgment process to take place
inside the human user. Obviously, the result of this process is severely im-
pacted by the system characteristics (and so system performance), but there are
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other characteristics of the usage situation and context as well as user-internal
factors (memory, expectation, etc.) which will decide on which level of quality
the user finally attributes to the interaction with the system. As a corresponding
concept to Quality of Service, the term “Quality of Experience” (QoE) is now
in use to summarize the user perceptions resulting from the interaction with
the system. Unfortunately, QoE is still ill-defined in the international bodies:

Quality of Experience (QoE): The overall acceptability of an application or
service, as perceived subjectively by the end user. Quality of Experi-
ence includes the complete end-to-end system effects (client, terminal,
network, services infrastructure, etc.) (ITU-T Rec. P.10, 2007).

However, overall acceptability may be influenced by user expectations and
context. A better definition emerged from discussions by the participants of the
Dagstuhl Seminar 09192 “From Quality of Service to Quality of Experience”
which was held in May 2009 in Dagstuhl, Germany:

Quality of Experience (QoE): Degree of delight of the user of a service. In
the context of communication services, it is influenced by content, net-
work, device, application, user expectations and goals, and context of
use.

Service: An event in which an entity takes the responsibility that something
desirable happens on the behalf of another entity.

Acceptability: Characteristic of a service describing how readily a person
will use the service. Acceptability is the outcome of a decision which is
partially based on the Quality of Experience.

In order to assess Quality of Experience, perception and judgment pro-
cesses have to take place inside a human user. As a consequence, subjec-
tive evaluation methods are necessary in order to quantify the QoE which can
be achieved with a particular multi-modal system. In (Möller et al., 2009),
we have shown that QoE is a multidimensional construct, the components of
which can be quantified with the help of dedicated questionnaires. Table 1 is
taken from (Möller et al., 2010) and summarizes some commonly used ques-
tionnaires which have been proved adequate to quantify sub-aspects of QoE,
and which will be used in some of the studies cited and summarized hereafter.

4. Audio-Video Quality Integration in
AV-Transmission Services

In the case of network services providing audio-visual signals like televi-
sion, video-clips and especially AV-telephony, the perceived quality of the sig-
nals is one of the main factors to be assessed. Evaluating the visual and audio
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Table 1. Comparison of questionnaires and captured QoE aspectsa. �: completely captured;��: partially captured; �: not captured.

Sub-scales Questionnaire
SUS AttrakDiff1 SUMI2 SASSI3

Learnability � ��(PQ) �(LEA) �(LIK, HAB)
Effectiveness � �(PQ) ��(CON, HEL) ��(ACC, HAB)
Efficiency � �(PQ) �(EFF) ��(SPE, CD)
Intuitivity � � � �
Aesthetics � �(HQ-S, ATT) ��(AFF) �
System Personal-
ity

� ��(HQ-S) � ��(ANN, LIK)

Appeal � �(HQ-S, HQ-I) ��(AFF, LIK) ��(ANN, LIK)
a Cf. (Möller et al., 2010) c©Elsevier 2010.

channel independently does not necessarily provide an insight into the quality
experienced by the user. Instead, the mechanism of integrating both modalities
during perception and appraisal has to be known in order to monitor and adjust
the service.

4.1 Videotelephony
With a straight-forward approach, the perceived multi-modal quality

(MOSAV ) is evaluated and modelled as a combination of the separate uni-
modal quality ratings (MOSA and MOSV ). Here, each rating is obtained on
a 11-point Absolute Category Rating (ACR) scale as it is specified in (ITU-T
Rec. P.920, 2000); then, Mean Option Scores (MOS) are derived for the audio,
video and audio-visual quality of the transmission, by averaging the individual
ratings over all users of the different test conditions. In this experiment, 24 sub-
jects (aged 18–30 years) had to do the building block task (ITU-T Rec. P.920,
2000) and the short conversation test (Möller, 2000) via AV dialog. Three
different simple relationships were tested:

MOSAV = c1 ·MOSA + c2 ·MOSV + c3, (9.1)

MOSAV = c1 ·MOSA ·MOSV + c2, (9.2)

MOSAV = c1 ·MOSA + c2 ·MOSV + c3 ·MOSA ·MOSV + c4. (9.3)

With the second model (9.2) correlations between estimated and measured
MOSAV between R = 0.93 and R = 0.99 could be obtained.4 As shown
in Table 2, models with an interaction term describe the perceptual integration
better than simple linear models.

As expected, the visual channel contributes stronger to the multi-modal
quality ratings than the auditory channel. Therefore, the correlation between
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Table 2. Modelling audio-visual integration for videotelephonya .

Model MOSAV = Pearson’s R RMSE

Linear: 0.677 + 0.217 · MOSA + 0.888 · MOSV 0.96 0.53
Interaction: 1.3 + 1.1 · MOSA · MOSV 0.99 0.95
Complete: 0.517 + 0.0058 · MOSA + 0.654 · MOSV +

0.042 · MOSA · MOSV

0.97 0.57

a Cf. (Belmudez et al., 2009) c©IEEE 2009.

MOSV and MOSAV is higher than between MOSA and MOSAV (see Fig-
ure 1). Within these models, the variance of MOSAV is basically determined
by the variance of MOSV alone. Notably, the impact of audio quality in-
creases with that of the video. Apparently, MOSV comes first, but with bet-
ter video quality, there is a perceptual saturation effect, and audio quality gets
more important for the test participants. However, the exact weighting depends
on the type of task and the degree of interactivity (passive test from literate vs.
dialog). In the short conversation test, the audio plays a crucial role to fulfill the
task: Quality in conditions with bad audio quality is rated significantly worse
than in the building block task with comparable conditions. These are two
very important context effects, that are of strong influence in all multi-modal
interaction scenarios, as shown in the next sections.

With all these models presented, there is always the problem of collecting
valid data from the test participants: Ideally, unimodal ratings should be as-
sessed separately from the multi-modal condition. However, in some of the
scenarios presented, this is not practical or even impossible (e.g. rating visual
quality for the short conversation test or articulating ECAs). Most importantly,
rating scales are not used in a linear way: For example, there are saturation
effects of the scale itself, and categories of the ACR-scale used in the experi-
ments presented do not match the idea of continuous quality ascription. With
a more linear scale the models might benefit from a better description of the
ratings obtained.

4.2 IP-Television
In the case of quality of IP-based TV quality assessment, results were first

transformed to a so-called “perceptual scale” (R-scale, cf. (ITU-T Rec. G.107,
2005)) which is used as a basis for transmission planning models by the Inter-
national Telecommunication Union, ITU-T. This scale is thought to avoid some
of the non-linearities of the ACR scales used in the experiment. In a study by
Garcia and Raake (2009), two different modelling approaches were evaluated.
Both models estimate AV-quality (QAV ) on the R-scale: On the one hand using
single modality quality ratings as in the data of Belmudez et al. (2009) (quality
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Figure 1. AV quality integration in video transmission services (from (Belmudez et al.,
2009)), c©IEEE 2009.

based approach with the complete model, see Equation 9.4), and on the other
hand an estimation of audio-visual quality based on impairments factors (im-
pairment factor based approach, see Equation 9.5). For their data, impairment
factor have been estimated from the subjective ratings, not from parametric
descriptions of the transmission (e.g. packet loss). MOS are obtained from 24
different subjects (aged 21–44) for each of the three conditions: Audio-only,
video-only and audio-visual. Both approaches show comparable results (see
Figure 2).

QAV = 27.805 + 0 ·QA + 0.129 ·QV + 0.006 ·QA ·QV (9.4)

The quality-based model correlates with the subjects’ ratings with R = 0.96
(RMSE = 3.38):
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Figure 2. AV quality integration in IPTV. left: Quality-based approach, right: Impairment
factor based approach (from (Garcia and Raake, 2009)), c©IEEE 2009.

QAV = 88.195 − 0.379 · IcodA − 0.588 · IcodV

−0.625 · ItraA − 0.625 · ItraV

+0.005 · IcodA · IcodV

+0.007 · ItraA · ItraV

+0.011 · IcodV · ItraA

+0.007 · IcodA · ItraV .

(9.5)

The impairment-based model performs slightly better (R = 0.98, RMSE =
2.57).

5. Quality of Embodied Conversational Agents
Dialogue systems with Embodied Conversational Agents are frequently rep-

resented by 3D modelled animated humans heads. Other realizations span
from abstract icons (e.g. “smiley” faces) to animals, cartoons or fictional crea-
tures. Concerning realistic human appearances, there are also visual models
of the full body and upper part of the body in use. Apart from application in
virtual realities, such an ECA can offer a number of benefits to a dialog system,
including:

intuitively display emotions and feedback (e.g. system state is idle, con-
centration on one of several user, system is busy);

display of facial expressions or gestures for paralinguistic and linguistic
usage;

supporting the user to concentrate on the human-computer interface;
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increased robustness in speech perception (with lip-synchronous ECAs,
e.g. in noise);

general Persona Effect of better subjective ratings (cf. (Dehn and
Van Mulken, 2000) for a meta-analysis and summary).

In a series of experiments, audio-visual quality of different talking heads
was evaluated and modelled from single modality ratings of speech quality
and visual quality (Weiss et al., 2010). In this case, different text-to-speech
and head modules were used (see Figure 3 for pictures of the three talking
heads tested). Transmission quality is not in scope of this research. Therefore
AV quality of the heads presented on a display were comparable concerning
codec and frame-rate. Instead, the perceived user experience of the talking
head component was assessed as basis for the usability in their specific appli-
cation. Subjects in the experiments rated the ECAs on several scales to assess
various quality aspects.

Figure 3. Three facial models tested (cf. (Kühnel et al., 2008)).

As a result of the experiments, talking heads overall quality (MOSheads)
could be described as a linear combination of visual MOSV and speech quality
rating MOSA. However, the models do not perform comparable to AV quality
assessed in IPTV or IP-videotelephony scenarios. The data sets obtained and
described by the models are not truly comparable due to differences in stimuli.
However, the most important results can be extracted from the models pre-
sented in Table 3. There were four different conditions: the passive rating test
(14 subjects, aged 20–32), a simulated interaction (23 subjects, aged 21–60), a
simulated interaction with an information screen in addition to the ECA screen
(23 subjects, aged 20–57), and a real interaction with the system (49 subjects,
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aged 20–61): With an increase in interactivity and an increase in distraction,
module differences get blurred and the models’ fit decreases. The distraction
of the rating process was introduced by a second screen (the first displays the
ECA). This additional screen presented information from the system as lists,
whereas the degree of interactivity merely refers to the difference between a
passive rating test versus a simulated interaction experiment. The last model
is from a real interaction experiment which also included the second screen
(cf. (Kühnel et al., 2009)).

Table 3. Modelling audio-visual quality of talking heads for passive, simulated (one and two
screens), and real interaction scenarios (2 screens)a.

type of experiment overallqualityheads = Pearson’s R RMSE

Passive: 0.47 + 0.51 · MOSA + 0.33 · MOSV 0.83 0.49
Simulated (1 screen): 0.16 + 0.42 · MOSA + 0.30 · MOSV 0.71 0.59
Simulated (2 screens): 0.35 + 0.36 · MOSA + 0.23 · MOSV 0.57 0.65
Interaction: 0.30 + 0.26 · MOSA + 0.40 · MOSV 0.57 0.62
a Cf. (Weiss et al., 2010) and (Kühnel et al., 2009).

From the questionnaires used it became clear, that at least for the data ob-
tained during interaction, ECA quality cannot be sufficiently equated with au-
ditory and visual quality. Other factors have also an significant impact on over-
all quality of talking heads: I.e. overall system quality, how entertaining the
embodiment is due to non-linguistic movements, naturalness of the ECA, as
well as perceived goodness of synchronization (cf. (Weiss et al., 2009)).

6. Quality of Systems with Multiple Input
Modalities

The last scenario presented here are multi-modal dialog systems which can
be controlled by different input modalities. Like current commercial systems,
the experimental setup does allow to change the input modality sequentially,
the appropriate CARE property is Equivalence (see Chapter 2.1). The ques-
tions addressed here are two-fold:

1 Which modality is preferred by the user? How consistent is the individ-
ual modality usage?

2 Is a multi-modal interface better than an unimodal one? For systems
providing Equivalence, can the multi-modal systems quality be modelled
by ratings of the unimodal interfaces?

Two experiments studying these issues are presented in the following: One
interface is attached in an office area and one is a mobile device.
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6.1 Smart Office
The so called Attentive Display is a room information system installed at

T-Labs, Berlin. It provides information on the colleagues currently present and
their desk and room bookings. Additionally, you can be informed about events
(lectures, meetings). The interface is a big screen, fixed in the entrance area. It
can be operated by touch and/or speech (that is enabled automatically when the
camera tracks a face, thus the name “attentive display”). The output is always
visual.

In the first experiment, there were three blocks: Touch only, speech only,
and the multi-modal session always at the end of the test (cf. (Wechsung et al.,
2009b) for the full description and results). User experience ratings were as-
sessed with the AttrakDiff questionnaire (Hassenzahl et al., 2003), that covers
hedonic and pragmatic aspects of the users perception (36 subjects, aged 21–
39). For the three conditions, differences in the ratings on the hedonic and
pragmatic scales were observed: The ranking concerning the pragmatic qual-
ity was touch over multi-modal over speech. This means, there was no benefit
of providing speech in addition to touch. As subjects were explicitly asked
to use the system multi-modally in the last session, the speech usage lead to
lower ratings. However, the results are different for the hedonic scales: Here,
multi-modal interaction was rated best. Please note, that the Pragmatic scale
can be interpret as indicator of functionality and usability, whereas the global
scale Attractiveness is related to user experience! Additionally, there is overall
quality, which is the mean of all items used.

Concerning the integration of the quality ascribed with different input
modalities, the multi-modal quality can be described as linear combination of
the single modality ratings (see Table 4). As you can see, the fit of the models
is far better for the overall quality and the Attractiveness scale. Mostly, touch
is more important than speech – especially for Attractiveness, except for the
Identity scale.

Table 4. Integration of perceived quality aspects of speech (QS) and touch (QT ) to
multi-modal ratings (QMM , ordered last)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.14 + 0.81 · QT + 0.68 · QS 0.91 0.35
Attractiveness: −0.20 + 0.85 · QT + 0.48 · QS 0.92 0.41
Pragmatic: 0.22 + 0.80 · QT + 0.47 · QS 0.79 0.67
Stimulation: 0.11 + 0.69 · QT + 0.63 · QS 0.83 0.51
Identity: 0.38 + 0.28 · QT + 0.66 · QS 0.78 0.53
a Cf. (Wechsung et al., 2009b).
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The multi-modal condition was always presented last in order to have the
subjects become familiar with both modalities before using them together. A
possible explanation for the observed strong correlation between the linear
combination of both single modality ratings and the multi-modal condition
could be that the subjects tried to rate consistently. To verify the results ob-
tained, a second study was conducted with the multi-modal condition always
at the first position (cf. (Wechsung et al., 2009a)). For this experiment the
models extracted are significantly lower in power and stability (leave on out
cross-validation, 18 subjects, aged 22–30). See Table 5 for the results. The
Pragmatic and Stimulation scales are not included, as an estimation on basis
of the single modality ratings was not possible.

Table 5. Integration of perceived quality aspects of speech (QS) and touch (QT ) to
multi-modal ratings (QMM , ordered first)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.18 + 0.679 · QT + 0.553 · QS 0.76 0.55
Attractiveness: 0.29 + 0.653 · QT + 0.545 · QS 0.77 0.73
Identity: 0.06 + 0.664 · QT + 0.485 · QS 0.87 0.41
a Cf. (Wechsung et al., 2009a).

6.2 Mobile
The application tested is a multi-modal information-box (e-mail, SMS, fax),

that runs on a smart-phone (cf. (Wechsung et al., 2009a)). In addition to touch
and speech, there is a motion input modality to navigate and select with tilting
the whole device. The system’s output is generally assigned to visual output.
Additionally, there is context dependent Redundancy (cf. Section 2.1 for the
CARE properties) for speech input (audio and visual): This is vibration as
positive feedback for the motion modality and audio feedback to signal match
and nomatch for voice input. The procedure is similar to the first experiment
presented in the last section (30 subjects, two age groups: 25–29, 55–66): The
multi-modal condition is always last. Findings include the relevance of the
frequency of each modality used in the multi-modal condition: Motion is not
included in the regression models (7% usage), and speech (19%) only for Stim-
ulation (see Table 6). Combinations of modalites were only used infrequently
(6%).

With a leave one out cross-validation the scale Pragmatic was identified as
being unstable.
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Table 6. Integration of perceived quality aspects of speech (QS), touch (QT ) and motion
(not significant) to multi-modal ratings (QMM , ordered last)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.16 + 0.69 · QT 0.69 0.48
Attractiveness: 0.04 + 0.79 · QT 0.56 0.68
Stimulation: 0.31 + 0.60 · QT + 0.35 · QS 0.86 0.40
Identity: 0.22 + 0.75 · QT 0.69 0.45
Pragmatic: 0.41 + 0.49 · QT 0.36 0.77
a Cf. (Wechsung et al., 2009a).

6.3 Summary
With the three experiments presented here, it could be shown that perceived

quality aspects – including pragmatic and hedonic aspects – of multi-modal in-
teraction could be described as linear combination of ratings for single modal-
ities. Results are satisfying for overall quality and Attractiveness. Apparently
participants are better in mentally “adding” than in “subtracting” modality rat-
ings during evaluation, as subtracting one’s own ratings from memory is more
demanding (Kamii et al., 2001). This interpretation is supported by the find-
ing, that older users – who often have decreased working memory capacity –
multi-modal ratings are less good predicted. Interestingly, this became espe-
cially obvious for the Pragmatic scale.

While multi-modal conditions did not perform better than the best unimodal
condition for the Pragmatic scale, on hedonic scales the quality did benefit
from multi-modality. The amount of modality usage affects the weights of the
single modalities.

7. Conclusions
Multi-modal communication systems can be found in a great variety of ap-

plication scenarios. We presented evaluation experiments from fields of IP
based audio-video transmission for TV and videotelephony, Embodied Con-
versational Agents for smart-home environments and stationary and mobile
non-embodied multi-modal user interfaces. We showed how to assess per-
ceived quality and user experience of such systems. Our results show that
quality of multi-modal systems comprises a multitude of aspects – depending
on the application – and is influenced by the measurement process.

For the case of audio-visual integration in video transmission applications,
visual quality mostly has a much stronger influence on overall quality than au-
dio/speech quality. Stable models with sufficient power can be derived for AV
quality on the basis of single modalities’ quality. However, the exact weight-
ings depend on interactivity.
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For audio-visual integration in ECA applications, interactivity also plays an
important role: The degree of interactivity determines the impact of animation
and speech on overall quality of the animated agent, but definitely other factors
affect the ECAs overall quality as well, like the smoothness of interaction and
other representations of the system. For example, additional information nicely
presented by the system improved the ratings of the ECA.

Multi-modal quality and attractiveness of multi-modal interactive systems
can be estimated on the basis of judgments for unimodal conditions. Comple-
mentary multi-modality (“put-that-there” scenario) was not tested, but are con-
sidered not common in commercial interactive systems. Weightings for overall
quality reflect modality usage to a certain extent. Interestingly, weightings for
hedonic qualities are also influenced by less-used modalities.

In all cases, the quality user are experiencing was assessed by question-
naires. To find models predicting perceived quality is difficult indeed: What
kind of constructs (quality aspects) are relevant in the specific case and how
are they assessed best? The AttrakDiff has shown great potential to cover
many important aspects in a valid and reliable way for interactive systems. In
the case of IP based transmission applications a continuously scale is recom-
mended. But currently only some important factors have been identified to be
included into the models or at least to be controlled in the experiments. The
order of presentation of modalities and degree of interactivity are stated in this
text, but of course the progress of interaction and topic of transmitted signals
are relevant, too. There is a bunch of open questions, regarding this topic:

If modality weightings are influenced by modality usage, what does in-
fluence actual modality usage?

What is the impact of modality effectiveness and efficiency?

For interactive systems, what is the impact of output modalities for the
usage of input modalities and the multi-modal quality judgment?

What type of model (linear, multiplicative, other nonlinear) is most ade-
quate for multi-modal quality prediction?

For which (input and output) modalities does such modeling work well?

In all scenarios presented, weighted combinations of ratings for single
modalities (either in unimodal conditions or as separate ratings for multi-modal
conditions) could be used to describe multi-modal quality of experience. Ap-
parently, estimating multi-modal quality works best for transmission quality
and can be used for prediction already. For this case, it seems, there are not
as many possibly influencing factors as in dialog system, as those include the
interactive part when rated. In Human Computer Interaction scenarios, find-
ings are obtained revealing fundamental mechanisms influencing the judgment
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process for multi-modal interaction. In both cases, however, we have far to go
to model any real cognitive processes.
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Notes
1. Sub-scales: Attractiveness (ATT), Hedonic Qualities – Identity (HQ-I), Hedonic Qualities – Stimu-

lation (HQ-S), Pragmatic Qualities (PQ).
2. Sub-scales: Affect (AFF), Control (CON), Efficiency (EFF), Learnability (LEA), Helpfulness (HEL).

SUMI is generally not recommended for evaluating multi-modal systems.
3. Sub-scales: System Response Accuracy (ACC), Annoyance (ANN), Cognitive Demand (CD), Hab-

itability (HAB), Likeability (LIK), Speed (SPE).
4. With constant factors of c1 = 0.107 . . . 0.121 and c2 = 1.1 . . . 1.5

References
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López-Cózar Delgado, R. and Araki, M. (2005). Spoken, Multilingual and
Multimodal Dialogue Systems: Development and Assessment. John Wiley
& Sons, Chichester.
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