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Preface

Energy harvesting is the conversion of ambient energy present in the environment
into electrical energy. It is identical in principle to large-scale renewable energy
generation, for example, solar or wind power, but very different in scale. While
large-scale power generation is concerned with megawatts of power, energy har-
vesting typically refers to micro- to milli-watts, i.e. much smaller power generation
systems. The development of energy harvesting has been driven by the prolifer-
ation of autonomous wireless electronic systems. A classic example of such sys-
tems are wireless sensor nodes which combine together to form wireless sensor
networks. Each sensor node typically comprises a sensor, processing electronics,
wireless communications, and power supply. Since the system is by definition wire-
less and cannot be plugged into a mains supply, power has to be provided locally.
Typically such a local power supply is provided a battery which on the face of it
is convenient and low cost. However, batteries contain a finite supply of energy
and require periodic replacement or recharging. This may be fine in individual
deployments but across a wireless network containing a multitude of nodes bat-
teries are clearly not attractive. Furthermore, the need to replace batteries means
the wireless system has to be accessible which may not be possible or may com-
promise performance. Finally, there are environmental concerns about disposing
of batteries. Energy harvesting was developed, therefore, as a method for replac-
ing or augmenting batteries. By converting ambient energy in the environment, the
energy harvester can provide the required electrical power for the lifetime of the
wireless system which is also free to be embedded or placed wherever it is best
suited to perform its function. Energy harvesting typically exploit kinetic, thermal,
solar sources, or electromagnetic radiation sources. Kinetic energy harvesting con-
verts movement, often in the form of vibrations, into electrical energy. Thermal
gradients can be exploited by using thermoelectric generators while solar energy
is harvested using photovoltaics. Electromagnetic radiation can capture the energy
from radio waves but unless this energy is specifically broadcast, power levels are
typically very low. The challenges for energy harvesting are to maximise the avail-
able electrical power from the ambient energy found in the application environment.
Vibration energy harvesters, for example, need to be tuned to match characteristic
frequencies found in the environment which often means bespoke generator designs
are required for different applications. It would be much better if such generators
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vi Preface

were adaptable and able to cope with a range of frequencies. The energy conversion
process does not stop with the generator; typically power conditioning electronics
are also required to provide the electrical power in form acceptable to the system
electronics. The design of the conditioning electronics often has an impact on the
performance of the generator and therefore energy harvesting systems should be
designed in a holistic manner considering all the essential blocks as a whole. This
book addresses these challenges and describes the approaches that can be taken to
overcome them. The first chapter provides a comprehensive introduction to operat-
ing principles of kinetic micro-generators and associated electronics with empha-
sis on adaptive kinetic energy harvesting. Kinetic energy harvesters, also known as
vibration power generators, are typically, although not exclusively, inertial spring-
mass systems where electrical power is extracted by employing one or a combina-
tion of different transduction mechanisms. As most vibration power generators are
resonant systems, they generate maximum power when the resonant frequency of
the generator matches the ambient vibration frequency. Adaptive generators try to
minimise the difference between these two frequencies in order to maximise the
amount of generated power. The chapter outlines extensively recent developments
in adaptive kinetic energy harvesting and presents achievable improvements in the
operating frequency range of such generators. The second chapter is devoted to
design automation aspects of energy harvester systems. It presents an automated
energy harvester design flow which is based on a single HDL software platform
that can be used to model, simulate, configure and optimise a complete mixed
physical-domain energy harvester system which includes the micro-generator, volt-
age booster, storage element and load. State-of-the art accurate hardware description
language (HDL) modelling techniques for kinetic energy harvesters and their exper-
imental validation are presented and discussed. Measurements have validated both
the accuracy of HDL-based modelling and the efficiency of the automated design
flow which can improve the amount of harvested energy in a typical system by 75%.
The third chapter focuses on the power analysis and power harvesting in wireless
sensor networks. Specifically, it gives an overview of power analysis simulation
techniques and presents related tools and methodologies. The chapter also describes
extension libraries for power analysis and models of energy harvester-based wire-
less sensors in SystemC and SystemC AMS complete with examples and simulation
results. The final chapter presents a major industrial application of energy harvest-
ing: the tyre pressure monitoring system (TPMS) recently developed at Infineon
Technologies. Existing TPMS designs, which are based on batteries, suffer from
difficulties in the energy budget management. The main challenge is to ensure a reli-
able RF data link from the sensor in the tyre to the receiver in the car due to the low
energy available. Problems are aggravated when the car is used in extreme weather
conditions, especially in winter, as batteries frequently fail in low temperatures. The
chapter presents the advantages of Infineons revolutionary design which is based
on an electrostatic vibration harvester. The design is highly miniaturised, with a
volume less than 1 cm3 including the power supply and is embedded in the tyre.
Results obtained from this case study provide a significant step towards intelligent
tyres, which would be able to measure and report additional technical parameters
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for further enhancement of road safety. We hope that the reader of this book will
gain a valuable insight into the state-of-the-art design techniques for autonomous
wireless sensors powered by kinetic energy harvesters. The potential for electronic
systems using various forms of “free energy”, such as kinetic, thermal, solar, RF
and others, will continue to inspire researchers and engineers. In near future we
will no doubt see new energy harvester designs, use of new materials, as well as
innovative power management circuits and new solutions to energy storage. Energy
harvester applications will benefit from further evolution in decreasing energy con-
sumption due to novel circuit designs and the scaling down of nano-devices. New
wireless communication techniques will also contribute to the reduction of energy
consumption.

Southampton, UK Tom J. Kaźmierski
Steve Beeby
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Chapter 1
Kinetic Energy Harvesting

Dibin Zhu and Steve Beeby

Abstract This chapter introduces principles of normal kinetic energy harvesting
and adaptive kinetic energy harvesting. Kinetic energy harvesters, also known as
vibration power generators, are typically, although not exclusively, inertial spring-
mass systems. Electrical power is extracted by employing one or a combination
of different transduction mechanisms. Main transduction mechanisms are piezo-
electric, electromagnetic and electrostatic. As most vibration power generators are
resonant systems, they generate maximum power when the resonant frequency of
the generator matches ambient vibration frequency. Any difference between these
two frequencies can result in a significant decrease in generated power. Recent
development in adaptive kinetic energy harvesting increases the operating frequency
range of such generators. Possible solutions include tuning resonant frequency of the
generator and widening the bandwidth of the generator. In this chapter, principles
and operating strategies for adaptive kinetic energy harvesters will be presented and
compared.

Keywords Adaptive energy harvesting · Frequency tuning · Wider frequency
range · Vibration energy harvesting

1.1 Introduction

Mechanical energy can be found almost anywhere that wireless sensor networks
(WSN) may potentially be deployed, which makes converting mechanical energy
from ambient vibration into electrical energy an attractive approach for powering
wireless sensors. The source of mechanical energy can be a moving human body
or a vibrating structure. The frequency of the mechanical excitation depends on
the source: less than 10 Hz for human movements and over 30 Hz for machinery

D. Zhu (B)
School of Electronics and Computer Science, University of Southampton, Southampton, UK
e-mail: dz@ecs.soton.ac.uk

T.J. Kaźmierski, S. Beeby (eds.), Energy Harvesting Systems,
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2 D. Zhu and S. Beeby

vibrations [1]. Such devices are known as kinetic energy harvesters or vibration
power generators [2].

In practical machine-based applications, vibration levels can be very low (<1 m
s−2) at frequencies that often correspond to the frequency of the mains electricity
powering the plant (e.g. 50 or 60 Hz or harmonics). Such low levels of vibration
equate to amplitudes of vibration that are in the order of a few microns and the only
way to extract mechanical energy in this case is to use an inertial generator that res-
onates at a characteristic frequency. The limitation to this approach is that the gen-
erator is, by definition, designed to work at a single frequency. A high Q-resonance
means very limited practical bandwidths over which energy can be harvested. If the
resonant frequency does not match the ambient vibration frequency, output power
of the generator drops significantly.

Adaptive kinetic energy harvesters [3] are developed to increase the operational
frequency range of vibration energy harvesters thus addressing the bandwidth limi-
tation. Adaptive kinetic energy employs certain mechanisms that can either adjust,
or tune, the resonant frequency of a single generator so that it matches the frequency
of the ambient vibration at all times or widen the bandwidth of the generator. Reso-
nant frequency tuning can be achieved by changing the mechanical characteristics of
the structure or electrical load on the generator. In addition, widening the bandwidth
of the generator can be achieved by, for example, employing an array of structures
each with a different resonant frequency, an amplitude limiter, coupled oscillators,
non-linear (e.g. magnetic) springs, bi-stable structures or a large inertial mass (large
device size) with a high degree of damping.

In Section 1.2, principles of kinetic energy harvesting is introduced. In Sec-
tion 1.3, classification of transduction mechanisms and principle of each transducer
are described. A wide range of reported kinetic energy harvesters are summarized
according to their transducers. Advantages and disadvantages of each transducer
have been listed and compared. In Section 1.4, a brief introduction of adaptive
kinetic energy harvesting is given. Section 1.5 describes the theory behind resonant
frequency tuning strategies and suggests criteria for evaluating tuning mechanisms.
Principles of the two tuning methods, i.e. mechanical and electrical tuning, are intro-
duced and examples of these methods are studied. Section 1.6 presents principles of
strategies to widen bandwidth of the kinetic energy harvesters and contains exam-
ples of all strategies. Section 1.7 compares different strategies for adaptive kinetic
energy harvesting and Section 1.8 summarizes the chapter.

1.2 Principles of Kinetic Energy Harvesting

Inertial-based kinetic energy harvesters are modelled as second-order, spring-mass
systems. The generic model of kinetic energy harvesters was first developed by
Williams and Yates [4]. Figure 1.1 shows a generic model of such a generator, which
consists of a seismic mass, m, and a spring with the spring constant of k. When the
generator vibrates, the mass moves out of phase with the generator housing. There
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Fig. 1.1 Generic model of kinetic energy harvesters

is a relative movement between the mass and the housing. This displacement is
sinusoidal in amplitude and can drive a suitable transducer to generate electrical
energy. b is the damping coefficient that consists of mechanically induced damping
(parasitic damping) coefficient bm and electrically induced damping coefficient be,
i.e. b = bm + be. y(t) is the displacement of the generator housing and z(t) is the
relative motion of the mass with respect to the housing. For a sinusoidal excitation,
y(t) can be written as y(t) = Y sin ωt , where Y is the amplitude of vibration and ω

is the angular frequency of vibration.
The transduction mechanism itself can generate electricity by exploiting the

mechanical strain or relative displacement occurring within the system. The strain
effect utilizes the deformation within the mechanical system and typically employs
active materials (e.g. piezoelectric). In the case of relative displacement, either the
velocity or position can be coupled to a transduction mechanism. Velocity is typi-
cally associated with electromagnetic transduction while relative position is associ-
ated with electrostatic transduction. Each transduction mechanism exhibits different
damping characteristics and this should be taken into consideration while mod-
elling the generators. Thermomechanical system can be increased in complexity,
for example, by including a hydraulic system to magnify amplitudes or forces, or
couple linear displacements into rotary generators. Details of these transducers will
be given in Section 1.3.

1.2.1 Transfer Function

For the analysis, it is assumed that the mass of the vibration source is much greater
than the mass of seismic mass in the generator and the vibration source is unaffected
by the movement of the generator. Then the differential equation of the movement
of the mass with respect to the generator housing from the dynamic forces on the
mass can be derived as follows:
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m · d2z (t)

dt2
+ b · dz (t)

dt
+ k · z (t) = −m · d2 y (t)

dt2
(1.1)

which can be written in the form after the Laplace transform as

m · s2 · z(s) + b · s · z(s) + k · s · z(s) = −m · a(s) (1.2)

where a(s) is the Laplace expression of the acceleration of the vibration, a(t), which
is given by

a(t) = d2 y (t)

dt2
(1.3)

Thus, the transfer function of a vibration-based micro-generator is

z(s)

a(s)
= 1

s2 + b
m s + k

m

= 1

s2 + ωr
Q s + ω2

r
(1.4)

where Q =
√

km
b is the quality factor and ωr = √

k/m is the resonant frequency.

1.2.2 Equivalent Circuit

An equivalent electrical circuit for a kinetic energy harvester can be found from Eq.
(1.4), which, when rearranged, gives

− m · a(s) = s · Z(s)

(
ms + b + k

s

)
(1.5)

Equation (1.5) can be rewritten as

− I (s) = E(s)

(
sC + 1

R
+ 1

sL

)
(1.6)

where I (s) = m ·a(s), E(s) = s · Z(s), C = m, R = 1
b , L = 1

k . Based on Eq. (1.6),
an equivalent electrical circuit can be built as shown in Fig. 1.2.

1.2.3 Damping in Kinetic Energy Harvesters

As mentioned above, damping in kinetic energy harvesters consists of mechanically
induced damping (parasitic damping) and electrically induced damping. The overall
damping factor of the system, ζT, is given by
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Fig. 1.2 Equivalent circuit of a kinetic energy harvester

ζT = b

2mωr
= bm + be

2mωr
= ζm + ζe (1.7)

where ζm = bm
2mωr

is the mechanically induced damping factor and ζe = be
2mωr

is the
electrically induced damping factor.

Total quality factor (Q-factor) is a function of damping factor. The total Q-factor
is given by

QT = 1

2ζT
(1.8)

This is the Q-factor when the generator is connected to the optimum load. The
relation between total quality factor and the electrical and mechanical damping is
given by

1

QT
= 1

QOC
+ 1

Qe
(1.9)

where QOC = 1
2ζm

is the open circuit Q-factor which reflects the mechanical damp-

ing. Qe, which equals 1
2ζe

, reflects performance of the transduction mechanism. It
cannot be measured directly, but can be calculated using Eq. (1.9) once QT and QOC
are measured.

1.2.4 Output Power of Kinetic Energy Harvesters

Assume that the input is a sinusoid excitation, i.e. y(t) = sin ωt . The solution to Eq.
(1.1) is given by

z(t) = mω2Y

k − mω2 + jωb
· sin ωt (1.10)

or
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z(t) = ω2√
(ω2

r − ω2)2 + ( bω
m )2

· Y sin(ωt + ϕ) (1.11)

where ϕ is the phase angle given by

ϕ = tan−1
(

bω

k − ω2m

)
(1.12)

The average power dissipated within the damper, i.e. the sum of the power
extracted by the transduction mechanism and the power lost in mechanical damping
is given by

P = b

(
dz(t)

dt

)2

(1.13)

Equations (1.11) and (1.13) give the average power dissipated within the damper
as follows:

P(ω) = mζTY 2( ω
ωr

)3ω3

[1 − ( ω
ωr

)2]2 + (2ζT
ω
ωr

)2
(1.14)

When the generator is at resonance, i.e. ω = ωr, the power dissipation reaches
maximum. The maximum dissipated power is

P = mY 2ω3
r

4ζT
(1.15)

or

P = mY 2ω3
r

4(ζm + ζe)
(1.16)

The power dissipation is the sum of maximum electrical energy extracted by the
transduction mechanism, Pe, and mechanical loss, Pm. Pe and Pm are as follows:

Pe = ζemY 2ω3
r

4(ζm + ζe)
(1.17)

Pm = ζmmY 2ω3
r

4(ζm + ζe)
(1.18)
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Maximum power conversion from mechanical domain to electrical domain
occurs when ζe = ζm, i.e. damping arising from the electrical domain equals
mechanical losses. Therefore, the maximum electrical power that can be extracted
by the kinetic energy harvester, Pe, is given by

Pe = P

2
= mY 2ω3

r

16ζm
(1.19)

Since the peak acceleration of the base, a, is given by a = Yω2, Eq. (1.19) can
be rewritten as

Pe = ma2

16ωr · ζm
(1.20)

As the open circuit Q-factor, QOC = 1
2ζm

, Eq. (1.20) can be written as

Pe = ma2

8ωr
· QOC (1.21)

It is found via Eq. (1.21) that the maximum power delivered to the electrical
domain is inversely proportional to the damping factor, i.e. proportional to the
Q-factor. Hence, when designing a vibration-based micro-generator to achieve max-
imum power output, it is important to design the generator with a high Q-factor
(i.e. low damping factor) and make the generator work at its resonant frequency.
Figure 1.3 shows an example of the power spectrum of a vibration-based micro-
generator of resonant frequency 50 Hz with various Q-factors and damping factors.
It can be seen that, for generators with a high Q-factor (i.e. low damping factor),
the output power drops significantly if the frequency of operation is away from the
generators resonance. When the Q-factor is lower (i.e. damping factor is higher),
the peak output power decreases while the bandwidth of the generator increases and
the device becomes less sensitive to frequency shifts at the expense of lower maxi-
mum generated power. In addition, since the output power is inversely proportional
to the resonant frequency of the generator for a given acceleration, it is generally
preferable to operate at the lowest available fundamental frequency. This is com-
pounded by practical observations that acceleration levels associated with environ-
mental vibrations tend to reduce with increasing frequency. Application vibration
spectra should be carefully studied before designing the generator in order to cor-
rectly identify the frequency of operation given the design constraints on generator
size and maximum permissible z(t). Furthermore, the mass of the mechanical struc-
ture should be maximized within the given size constraints in order to maximize
the electrical power output. It should also be noted that the energy delivered to the
electrical domain will not necessarily all be usefully harvested (e.g. coil losses).
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Fig. 1.3 Power spectrum of a kinetic energy harvester with various Q-factors

1.3 Transduction Mechanisms

In kinetic energy harvesting, a particular transduction mechanism such as elec-
tromagnetic [5], electrostatic [6] and piezoelectric [7] is used to extract electrical
energy from motion. The generator also requires a mechanical system to couple
environmental displacements to the transduction mechanism. This mechanical sys-
tem has to be designed to maximize the coupling between the mechanical energy
source and the transduction mechanism. Most vibration-based micro-generators are
single degree of freedom second-order spring-mass system consisting of an inertial
frame that transmits the vibration to a suspended inertial mass to produce a rela-
tive displacement or cause mechanical strain. The transduction mechanism can then
generate electrical energy by exploiting the relative displacement or strain.

1.3.1 Electromagnetic (EM) Generators

Electromagnetic induction was discovered by Michael Faraday in 1831. Faraday’s
law of electromagnetic induction states that an electrical current will be induced
in any closed circuit when the magnetic flux through a surface bounded by the
conductor changes. This applies whether the field itself changes in strength or the
conductor is moved through it. In an electromagnetic generator, permanent magnets
are used to produce strong magnetic field and a coil is used as the conductor. Either
the permanent magnet or the coil is fixed to the frame while the other is attached
to the inertial mass. The relative displacement caused by the vibration makes the
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transduction mechanism work and generate electrical energy. The induced voltage,
also known as electromotive force (e.m.f), across the coil is proportional to the
strength of the magnetic field, the velocity of the relative motion and the number
of turns of the coil. An electromagnetic generator is characterized by high output
current level at the expense of low voltages. Figure 1.4 shows two commonly seen
examples of electromagnetic generators.

Fig. 1.4 Electromagnetic generators

For the case in Fig. 1.4a, the magnetic field is uniform. The magnetic field cut by
the coil varies with the relative displacement between magnets and the coil. In this
case, the induced electromotive force is given by

e.m.f. = −N · l · B · dz

dt
(1.22)

where N is the number of turns of the coil, l is the effective length of the coil, B
is the flux density going through the coil and dz/dt is the relative velocity between
the magnets and the coil.

For the case in Fig. 1.4b, the magnetic field varies with the distance apart from
the magnet. The induced electromotive force is given by

e.m.f. = −N · S · d B

dz
· dz

dt
(1.23)

where S is the effective area of the coil and d B/dz is the gradient of the magnetic
flux density along the direction of relative motion between magnets and the coil.

In both cases, the induced e.m.f. is a function of velocity of relative movement
z(t). Therefore, both expressions can be expressed by
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e.m.f. = κ · dz

dt
(1.24)

where κ is the electromagnetic coupling factor which equals −N · l · B and −N ·
S · d B

dz in both cases, respectively. It represents the change in coupled flux per unit
displacement.

Figure 1.5 shows a circuit representation of an electromagnetic generator with a
resistive load, RL. The relation between the current through the load and the induced
e.m.f. is given by

e.m.f. + i · (RL + Rc) + Lc
di

dt
= 0 (1.25)

Electromagnetic generators perform better in macro-scale than in micro-scale
[8]. Particularly, generators integrated with MEMS with electroplated coils and
magnets may not be able to produce useful power levels due to poor electromagnetic
coupling.

Fig. 1.5 Circuit representation of an electromagnetic generator

The damping coefficient induced from electromagnetic transduction, be, is as
follows:

be = κ2

RL + Rc + jωLc
(1.26)

where RL and Rc are resistances of the load and coil, respectively. Lc is the induc-
tance of the coil.

For a micro-generator that works at low resonant frequencies, the inductive
impedance of the coil is much lower than its resistive impedance. Hence, the induc-
tive impedance can be ignored in this case. Thus, be, can be simplified to
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be = κ2

RL + Rc
(1.27)

The electrically induced damping factor, ζe, is

ζe = κ2

2mω(RL + Rc)
(1.28)

Equation (1.28) shows that RL can be used to adjust be to match bm and therefore
maximize output power, although this must be done with the coil parameters in
mind. It can be shown that the optimum load resistance can be found from Eq.
(1.29) and maximum average power delivered to the load can be found from Eq.
(1.30) [9]:

RL = Rc + κ2

bm
(1.29)

Pe = ma2

16ζmωr(1 − Rc
RL

)
(1.30)

Table 1.1 lists some reported electromagnetic generators with their main
characteristics.

Table 1.1 Summary of electromagnetic kinetic energy harvesters

Reference f (Hz)
Excitation
level (m s2) Mass (g)

Volume
(mm3) P (µW)

Power
density
(µW mm3)

Structure
material

Williams 4400 382 0.0023 5.4 0.3 0.0556 GaAs
et al. [10] Polyimideb

Ching et al. [11] 110 95.5 N/A 1000 830 0.83 Copperc

Glynne-Jones 322 2.7 N/A 840 180 0.214 Steelc

et al. [12]
Koukharenko 1615 3.92 N/A 100 0.104 0.00104 Siliconb

et al. [13]
Saha et al. [14] 84 7.8 25 800a 3500 4.375 Copperc

Beeby et al. [15] 52 0.589 0.66 150 46 0.307 BeCuc

Klahand 25 N/A 15.6a 2000a 3.97 0.00199 Styreneb

et al. [16]
Torah et al. [17] 50 0.589 N/A 570 58 0.102 BeCuc

Wang et al. [18] 280 10 N/A 315 17.2 0.055 Nickelb

a Estimated or extrapolated from data in reference
b Micro-scale
c Macro-scale
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1.3.2 Piezoelectric (PZ) Generators

The piezoelectric effect was discovered by Pierre and Jacques Curie in 1880. It is the
ability of some materials (notably crystals and certain ceramics) to generate an elec-
tric potential in response to applied mechanical stress. The electrical polarization is
proportional to the applied strain. This is the piezoelectric effect used for mechanical
to electrical energy conversion. Commonly used materials for piezoelectric power
generation are PZT, PVDF [19] and macro-fibre composite (MFC) [20].

Piezoelectric generators typically work in either 33 mode (Fig. 1.6a) or 31 mode
(Fig. 1.6b). In the 33 mode, a force is applied in the same direction as the poling
direction, such as the compression of a piezoelectric block that has electrodes on its
top and bottom surfaces. In the 31 mode, a lateral force is applied in the direction
perpendicular to the poling direction, an example of which is a bending beam that
has electrodes on its top and bottom surfaces. Generally, the 31 mode has been the
most commonly used coupling mode although the 31 mode has a lower coupling
coefficient than the 33 mode [19]. Common energy harvesting structures such as
cantilevers or double-clamped beam typically work in the 31 mode because the lat-
eral stress on the beam surface is easily coupled to piezoelectric materials deposited
onto the beam.

Fig. 1.6 Piezoelectric generators: (a) 33 mode and (b) 31 mode

The constitutive equations for a piezoelectric material are given by

δ = σ

Y
+ d · E (1.31)

D = ε · E + d · σ (1.32)

where δ is mechanical strain, σ is mechanical stress, Y is Young’s modulus of the
material, d is the piezoelectric strain coefficient, E is the electric field, D is the
electrical displacement (charge density) and ε is the dielectric constant of the piezo-
electric material.

Figure 1.7 shows a circuit representation of a piezoelectric generator with a resis-
tive load, RL. C is the capacitance between two electrodes and Rs is the resistance



1 Kinetic Energy Harvesting 13

Fig. 1.7 Circuit representation of a piezoelectric generator

of the piezoelectric material. The voltage source, VOC, is the open circuit voltage
resulting from Eq. (1.32) when the electrical displacement is zero. It is given by

VOC = −d · t

ε
· σ (1.33)

where t is the thickness of the piezoelectric material.
An expression for the piezoelectric damping coefficient is [21]

be = 2mω2
r κ

2

2
√

ω2
r + 1

RLCL

(1.34)

where κ is the piezoelectric material electromechanical coupling factor and CL is
the load capacitance. Again RL can be used to optimize and the optimum value can
be found from Eq. (1.35) and as stated previously, maximum power occurs when ζe
equals ζm:

Ropt = 1

ωrC

2ζm√
4ζ 2

m + κ4
(1.35)

The maximum power is [21]

Pmax = 1

ω2
r

RLC2( 2Y dtb∗
ε

)2

(4ζ 2
m + κ4)(RLCωr)2 + 4ζmκ2(RLCωr) + 2ζ 2

m
a2 (1.36)

where b∗ is a constant related to dimensions of the piezoelectric generator and a is
the vibration acceleration.

Table 1.2 lists properties of some common piezoelectric materials. Output power
of piezoelectric generators using different piezoelectric materials is compared in
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Table 1.2 Coefficients of common piezoelectric materials [2, 22]

Material PZT-5H PZT-5A BaTiO3 PVDF

d31 (×10−12C N−1) −274 −171 78 23
Young’s modulus (GPa) 50 50 67 2
Relative permittivity (ε/ε0) 3400 1700 1700 12

Fig. 1.8 Comparison of output power of piezoelectric generator using different piezoelectric
materials

Fig. 1.8. These generators have the same dimensions. It is found that with the same
dimensions, the generator using PZT-5A has the most amount of output power.

Piezoelectric generators have the simplest structure among the three transduc-
ers and they can produce appropriate voltages for electronic devices. However, the
mechanical properties of the piezoelectric material may limit overall performance
and lifespan of the generator. Although piezoelectric thin films can be integrated
into a MEMS fabrication process, the piezoelectric coupling is greatly reduced.
Therefore, the potential for integration with microelectronics is less than that for
electrostatic micro-generators which will be presented in the next section.

Table 1.3 lists some reported piezoelectric generators with their main character-
istics.

1.3.3 Electrostatic (ES) Generators

The basis of electrostatic generator is the variable capacitor. The variable capaci-
tance structure is driven by mechanical vibrations. The capacitance varies between
maximum and minimum values. If the charge on the capacitor is constrained, charge
will move from the capacitor to a storage device or to the load as the capacitance
decreases. Thus, mechanical energy is converted to electrical energy. Electrostatic
generators can be classified into three types, i.e. in-plane overlap (Fig. 1.9a) which
varies the overlap area between electrode fingers, in-plane gap closing (Fig. 1.9b)
which varies the gap between electrode fingers and out-of-plane gap closing
(Fig. 1.9c) which varies the gap between two large electrode plates [6].
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Fig. 1.9 Electrostatic generators: (a) in-plane overlap; (b) in-plane gap closing; and (c) out-of-
plane gap closing

These three types can be operated either in charge-constrained or voltage-
constrained cycles. Generally, generators working in voltage-constrained cycles pro-
vide more energy than generators in charge-constrained cycles. However, by incor-
porating a capacitor in parallel with the energy harvesting capacitor, the energy from
the charge-constrained system can approach that of the voltage-constrained system
as the parallel capacitance approaches infinity. This parallel capacitor effectively
constrains the voltage on the energy harvesting capacitor [32].

A simplified circuit for an electrostatic generator using charge-constrained con-
version is shown in Fig. 1.10. Vin is a pre-charged reservoir, which could be a capac-
itor or a rechargeable battery. Cv is a variable capacitor, which is one of the three
types mentioned above. Cpar is the parasitic capacitance associated with the variable
capacitor structure and any interconnections, which limits the maximum voltage. CL
is the storage capacitor or any kind of load.
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Fig. 1.10 Circuit representation for an electrostatic generator

The maximum voltage across the load is given by:

Vmax = Cmax + Cpar

Cmin + Cpar
Vin (1.37)

The energy dissipated within the damper, and therefore the power, is given by the
force distance product shown in Eq. (1.37) [33]:

P = 4Y Fωω2
c

2π

√
1

1 − ω2
c

−
(

F

mYω2ωc
U

)2

(1.38)

where F is the damping force and Y is the displacement of the frame, ωc = ω/ωr

and U = sin(π/ωc)
1+cos π/ωc

.
The optimum damping force is given by

Fopt = Yω2m√
2

ωc

|(1 − ω2
c )U | (1.39)

An electrostatic generator can be easily realized in MEMS version. Since the
fabrication process of electrostatic generators is similar to that of VLSI, electro-
static generators can be assembled with VLSI without difficulties. Unfortunately,
electrostatic generators require an initial polarizing voltage or charge. The output
impedance of the devices is often very high, which makes them less suitable as a
power supply. However, they can be used to charge a battery, in which case, electro-
static generators can use electrets to provide the initial charge.

Table 1.4 lists some reported electrostatic generators with their main
characteristics.
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Table 1.4 Summary of electrostatic kinetic energy harvesters

Reference f (Hz)
Excitation
level (m s2) Mass (g)

Volume
(mm3) P (µW)

Power
density
(µW mm3) Type

Meninger
et al. [34]

2520 N/A N/A 75 8 0.11 IPO

Tashiro et al.
[35]

6 1 780 N/A 36 N/A OP

Mitcheson
et al. [36]

30 50 0.1 750 3.7 0.0049 N/A

Arakawa
et al. [37]

10 3.9 N/A 800 6 0.0075 IPO

Despesse
et al. [38]

50 8.8 104 1800 1052 0.584 IPGC

Kuehne et al.
[39]

1000 1.96 N/A N/A 4.28 0.079 IPO

Yen et al.
[40]

1560 82.32 N/A N/A 1.8 N/A OP

Sterken et al.
[41]

500 9.8 N/A N/A 5 N/A OP

Lo and Tai
[42]

50 576.6 54 50,000 17.98 0.00036 OP

Hoffmann
et al. [43]

1300−
1500

127.4 642e-6 N/A 3.5 N/A IPO

Naruse et al.
[44]

2 3.92 N/A N/A 40 N/A IPGC

IPO in-plane overlap, IPGC in-plane gap closing, OP out-of-plane

1.3.4 Other Transduction Mechanisms

Magnetostrictive materials are also used to extract electrical energy from ambi-
ent vibration. These materials deform when placed in a magnetic field and it can
induce changes in magnetic field when it is strained. Magnetostrictive materials are
generally used in piezoelectric-magnetostrictive composites. Such composites were
originally used in magnetic field sensors and have recently been adopted in energy
harvesting.

Huang et al. [45] reported two energy harvesting devices based on a Terfenol-
D/PZT/Terfenol-D composite. Their device produced 1.2 mW of power when
excited at 5 m s−2 at 30 Hz. Recently, Wang and Yuan [46] reported a new vibra-
tion energy harvester based on magnetostrictive material, Metglas 2605SC, with
electromagnetic pickup. Experimentally, the maximum output power and power
density on the load resistor can reach 200 µW and 900 µW cm−3, respectively,
at a low frequency of 58 Hz. For a working prototype under a vibration with
resonance frequency of 1.1 kHz and peak acceleration of 8.06 m s−2, the aver-
age power and power density during charging the ultracapacitor can achieve 576
µW and 606 µW cm−3, respectively. Dai et al. [47] reported an energy harvester
that converts ambient mechanical vibration into electrical energy employing the
Terfenol-D/PZT/Terfenol-D laminate magnetoelectric (ME) transducer. The har-
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vester uses four magnets arranged on the free end of a cantilever beam. The magnets
produce a concentrated flux gradient in the air gap, and the ME transducer is placed
in the air gap between the magnets. When the harvester is excited, the magnetic
circuit moves relative to the ME transducer. The experimental results showed that
the generator produced a power of 2.11 mW for an acceleration of 9.8 m s−2 at a
resonant frequency of 51 Hz.

1.3.5 Comparisons of Transduction Mechanisms

The efficiency of a generator should be simply defined by the standard definition,
η = Eout/Ein, where Eout is the energy delivered to an electrical load and Ein is the
input energy from the excitation vibrations per cycle. Roundy [48] has proposed
a method based upon a standard two-port model of a transducer which enables
the different transduction mechanisms to be compared. The analysis uses a cou-
pling coefficient, κ , which is a measure of the efficiency of the conversion from the
external vibration energy to the energy stored within the generator and transmission
coefficient, λ, which is mathematically identical to the equation for efficiency given
above. The transmission coefficient is related to the coupling coefficient and λmax
can be found from

λmax = κ2

4 − 2κ2
(1.40)

In practice the transmission coefficient depends upon the load resistance which
should be chosen to achieve λmax. The maximum power can be found from
Eq. (1.41) where ω is the circular frequency of driving vibrations:

Pmax = λmaxωEin (1.41)

These coefficients have been derived by Roundy for each of the transduction
mechanisms and can be employed to compare them as follows. In the case of
the electromagnetic generator, the coupling factor is given in Section 1.3.1. For
piezoelectric generators, the following equation applies where d is the piezoelectric
strain coefficient (see Section 1.3.2), Y is Young’s modulus and ε is the dielectric
constant:

κ2 = d2Y

ε
(1.42)
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The maximum energy density for both electromagnetic and piezoelectric gener-
ators is given by

pmax = κ2ρ(Q · a)2

4ω
(1.43)

where ρ is the density of the proof mass material, Q is the quality factor of the
generator and a is the magnitude of acceleration of the excitation vibrations.

The maximum energy density for electrostatic generators is non-linear and
depends upon the geometry and operating conditions of the device. Taking the
example of an out-of-plane parallel plate capacitor operating in a constant charge
mode as described in Section 1.3.3.

κ2 = V 2
inC2

max

V 2
inC2

max + mω2z2C(z)
(1.44)

Equation (1.44) gives the coupling coefficient where Vin is the input voltage, z the
displacement of the top electrode and Cmax is the maximum capacitance. It is clear
that the capacitance varies with displacement and therefore the coupling coefficient
varies throughout the cycle. The average power output density is given by Eq. (1.45)
where f is the generator frequency in hertz:

pave = f
ρ(Q · a)2

4ω2

∫ t2

t1
κ(t)dt (1.45)

The coupling coefficient of piezoelectric generators depends mainly on the piezo-
electric material used, although the elastic properties of the other materials used in
the generator structure may also influence the values. The coupling coefficient of
electromagnetic generators is dependant upon the magnetic circuit of the device. In
the case of electrostatic generators the coupling coefficient varies with position and
device design.

Advantages and disadvantages of each type of transduction mechanism are sum-
marized in Table 1.5.

Since electrostatic and piezoelectric transducers are compatible with MEMS,
they are more suitable to be deployed in micro- or nano-scale systems while elec-
tromagnetic and magnetostrictive transducers are suitable for macro-scale systems.
Roundy et al. [21] calculated the theoretical maximum energy density of the first
three transducers. It was concluded that piezoelectric and electromagnetic trans-
ducers have similar energy density which is about 10 times that of electrostatic
transducers.

Table 1.6 lists some commercially available vibration-based micro-generators.
To the date, only generators with electromagnetic and piezoelectric transducers can
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Table 1.5 Comparisons of different transduction mechanisms of kinetic energy harvesters

Type Advantages Disadvantages

Electromagnetic • No external voltage source

• No mechanical constraints
needed

• High output current

• Difficult to integrate with
MEMS fabrication process

• Poor performance in
micro-scale

• Low output voltage

Piezoelectric • Simple structure

• No external voltage source

• Compatible with MEMS

• High output voltage

• No mechanical constraints
needed

• Thin films have poor coupling

• Poor mechanical properties

• High output impedance

• Charge leakage

• Low output current

Electrostatic • Easy to integrate with MEMS
fabrication process

• High output voltage

• Mechanical constraints needed

• External voltage source or pre-
charged electret needed

• High output impedance

• Low output current

Magnetostrictive • Ultra-high coupling coefficient

• High flexibility

• Non-linear effect

• May need bias magnets

• Difficult to integrate with
MEMS fabrication process

Table 1.6 Summary of kinetic energy harvesters available on the market

Excitation
Model f (Hz) level (m s−2) Total mass (g) Volume (mm3) P (mW) Transducer

Mide Technology Corporation [49]
Volture PEH20w 80–175a 13.7 85.14 39,963b 388.55c 2–24 PZ
Volture PEH25w 50–140a 13.7 85.14 40,543b 194.27c 2.5–24 PZ

Perpetuum Ltd. [50]
PMG-17 100/120 9.8 655 522,682b 45 EM
PMG-27 17.2 0.49 400 467,711b 4 EM

PZ Piezoelectric, EM Electromagnetic
a Tunable by changing the length of the cantilever manually
b Total device
c Piezo wafer
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be found on the market, which indicates that these two transducers are more feasible
in practice.

1.4 Introduction to Adaptive Kinetic Energy Harvesting

Mathematical analysis presented in Section 1.2 showed that maximum power is
generated when the resonant frequency of the generator matches the frequency of
the ambient vibration. The limitation to this feature is that the generator is, by def-
inition, designed to work at a single frequency. A high Q-resonance means very
limited practical bandwidths over which energy can be harvested. If the resonant
frequency of the generator does not match the ambient vibration frequency, the
generated power drops dramatically. Most reported kinetic energy harvesters are
designed to work only at one particular frequency [2]. For applications such as mov-
ing vehicles, human movement and wind-induced vibration where the frequency of
ambient vibration changes occasionally, the efficiency of generators with one fixed
resonant frequency is significantly reduced since the generator will not always be
at resonance. This drawback must be overcome if kinetic energy harvesters are to
be widely applicable in powering wireless systems. Therefore, adaptive energy har-
vesting is developed to increase operational frequency range of kinetic energy har-
vesters. To date, there are, in general, two approaches to achieving adaptive energy
harvesters.

The first approach is to adjust, or tune, the resonant frequency of a single gen-
erator so that it matches the frequency of the ambient vibration at all times. This
can be achieved by changing the mechanical characteristics of the structure or elec-
trical load of the generator. Resonant frequency tuning methods can be classified
as intermittent and continuous tuning [3]. Intermittent tuning is defined as a tuning
mechanism that operates periodically. This approach only consumes power during
the tuning operation and uses negligible energy once the generator is matched to
the frequency of the ambient vibrations. Continuous tuning is defined as a tuning
mechanism that is continuously applied even if the resonant frequency equals the
ambient vibration frequency. The second approach is to widen the bandwidth of the
generator. This can be achieved by, for example, employing

• an array of structures each with a different resonant frequency;
• an amplitude limiter;
• coupled oscillators;
• non-linear (e.g. magnetic) springs;
• bi-stable structures;
• a large inertial mass (large device size) with a high degree of damping.

Details of these two types of adaptive kinetic energy harvesters will be studied
and compared in the following three sections.
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1.5 Strategies to Tune Resonant Frequency

1.5.1 Evaluating Tuning Approaches

Selection of tuning approaches will depend upon the application but in general some
key factors for evaluating a tuning mechanism for adjusting the resonant frequency
of kinetic energy harvesters are as follows:

• The energy consumed by the tuning mechanism should be as small as possible
and must not exceed the energy produced by the generator.

• The mechanism should achieve a sufficient operational frequency range.
• The tuning mechanism should achieve a suitable degree of frequency resolution.
• The generator should have as high as possible Q-factor to achieve maximum

power output and the strategy applied should not increase the damping, i.e.
decrease Q-factor, over the entire operational frequency range.

Resonant frequency can be tuned by both mechanical and electrical methods.
Mechanical tuning alters the resonant frequency by changing mechanical properties
of the structure. Electrical tuning alters the resonant frequency by adjusting the elec-
trical load. The principles of both methods and existing approaches to realize them
are described in the following sections.

1.5.2 Mechanical Tuning Methods

As most reported vibration energy harvesting devices are based on a cantilever [2],
focus will be on this structure in following theoretical analyses of mechanical tun-
ing. Principles demonstrated are, however, generally applicable to all mechanical
resonator structures. Tuning mechanisms covered in this section are

• changing dimensions;
• moving the centre of gravity of proof mass;
• variable spring stiffness;
• straining the structure.

After a brief analysis of the theory, a comprehensive review of each mechanical
tuning mechanism reported in the literature to date is presented.

The resonant frequency of a spring-mass structure is given by

fr = 1

2π

√
k

m
(1.46)

where k is the spring constant and m is the inertial mass. When tuning the resonant
frequency of the generator, either the spring constant or the mass can be varied.
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Fig. 1.11 Cantilever with a tip mass

The spring constant of a resonator depends on its materials and dimensions. For
a cantilever with a mass at the free end (Fig. 1.11), the resonant frequency is given
by [51]

fr = 1

2π

√
Ywh3

4l3(m + 0.24mc)
(1.47)

where Y is Young’s modulus of the cantilever material, w, h and l are the width,
thickness and length of the cantilever, respectively, and mc is the mass of the can-
tilever. The resonant frequency can be tuned by adjusting any of these parameters.
In addition, it is important to mention that if actuators are involved in changing the
mechanical properties of the resonant structure, the tuning mechanisms can be oper-
ated by a control system to automatically tune the generator. However, the energy
cost of the actuator must be considered.

1.5.2.1 Changing Dimensions

It is difficult to change the width, w, and thickness, h, of a cantilever after it is
made while changing its effective length, l, is feasible. The approach requires that
the cantilever base clamp be released and re-clamped in a new location along the
length of the beam thereby changing the effective length (and hence frequency).
There is no power required to maintain the new resonant frequency. It is a method of
intermittent tuning. Furthermore, as the resonant frequency is inversely proportional
to l3/2, modifying l can significantly change fr.

Suppose l is the original length of the cantilever and l ′ is the modified length of
the cantilever, l ′ = l + , where  is the difference between them. The mass of the
cantilever is then changed to m′

c = whl ′ρ, where ρ is the density of the cantilever
material while the original mass of cantilever is mc = whlρ. Then, the new resonant
frequency becomes

f ′
r = 1

2π

√
Ywh3

4l ′3(m + 0.24m′
c)

= 1

2π

√
Ywh3

4(l + )3{m + 0.24[wh(l + )]ρ}
(1.48)
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And the ratio of the tuned frequency to the original frequency called the normal-
ized resonant frequency is

f ′
r

fr
=

√
l3(m + 0.24mc)

l ′3(m + 0.24m′
c)

=
√

l3(m + 0.24whlρ)

(l + )3{m + 0.24[wh(l + )]ρ} (1.49)

Figure 1.12 shows the normalized resonant frequency with the variation of can-
tilever length where a negative / l means the new cantilever beam is shorter
than its original length and thus has a higher resonant frequency. A positive / l
means the cantilever beam has been lengthened giving a lower resonant frequency.
Figure 1.12 shows it is more efficient to tune the resonant frequency by shortening
the cantilever beam.

Fig. 1.12 Normalized resonant frequency with variation of cantilever lengths

An example of this approach is described in a patent by Gieras et al. [52].
Figure 1.13 shows the side view of the proposed device. The electromagnetic gener-
ator consists of a cantilever with a set of magnets fixed to its free end. The cantilever
is clamped to a base using screws. A coil is placed between the magnets to pick up
output power. A slider is connected to a linear actuator which moves the slider back
and forth to adjust the effective length of the cantilever, L , and hence the resonant
frequency of the generator.



26 D. Zhu and S. Beeby

Fig. 1.13 Side view of a self-adjustable energy-harvesting system with variable effective lengths

1.5.2.2 Moving Centre of Gravity of Proof Mass

Once a generator has been fabricated, it is difficult to subsequently add or remove
mass. However, the resonant frequency of a cantilever structure can be adjusted by
moving the centre of gravity of the inertial mass. Figure 1.14 shows the side view
of a cantilever with a mass on the free end.

Fig. 1.14 Side view of a cantilever-mass structure

The length of the cantilever without the mass is l and the proof mass on its free
end is m. The centre of gravity of the proof mass is located at c and the distance
between c and the end of the cantilever is x . The tuned resonant frequency of this
structure can be approximated as [53] (Fig. 1.15)

f ′
r = 1

2π

√
Ywh3

12ml3
· r2 + 6r + 2

8r4 + 14r3 + 21
2 r2 + 4r + 2

3

(1.50)

where w and h are the width and thickness of the cantilever, respectively, and
r = x/ l.

The resonant frequency of a cantilever-based generator, considering that the mass
of the cantilever beam is negligible compared to the proof mass, Eq. (1.47), can be
rewritten as

fr = 1

2π

√
Ywh3

4l3m
(1.51)
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Fig. 1.15 Resonant frequency with variation of centre of gravity positions

Hence, the ratio of the tuned frequency to the original frequency is

f ′
r

fr
=

√
1

3
· r2 + 6r + 2

8r4 + 14r3 + 21
2 r2 + 4r + 2

3

(1.52)

Figure 1.14 shows the normalized resonant frequency with variation of the posi-
tion of the centre of gravity of the proof mass. The closer the centre of gravity of the
proof mass is from the end of the cantilever, the higher the resonant frequency.

Wu et al. [54] reported a piezoelectric generator using this principle as shown
in Fig. 1.16. The proof mass of this device consists of a fixed mass and a movable
mass. The position of the centre of gravity of the proof mass could be adjusted by
changing the position of the movable mass. A fastening stud was used to fix the
movable mass when tuning was finished. The size of the fixed mass is 10 mm ×
12 mm × 38 mm and the movable mass is an M6 screw of length of 30 mm. The
resonant frequency of the device was tuned from 180 to 130 Hz by moving the
screw from one end to the other end (Fig. 1.17). The output voltage dropped with
increasing resonant frequency. This approach is suitable for fine frequency tuning
of the generator before installation and the vibration frequency in the working envi-
ronment is not time varying. If the vibration frequency changes during operation, an
actuator has to be employed on the cantilever to change the position of the movable
mass, which increases the complexity of the generator.
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Fig. 1.16 A piezoelectric cantilever with movable mass

Fig. 1.17 Experimental result of frequency adjustment [54]

1.5.2.3 Variable Effective Spring Stiffness

Another commonly used method to tune the resonant frequency is to soften the
spring stiffness. The principle is to apply a “negative” spring in parallel to the
mechanical spring. Therefore, the effective spring constant of such device, keff,
becomes

keff = km + ka (1.53)

where km is the mechanical spring constant and ka is an additional “negative” spring
stiffness as shown in Fig. 1.18. The modified frequency becomes

fr = 1

2π

√
keff

m
= 1

2π

√
km + ka

m
(1.54)
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Fig. 1.18 Model of devices with softened spring stiffness

The negative spring ka can be applied electrostatically, piezoelectrically, magnet-
ically or thermally. Examples of these approaches are described below. Most of these
examples are tunable resonators and not energy harvesters but the principles are
identical. It is important to note, however, that the additional inertial mass present
in an energy harvester (as opposed to the purely resonant structures) will reduce the
tuning effectiveness and increase the power required to tune compared to the values
quoted. It should also be noted that the following variable spring stiffness devices
are all continuously operated except the one on which the negative spring is applied
magnetically.

Electrostatic Methods

Scheibner et al. [55, 56] reported a vibration detector consisting of an array of eight
comb resonators each with a different base resonant frequency. A single resonator
is shown in Fig. 1.19. Each resonator comb is tuned by electrostatically softening
the structure by applying a tuning voltage to the electrodes marked “VTun”. The
device was designed so that the resonator array had overlapping tuning ranges which
allowed continuous measurements in the frequency range of the device from 1 to
10 kHz. Figure 1.20 shows the tuning range of each resonator. The tuning voltage
varied from 0 to 35 V. The total size of the sensor chip is 7 mm × 10 mm.

Fig. 1.19 Resonance tuning by electrostatic softening [56]
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Fig. 1.20 Experimental results of the resonance tuning of the array [56]

Adams et al. [57] realized a tuning range from 7.7 to 146% of the central fre-
quency of 25 kHz of a resonator with a single comb structure (Fig. 1.21). Figure 1.22
shows the tuning ranges of two of their devices under the driving voltage between
0 and 50 V. The total size was not mentioned in the chapter but is estimated from
the SEM scale to be no larger than 500 µm × 500 µm.

Fig. 1.21 Schematic diagram of single comb structure (after [57])

Lee et al. [58] presented a frequency-tunable comb resonator with curved comb
fingers (Fig. 1.23). Fingers of the tuning comb were designed to be curved shape
to generate a constant electrostatic stiffness or linear electrostatic force that is inde-
pendent of the displacement of the resonator under a control voltage. Experimen-
tally, the resonant frequency of a laterally driven comb resonator with 186 pairs of
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Fig. 1.22 Experimental results of resonance tuning of single comb structure [57]

Fig. 1.23 Schematic diagram of comb resonator with curved tuning fingers (after [58])

curved contour fingers was reduced by 55% from the initial frequency of 19 kHz
under a bias voltage of 150 V (Fig. 1.24). The corresponding effective stiffness
was decreased by 80% from the initial value of 2.64 N/m. The total size of the
resonator is 460 µm × 840 µm. It was concluded that the closed-form approach of
the comb-finger profile can be applied to other comb-shaped actuators for frequency
control while achieving linear electrostatic stiffness with respect to displacement.

Piazza et al. [59] developed a micromachined, piezoelectrically actuated and
sensed, high-Q single-crystal silicon (SCS) resonator with voltage-tunable centre
frequency (Fig. 1.25). Piezoelectric transduction was integrated with capacitive fine-
tuning of the resonator centre frequency to compensate for any process variations.
The resonant frequency could be tuned by 6 kHz based on an untuned resonant
frequency of 719 kHz by applying an electrostatic force beneath the cantilever
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Fig. 1.24 Experimental results of resonance tuning of comb resonator with curved tuning
fingers [58]

Fig. 1.25 Voltage-tunable, piezoelectrically transduced SCS resonators: Q-enhanced configura-
tion (after [59])

(Fig. 1.26). The driving voltage varied from 0 to 20 V. The dimensions of this
resonator are 200 µm × 20 µm × 4.2 µm.

Yao and MacDonald [60] compared frequency tuning by applying either axial
force or transverse force on the resonator electrostatically as shown in Fig. 1.27.
Frequency tuning by applying transverse force was tested experimentally. It was
found that the resonant frequency may increase or decrease with the applied tun-
ing voltage depending on where the tuning electrode is placed with respect to the
excitation electrode and the resonating rod. When the tuning electrode was placed
on the same side of the excitation electrode as indicated in Fig. 1.27b, the resonant
frequency decreased with the increase of applied voltage. When the tuning electrode
was placed on the opposite side of the excitation electrode as indicated in Fig. 1.27c,
the resonant frequency increased with the increase of applied voltage.

A micromachined resonator having an out-of-plane natural resonant frequency
of 149.5 kHz was tuned to 139.5 kHz by applying a DC tuning voltage of 30 V
as shown in Fig. 1.28. The actual dimensions of these devices were not mentioned.
Similar idea was later patented by Thiesen and O’Brian [61].
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Fig. 1.26 Experimental results of resonance tuning of electrostatic fine-tuning characteristic for a
719 kHz piezo-resonator [59]

Fig. 1.27 Schematic drawing of a simple resonator showing axial loading (a), and transverse load-
ing with the excitation and the tuning electrode on the same side (b) and on the opposite side (c)
of the resonating rod [60]
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Fig. 1.28 Measured resonant frequency versus the tuning DC voltage with an untuned resonant
frequency of 149.5 kHz (tuning mechanism as in Fig. 1.27b) [60]

Fig. 1.29 (a) Schematic of the resonator (b) cross-section without applied voltage and (c) with
applied voltage [62]

Piezoelectric Methods

Peters et al. [62] reported a tunable resonator, shown in Fig. 1.29a, potentially
suitable as a resonator structure for vibration energy harvesting. The resonant fre-
quency is tuned by mechanically stiffening the structure using piezoelectric actu-
ators. A piezoelectric actuator was used because piezoelectric materials can gen-
erate large forces with low power consumption. Two actuators, one clamped and
one free, are connected together. The free actuator can oscillate around the axis
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of rotation if a suitable excitation is applied to the clamp. The stiffness of the
structure was increased by applying an electrical potential to both actuators which
changes the shape of the structure as shown in Fig. 1.29c. Thus, the natural fre-
quency of the rotational mass-spring system increased. The tuning voltage was
chosen to be ±5 V leading to a measured resonance shift of ±15% around the
initial resonant frequency of 78 Hz, i.e. the tuning range was from 66 to 89 Hz
(Fig. 1.30).

Wischke et al. [63] presented an electromagnetic vibration scavenger that
exhibits a tunable resonant frequency as shown in Fig. 1.31. The resonant frequency
can be tuned by applying a static electrical field on the piezoelectric cantilever. This
feature is originated from exploiting the elastostriction of the utilized piezoelec-
tric bimorph suspension. It is demonstrated that the resonant frequency has been
tuned from 267 to 323 Hz when a tuning voltage between −100 and 260 V is
applied.

Fig. 1.30 Measured resonant frequency versus applied tuning voltage [62]

Fig. 1.31 A piezoelectrically tunable electromagnetic generator (after [63])
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Magnetic Methods

Challa et al. [64] reported an intermittently tuned piezoelectric micro-generator
(Fig. 1.32), 50 cm3 in volume, with a frequency range of 22–32 Hz based on an
original resonant frequency of 26 Hz. The tuning was realized by applying a mag-
netic force perpendicular to the cantilever generator as shown in Fig. 1.33. The
resonant frequency of the generator can be tuned by changing the distance between
the two sets of tuning magnets and the fixed magnets. The maximum tuning dis-
tance was 3 cm. Experimentally, the generator produced 240–280 µW power at
0.8 m s−2 acceleration. However, the tuning mechanism had the unwanted side
effect of varying damping over the frequency range as shown in Fig. 1.33. The
device was made of discrete components. The dimension of the piezoelectric can-
tilever is 34 mm × 20 mm × 0.92 mm and the effective mass is 45.8 g.

Fig. 1.32 Schematic of the tunable piezoelectric generator [64]

Fig. 1.33 Output power (a) and damping (b) versus resonant frequency [64]



1 Kinetic Energy Harvesting 37

Fig. 1.34 Schematic diagram of a comb-shaped micro-resonator with a straight-beam for active
frequency tuning via localized stressing effects (after [65])

Fig. 1.35 Measured frequency change versus tuning power [65]

Thermal Methods

Remtema and Lin [65] applied a thermal stress on a straight-beam spring using a
resistive heater (Fig. 1.34), which resulted in a maximum 6.5% frequency change
based on a resonant frequency of 31 kHz with a maximum temperature at 255◦C.
The power consumption during the process was 25 mW. Figure 1.35 shows the per-
centage change of resonant frequency with variation of power consumed in tuning.
The size of the device is estimated to be less than 500 µm × 700 µm from the
authors’ description.

Syms [66] reported frequency tuning by applying constrained thermal expansion
on a simple unfolded resonator (Fig. 1.36). The tuning range was from −25 to
+50% with power consumption from 1.5 to 10 mW (Fig. 1.37). The tuning sen-
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sitivity obtained with this tuning method was 33% mW−1. It is estimated from the
annotation in Fig. 1.36 that the device is no larger than 3000 µm × 3000 µm.

Fig. 1.36 Layout and connection of laterally resonant comb-drive actuator used for tuning
experiments [66]

Fig. 1.37 Variation of resonant frequency with tuning power (a) at different electrostatic drive
voltages and (b) gas pressures [66]

The thermal approach is unlikely to be practical for energy harvesting since it
consumes too much power compared to the power generated by a kinetic energy
harvester and is a continuous tuning mechanism.

1.5.2.4 Straining the Structure

The effective stiffness of the structure can be varied by applying a stress and there-
fore placing it under strain. The following theoretical analyses focus on straining
a cantilever and a double-clamped beam. The resonant frequency of both these
structures can be tuned by applying an axial load. In vibration energy harvesting,



1 Kinetic Energy Harvesting 39

most devices are based on beam structures, especially the cantilever (Fig. 1.38). An
axial tensile load applied to a beam (Figs. 1.38a and 1.39a) increases the resonant
frequency while an axial compressive load (Figs. 1.38b and 1.39b) decreases the
resonant frequency of the beam.

Fig. 1.38 Axial tensile (a) and compressive (b) loads on a cantilever

Fig. 1.39 Axial tensile (a) and compressive (b) loads on a double-clamped beam

An approximate formula for the resonant frequency of a uniform cantilever in
mode i with an axial load, fri, is given by [51]

f ′
ri = fri ·

√
1 + F

Fb
· λ2

1

λ2
i

(1.55)

where fr is the resonant frequency in mode i without load, F is the axial load and Fb
is the axial load required to buckle the beam, i.e. to cause the fundamental resonant
frequency zero. F is positive for a tensile load and negative in the compressive
case. Variable λi is a dimensionless load parameter which is a function of the beam
boundary conditions applied to the cantilever for the i th mode of the beam. It is
given by the i th positive solution of Eq. (1.56) for a cantilever and of Eq. (1.57) for
a double-clamped beam [51].

cos λ · cosh λ + 1 = 0 (1.56)

cos λ · cosh λ − 1 = 0 (1.57)

The majority of cantilever-based energy harvesters operate in the fundamental
flexural mode (mode 1); the resonant frequency of a uniform cantilever in mode 1
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with an axial load, fr1, is given by

f ′
r1 = fr1 ·

√
1 + F

Fb
(1.58)

The ratio of the tuned frequency to the original frequency is

f ′
r1

fr1
=

√
1 + F

Fb
(1.59)

The buckling load Fb of a cantilever and a clamped–clamped beam are given by
Eqs. (1.60) and (1.61), respectively [60]:

Fb_can = π2Ywh3

48l2
(1.60)

Fb_dcb = π2Ywh3

3l2
(1.61)

where Y is Young’s modulus of the material of the cantilever and w, h and l are the
width, thickness and length of the cantilever, respectively.

Figure 1.40 shows the change in resonant frequency of a cantilever with an
applied axial load. It shows that a compressive load is more efficient in frequency
tuning than a tensile load. If the compressive force is larger than the buckling load,
the cantilever beam will buckle and no longer oscillate in mode 1. If a very large

Fig. 1.40 Normalized resonant frequency with variation of axial loads
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tensile force is axially applied to the cantilever, i.e. much greater than the buckling
load, the resonant frequency will approach that of a straight-tensioned cable as the
force associated with the tension in the cantilever becomes much greater than the
beam stiffness.

Double-Clamped Beam Structures

Cabuz et al. [67] realized resonant frequency tuning by an applying axial force on
a micromachined resonant beam electrostatically as shown in Fig. 1.41. One end of
the resonator was clamped on a fixed support while the other end was connected to a
movable support. The movable support could rotate around a torsion bar as a voltage
was applied across two tuning electrodes. The torsion bar converted the vertical
tuning motion into an axial force along the resonator. Upward rotation induces a
compressive stress in the resonator while downward rotation induces a tensile stress.
The tuning range was 16 Hz based on a centre frequency of 518 Hz (Fig. 1.42) with
driving voltage from 0 to 16 V. The dimensions of the resonator are 1000 µm ×
200 µm × 3 µm and the dimensions of the movable support are 12.5 mm2 ×
0.3 mm. This is an example of continuous tuning.

Leland and Wright [68] successfully tuned the resonant frequency of a vibration-
based piezoelectric generator by applying an axial compressive preload directly
on the cantilever (Fig. 1.43). The tuning range was from 200 to 250 Hz.
Experimentally, the generator produced an output power between 300 and 400 µW
at an acceleration of 9.8 m s−2. It was determined that a compressive axial preload
could reduce the resonance frequency of a vibration energy scavenger by up to 24%
but it also increased the total damping (Fig. 1.44). The piezoelectric bimorph has

Fig. 1.41 Structure for fine resonance frequency tuning at device level by an electrostatically
induced axial force [67]
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Fig. 1.42 Resonant frequency change versus applied voltage [67]

Fig. 1.43 Schematic of a simply supported piezoelectric bimorph vibration energy scavenger [68]

Fig. 1.44 Resonance frequency and damping versus preload [68]
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dimensions of 31.7 mm × 12.7 mm × 0.509 mm and the weight of the proof mass is
7.1 g. This is an example of intermittent tuning, but it is not automated and has to
be done manually.

Cantilever Structures

Mukherjee [69] patented the idea of applying axial force to a vibrating cantilever
beam sensing element using electrostatic force. The resonator consisted of two sets
of comb-like structures (Fig. 1.45). The set closer to the anchor was used for sensing
while the other set was used for frequency tuning. A voltage was applied between
the two fixed tuning electrodes and the structure at the free end to apply an axial
tensile or compressive end load to the cantilever. The resonant frequency of the
beam was approximately 15.5 kHz. This is an example of continuous tuning which
achieved a tuning range of −0.6 to 3.3% of its untuned resonant frequency, i.e. about
600 Hz. The cantilever buckled when 50 VDC was applied to provide a compressive
force. This is an example of continuous tuning.

Fig. 1.45 Resonator with actuator at the free end

Hu et al. [70] theoretically investigated an axial preloading technique to adjust
the behaviour of a piezoelectric bimorph. It was found analytically that this mecha-
nism can improve the performance of the piezoelectric bimorph at varying frequency
vibrations. A method for applying an axial preload to a piezoelectric bimorph was
suggested and is shown in Fig. 1.46. It comprises a mechanical bolt running through
the central metal layer and fixed at the left-hand side edge wall. A capped stiff metal
plate was attached to the bolt at the free end of the cantilever. A clockwise torsion
of the bolt can produce a compressive preload to the bimorph and, conversely, an
anticlockwise torsion of the bolt produces a force to pull the capping plate towards
the right-hand side, which can generate a tensile preload to the bimorph. This is an
example of manual intermittent tuning.
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Fig. 1.46 A method to apply axial preload to a piezoelectric bimorph [70]

Fig. 1.47 Schematic diagram of the test device [71]

This principle was demonstrated by Eichhorn et al. [71]. Figure 1.47 shows a
schematic diagram of the test device. The piezoelectric generator consisted of a
piezo-polymer-composite cantilever beam with arms on both sides to enable the
application of an axial force to the free end of the beam. The arms were connected
to the base with two wings. These wings were used to transmit the force to the
arms, which in turn apply the load to the free end of the beam. The tuning force
was applied by a screw and a steel spring. The axial load depends linearly on the
deflection of the spring, which in turn was proportional to the number of revolutions
of the screw. The spring pushes the whole generator base against two blocks of
which the counter-pressure generates the pre-stress in the arms and the stabilizing
wings. The screw, spring and generator were all mounted on the same aluminium
frame. This is another example of manual intermittent tuning.

In tests only a compressive load was applied. Figure 1.48 shows the test results
of this generator under vibration level of 63.7 m s−2. It was found that with
the increase of compressive load, the resonant frequency, output voltage and the
Q-factor reduced. By cutting notches on the wings the tuning efficiency could be
increased. With notches in the wings, a resonant frequency shift of more than 20%
was achieved with a total force of 22.75 N (Fig. 1.49). The tuning range was from
290 to 380 Hz with compressive load up to 22.75 N. The dimensions of the can-
tilever are 20 mm × 5 mm × 0.44 mm and the overall width of the device including
arms is 13 mm.

A non-contact method of applying axial load to a cantilever-based micro-
generator is reported by Zhu et al. [72, 73] who presented a tunable electromagnetic
vibration-based micro-generator with closed-loop frequency tuning. Frequency
tuning was realized by applying an axial tensile magnetic force to the micro-
generator (Fig. 1.50).
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Fig. 1.48 Test results under vibration of 63.7 m s−2 [71]

Fig. 1.49 Comparison of tuning efficiency of wings with and without notches [71]
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Fig. 1.50 Schematic diagram of the tuning mechanism [72]

The tuning force was provided by the attractive force between two tuning mag-
nets with opposite poles facing each other. One magnet was fixed at the free end of
a cantilever while the other was attached to an actuator and placed axially in line
with the cantilever. The distance between the two tuning magnets was adjusted by
the linear actuator. Thus, the axial load on the cantilever and hence the resonant
frequency was changed. The areas where the two magnets face each other were
curved to maintain a constant gap between them over the amplitude range of the
generator. Figure 1.51 shows the test results of the resonant frequency variation of
distance between the two tuning magnets. The tuning range of the proposed micro-
generator was from 67.6 to 98 Hz based on the original resonant frequency of 45 Hz
by changing the distance between two tuning magnets from 5 to 1.2 mm.

Experimentally, the generator produced a power of 61.6–156.6 µW over the tun-
ing range when it was excited at a constant vibration acceleration level of 0.59 m
s−2. It was also found that the tuning mechanism does not affect the damping of
the micro-generator over 60% of the tuning range. However, when the tuning force
becomes larger than the inertial force caused by vibration, total damping is increased
and the output power is less than expected from theory (see resonant peaks at 92 and
98 Hz in Fig. 1.52).

1.5.3 Electrical Tuning Methods

All the frequency tuning methods mentioned above are based on mechanical meth-
ods. In this section, methods to tune the resonant frequency of a vibration-based
micro-generator electrically will be detailed.
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Fig. 1.51 Resonant frequency with variance of distances between two tuning magnets [72]

Fig. 1.52 Power spectrum of the micro-generator (excited at 0.59 m s−2) [72]
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1.5.3.1 Principles

The basic principle of electrical tuning is to change the electrical damping by adjust-
ing the electrical load. As all reported generators using electrical tuning are piezo-
electric, in this section, only the piezoelectric micro-generator will be addressed.
As resistive loads reduce the efficiency of power transfer and load inductances are
difficult to be varied, it is most feasible to adjust capacitive loads to realize electrical
tuning.

Figure 1.53 shows a schematic diagram of a bimorph piezoelectric generator
with a mass, m, on the tip. lb and lm are the effective length of the cantilever and
mass, respectively. w is the width of the cantilever. tp and ts are the thickness of the
piezoelectric layer and substrate layer, respectively, and tg is the distance from the
centre of the substrate layer to the centre of the piezoelectric layer. Electrodes of the
generator have been omitted in Fig. 1.53.

Fig. 1.53 Piezoelectric bimorph generator

This bimorph piezoelectric generator can be represented using an equivalent cir-
cuit as shown in Fig. 1.54. Lm, Rm and Cm represent the mass, damping, and spring
in the mechanical part, respectively. Cp is the capacitance of the piezoelectric layer,
CL and RL are the capacitive and resistive loads, respectively. V is the RMS voltage
across the resistive load.

Fig. 1.54 Equivalent circuit of piezoelectric generator with capacitive and resistive loads



1 Kinetic Energy Harvesting 49

The transformer relates the mechanical domain to the electrical domain accord-
ing to the model of the piezoelectric effect. Specifically, it relates stress (σ ) to elec-
tric field (E) at zero strain or electrical displacement (D) to strain (δ) at zero electric
field. Rewriting equations for piezoelectric effect, which have been described in Eqs.
(1.31) and (1.32), leads to the equations for the transformer as

D = −d31Ypδ (1.62)

where d31 is the piezoelectric strain coefficient in 31 mode and Yp is Young’s mod-
ulus of the piezoelectric material.

Hence, the transform ratio N is given by

N = −d31Yp (1.63)

Equation (1.64) can be derived to present the mechanical dynamics of the system
with electrical coupling. Detailed derivation of this model can be found in [21].

(s2 + 2ζωrs + ω2) = ω2
r d31a

2tc
V + b∗ Ain (1.64)

where  is Laplace transform of strain, δ, Ain is the vibration acceleration, ζ is the
damping factor, ωr is the untuned resonant frequency, a = 1 if the two piezoelectric
layers are connected in series and a = 2 if they are connected in parallel and s is
the Laplace variable. b∗ is given by

b∗ = 3tg
l2
b

· 2lb + lm − le

2lb + 3
2 lm

(1.65)

where le is the length of the electrodes.
Furthermore, analysis in the electrical domain gives the following equation:

 =
(

s + 1

RLCpL

)
V CpL

sΣ
(1.66)

where CpL = Cp +CL and Σ = −a ·d31 ·Yc · le ·w. le is the length of the electrodes.
Combining Eqs. (1.64) and (1.66) gives the transfer function of the system as

V

Ain
= sΣb∗

s3 +
(

1
RLCpL+2ζωr

)
s2 +

(
ω2

r + 2ζωr
RLCpL

− aΣω2
r d31

2tc

)
s + ω2

r
RLCpL

(1.67)

which leads to the expression of the voltage across the resistive load given by
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V (ω) = jωΣb∗ Ain[
ω2

r
RL

−
(

1
RL

+ 2ζωrCpL

)
ω2

]
+ jω

[
(ω2

r − ω2)CpL + 2ζωr
RL

− aΣω2
r d31

2tc

]
(1.68)

The power in the resistive load is given by

P(ω) = V (ω)2

RL

= 1

RL
· (ωΣb∗ Ain)

2

[
ω2

r
RL

−
(

1
RL

+ 2ζωrCpL

)
ω2

]2 + ω2
[
(ω2

r − ω2)CpL + 2ζωr
RL

− aΣω2
r d31

2tc

]2

(1.69)

It is known that f (x, y) = x2 + y2 ≤ 2xy and that f (x, y) becomes a minimum
only if x = y (i.e. 1

f (x,y)
is maximum only if x = y). Therefore, Eq. (1.69) reaches

maximum when

ω2
r

RL
−

(
1

RL
+ 2ζωrCpL

)
ω2 = ω

[
(ω2

r − ω2)CpL + 2ζωr

RL
− aΣω2

r d31

2tc

]
(1.70)

Rearranging Eq. (1.70) leads to a cubic function of the form

ω3 + Xω2 + Yω + Z = 0 (1.71)

where

X = −
(

1

RLCpL
+ 2ζωr

)

Y = −
(

ω2
r + 2ζωr

RLCpL
− aΣω2

r d31

2tcCpL

)

Z = ω2
r

RLCpL

The real solution of Eq. (1.71) gives the function of resonant frequency with
respect to the load capacitance as

ω(CL) =
3
√

� + 12
√

�

6
− 2(Y − X2

3 )

3
√

� + 12
√

�
− X

3
(1.72)

where � = 36XY − 108Z − 8X3 and � = 12Y 3 − 3X2Y 2 − 54XY Z + 81Z2 +
12X3 Z .

Equations (1.69) and (1.72) indicate that output power and the resonant fre-
quency of a bimorph piezoelectric generator vary with variations of the load capac-
itance. Figure 1.55 compares the resonant frequencies and power output of elec-
trically tunable piezoelectric generators of different piezoelectric materials with
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Fig. 1.55 Performance of a piezoelectric generator with different piezoelectric materials: (a) Res-
onant frequency (b) output power; and (c) output power versus resonant frequency

variation of load capacitances. These generators are identical except for the piezo-
electric material. The coefficients used in the simulation are listed in Table 1.2.

The resonant frequency as well as the output power reduces with increasing load
capacitance. It was found that PZT-5H is the best of these four piezoelectric mate-
rials for an electrically tunable piezoelectric generator. Important considerations
relating to the tunability of the piezoelectric generator are as follows:

• The material of the substrate layer and mass does not affect the tunability.
• A piezoelectric material with higher Young’s modulus, strain coefficient and

smaller permittivity provides a larger tuning range.
• The ratio of the thickness of the piezoelectric layer to the thickness of the sub-

strate layer should be small to increase the tuning range.
• The capacitance of the piezoelectric layer should be minimized to increase the

tuning range.
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• If both piezoelectric layers are used for tuning, connection of these two layers in
parallel gives a larger tuning range than connection in series.

• The total damping should be kept low to increase the tuning range.

1.5.3.2 Examples of Electrically Tunable Micro-generators

Wu et al. [74] used this method to tune the resonant frequency of a generator com-
posed of a piezoelectric bimorph cantilever. The upper piezoelectric layer was used
for frequency tuning while the lower layer was used for energy harvesting. The tun-
able bandwidth of this generator was 3 Hz between 91.5 and 94.5 Hz. The charging
time of the generator was compared with and without the tuning system. Experimen-
tally, it was found that, when the device was excited under random frequencies from
80 to 115 Hz, the average harvesting output power of the generator with tuning was
about 27.4% higher than that without tuning and the charging time was shortened
by using tuning system. These results showed a significant improvement of average
harvested power output by using an electrical tuning method.

Charnegie [75] presented another piezoelectric micro-generator based on a
bimorph structure and adjusted its load capacitance. Again, one piezoelectric layer
was designed for energy harvesting while the other is used for frequency tuning
(Fig. 1.56).

Fig. 1.56 Piezoelectric bimorph used for electrical frequency tuning

The test results showed that if only one layer was used for frequency tuning
(Fig. 1.57a), the resonant frequency can be tuned an average of 4 Hz with respect
to the untuned frequency of 350 Hz, i.e. 1.14% tuning by adjusting the load capac-
itance from 0 to 10 mF (Fig. 1.58a). If both layers were used for frequency tuning
(Fig. 1.57b), the tuning range was an average of 6.5 Hz, i.e. 1.86% of tuning by
adjusting the same amount of the load capacitance (Fig. 1.59a). It was found that if
one layer was used for tuning and the other for energy harvesting (Fig. 1.57a), the
output power did not reduce with the increase of the load capacitance (Fig. 1.58b).
However, if both frequency tuning and energy harvesting were achieved using the
same layer (Fig. 1.57b), the output power decreased when the load capacitance
became larger (Fig. 1.59b).

Cammarano et al. [76] presented a vibration-based energy harvester whose res-
onant frequency can be tuned by varying its electrical load (containing both real
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Fig. 1.57 Frequency tuning and energy harvesting using (a) the same layers and (b) different layers

and reactive impedances). It was found experimentally that the −3 dB (half-power)
bandwidth of the energy harvester (16 Hz) is over three times greater when presented
with an optimized load impedance compared to that for the same harvester presented
with an optimized resistive-only load (4.5 Hz). They also developed an analytical
model of the system. Readers may refer to their paper for more details if interested.

1.6 Strategies to Widen Bandwidth

The other commonly used solution to increase the operational frequency range of
kinetic energy harvesters is to widen the bandwidth. To date, strategies to widen
the bandwidth include using a generator array consisting of small generators with
different resonant frequencies, introducing an amplitude limiter to the device, using
coupled oscillators, employing non-linear and bi-stable structures and designing a
large generator with a large inertial mass and high degree of damping. In this section,
details of generator array, amplitude limiter and non-linear and bi-stable structures
will be covered. The strategy of employing a single large generator will not be
detailed as it can be simply described using Eq. (1.14) while it will be considered in
the comparison of different strategies later in Section 1.7.

1.6.1 Generator Array

A generator array consists of multiple small generators, each of which has different
dimensions and mass and hence different resonant frequencies (Fig. 1.60). Thus,
the assembled generator has a wide operational frequency range while the Q-factor
does not decrease. Figure 1.61 shows the power spectrum of a generator array which
is a combination of the power spectra of each small generator. The operational fre-
quency band of the generator is thus essentially increased. The drawback of this
approach is the added complexity of fabricating an array of generators and the
increased total volume of the device depending upon the number of devices in the
array.
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Fig. 1.58 (a) Resonant frequency and (b) output power versus load capacitance while tuning and
energy harvesting in different layers [75]
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Fig. 1.59 (a) Resonant frequency and (b) output power versus load capacitance while tuning and
energy harvesting in same layers [75]

Fig. 1.60 A mechanical band-pass filter with a set of cantilever beams

Fig. 1.61 Power spectrum of a generator array
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Xue et al. [77] presented a broadband piezoelectric harvesters consisting of mul-
tiple piezoelectric bimorphs with different thicknesses of piezoelectric layers. It was
found analytically that the bandwidth of a generator can be widened by connecting
multiple piezoelectric bimorphs with different dimensions in series. In addition,
the bandwidth of the generator can be shifted to the dominant frequency domain
of the ambient vibrations by increasing or decreasing the number of piezoelectric
bimorphs in parallel. Numerical results showed that the bandwidth of the piezo-
electric energy harvesting devices can be tailored by the connection patterns (i.e. in
series and in parallel) among piezoelectric bimorphs (Figs. 1.62 and 1.63).

Fig. 1.62 Comparison of power spectrum for a single piezoelectric bimorph and 10 piezoelectric
bimorphs in series with various thicknesses of piezoelectric layer [77]

Feng and Hung [78] presented a micromachined piezoelectric generator with a
wide bandwidth. The device was designed to achieve an optimal figure of merit
(FOM) which is defined as (bandwidth)2× (the maximum displacement of can-
tilever structures under a given acceleration under static conditions). The generator
consisted of four cantilever structures connected in parallel and has dimensions of
3 mm × 3 mm × 5 mm. These cantilevers had different masses or centre of gravity
and hence different resonant frequencies (Fig. 1.64). The designed generator was
targeted at producing microwatts to milliwatts in a wide mechanical vibration range
from 300 to 800 Hz (Fig. 1.65) but no test results were reported to date.

A multifrequency piezoelectric generator intended for powering autonomous
sensors from background vibrations was presented by Ferrari et al. [79]. The
generator consisted of multiple bimorph cantilevers with different natural frequen-
cies of which the rectified outputs were fed to a single storage capacitor. A generator
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Fig. 1.63 Effect of piezoelectric bimorphs in parallel on harvester performance [77]

with three commercially available piezoelectric bimorph cantilevers was examined.
Each cantilever has the same dimensions of 15 mm × 1.5 mm × 0.6 mm and dif-
ferent masses, 1.4, 0.7, and 0.6 g, respectively. The generator was used to power a
battery-less sensor module. It was concluded that a generator array operating with
wideband frequency vibrations provides improved overall energy conversion over a
single generator at the expense of larger volume.

Sari et al. [80] reported a micromachined electromagnetic generator with a wide
bandwidth. The generator consists of a series of cantilevers with various lengths and
hence resonant frequencies (Fig. 1.66). These cantilevers are distributed in a 12.5
mm × 14 mm area. The length of the cantilevers increased gradually so that the
cantilevers have overlapping frequency spectra with the peak powers at similar but
different frequencies. This resulted in a widened bandwidth as well as an increase in
the overall output power. Experimentally, the device generated 0.5 µW continuous
power at 20 mV voltage between 3.3 and 3.6 kHz of ambient vibration. Figure 1.67
shows the power spectrum of this generator.

Lin et al. [81] reported a multi-cantilever piezoelectric MEMS generator, which
has the ability to scavenge mechanical energy of ambient vibrations and transforms
it into useful electrical power. The generator comprises four cantilever-type devices,
two mode 31 devices and two mode 33 devices, which were made by a silicon
process in a single die. The four cantilever devices can be connected in series or in
parallel so as to possess different output characteristics. The measurement results
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Fig. 1.64 Conceptual diagram of the piezoelectric wide bandwidth micro-generator [78]

Fig. 1.65 Estimated power generation with the power range of microwatts to milliwatts in a wide
bandwidth [78]
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Fig. 1.66 Photograph of a wideband electromagnetic generator [80]

Fig. 1.67 Power spectrum of Sari’s generator [80]

show that the prototype device possesses resonance frequencies between 237 and
244.5 Hz. However, no information of output power has been given.

1.6.2 Amplitude Limiter

Another method of increasing the bandwidth of a vibration-based micro-generator
was reported by Soliman et al. [82, 83]. The bandwidth of the device was increased
by using a mechanical stopper (amplitude limiter) to limit the amplitude of the res-
onator (Figs. 1.68 and 1.69). The theory behind this method is complex and details
can be found in [82]. This method can increase the bandwidth of the generator
when the excitation frequency was gradually increased. However, the bandwidth
remained the same when excitation frequency was gradually reduced. Experimental
measurements showed that the bandwidth was 240% wider than that of the archi-
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tecture without a stopper at the half-power level but the maximum output voltage
was 30% less (Fig. 1.70) in the case when the excitation frequency was increased.
The dimensions of the cantilever are 45.3 mm × 10 mm × 1.02 mm and the mass
is extrapolated to be 2.92 g. It should be noted that since this principle relies on
continuous physical contact with the cantilever, it is unlikely to provide a reliable
long-term solution for increasing bandwidth.

1.6.3 Coupled Oscillators

The method of widening the operational bandwidth of the MEMS generator using
coupled oscillators was reported by Petropoulos et al. [84]. The proposed generator
has a pair of coupled oscillators that consist of two springs, two masses and two
dampers. The first spring connects the inertial frame and the first mass while the
second spring connects the two mass while each mass has a damper to the frame
as shown in Fig. 1.71. The analytic model shows that this type of generators has
flat response for power generation over a wider frequency range. However, the
maximum output power of the generator is significantly decreased than that of the
generator with one mass (Fig. 1.72).

1.6.4 Non-linear Generators

The theory of vibration energy harvesting using non-linear generators was investi-
gated by Ramlan et al. [85]. Instead of using conventional second-order model as
Eq. (1.1), non-linear generators were modelled using Duffing’s equation as follows:

Fig. 1.68 Top and side views of the device [82]
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Fig. 1.69 Increase the bandwidth using an amplitude limiter [82]

Fig. 1.70 Voltage on load versus excitation frequency [82]

m · d2z (t)

dt2
+ b · dz (t)

dt
+ k · z (t) + kn[z(t)]3 = −m · d2 y (t)

dt2
(1.73)

where the spring force is the combination of linear force,
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Fig. 1.71 Schematic model of a coupled oscillator [84]

Fig. 1.72 Power spectrum for optimized two-mass system and for equivalent one-mass system
with various ζ values [84]
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where α is proportional to the non-linear spring factor, kn , Z is the amplitude of the
proof mass, ζ is the damping factor and a is the normalized excitation acceleration.

Such devices have a hardening spring which has the effect of shifting the resonant
frequency. Numerical and analytical studies showed that a device with a hardening
spring has a larger bandwidth over which power can be harvested due to the shift
in the resonance frequency. Analytical results also showed that the bandwidth of
the hardening system depends on the damping ratio, the non-linearity and the input
acceleration (Fig. 1.73). Ideally, the maximum amount of power harvested by a
non-linear system with a hardening stiffness is the same as the maximum power
harvested by a linear system. The maximum power occurs at a different frequency
depending on the non-linearity. It is important to mention that the output power and
bandwidth of the non-linear generators depend on the direction of approach of the
vibration frequency to the resonant frequency. For a hard non-linearity, bandwidth
only increases when approaching the device-resonant frequency from a lower fre-
quency while for a soft non-linearity, bandwidth only increases when approaching
the device-resonant frequency from a higher frequency. It is unlikely that these con-
ditions can be guaranteed in real applications.

Fig. 1.73 Power spectrum of non-linear generators: (a) various damping ratio; (b) various non-
linearity; and (c) various input acceleration
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Fig. 1.74 Half-section of the device [86]

Non-linear generators can be realized by replacing using a conventional spring
with a magnetic spring. Spreemann et al. [86] reported a tunable electromag-
netic vibration energy harvester with a magnetic spring, which combined a tuning
mechanism with the non-linear structure. Instead of using a linear suspension, this
device was implemented using a rotary suspension (Fig. 1.74). The use of magnetic
spring magnets resulted in a non-linear restoring force. As shown experimentally in
Fig. 1.75, the resonant frequency shifted by about 30 Hz for a displacement of 1.5
mm of each spring magnet. The maximum output decreased with the increase of the
magnet spacing, i.e. as the resonant frequency decreased. Also the bandwidth of the
device increased as the space between magnets became smaller, i.e. non-linearity
increased. This agrees with the analysis result shown in Fig. 1.73. The generator has
a volume of approximately 2.5 cm3.

In addition, the design and analysis of an energy harvesting device with mag-
netic restoring forces to levitate an oscillating centre magnet was presented by
Mann and Sims [87]. Figure 1.76 shows the schematic diagram of the device. The
device has two magnets that were mechanically attached to the generator housing.
A centre magnet was placed between the two fixed magnets and the magnetic poles
were oriented to repel the centre magnet, thus suspending the centre magnet with a
non-linear restoring force. The non-linearity allows the linear resonance to be tuned
by simply changing the spacing between outer and centre magnets.

It was found theoretically and experimentally that the response for both linear
and non-linear systems scales almost linearly within some regimes of excitation
amplitudes (Fig. 1.77a). However, once the non-linearities have been sufficiently
engaged, as shown in Fig. 1.77b, the peak response of the non-linear system does not
occur at its linear resonant frequency. In the frequency response for the non-linear
system, relatively large amplitudes persist over a much larger range of frequencies,
which could prove beneficial for applications with either fixed or varying excitation
inputs. Furthermore, the maximum output power of such devices is delivered to the
electrical load at a frequency away from linear resonance.

Burrow et al. [88, 89] reported a non-linear generator that consisted of a lin-
ear spring with the non-linearity caused by the addition of magnetic reluctance
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Fig. 1.75 Measured output power [86]

Fig. 1.76 Schematic diagram of magnetically levitated generator [87]
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Fig. 1.77 Experimental velocity response amplitudes from forward (dots) and reverse frequency
sweeps (circles) are compared with theory. Theoretical predictions are separated into stable solu-
tions (solid line) and unstable solutions (dashed line): (a) Excitation level of m s−2 (b) excitation
level of 8.4 and m s−2 [87]

forces. Figure 1.78 shows the schematic diagram of the non-linear generator. The
flux concentrator guides the magnetic flux through the coil. The vibration of the
magnets causes a change in direction of the magnetic flux, which induces a voltage
across the coil. The reluctance force between the magnets and the flux concentrator
resulted in the non-linearity. It is found experimentally that the generator has a wider
bandwidth during an up-sweep, i.e. when the excitation frequency was gradually

Fig. 1.78 Schematic diagram of a non-linear generator (after [89])
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increased while the bandwidth was much narrower during a down-sweep, i.e. when
the excitation frequency was gradually decreased.

Tvedt et al. [90] studied non-linear behaviour in an electrostatic vibration energy
harvester. The measured non-linear phenomena were described by a lumped model
with a non-linear beam displaying both spring softening and hardening. Experimen-
tal results show that considerable bandwidth enhancements can be achieved by using
non-linear springs without relying on mechanical stopper impacts, resonance tuning
or large electromechanical coupling.

1.6.5 Bi-stable Generators

Ramlan et al. [85] studied a bi-stable structure for energy harvesting (also termed the
snap-through mechanism). These structures employ a negative stiffness which has
the effect of steepening the displacement response of the resonator as a function of
time resulting in a higher velocity for a given input excitation. Analysis revealed that
the amount of power harvested by a bi-stable device is 4/π greater than that of the
tuned linear device provided the device produces a square wave output for a given
sinusoidal input. Numerical results also showed that more power is harvested by the
mechanism if the excitation frequency is much less than the generator’s resonant
frequency. Although the bi-stable mechanism cannot produce a square wave like
response under all operating conditions, it offers better performance than the linear
mechanism at lower frequencies than the resonant frequency of the linear device.
Bi-stable devices also have the potential to cope with mismatch between resonant
frequency and vibration frequency.

Galchev et al. [91] reported an electromagnetic generator with a bi-stable struc-
ture for scavenging low-frequency non-periodic vibrations. The bi-stable mechan-
ical structure is used to initiate high-frequency mechanical oscillations in an elec-
tromagnetic transducer. The fabricated device generated a peak power of 288 µW
and an average power of 5.8 µW from an input acceleration of 9.8 m s−2 at 10
Hz. The device operates over a frequency range of 20 Hz. The internal volume
of the generator is 2.1 cm3 (3.7 cm3 including casing), half of a standard AA
battery.

Mann and Owens [92] investigated a non-linear energy harvester that uses
magnetic interactions to create an inertial generator with a bi-stable potential
well. Both theoretical and experimental results show that the potential well
escape phenomenon can be used to broaden the frequency response of an energy
harvester.

Both Ferrari et al. [93] and Stanton et al. [94] studied the bi-stable structure
as shown in Fig. 1.79. Both generators have piezoelectric cantilevers and were
tested in vibration with random frequencies. Their experimental results show that
bi-stable structure can increase output power of the generator in a wider frequency
range.
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Fig. 1.79 A bi-stable piezoelectric cantilever

1.7 Comparisons of Different Strategies for Adaptive Kinetic
Energy Harvesting

It has been proven theoretically and experimentally that both tuning resonant fre-
quency and widening the bandwidth of kinetic energy harvesters can increase their
operational frequency range.

To compare the performance of a single generator with a wide bandwidth, a gen-
erator array and a single tunable generator with constant damping, typical specifica-
tions of these three types of generators have been chosen. G1, G2 and G3, listed in
Table 1.7, represent a single generator with a wide bandwidth, a generator array and
a single tunable generator with constant damping, respectively. Figure 1.80 shows
the comparison of power spectra of these three types of generator.

Table 1.7 List of specifications in Fig. 1.80

Figure 1.80a 1.80b 1.80c 1.80d

Operational frequency
range

90.5–110.5% 90.5–110.5% 61–160.5% 61–160.5%

Q-factor of G1 5 5 1 1
Q-factor of G2 50 80 10 50
Number of individual

generator in G2, n
14 20 33 100

Resonant frequencies
of individual
generators in G2

90%+n×1.4% 90%+n×1% 60%+n×3% 60%+n×1%

Q-factor of G3 110 110 160 160
Mass ratio 40:2:1 40:1.3:1 200:4:1 200:1.3:1

In Fig. 1.80a, curves 1 and 3 are both single generators. Curve 2 consists of a
generator array of 14 generators of Q-factor of 50. In Fig. 1.80b, curves 1 and 3 are
identical to Fig. 1.80a. Curve 2 now consists of a generator array of 20 generators
of Q-factor of 80. In Fig. 1.80c, for curve 1, the Q-factor has been reduced to 1.
Curve 2 shows a generator array of 33 generators of Q-factor of 10. Curve 3 has the
same Q-factor as in Fig. 1.80a and b but with higher mass. In Fig. 1.80d, curves 1
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Fig. 1.80 Comparison of a single generator with a wide bandwidth, a generator array and a single
tunable generator with constant damping

and 3 are identical to Fig. 1.80c. Curve 2 now consists of a generator array of 100
generators of Q-factor of 50.

When the Q-factor of a single generator decreases, its bandwidth increases. To
generate the same amount of output power as the original bandwidth, a single gen-
erator has to be larger as the bandwidth increases.

If a generator array is used to widen the operational frequency range, one can
design a few larger individual generators with low Q-factor with large resonant
frequency gap between generators or many smaller individual generators with high
Q-factor but small resonant frequency gap between generators. By contrast, it is
much easier to design small tunable generators with constant damping to cover the
same amount of operational frequency range at the cost of extra energy to power the
frequency-tuning mechanisms.

Table 1.8 compares the advantages and disadvantages of different strategies to
realize adaptive kinetic energy harvesters.

1.8 Summary

Several power supply strategies for wireless sensor networks have been intro-
duced in this chapter. Attention has been paid especially to vibration-based micro-
generators. A particular transduction mechanism is used to extract electrical energy
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Table 1.8 Comparisons of different strategies

Strategies Advantages Disadvantages

Mechanical tuning • High efficiency ◦ Extra system and energy are
required

◦ Responds to only one frequency
at a time

◦ Slow response to change in
vibration frequency

♦ Change dimension • Does not affect damping ◦ Difficult to implement
◦ Not suitable for tuning in situa

♦ Change centre of gravity • Does not affect damping ◦ Not suitable for tuning in situ
♦ Change spring stiffness

continuously
• Suitable for in situ tuning ◦ Consumes energy when

generators work at resonance
♦ Apply axial load

(change spring stiffness
intermittently)

• Easy to implement

• Suitable for in situ tuning

• No energy is required when
generators work at resonance

• Damping is not affected when
tensile load is applied

◦ Increased damping when
compressive load is applied

Electrical tuning • Easy to implement

• No energy is required when
generators work at resonance

• Suitable for in situ tuning

◦ Low tuning efficiency
◦ Complexity in designing the

generator

Widen bandwidth • No tuning mechanism required

• Respond to different frequen-
cies at the same time

• Immediate response to change
in vibration frequency

◦ Complexity in design

♦ Generator array • Damping is not affected ◦ Complexity in design
◦ Low volume efficiency

♦ Use mechanical stopper • Easy to implement ◦ Fatigue problem
◦ Decrease in maximum output

power
♦ Coupled oscillators • Easy to implement ◦ Decrease in maximum output

power
♦ Non-linear generators • Better performance at excitation

frequencies higher than
resonant frequency

◦ Complexity in design
◦ Hysteresis

♦ Bi-stable structure • Better performance at excitation
frequencies much lower than
resonant frequency

◦ Complexity in design

aIn situ tuning: Tuning while the generator is mounted on the vibration source and working



1 Kinetic Energy Harvesting 71

from motion. The main transduction mechanisms are electromagnetic, electrostatic,
piezoelectric and magnetostrictive.

Equation (1.21) gives a good guideline in designing kinetic energy harvesters. It
is found that the maximum power converted from the mechanical domain to the elec-
trical domain is proportional to the mass and vibration acceleration and inversely
proportional to resonant frequency as well as mechanical (electrical) damping fac-
tor. This means that more power can be extracted if the inertial mass is increased or
the generator can work in the environment where the vibration level is high. For a
fixed resonant frequency, the generator has to be designed to make the mechanical
damping as small as possible. For a generator with constant mechanical damping,
the generated electrical power drops with an increase of the resonant frequency.

As most practical applications for kinetic energy harvesters exhibit frequency
variations over time, it is not possible to guarantee that fixed frequency generators
will always work at resonance and produce maximum output power. Mechanisms
have to be employed to increase the operational frequency range of kinetic energy
harvesters. Therefore, adaptive kinetic energy harvesters are developed. Generally,
there are two possible solutions to adaptive kinetic energy harvesting. One is to tune
the resonant frequency of a single generator and the other is to widen the bandwidth
of the generator.

To tune the resonant frequency of a single generator, a certain mechanism has to
be employed to periodically adjust the resonant frequency to match the frequency
of ambient vibration at all times. Maximum power can then be generated at various
frequencies without reducing the Q-factor and with high efficiency per unit volume.
Tuning mechanisms can be classified as intermittent tuning and continuous tun-
ing. Intermittent tuning has advantages over continuous tuning; in intermittent tun-
ing, mechanism is turned off when the generator operates at the desired frequency
thereby consuming negligible energy, which makes producing a net output power
more probable. There are two methods to tune the resonant frequency: mechanical
tuning and electrical tuning.

Among mechanical methods of frequency tuning, changing the dimensions of the
structure and the position of the centre of gravity are potentially suitable for intermit-
tent tuning. However, it is problematic to change and maintain the new dimensions
of the structure or the centre of gravity of the proof mass during operation. The
most suitable approach to changing the dimensions of the structure is to change
its length. This requires that the structure clamp is removed, the length adjusted
and then the structure re-clamped. If the structure cannot be clamped properly after
tuning finishes, the performance of the generator will be severely affected by intro-
ducing damping effects through the supports. To change the position of the centre
of gravity of the mass during operation, an actuator has to be embedded in the mass,
which increases the complexity of the device. Therefore, these two methods are not
suitable for in situ tuning (tuning while the generator is mounted on the vibration
source and working) or tuning with automatic control.

Alternatively the frequency can be tuned by changing the spring stiffness inter-
mittently or continuously. They are both suitable for in situ tuning but intermittently
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changing the spring stiffness is always preferred for efficiency reasons. However,
extra systems and energy are required to realize tuning using mechanical methods.

It is important to mention that the efficiency of mechanical tuning methods also
depends on the size of the structure. The smaller the resonator, the higher the effi-
ciency of the tuning mechanism.

Resonant frequency tuning by adjusting the electrical load has been practically
shown to be feasible. This method consumes little energy as it does not involve any
change in mechanical properties. Energy is only consumed in electronic switches
and control unit, which is typically far less than that consumed in mechanical tuning
methods. In addition, it is much easier to be implemented than mechanical methods.
However, the tuning efficiency of electrical tuning method to date is quite low and
this method cannot achieve a large tuning range. It is a more suitable method when
tunable frequency range required is small. An extra closed-loop system also has to
be introduced to control the tuning process.

It is concluded that when choosing frequency method for a certain application,
following factors need to be taken into consideration:

• The energy consumed by the tuning mechanism should be as small as possible
and must not exceed the energy produced by the generator.

• The mechanism should achieve a sufficient operational frequency range.
• The tuning mechanism should achieve a suitable degree of frequency resolution.
• The generator should have as high as possible Q-factor to achieve maximum

power output and the strategy applied should not increase the damping, i.e.
decrease Q-factor, over the entire operational frequency range.

For the second solution, i.e. to widen the bandwidth, there is a trade-off between
the system bandwidth and the Q-factor. Wider bandwidth means, for a single res-
onator, a lower Q-factor, which reduces the maximum output power. Bandwidth
can also be effectively widened by designing a generator consisting of an array of
small generators, each of which works at a different frequency. Thus, the assem-
bled generator has a wide operational frequency range while the Q-factor does
not decrease. However, this assembled generator must be carefully designed so that
each individual generator does not affect the others. This makes it more complex to
design and fabricate. Additionally, at a particular vibration frequency, only a single
or a few individual generators contribute to power output so the approach is volume
inefficient.

Another method used to increase the bandwidth is to use an amplitude limiter to
limit the amplitude of the resonator. The drawbacks are that this method causes the
maximum output power to drop by limiting vibration amplitude and the repeating
mechanical contact between the cantilever and the mechanical stopper may result in
earlier fatigue-induced failure in the cantilever beam.

Employing a coupled oscillator can also increase the operational bandwidth of
the generator. It can achieve flat response over a wide frequency range. However,
the maximum output power of a coupled oscillator generator is significantly lower
than a generator with a single mass.
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Furthermore, non-linear generators and generators with bi-stable structures are
two further potential solutions to increase the operational frequency range of kinetic
energy harvesters. They can improve performance of the generator at higher and
lower frequency bands relative to its resonant frequency, respectively. However, the
mathematical modelling of these generators is more complicated than that of linear
generators, which increases the complexity in design and implementation. Besides,
there is hysteresis in non-linear generators. Performance during down-sweep (or
up-sweep) can be worse than that during up-sweep (or down-sweep) or worse than
the linear region depending on sweep direction as explained in Section 1.6.

In conclusion, for vibration energy harvesting, possible strategies to increase the
operation frequency range include

• changing spring stiffness intermittently (preferred) or continuously;
• straining the structure intermittently (preferred) or continuously;
• adjusting capacitive load;
• using generator array; and
• employing non-linear and bi-stable structures.

To realize these strategies properly, the following issues have to be considered.
For intermittent mechanical tuning, the tuning system has to be designed to consume
as little energy as possible and not to affect the damping so as to make the generator
harvest maximum power. In addition, currently commercially available linear actu-
ators are still large in size compared to millimetre-scale micro-generator. To keep
tunable generators of reasonable size, it is important to use miniature actuators. Gen-
erators capable of electrical tuning must have strong electromechanical coupling to
enable larger tuning ranges. Moreover, theoretical analyses of non-linear generators
and generators with bi-stable structures have not been sufficiently developed and
further attention should be paid to practically implement them.

Kinetic energy harvesting has been well studied in the past decade. It has been
regarded as one of the best alternatives to energy source for wireless sensor net-
works. However, its drawback of narrow operational frequency bandwidth severely
limits its application. With the recent development of adaptive kinetic energy har-
vesting, this drawback will eventually overcome, which will bring kinetic energy
harvesting to much broader applications.
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Chapter 2
Modelling, Performance Optimisation
and Automated Design of Mixed-Technology
Energy Harvester Systems

Tom J. Kaźmierski and Leran Wang

Abstract This chapter presents an automated energy harvester design flow which
is based on a single HDL software platform that can be used to model, simulate,
configure and optimise the complete mixed physical-domain energy harvester sys-
tem (micro-generator, voltage booster, storage element and load). We developed
an accurate HDL model for the energy harvester and demonstrated its accuracy
by validating it experimentally and comparing it with recently reported models.
A demonstrator prototype incorporating an electromagnetic mechanical-vibration-
based micro-generator and a limited number of library models has been developed
and a design case study has been carried out. Experimental measurements have val-
idated the simulation results which show that the outcome from the design flow can
improve the energy harvesting efficiency by 75%.

Keywords Kinetic energy harvester · Design flow · Optimisation · Mixed-domain
modelling

2.1 Introduction

At present there are considerable and continuing research efforts worldwide to sup-
port the energy harvesting paradigm and self-powered electronics. The majority of
the reported research in energy harvesting has been on improving the efficiency of
the energy harvesters through the design and fabrication of novel micro-generators,
materials and devices [3]. The amount of power that can be harvested in a particular
application is highly dependent upon the energy source being harvested. Typically,
power densities of around 800 µW/cm3 for machine vibration applications and up
to 140 µW/cm3 for human-powered applications can be expected [4]; however,
the power output of vibration-harvesting inertial generators is highly sensitive to
the frequency and amplitude of the vibration source [8] and so these figures are
indicative only. Practical generators have been reported with power densities of 17

T.J. Kaźmierski (B)
School of Electronics and Computer Science, University of Southampton, Southampton, UK
e-mail: tjk@ecs.soton.ac.uk
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µW/cm3 for a non-resonant device [6, 9], to a resonant device capable of generating
30 µW/cm3. Typically the generated voltage from a micro-generator is insufficient
to power an electronic device directly, and therefore external analogue circuits are
often employed to rectify and boost the voltage and store the energy in a battery
or a supercapacitor. Various circuit designs have also been reported, such as an
AC/DC rectifier combining with a switch-mode DC/DC converter [11] and self-
timed circuits which eliminate AC/DC conversion [15]. Because of the output power
of energy harvesters is highly variable and unpredictable, recently Amirtharajah et
al. proposed digital circuits that employ serial computation and distributed arith-
metic as a way of dealing with the variability of the available energy [1]. Also,
in the publication of Wang et al., it was reported through the use of dedicated sub-
threshold logic it is possible to implement an FFT processor that operates in practice
with supply voltage as low as 180 mV, suitable for energy harvesters [20]. Electrical
power management technique has also been investigated. “The charge-based control
unit will make sure the energy available is enough for the atomic operation before
triggering the computation” [14, 19].

An energy harvester has normally three main components: the micro-generator
which converts ambient environment energy into electrical energy, the voltage
booster which pumps up and regulates the generated voltage and the storage element
(Fig. 2.1).

Fig. 2.1 Block diagram of an energy harvester

Clearly such an energy harvester consists of components from both mechani-
cal and electrical domains as well as external circuits which regulate and store the
generated energy. Therefore, the performance optimisation should only be based
on a model that describes the energy harvester as an integrated system. However,
most existing modelling and optimisation methods are concentrating on either the
micro-generator [21] or the external circuits [1] separately while the design tools
for an integrated system are missing. MATLAB and finite element analysis (FEA)
packages are being used to simulate and optimise the performance of the micro-
generator part of the self-powered system [2]. To design and optimise the energy
harvester associated electronics, simulators such as SPICE are often used. The
micro-generator is usually modelled either as an ideal voltage source [22] or an
equivalent circuit model [1] because “the current EDA tools do not support direct
integration of the electromechanical dynamics of vibration-based energy harvesters
into circuit simulations” [1].

To design highly efficient energy harvesters, it is crucial to consider the various
parts of an energy harvester in the context of a complete system, or the gain at one
part may come at the price of efficiency loss elsewhere, rending the energy harvester
much less efficient than expected. To date there has been no reported design flow
for energy harvesters and the aim of this chapter is to propose such an automated
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design flow for the modelling, configuration, and optimisation of energy harvester
systems through the use of VHDL-AMS. VHDL-AMS can be used to model and
correctly predict the performance of an energy harvester system because it describes
the micro-generator and external electronics as an integrated model, so that the close
mechanical–electrical interaction, which is often missing in traditional energy har-
vester design methods, can be captured accurately.

2.2 Energy Harvester Design Flow

This chapter proposes an automated energy harvester design flow which is based
on a single HDL software platform that can be used to model, simulate, configure
and optimise energy harvester systems. The proposed design flow is outlined in the
pseudo-code of Algorithm 1 and also shown in Fig. 2.2. Naturally, the process starts
with initial design specification, such as available energy source (light, heat, vibra-
tion, etc.), environmental energy density, device size, minimum voltage level/power
output. According to these specifications, HDL models are constructed from com-
ponent cells available in the component library. The component library contains
parameterised models of different kinds of micro-generator structures (solar cell,
electromagnetic, piezoelectric, etc.), various booster circuit topologies and storage
elements. The outer loop in the algorithm represents this structure configuration
process, which involves examining and comparing those HDL models from the
library with the aim of identifying a set of components that meet specific user
requirements. The inner design flow loop will then find the best performance of
each candidate design by adjusting electrical and non-electrical parameters of the
design’s mixed-technology HDL model. The parametric optimisation of the gen-
erated structure will further improve the energy harvester efficiency by employing
suitable optimisation algorithms. The design flow ends at the best performing design
for fabrication subject to the user-defined performance characteristics.

Algorithm 1 Automated energy harvester design flow.
Initial design structure and specification
Structure configuration loop:
for all design structures do

Build HDL model of design
Optimisation loop:
repeat

Simulate and evaluate performance
if best performance not achieved then

Update design parameters
end if

until best performance achieved
if there are more structures to try then

Select new structure
end if

end for
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Fig. 2.2 Energy harvester design flow

The requirements for energy harvester component models are: (1) models need
to be computationally efficient for fast performance optimisation when used in com-
plete energy harvester systems and yet accurate, these are conflicting requirements;
(2) models need to capture both theoretical equations and practical non-idealities
required for accurate performance estimation. The models should support different
mechanical–electrical structures and will be expressed in terms of HDL descrip-
tions. They will be able to predict the behaviour of the actual device accurately
while remaining reconfigurable.

As proof of concept, a small VHDL-AMS model library has been built to demon-
strate the efficiency of the design flow, which is shown in Section 2.3. Based on
the developed model library, Section 2.4 describes the automated structure config-
uration that has been carried out using a single VHDL-AMS simulator. The con-
figuration result and simulations of different energy harvester models have led to
in-depth understanding about how electromagnetic micro-generator performs when
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connected with voltage multipliers. The results have been used for the performance
optimisation, which is presented in Section 2.5.

2.3 Energy Harvester Modelling

2.3.1 Micro-generator

Reported modelling approaches aim to replace the micro-generator of an energy
harvester with either an ideal voltage source (Fig. 2.3a) [22] or an equivalent circuit
model (Fig. 2.3b) [1] when designing the voltage booster. However, as will be shown
later, neither of these approaches is suitable for accurate voltage booster design.

Fig. 2.3 Micro-generator models

The proposed approach uses VHDL-AMS to describe the micro-generator as a
series of analytical equations (Fig. 2.3c), which includes mechanical, magnetic and
electrical behaviours of the micro-generator. Throughout this section, comparisons
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have been made between different modelling approaches and it has been demon-
strated that the proposed HDL-based model is more accurate than the circuit models.

The case study presented here uses a vibration-based electromagnetic micro-
generator which was developed by Torah et al. [16] as an example. The design is
based on a cantilever structure. The coil is fixed to the base and four magnets, which
are located on both sides of the coil, form the proof mass (see Fig. 2.4).

Fig. 2.4 Cantilever-based electromagnetic micro-generator [16]

This structure can be modelled as a second-order spring-damping system, which
has been widely used, and whose dynamics is [3]

m ¨z(t) + cp ˙z(t) + ksz(t) + Fem = −m ¨y(t) (2.1)

where m is the proof mass, z(t) is the relative displacement between the mass and
the base, cp is the parasitic damping factor, ks is the spring stiffness, y(t) is the
displacement of the base and Fem is the electromagnetic force.

The electromagnetic voltage generated in the coil is given by Faraday’s law:

vem = Φ(z) ∗ ˙z(t) (2.2)

where Φ(z) is the magnetic flux through the coil.
Although the developed HDL model is based on analytical equations, it can

capture practical size and shape of the actual device. The coil in the actual micro-
generator consists of N turns and has an inner diameter r and outer diameter R.
Each of the four opposite magnets are of height H (see Fig. 2.5a).

So the actual magnetic flux through the coil is a piecewise non-linear function of
the relative displacement z(t): Φ = f {z(t)}.

When the relative displacement is small |z(t)| < r (Fig. 2.5b):

Φ =
(√

R2 − z2(t) +
√

r2 − z2(t)
)

∗ 2 ∗ B ∗ N (2.3)
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Fig. 2.5 Relative displacement between the coil and magnets in the micro-generator: (a) initial
position z(t) = 0; (b) small displacement |z(t)| < r ; and (c) large displacement H − r <

|z(t)| < H

When the relative displacement is large H − r < |z(t)| < H (Fig. 2.5c):

Φ = −
(√

R2 − (H − |z(t)|)2 +
√

r2 − (H − |z(t)|)2

)
∗ B ∗ N (2.4)

There are five other sections of the piecewise function which have been imple-
mented in the VHDL-AMS model (see the code on page 80) but are omitted here.

The output voltage is simply defined by Kirchoff’s voltage law:

v(t) = vem − Rc ∗ i(t) − Lc ∗ ˙i(t) (2.5)

where Rc and Lc are the resistance and inductance of the coil, respectively, and i(t)
is the current through the coil.

Finally, the electromagnetic force is calculated as (Lorentz force law):

Fem = Φ(z) ∗ i(t) (2.6)

In the above equations, the coil parameters are given in number of turns N and
resistance Rc. However, when manufacturing a coil, the specification is often given
by the thickness t , inner radius r , outer radius R and wire diameter d. To build
parameterised HDL models, the relations between these parameters are incorporated
and listed below. These equations can be deducted using basic geometry and physics
knowledge.

The total wire length is

l = 4 ∗ f ∗ t ∗ (R2 − r2)

d2
(2.7)

where f is the fill factor.
The number of turns is

N = l

2 ∗ π ∗ Rave
(2.8)
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where Rave = (R − r)/2 + r is the average radius.
The coil resistance is given by

Rc = 4 ∗ ρ ∗ l

π ∗ d2
(2.9)

where ρ is the resistivity of the material.
The VHDL-AMS code of the model is given below:

library IEEE;
use IEEE.ENERGY_SYSTEMS.all;
use IEEE.MECHANICAL_SYSTEMS.all;
use IEEE.ELECTRICAL_SYSTEMS.all;
use IEEE.math_real.all;
use work.EnergyHarvester.all;

entity EMH is
port(terminal HOUSE:translational;
terminal LOAD:electrical);

end entity EMH;

architecture Behaviour of EMH is
quantity yt across HOUSE to translational_ref;
quantity zt:DISPLACEMENT;
quantity emv:VOLTAGE;
quantity vt across it through LOAD to electrical_ref;
quantity Fem,abszt,Pout,Phi:real;

begin
mp*zt’DOT’DOT+Cp*zt’DOT+Ks*zt+Fem==-mp*yt’DOT’DOT;
Phi*zt’DOT==emv;
emv==vt-Rc*it-Lc*it’DOT;
Fem==-Phi*it;
Pout==-it*vt;
abszt==abs(zt);
if 0.0<=abszt and abszt<Rin use
Phi==(sqrt(abs(Rout**2-zt**2))+sqrt(abs(Rin**2-zt**2)))*2.0*B*N;

elsif Rin<=abszt and abszt<(Htm-Rout) use
Phi==sqrt(abs(Rout**2-zt**2))*2.0*B*N*(Rout-abszt)/Rw;

elsif (Htm-Rout)<=abszt and abszt<Rout use
Phi==sqrt(abs(Rout**2-zt**2))*B*N*(Rout-abszt)/Rw+
(sqrt(abs(Rout**2-zt**2))-sqrt(abs(Rout**2-(Htm-abszt)**2)))*B*N*
(Rout-Htm+abszt)/Rw;

elsif Rout<=abszt and abszt<(Htm-Rin) use
Phi==-sqrt(abs(Rout**2-(Htm-abszt)**2))*B*N*(Rout-Htm+abszt)/Rw;

elsif (Htm-Rin)<=abszt and abszt<Htm use
Phi==-(sqrt(abs(Rout**2-(Htm-abszt)**2))
+sqrt(abs(Rin**2-(Htm-abszt)**2)))*B*N;

elsif Htm<=abszt and abszt<(Htm+Rin) use
Phi==-(sqrt(abs(Rout**2-(abszt-Htm)**2))+

sqrt(abs(Rin**2-(abszt-Htm)**2)))*B*N;
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elsif (Htm+Rin)<=abszt and abszt<(Htm+Rout) use
Phi==-sqrt(abs(Rout**2-(abszt-Htm)**2))*B*N*(Rout-abszt+Htm)/Rw;

else
Phi==0.0;
end use;

end architecture Behaviour;

It has been proved that the maximum average power Pavelec that can be delivered
to the electrical domain is given by [2]

Pavelec = m2 ∗ Y 2 ∗ ω4
n

8 ∗ cp
(2.10)

where Y is the amplitude of external kinetic excitation, ωn = √
ks/m is the sys-

tem’s resonant frequency. Note that all the simulation and experimental tests in this
chapter are based on a 50 Hz sine wave excitation with an amplitude of Y = 8.4 µm.

This happens when the system’s parasitic damping equals to the electromagnetic
damping; therefore, if a load resistance Rl is connected to the micro-generator, its
optimal value is [13]

Rloptimal = Φ2/cp − Rc (2.11)

Two types of this micro-generator have been modelled, which are based on the
same structure but have different dimensions. Some of the key parameters are listed
in Table 2.1. As can be seen from the table, micro-generator type II is bigger than
type I and because the coil is changeable, both the micro-generators can have dif-
ferent wire diameters.

Table 2.1 Micro-generators’
parameters

Type I Type II

Proof mass m (g) 0.6 2.4
Magnet height H (mm) 2.0 3.0
Field strength B (T) 0.5 0.7
Wire diameter d (µm) 12/16/25 16/25
Coil outer radius R (mm) 1.2 2.45
Coil thickness t (mm) 0.48 1.3

2.3.2 Voltage Booster

Voltage boosters are external circuits to the micro-generator that are used to boost
up the output voltage and to perform necessary AC–DC rectification. There are a
number of circuit topologies that can be used as a voltage booster. VHDL-AMS has
also been used to describe the circuit behaviour by DAEs.
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2.3.2.1 Voltage Multiplier

A voltage multiplier (VM), which uses cascaded diodes and capacitors to achieve
higher DC voltage from an AC input, meets the requirements of a booster and has
been investigated here. There are two types of voltage multiplier based on different
configurations, namely Villard (Fig. 2.6a–d) and Dickson (Fig. 2.6e–h) [22]. In the
model library, these VMs are configured as 3, 4, 5 and 6 stages.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2.6 Voltage multiplier configurations, a–d: three- to six-stage Villard VM, e–h: three- to six-
stage Dickson VM

2.3.2.2 Voltage Transformer

A voltage transformer together with a full wave rectifier can also act as the volt-
age booster for an energy harvester. Two types of rectifier configurations have been
tested. Simulation results show that comparing to a common full-bridge rectifier, the
configuration in Fig. 2.7 gives better performance since it uses less diodes and thus
loses less energy. The number of turns and the resistance value of primary (N1, R1)
and secondary winding (N2, R2) are the four main parameters that determine the
voltage transformer’s performance.

2.3.3 Supercapacitor

In case of the storage element, a supercapacitor has been modelled as in Fig. 2.8
[10], where Rleakage represents the leakage resistance and RESR is the equivalent
series resistance.

2.3.4 Models Comparison

This section compares the accuracy of different micro-generator modelling
approaches with the same voltage booster. Type I micro-generator is connected to
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Fig. 2.7 Voltage transformer configuration

Fig. 2.8 Simplified supercapacitor model

a six-stage Villard voltage multiplier (Fig. 2.6d) and three models of this energy
harvester system have been built.

It has been reported that when excited by a 50 Hz sine wave vibration of 8.4
µm amplitude, type I micro-generator can generate a maximum power of 45.7 µW
under the optimal load condition and the output voltage is around 600 mV [16]. So
an ideal voltage source (Fig. 2.3a) of 50 Hz frequency and 640 mV amplitude is
connected to the VM circuit and SPICE circuit simulations have been carried out to
evaluate the VM’s performance.

The equivalent circuit model (Fig. 2.3b) of the micro-generator links mechanical
mass (m), spring (k) and damper (b) to electrical inductor (L), capacitor (C) and
resistor (R) by [1]

L = m, C = 1/k, R = b (2.12)

and SPICE circuit simulations have also been carried out.
The VHDL-AMS model incorporates the micro-generator and the VM circuit

booster.
The comparisons presented in this section are based on the charging of a 0.22 F

supercapacitor. Because the VHDL-AMS simulator used here, SystemVision from
Mentor Graphics [5], has a maximum simulation time of 150 min, only simulation
results in this range have been obtained. Figure 2.9 shows the simulated charging
waveform of the capacitor using different micro-generator models including the
proposed HDL model. Also shown is the capacitor charging waveform obtained
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experimentally. The experiment was set up as the micro-generator sitting on a vibra-
tion generator, which produces constant mechanical vibrations (Fig. 2.10a), and the
data are collected by LabView software (Fig. 2.10b).

Fig. 2.9 Different energy harvester models compared with experimental measurements

As it can be seen, there is poor correlation between the energy harvester experi-
mental measurements and that of models based on ideal voltage source or equivalent
circuit. The reason why the model with ideal voltage source (Fig. 2.3a) fails is that
in an energy harvester the voltage booster can greatly affect the behaviour of the
micro-generator but an ideal voltage source always produces constant output. The
crucial mechanical–electrical interaction is missing in the model.

As for the equivalent circuit model (Fig. 2.3b), this is because Eq. (2.12) is an
over-simplification and does not capture accurately the internal operation of the
energy harvester.

In the case of the proposed energy harvester HDL model, there is a good corre-
lation between the experimental and simulation results. The reason why the HDL-
based model correlates well with practice is that it can incorporate the actual shape
and size of various components into the micro-generator model by using analytical
equations. Here the non-linear dependence of the micro-generator’s output voltage
on the input displacement described in Section 2.3 can be accurately captured by the
HDL model. Simulation results of the equivalent circuit model and HDL model are
compared with the experimental measurement in Fig. 2.11. As can be seen from the
waveforms, when excited by a sine wave stimulus, the equivalent circuit model still
generates sine wave output. But the HDL model can capture the situations when the
coil and magnets are moving apart, which is what happens in practice and leads to
non-sine wave output.
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(a)

(b)

Fig. 2.10 Experimental measurement set-up: (a) micro-generator sitting on a vibration generator
and (b) Labview software collecting the data

Although the simulation results of the proposed HDL models are very close to
the experimental measurements, there are still notable differences between them
in both Figs. 2.9 and 2.11. The reasons may be found by examining the practical
conditions during experiments. In Fig. 2.9, the charging waveforms do not start
from 0 V because in practical measurements the capacitors all had a bit of initial
charge and adjustments on the timing have been made to the simulation waveforms
so that all the curves start at the same voltage (about 0.6 V), which may lead to
the difference. In Fig. 2.11, the difference between the simulation waveform and
experimental measurement may be generated by the interference that was brought
in by the oscilloscope’s probes.
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Fig. 2.11 Non-linear output from micro-generator correctly reflected by proposed model

2.4 Automatic Structure Configuration Based on HDL Model
Library

From the last section, a small HDL model library of energy harvester components
has been built. It contains two types of micro-generator, each of which can be
configured with different coils (wire diameter of 12/16/25 µm) and two types of
voltage multipliers that have three to six stages. The voltage transformer has not
been included because it cannot be made and tested with available resources. But
the simulation-based optimisation of energy harvester with voltage transformer has
been performed and will be discussed in Section 2.5.2. The configuration target has
been set to find the set of components that can charge the 0.047 F supercapacitor
to 2 V in shortest time. These values were chosen because there has been reported
energy harvester systems that use 0.047 F storage capacitor and 2 V working voltage
[17].

Simulations of every available energy harvester configuration were carried out
simultaneously and a process has been developed to automatically track the best
model. SystemVision VHDL-AMS simulator [5] has been used as the single soft-
ware platform. The outcome design is listed in Table 2.2.
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Table 2.2 Parameters of the
configuration result

Micro-generator Type II

Wire diameter 25 µm
Voltage booster Three-stage Dickson VM

(Fig. 2.6e)

Not surprisingly, the micro-generator II has been chosen because it is bigger
and stores more kinetic energy. However, it is quite interesting that the coil with
the largest wire diameter, which leads to fewest number of turns, and the VM with
fewest stages have been chosen. To further investigate on this result, more sim-
ulations have been done and an important trade-off between the electromagnetic
micro-generator and the VM voltage booster has been found.

Figure 2.12 shows the charging waveforms of type I micro-generator connected
to the same five-stage VM but configured with different coils. At the beginning,
the energy harvester with 25 µm wire diameter charges the quickest and the 12 µm
configuration charges the slowest while the 16 µm one is in between. But the 25 µm
configuration also saturates quickly and reaches the 2 V mark slower than the 16 µm
energy harvester. Due to simulation time limitation, the figure does not show how
the other two waveforms end. But it could be foreseen that the 16 µm configuration
will also saturate at some point while the 12 µm one reaches highest voltage.

Fig. 2.12 Simulation of type I micro-generator with different coils

Similar results have been obtained from the voltage booster end. Figure 2.13
shows the charging waveforms of type II micro-generator with 25 µm coil connect-
ing with three-, four- and five-stage Dickson VMs. It can be seen that the energy
harvester with three-stage VM charges the supercapacitor to 2 V first and the one
with five-stage VM can reach the highest voltage.

From the simulation results it can be concluded that in an energy harvester design
that combines electromagnetic micro-generator and voltage multiplier, the fewer
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Fig. 2.13 Simulation of type II micro-generator with different VMs

number of turns in the coil and the fewer VM stages, the higher initial charging rate
the energy harvester can get but the lower voltage it can finally reach. Therefore,
although the micro-generator with more coil turns can generate more power and
VMs with more stages can boost the voltage higher, under certain circumstances the
optimisation of subsystems in isolation does not lead to a globally optimised design.
It proves that when combining different components of an energy harvester, the gain
at one part may come at the price of efficiency loss elsewhere, rending the energy
harvester much less efficient than expected. This information is very useful for the
development of future, more complicated systems and model libraries.

2.5 Performance Optimisation

The close mechanical–electrical interaction (micro-generator and voltage booster)
that takes place in energy harvesters often leads to significant performance loss when
the various parts of the energy harvesters are combined. Here the loss expressed in
terms of energy harvesting efficiency

ηLoss = EHarvested − EDelivered

EHarvested
(2.13)

In the proposed design flow, the generated energy harvester design should be
parameterised such that automated performance optimisation will be able to further
improve the energy harvester efficiency by employing suitable optimisation algo-
rithms. The parameters used for the optimisation are from both the micro-generator
and the voltage booster. The optimisation object is to increase the charging rate of
the supercapacitor.
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2.5.1 Exhaustive Search

The micro-generator parameters that can be optimised are related to the coil size,
i.e. the thickness (t) and the outer radius (R), because other components such as the
magnets and cantilever determine the resonant frequency of the micro-generator and
thus should be based on application requirements. The circuit parameters of voltage
booster are the capacitor values of each VM stage. The entire energy harvester is
optimised as an integrated model. The searching space of parameters has been given
in Table 2.3

Table 2.3 Optimisation
searching space

Coil thickness (mm) 1.0–1.3
Coil radius (mm) 2.0–2.45
Capacitor values (µF) 47/100/150

The optimisation is based on the concurrent simulations of design instances from
uniform sampling of the search space and tracking the best result (Fig. 2.14). This is
relatively simple and straightforward because after the automatic structure configu-
ration the search space is quite small and the VM capacitors can only have discrete
values. However, other optimisation algorithms may also be employed and in Sec-
tion 2.5.2 a VHDL-AMS-based genetic optimisation has been successfully applied
to the integrated optimisation of energy harvester systems.

Fig. 2.14 Implementation of the proposed energy harvester design flow in VHDL-AMS
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To validate the effectiveness of the proposed approach to improve energy har-
vesting efficiency, the following simulations and experimental measurements have
been carried out.

2.5.1.1 Original Design

This combines type II micro-generator with a five-stage Dickson VM. The used
VM has been reported in literature as optimal configuration [18]. However, in the
original design these two parts are optimised separately, which is quite common in
existing energy harvester design approach. Parameters of original design are listed
in Table 2.4.

Table 2.4 Parameters of
original energy harvester

Micro-generator

Wire diameter (µm) 16
Coil thickness (mm) 1.3
Coil radius (mm) 2.45

Voltage booster

VM configuration five-stage Dickson
Capacitor values (C1–C5, µF) 47,150,150,47,150

2.5.1.2 Optimised Design

This has been obtained using the proposed design flow (Fig. 2.14). Table 2.5 gives
the new micro-generator and voltage booster parameters.

Table 2.5 Parameters of
optimised energy harvester

Micro-generator

Wire diameter (µm) 25
Coil thickness (mm) 1.3
Coil radius (mm) 2.0

Voltage booster

VM configuration Three-stage Dickson
Capacitor values (C1–C3, µF) 100,100,47

The impact of these values on improving the energy harvester performance has
been validated in both simulation and experimental measurements. According to
the optimisation result, a new coil has been ordered from Recoil Ltd, UK [12], and
replaced the original one for testing (see Fig. 2.15).

Simulation and experimental waveforms of the original and optimised design are
shown in Fig. 2.16. The impact of using the supercapacitor model in Fig. 2.8 instead
of an ideal capacitor has also been investigated. As can be seen from the figure, there
is good correlation between the simulation and experimental waveforms in both of
the energy harvester designs, which validates the effectiveness and accuracy of the
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Fig. 2.15 New coil according to optimisation result (R = 2.0 mm, r = 0.5 mm, t = 1.3 mm,
d = 25 µm)

Fig. 2.16 Simulation and experimental waveforms of original and optimised energy harvesters

proposed design flow. The energy harvester from original design can charge the
supercapacitor to 2 V in 6000 s while the optimised design only uses 1500 s, which
represents a 75% improvement.

2.5.2 Genetic Optimisation

This section demonstrates another possible optimisation method to improve the
energy harvester efficiency. Figure 2.17 shows that in the proposed approach, not
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Fig. 2.17 Integrated performance optimisation in VHDL-AMS testbench

only the energy harvester model but also the optimisation algorithm is implemented
in a single VHDL-AMS testbench. The parameters used for the optimisation are
from both the micro-generator and the voltage booster. The optimisation object
is to increase the charging rate of the supercapacitor. The optimisation algorithm
generates design parameters to the model and obtains the charging rate through
simulation. The optimisation loop runs continuously until the design parameters
reach an optimum.

A supercapacitor of 0.22 F has been used in the performance optimisation exper-
iment. The micro-generator parameters that can be optimised are the number of
coil turns (N ), the internal resistance (Rc) and the outer radius (R). The voltage
booster circuit is the voltage transformer described in Section 2.3.2.2 (Fig. 2.7). The
parameters are the number of turns and the resistance of primary and secondary
windings. For proof of concept, we employed a genetic algorithm (GA) [7] to opti-
mise the energy harvester with a voltage transformer booster. The implemented GA
has a population size of 100 chromosomes. Each chromosome has seven parameters
(three from the micro-generator and four from the voltage booster). The crossover
and mutation rate are 0.8 and 0.02, respectively. Other optimisation algorithms may
also be applied based on the proposed integrated model. The “unoptimised” model
parameters are given in Table 2.6.

Applying the proposed modelling and performance optimisation, Table 2.7 gives
the new micro-generator and voltage booster parameters which are referred to as
“optimised” design. The impact of these values on improving the charging of the
supercapacitor is shown in Fig. 2.18. As can be seen from the simulation results,

Table 2.6 Parameters of
unoptimised energy harvester

Micro-generator

Outer radius of coil (R) 1.2 mm
Coil turns (N ) 2300
Internal resistance (Rc) 1600 �

Voltage transformer

Resistance(Ω) No. of turns
Primary winding 400 2000
Secondary winding 1000 5000
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Table 2.7 Parameters of
GA-optimised energy
harvester

Micro-generator

Outer radius of coil (R) 1.1 mm
Coil turns (N ) 2100

Internal resistance (Rc) 1400 �

Voltage transformer

Resistance (�) No. of turns
Primary winding 340 1900
Secondary winding 690 3800

Fig. 2.18 Simulation waveforms of supercapacitor charging by different energy harvester models

in 150 min the unoptimised energy harvester charges the supercapacitor to 1.5
V and the optimised energy harvester reaches 1.95 V, which represents a 30%
improvement.

Performance of the developed GA has been further investigated by comparing
the power transfer efficiency before and after optimisation. The maximum average
power that can be delivered to the electrical domain is about 144 µW, calculated
from Eq. (2.10). Table 2.8 lists the average electrical power output from the micro-
generator and the voltage transformer. It can be seen that the optimisation improves
the efficiency of both the micro-generator and voltage booster, which validates the
effectiveness of the developed genetic optimisation.

Table 2.8 Energy harvester power efficiency

Generated
power (µW)

Generator
efficiency (%)

Delivered
power (µW)

Transformer
efficiency (%)

Overall
efficiency (%)

Pre-optimisation 26.875 18.66 15.750 58.60 10.94
Post-optimisation 29.250 20.31 19.625 67.09 13.63
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2.6 Concluding Remarks

This chapter presents an automated energy harvester design flow that can generate
optimised configuration from an existing HDL model library as well as carry out
performance optimisation through the employment of a single software platform.
The effectiveness of the proposed design flow has been demonstrated by automatic
configuration, optimisation and experimental validation of an energy harvester pow-
ered by an electromagnetic vibration-based micro-generator. It has been shown that
the existing energy harvester design approaches are inadequate because there is a
trade-off between different energy harvester components and the optimisation of
subsystems in isolation does not lead to a globally optimal design. A new energy
harvester has been manufactured according to the outcome from the proposed design
flow and experimental measurements of the new device have validated the optimi-
sation results. It has been shown that the outcome from the design flow (config-
uration and optimisation) can achieve a 75% improvement in the supercapacitor
charge rate and the integrated performance optimisation alone may achieve a 30%
improvement.
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Chapter 3
Simulation of Ultra-Low Power Sensor
Networks

Jan Haase, Joseph Wenninger, Christoph Grimm, and Jiong Ou

Abstract This chapter gives an introduction into the importance of power analysis
and power harvesting in wireless sensor networks. It additionally gives an overview
over simulation techniques for this topic and an overview of related tools and
methodologies, but mainly focusing on SystemC and SystemC AMS and extension
libraries.

Keywords Simulation · SystemC · Wireless sensor networks · Ultra-low power ·
Routing · TLM · OFDM · TUV buildimg block library

3.1 Introduction

Energy harvesting is a very important method to implement long running systems,
which should not need to be recharged at power plugs. That is, for instance, because
they have to be always at places, where there just is no power plug nearby or because
they are mobile. It could also be difficult or even impossible to connect the sys-
tem with a wire to other parts. Additionally to energy harvesting the need arises to
reduce the systems’ overall power consumption, because there could be periods of
times when the harvesting mechanism does not work, for instance, if the harvester
gains energy from vibrations and there are moments, when there is just not enough
movement, so this period of time has to be bridged.

At first a look on what comprises an ultra-low power wireless sensor network
should be had and what are the properties of the components and the system at
large. As an example we are going to use a weather station as shown in Fig. 3.1. As
can be seen the overall system consists of various sensor nodes, denoted as “H”,“L”
and “T”. Those nodes operate individually to achieve their measurement tasks and
cooperate to build up a wireless mesh network for communication purposes. The
example uses one dedicated sink node “S”, which receives all the sensor data
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gathered within the network. Important properties of the system, especially for large
quantities of sensors, are

• cheap nodes;
• small nodes;
• self-configuration (especially network topology);
• robust nodes and communication;
• safe operation; and
• wireless communication using standards, e.g. ZigBee (IEEE 802.15.4; 868 MHz,

915 MHz, 2.4 GHz).

Fig. 3.1 Distributed wireless weather station, “H” are humidity sensors, “L” are light sensors, “T”
are temperature sensors, “S” is the sink node

If we go further and want our sensor nodes to be energy autonomous additionally
to the properties mentioned above appear the following things have to be considered:

• Usage of energy harvesters
• Usage of capacitors or batteries
• Average power consumption reduced to some microamperes
• Reduction of duty times (most time “off”) (duty cycles < 1%)
• Low data rates (1–50 kbps or even below)
• Usage of ultra-low power circuits
• Resource management/power saving: switching off of “unneeded” resources

Now that we have identified the main properties of interest we have to iden-
tify the factors and functional properties which have the highest impact on them.
Those factors are, for instance, the acceptable latency which can be within some
milliseconds to several days or the transmission rate, mostly within the range of
some kilobytes per second. For classic wireless networks and for mesh networks the
distance between the nodes is also important, since it has an impact on the needed
transmission power. The range for this property is typically from some centimeters
to various kilometers. Depending on different scenarios of the surroundings and pos-
sible changing positions of the nodes the average and maximum power consumption
have to be evaluated. The best way to do this is to create a very precise model of a
lot of scenarios and to simulate the entire system on system level, not just one node.
How to make it easier and how to speed up the creation of such system-level simula-
tions is shown in Section 3.4. It is also shown there how to speed up the simulation
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Fig. 3.2 Example sensor node [4]

itself by varying the accuracy and design level of the model for various parts of the
system. The needed lifetime without an external power source is a crucial factor,
which is heavily correlated to the power consumption. For a given lifetime the two
parameters consumption and production (harvesting or storage (battery)) have to be
leveled accordingly. Last but not least related to the costs is the quantity of nodes
going to be used; it could be in the range from tens to many hundred thousands of
nodes. The higher the quantity, the more important the price of the hardware in use
and the costs of the development process.

Now that the properties of the overall sensor network are specified, it is important
to look at the components of the sensor or communication nodes itself. A node
consists of four virtual distinct (some can be within the same physical die or chip)
parts (Fig. 3.2):

• Power supply, i.e. battery or harvester (solar cell, induction loop, MEMS, etc.)
• Sensing unit
• Communication unit
• Controller

In a lot of cases the sensing unit does not only have to cope with digital input
values, which is more or less easy to handle, but has to measure and evaluate analog
signals, for instance, like in the weather station mentioned earlier (Fig. 3.1), there
are temperatures, pressures, light intensities, which are inherently analog. Therefore
it contains analog filters, analog digital converters (ADC) and digital filter compo-
nents for handling the signal. As already mentioned parts of this can be moved
into other components. For instance, the digital filters could be integrated into the
main controlling unit, if it is not a simple microprocessor or microcontroller, but a
full-fledged digital signal processor (DSP). The ADC does not have to be a separate
part on its own either, it can also be part of the controller, but it is still there of
course.

The communication unit is needed for transmitting and receiving data to/from
other nodes. It is partly split into software running on the microcontroller and the
transceiver, which does the handling of the physical transmission over the air. As
we are going to see later in Section 3.2, there are ways to optimize this architec-
ture. For instance, there is the possibility that the media access control (MAC) is
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implemented within the hardware and/or software layer of the main microcontroller
or it can be moved into the transceiver part. This alone opens the possibility of
various optimizations, especially related to the power consumption of the whole
system.

3.1.1 Scenario Analysis

As already mentioned in Section 3.1, there are many properties and factors which
have to be taken into consideration to allow an educated decision-making process
for the overall system design. Since the number of possibilities is usually very large
to an extent, where it is impossible to enumerate all disjunct property sets, the need
arises to define specific scenarios and use cases for the system under planning and
delivering. The fundamental result of those scenario analyses is an equation which
has to be fulfilled at all times. It is

available power(t) >= required power(t).

If this fundamental rule is not fulfilled the system will fail in a given scenario. For
estimating the worst cases and the boundaries of the equation, for instance, a Monte
Carlo analysis can be done to support the creation of worst-case scenarios, which
should still be possible to be handled by the system without failure. The functions
on both sides of the equation are depending on various time-dependent properties.
Possible dependencies are

Fig. 3.3 Simple scenario containing some stationary nodes and some mobile ones and stationary
obstacles for the communication and important properties: energy source, node vibrations and
environmental parameters like the temperature
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available power(t) = f (environment, harvester, batter y)

and

required power(t) = f (architecture, environment, . . .)

The more the scenarios are considered and the more they are realistic models of
the real world, the better the assessments are. A very simple scenario for an anal-
ysis of sensor nodes within a restricted area and given environmental parameters,
including possible obstacles and node movements, can be seen in Fig. 3.3. In the
end it is important for optimal functionality and reliability that the harvesters match
the sensor network consisting of nodes and their environment. Based on this eval-
uation it has to be considered which optimizations are possible, needed, useful and
financially feasible.

3.2 Design Space and Design Issues

In this section we are going to shed some light on design issues and possible design
decisions to explore the whole design space. It is not planned to be an exhaustive
enumeration, but should give hints on what to consider related to the communication
part of a sensor node to establish energy efficiency.

3.2.1 Issues

One point is the architecture of the underlying communication network itself. For
instance, it could be decided whether the communication is conducted via a cen-
tralized hub node. This star topology, for instance, is low power at low distances.
It could be fragile though, since if the hub node fails itself or for some nodes the
communication with the hub fails, e.g. because an obstacle moved between the leaf
nodes and the center node, important messages could easily get lost. An extension to
this topology could be to create a star of stars, where there are local hub nodes han-
dling communication within their vicinity and communicate with other subranges
of the network via a higher order hub node. In this topology the communication
protocol has to support multiple hops for message deliveries. The advantage is that
the system still is low power, although higher distances can be bridged. The disad-
vantage is the higher complexity of the protocol used. The topology described here
uses static routing, so if one of the hub nodes fails, or the link between a lower and
a higher order hub node fails, a whole network segment can become disconnected
and thus important, possibly, time critical data cannot be transmitted appropriately.
It is important to note that the various hub nodes have higher energy consumptions
than the leaf nodes, since they are always between two nodes communicating with
each other. Therefore the power supplies (either harvesters or batteries) for those
nodes have to be dimensioned to provide higher power capacities to keep the whole
network alive, while the power supplies for leaf nodes can be dimensioned smaller
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Fig. 3.4 Star topologies: on the left-hand side the whole network is just one big star and on the
right-hand side the image shows a star with some nodes creating a sub-star. The latter topology is
similar to a tree structure

concerning capacity. Figure 3.4 shows examples for this basic network topologies.
This essentially leads the designer to evaluate which architecture (topology), which
used protocols for the higher levels and which media access scheme suits a given
use case best.

There are ways to increase the reliability of the overall system while reduc-
ing the load on every single node, to the point where all communication nodes
have an approximately equal load concerning transmissions. In this case intelli-
gent routing, e.g. mesh routing, can be applied. For this system to work, the pro-
tocol has to reliably detect the distances between various nodes, the hops needed
for a communication between a given source and a given sink and which alter-
native routes exist. It is important too to keep track of changes of the network
topology, e.g. failed nodes, changed distance vectors, new nodes. This knowledge
allows various optimizations of the message delivery. For instance, each node (hop)
could retransmit a received message to the nearest node (the node which can
be reached with the least transmission power) in line to the sink node. On the
other hand, the communication can be trimmed to use the least count of hops in
between a source and a sink. If there exist roughly equal routes related to costs,
they could be used in an alternate pattern to distribute the power consumption
equally across nodes. The cost function for a route is roughly cost (route) =
f (node energy hop count, distances, node energy of next hop(s), . . .). This
kind of routing can increase the reliability of the network and level the power con-
sumption out between nodes. The reliability increases, since if one communication
link fails there might be an alternative route between two points. Each advantage
comes with a drawback though. The implementation might need more hardware,
which increases the power consumption of each single node. It might also increase
the traffic within the network, since the topology has to be always detected accu-
rately to make the routing work, so in either fixed distances of time or depending
on some parameters in varying intervals the topology has to be reevaluated. Those
parameters could be the knowledge of directions and speeds of node movements or
knowledge of energy levels. This keeping of the topology information up to date
increases power consumption, since communication additional to the application
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Fig. 3.5 Mesh topology: here more than one path from any given sender to any given sink is
possible

payload is required. As can be seen there might be a trade-off between reliability
and power consumption, which has to be appropriately considered in the decision-
making process. See Fig. 3.5 for an example, how such a more reliable topology
may look like.

As already mentioned the updating of the topology needs energy, although this
increase can be kept fairly small, depending on the environment and the use cases
and the optimizations done. For instance, there is the possibility to provide MAC
layer information across the other levels of the networking stack. So the application
level can get information about the availability of power or the quality of received
signals and so on. If the whole protocol stack is optimized for low power all parts
are intertwined concerning power management to ease the decision process of how
often to transmit, how to prioritize messages (quality of service, QOS) and which
paths to use for communication and how to detect network dropouts early enough
to perhaps avoid situations which could violate safety requirements.

Another factor important for the power usage and for the robustness and relia-
bility of the overall system is how the data are encoded on the channel; for wireless
sensor networks, this would be the air. There exists a variety of possibilities for
modulation schemes, going from very simple to very complex. It can basically be
said that the simpler the schema is, the less power it uses, but proportionally (or
even exponentially) the robustness of the communication decreases too. The other
way also holds true, the more complex a scheme, the more power it needs but the
robustness increases with a higher order or even exponentially. Simple schemes are,
for instance, ON/OFF-shift keying or more general amplitude shift keying (ASK).
Those two can be considered ultra-low power, but very fragile concerning robust-
ness against noise. More complex schemes are frequency shift keying (FSK) or
phase shift keying (PSK). In the first case a logical one is represented by a certain
frequency on the channel and a logical zero is represented by another one. Other
methods could be quadrature amplitude modulation (QAM), where the code points
of the signal are part of the complex plain and each code point can represent more
than one symbol. FSK and PSK can be considered more robust than ASK but still
as low, although not ultra-low, power.
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3.2.2 Partitioning

Additional to the environment, the topology, the protocol and the modulation there
is another important thing to consider. This is the partitioning between software and
hardware.

What does partitioning mean? If we look, for instance, at the receiver part of a
transceiver, there are two ways of approaching the implementation:

1. Implementing as much as possible in software
2. Implementing as much as possible in (analog) hardware

The advantage of the first way is that the resulting design is very flexible, the
disadvantage though is that the microcontroller is most of the time on, although
probably idle, waiting for data to decode. An example for this situation is shown in
Fig. 3.6.

Fig. 3.6 Mostly software-based receiver: the radio frequency (rf) comes through the antenna into
the receiver, is mixed with the carrier frequency and afterwards filtered via a low-pass filter. The
filter signal is converted to a digital signal and the digital hardware combined with the software
does the decoding of the transmitted symbols

The advantage of the mostly analog design is that it needs a lot less power than
the other approach. As always there are disadvantages too. The design has a fixed
functionality; it is difficult to design, because it has to be first time right and patches
cannot be shipped after the roll-out to fix problems in a delivered system. The design
is difficult or not at all portable to different technologies. In general the robustness
is very low and it is not that easy to reach a high yield during the production part of
the system’s live cycle.

As always the optimum lies somewhere in between, partitioning does exactly
deal with that and relies heavily on tools and methodologies, which allow a fast,
more or less exhaustive exploration of the design space, according to given real-
world constraints. For instance, the usage of reconfigurable hardware could increase
flexibility, while still staying low power, but it increases the efforts during develop-
ment.

Fig. 3.7 is an illustration of the principle by means of our example. Moving the
media access control (MAC) layer into the hardware increases the standby times of
the microcontroller, but makes the design less flexible for adaption to other access
schemes.
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Fig. 3.7 HW/SW partitioning: here the optimization of moving the media access control (MAC)
part out of the software part running on a microcontroller (uC) into the transceiver hardware is
shown

3.2.3 How to Solve the Issues

As already mentioned it is mandatory to use “ultra-low power” circuits to achieve
overall low power systems and switching off parts, currently not needed is the most
important of power saving strategies. To get good information to base decisions
on, the overall sensor network has to be simulated and this simulation has to show
which resources are used at which times and how much energy they use at every
single point in time. It is useful if not crucial to employ mixed-level simulations,
which encompass architecture functional and network level and which can show the
benefits or failed attempts of various cross-level optimizations.

For each level of simulation there are specialized tools available, which eventu-
ally if used together can speed up the design process and simulation performance,
by varying the detail levels of certain parts of the system. Table 3.1 shows a list
of common tools. In the further parts of this section we are going to put our
focus on SystemC (Section 3.2.4) and SystemC AMS (Section 3.2.5) showing how
those tools can be employed to our specific problem (power simulation) at hand. In
Section 3.4 we give an introduction to a communication library for SystemC AMS
which has been developed at the Vienna University of Technology to ease the
design of high-level simulations of transceiver systems including the transmission
channel.

3.2.4 SystemC

SystemC [6] is a class library for C + +, which allows a high-level simulation of
digital circuits. It allows simulation of concurrent modules, various digital signal
types and of course time. The core of the library is a discrete event (DE) simulation
kernel. A good thing about SystemC is that using the same technology software
and hardware can be simulated at the same time. There exists a subset of Sys-
temC, which is even synthesizable to, for instance, FPGA (field-programmable gate
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Table 3.1 Tool domains
Tool Appropriate for

SPICE Circuit level design (RF parts)
VHDL-AMS, Verilog-AMS Design of AMS subsystems (PLL, ADC,

Harvester)
Matlab/Simulink Functional behaviour
SystemC Functional behaviour + architecture of HW/SW

systems
SystemC AMS extensions (OSCI draft b1) Functional behaviour + architecture of AMS

systems
OMNET++, other extensions Network function and architecture

arrays). In SystemC classes are comparable with hardware components and there
are few restrictions on what a module can do. It is possible to create classes repre-
senting basic adders up to implementations of a complete arithmetic and logic unit
(ALU) and so on. Modules can be created hierarchically, so, for instance, within
the mentioned ALU various adders and other components can be instantiated to
implement the ALU functionality. A module (component) can contain any C ++
code, so software parts are just an implementation detail of one module. This allows
easy partitioning, since, for instance, a fast Fourier transformation (FFT) module
can be realized as hardware or as a software routine running on a small embedded
microcontroller later on. Fig. 3.8 visualizes the concept of component reuse and
hierarchical modules.

outer (higher hierarchy) module
module

modulemodule

module

module

inner
module

inner
module

inner
module

inner
module

inner
module

input

input

input

output

output

Fig. 3.8 SystemC modules

SystemC has even more advantages. With its signals it is possible to model phys-
ical signals (wires) or abstract more lines together into a bus. Signals in SystemC
can be either logic values or more complex data types (integers, doubles, etc.). An
extension to bundling signals to buses is applied in the transaction-level modeling
(TLM) [2] approach. In this approach, which is implemented in the OSCI TLM
2.0 [5] library the communication is split up into various phases and handles larger
parts of the communication as some kind of black box. The communication is sim-
ulated within a model of a memory mapped bus, which is often used with ASICs to
link various components together, e.g. the central processing unit (CPU) core with
peripherals. It is possible to define own phases to add additional tags to the payload
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Fig. 3.9 TLM communication: b_transport denotes a blocking transport action, nb_transport
stands for non-blocking transport. fw and bw stand for forward and backward communication chan-
nels and if means that the part is an interface

of the transaction, so this library is very flexible and extensible and should be able
to fit almost all purposes while still allowing fast(er) simulation. Essential phases
directly supported by the library are request initiation, addressing, reading/writing
date and finishing up the transaction. With TLM blocking and non-blocking commu-
nication can be simulated. Fig. 3.9 shows how a typical communication on the bus is
performed. In TLM the communication is not modeled as a communication between
equal peers. There are two types of communication partners. They are initiators and
targets. The former one can initiate requests to any target connected to it and handles
the communication. The target itself cannot start a transaction, it has to wait for an
initiator to request a communication. A typical example for an initiator is the model
of a processor, while a typical target would be a random access memory (RAM)
module. A module can implement both types though. For instance, an universal
receiver and transmitter (UART) can implement with a target socket on the side to
the processor and can have a target as well as an initiator socket on the “serial”
protocol side.

SystemC together with TLM is capable of creating high-level functional simula-
tions as well as “loosely timed” as down to cycle-accurate simulations of hardware
(and software) components.

3.2.5 SystemC AMS

SystemC AMS is an extension library to SystemC, which adds additional models
of computation (MoCs) to the simulation kernel. As can be seen in Fig. 3.10 the
analog mixed signals (AMS) extension is located above a synchronization layer,
and supports different ways of modeling analog parts, which communicate via the
synchronization layer with the DE kernel, the digital part so to say. The electrical
linear networks (ELN) MoC allows the creation of analog parts, consisting of resis-
tors, capacitors, coils, fixed voltage/current sources or remote controlled sources.
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Fig. 3.10 Layer structure of SystemC and SystemC AMS [7]

Fig. 3.11 Electrical low-pass filter

Internally it creates a linear differential equation system, which is then solved during
simulation, with the given inputs to the network as parameters for the equations. In
Fig. 3.11 an example for such a network shows a basic first-order low-pass filter,
consisting of just a resistor and a capacitor. Listing 3.1 shows the implementation of
this module. The module has timed data flow (see below) input and output signals
and models the functionality in a way that the structure of the network is completely
obvious, although the network is described in C++. For more complex things this
kind of input could be tedious; therefore, other MoCs, which will soon be described,
exist to scratch the itch.

The linear signal flow (LSF) is a higher abstraction. In this case the equation
system is built from logical blocks, for instance, adders, integrators or differentials.

Last but not least there is the timed data flow (TDF). With this MoC modules
can be created containing any C++ code to describe the functionality. The module’s
processing function is called at given or evaluated time intervals. Each module can
be assigned an input and/or output data rate, which has an effect on the scheduling of
the whole TDF system, called cluster. The fundamental cluster period, which cannot
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Listing 3.1 Software implementation of the low-pass filter as an ELN module

1 SC_MODULE( l p _ f i l t e r _ e l n )
2 {
3 s c a _ t d f : : s c a _ i n <double > i n ;
4 s c a _ t d f : : s c a _ o u t <double > o u t ;
5 s c a _ e l n : : s ca_node in_node , ou t_node ; / / nodes
6 s c a _ e l n : : s c a _ n o d e _ r e f gnd ; / / r e f e r e n c e
7 s c a _ e l n : : s c a _ r * r1 ; / / r e s i s t o r
8 s c a _ e l n : : s c a _ c * c1 ; / / c a p a c i t o r
9 s c a _ e l n : : s c a _ t d f 2 v * v_ in ; / / c o n v e r t e r TDF−>U

10 s c a _ e l n : : s c a _ v 2 t d f * v_ou t ; / / c o n v e r t e r U−>TDF
11 SC_CTOR( l p _ f i l t e r _ e l n ) {
12 v_ in = new s c a _ e l n : : s c a _ t d f 2 v ( âĂIJv_inâĂİ , 1 . 0 ) ; / /

s c a l e f a c t o r 1 . 0
13 v_in −> c t r l ( i n ) ; v_in −>p ( in_node ) ; v_in −>n ( gnd ) ;
14 r1 = new s c a _ e l n : : s c a _ r ( âĂIJr1âĂİ , 10 e3 ) ; / / 10

kOhm r e s i s t o r
15 r1 −>p ( i n ) ; r1 −>n ( ou t_node ) ;
16 c1 = new s c a _ e l n : : s c a _ c ( âĂIJc1âĂİ , 100 e −6) ; / / 100

uF c a p a c i t o r
17 c1−>p ( ou t_node ) ; c1−>n ( gnd ) ;
18 v_ou t = new s c a _ e l n : : s c a _ v 2 t d f ( âĂIJv_outâĂİ , 1 . 0 ) ; / /

s c a l e f a c t o r 1 . 0
19 v_out1 −>p ( ou t_node ) ; v_out1 −>n ( gnd ) ; v_out −> c t r l ( o u t ) ;
20 }
21 } ;

be changed during the simulation, is detected and set up correctly during the elab-
oration phase, which is a step between setting up the whole system and connecting
all signals and the actual start of the simulation. Fig. 3.12 shows a simple cluster
consisting of four functional nodes and a delay element. As can be seen, the mod-
ule ipl generates two tokens at each given invocation and the node dec consumes
always two data values at each invocation. In between is the node calculating the
function f1, which consumes and produces one value at each invocation; therefore,
within one cluster period the processing function of f1 is invoked twice. dec itself
just produces one token and f2 consumes one token, so f2 is only evaluated once
per cluster period. Since the given example contains a loop there has to be a dead
time or delay element to break the direct loop, otherwise the simulation could not
progress, since the cycle would be evaluated endlessly during one simulation step.
If there would not be a loop, there would not be the need for a delay element per se,
although it might arise the need, depending on which physical behaviour is going to
be modelled and how accurately it is modelled, e.g. settling times could be simulated
with delays.

An example TDF module can be seen in Table 3.2. In this example we highlight
what is the important stuff and split the module up according to the functionality of
the source line to give a better overview of the semantics.
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Fig. 3.12 Example cluster (left) with its execution schedule (right) due to the different number of
tokens produced, respectively consumed

Table 3.2 Implementation of a parallel to serial converter with TDF. The different section of the
module are separated and described

Module function Sample code

TDF module: SCA_TDF_MODULE(par2ser)
primitive module {

sca_tdf::sca_in<sc_bv<8> > in;
sca_tdf::sca_out<bool> out;

Attributes specify void set_attributes()
timed semantics {

out.set_rate(8);
out.set_delay(1);
out.set_timestep(1, SC_MS);

}
Processing() void processing()

describes {
computation for (int i=7; i >= 0 ; i– )

out.write(in.get_bit(i), i);
}

Standard SCA_CTOR(par2ser);
constructor }

3.2.6 Network Level Simulation

In Section 3.2.4 and Section 3.2.5 it has been described how to describe and simulate
parts, for instance, the nodes of the system in greater details. However, there is
the need to simulate the overall network, not only the subsystems, to get a better
feeling of the overall power consumption of the complete system, which a node is
only a part of. Although work is done at the Vienna University of Technology to
simulate the whole network level also with SystemC and SystemC AMS this is not
yet ready for prime time, but there are state-of-the-art tools which could be used for
the network level and it is even possible to let those tools cooperate with SystemC
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to simulate nodes at a fine-grained level and the network in an overview-like level.
One of these tools is the OMNET++ network simulator [8]. It is a C-based tool
based on a discrete event (DE) kernel. It is free for academy and educational use,
but a license has to be payed for commercial usage. It contains a graphical network
editor and describes networks with an own network topology description language,
the NED. It is a very well-suited tool for simulation of sensor networks and allows
co-simulation with SystemC. A screenshot of this tool can be seen in Fig. 3.13.

Fig. 3.13 OMNeT++ GUI

3.3 Modeling Strategies for Power Simulation

In Section 3.1 and Section 3.2 the basic problems, goals and possible tools have
been described. Now it is time to go further into details on how to do the modelling.

It would be ideal for all models if the power consumption would follow a linear
function depending on the components or functions being used. If an ADC is turned
on the power consumption always increases the same way and if it is turned off,
it decreases always in the same way. The real world is not ideal though, so there
is an additional component to the power consumption, which is nasty for mod-
elling purposes. This consumption is dependent on dynamic behaviour and on the
history of state changes in the previous (one or more) cycles. So each state/func-
tion/component is not characterized by a factor, but by a time-dependent function.
Fig. 3.14 shows a visualization. In this figure “State A” could be described as time
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Fig. 3.14 Dynamic behaviour = time-dependent power consumption within states

Fig. 3.15 Power equation: the total power consumption Itot is the sum of the static, dynamic and
leakage power

independent in the zeroth order, whereas “State B” is very type dependent. The
complete power consumption, i.e. the current the power supply has to deliver to a
system, can be calculated as Itotal = Istat + Idynamic + Ileak. This equation is shown
graphically in Fig. 3.15.

3.3.1 Power Analysis

Power analysis is the method of estimating or measuring power usage of a system
and drawing conclusion out of the data. The method of doing a power analysis
can be described as a cycle, which has some iterations, until the optimization goal
has been reached or the decision has to be made, that it is not possible with the
given technologies and constraints. As it can be seen in Fig. 3.16 the designer starts
with creating a model for the whole system, considering all external constraints.
After that the simulation is run in respect of important corner cases, which have
to be defined beforehand. During the simulation all usage of each functional block
is monitored and somehow logged so this statistical data can be interpreted later
on. As a next step the data are used to calculate the overall power consumption,
based on multiplication factors or at least linear functions of power consumption per
component/function. If the power consumption is not within the allowed range the
various parameters (technology, architecture, etc.) have to modified and the whole
simulation has to be rerun. It is usually the case that more than one iteration is
needed to achieve good results.

Since the analysis needs a lot of runs and the simulation has to cover large
time spans to give good results, the performance of the simulation model is essen-
tial to keep time frames and schedules. To keep the simulation feasible even for
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Fig. 3.16 Cycle of analysis

very complex heterogeneous systems consisting of hardware, software and analog
mixed signal parts while doing very long time observations the need arises to do
concessions:

1. Create models as abstract as possible (but not more abstract than that, otherwise
the results are meaningless)

2. Document and communicate which properties and constraints are modelled,
which are not and why

3. Be very careful about which information you are tracing and how you are tracing
them. Without care traces may become as large as many terabytes, which is not
handy for further interpretation tasks.

It is good practice to separate nodes into functional blocks, which can be used
independently of each other. This increases the possibility of reuse and has the
advantage that various parts can be simulated with different levels of detail. A pos-
sible structural dissection would be

• ADC
• Sensor interface
• Transmitter
• Receiver
• Software function calls

For the actual analysis it is a good idea to add a dedicated power meter interface
to the simulation (environment), which receives messages from all functional blocks
about their current power consumption. To optimize the trace sizes consider trace
changes of the consumption and not the consumption itself. This leads to fewer
data points and increases the speed of the overall simulation and analysis. The final
reports can be of different form, e.g. comma separated value (CSV) files or images
showing curves.
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3.3.2 Example: State Machine

If a state machine is simulated, in most cases only the functionality is modelled and
simulated. For instance, if it has n discrete states si , within each state the function fi

is implemented as C or C++ code which takes the input signals and the simulation
time as parameters and then computes the state changes and the output vector. In
this example of the power simulation a power reporter pi has to be attached to
each state si . This reporter is program code which calculates or estimates the power
consumption of the functional task and reports it to the overall power meter in the
form of P = U 2/R + const. In this case U is the supply voltage, R is an equiv-
alent resistor and const is just a model-specific constant value. The report can be
more complex though, for instance, for any kind of (non)linear function. The state
machine described here is called state machine with function and power reporting
(SMFP).

Creating a power estimation of software functions can also be done with this
SMFP model. This is done by creating a timed functional model of the software
on the CPU (central processing unit). The estimated runtime (ti ) of each func-
tion or procedure fi is retrieved by measurement or by counting the assembler
instructions and adding up the times needed for each instruction. As a next step
the software’s use of the microcontroller is mapped to the SMFP model. The power
of each function can either be measured or be calculated from data sheets, usu-
ally the power consumption pi is nearly constant within each state. The SMFP
model reports power usage pi for execution times ti of function fi . In all other
cases the SMFP model reports a power consumption psleep to the power metre
monitor.

Even complex functional hardware blocks can be mapped to the SMFP model.
For instance, analog digital converters (ADCs), phase-locked loops (PLLs), trans-
mitters or receivers are such modules, which could be bisected and modelled in
greater detail or can be modelled as just a functional block with an SMFP. The
SMFP template is characterized through circuit simulation, measurements and data
sheets to adapt it to the given component.

3.3.3 Modelling the Channel (Air)

In a communication system the transmission channel is of crucial importance. In
wireless communication environments this channel usually has the abstract name
“the Air”. The channel is characterized by reflections, refractions, scattering, fading
and in general attenuation of the transmitted signal. In addition the media access
scheme is also important; common schemes are TDMA (time division multiple
access), FDMA (frequency division multiple access) and CDMA (code division
multiple access). From these parameters a matrix can be built, which contains the
elements Ai, j = PRx,i /PTx, j , which describe the attenuation between any given
transmitter Tx,i and receiver Rx,i .
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3.4 TUV Building Block Library

The Vienna University of Technology (TUV) building block library is a set of Sys-
temC AMS classes for high-level simulation of analog mixed signal modules. It
has been published publicly for the first time in conjunction with the ANDRES
framework [3], which has been funded by the European Union. It consists of signal
sources, signal processing and signal analysis modules. All those modules are based
on SystemC AMS. It is published free for private and academic use and can be freely
downloaded from [1].

In this section, only a selection of modules and covered areas is shown, as the
complete list would fill pages and pages:

• Signal sources
– Gaussian distributed random numbers
– Uniformly distributed random numbers
– Sine
– Saw tooth wave
– etc.

• Signal processing
– Mathematical functions
– Nonlinearities
– Basic RF blocks
– (De)Modulators
– etc.

• Signal analysis
– Eye diagram
– Scatter plot
– Network analyzer

3.4.1 Introduction to Example Implementation of a Transceiver
System

In the following sections (Section 3.4.3, Section 3.4.4, Section 3.4.5, Section 3.4.6)
an implementation of an orthogonal frequency division multiplexing (OFDM)
transceiver is shown as an example to demonstrate the usefulness of the building
block library. It is first implemented as “old style” and then using the library. The
system to be built and simulated is depicted in Fig. 3.17. It consists of a generator
of test patterns, which are going to be transmitted over the channel with the OFDM

Fig. 3.17 Example transceiver block schematic



122 J. Haase et al.

modulation. These patterns are handed over to the transmitter module, which does
the whole of coding and modulating and handing it over to the channel, which in
our case will be a simulation of a transmission through the air with attenuation and
noise. This modified signal is afterwards handed over to the transceiver which does
the demodulation and returns the bitstream of the received test patterns.

3.4.2 Why Simulate Analog Components

In the context of sensor networks and particularly in low-power sensor networks,
transceiver systems are important. The classic sensor networks used wires to connect
the various components. This had and still has the advantage that there is a clear
line of communication, the wire. Clear bus semantics can be applied to the system,
concerning the bus arbitration and electro-magnetic compatibility (EMC). Another
advantage of wired buses is that it is easy to estimate the energy consumption of the
sending and receiving parts quite easily, because it depends mostly on the system
geometry and the resistance of the wires. The big drawback is that the wires have to
be placed into building or vehicle structures or for overland networks into the earth
or on pylons. With wires on pylons there is the increased danger of lightning strokes,
which have to be reduced again through additional lightning protection measures.

Contemporary sensor networks often turn away from wired connections to wire-
less communication for various reasons. Only short antennas are needed instead of
pylons for overland networks and even within objects (buildings, vehicles) there is
a big advantage, as no cable connections have to be created between the various
nodes of the network. This allows the placement of sensors at points important for
data acquisition, even if it would be very expensive or not possible at all to create
a reliable wired connection because of the objects geometry or because of moving
parts. So it can be said that wireless communication enhances the flexibility of the
network. The disadvantage of a wireless sensor network lies in the fact that the
power consumption cannot be that easily calculated, because the transmission and
receiver unit have no direct point-to-point connections via a wire and therefore the
energy is not merely independent of other factors than the geometry of the sys-
tem. Very important is the influence from other transmission systems sharing the
same frequency band (collisions) or having harmonics within the band of interest.
Other factors are shielding through stationary, pseudo-stationary moving objects and
reflections of signals. Those factors very often lead to retransmissions, more than in
wired systems, or to adaption of the transmission power or receiver gain. The energy
consumption is most of the time not a linear function. So the best thing to estimate
the power consumption and to simulate the system’s functional behaviour is to also
simulate the analog parts. A wireless sensor network can have either all nodes equal
or some nodes with energy constraints and a base station, where energy does not
have that big an influence. For instance, the base station is powered via the ordinary
power grid, whereas the sensor nodes (agent nodes) are powered by battery or solar
cells or other sources of energy, e.g. kinetic energy. In this case for a first estimate



3 Simulation of Ultra-Low Power Sensor Networks 123

you only need to model the agent node precisely, whereas the base station can be
modelled roughly, just to simulate the functionality, without the energy simulation
part. As we will see in Section 3.4.5 the library is especially useful for this part of the
simulation, because it reduces the coding work and provides a consistent handling
and good interconnectability of the modules.

There is ongoing work done with the building block library to integrate power
annotations and estimations to the modules to enable the user to even evaluate power
consumption on a high level, to ease the design space exploration. Design space
exploration is a very important part in sensor networks, since it helps finding the
optimal solutions between analog hardware, digital hardware and software compo-
nents and their parameters.

3.4.3 What Is OFDM?

OFDM stands for orthogonal frequency division multiplexing. It is a transmission
technique often used in popular modern wireless communication systems; this is
why it is used for the example here. The transmitter for OFDM, which is shown
in Fig. 3.18, takes a serial stream of binary digits. By inverse multiplexing, these
are first demultiplexed into N parallel streams, and each one mapped to a (possibly
complex) symbol stream using QAM modulation. An inverse FFT is computed on
each set of symbols, giving a set of complex time-domain samples. These samples
are then quadrature mixed to passband in the standard way.

Fig. 3.19 shows which parts compose an OFDM receiver. The receiver picks up
the signal from an antenna, which is then quadrature mixed down to baseband using
cosine and sine waves at the carrier frequency. This also creates signals centred on
two times the carrier frequency 2 ∗ f c, so low-pass filters are used to reject these.
The baseband signals are then sampled and a forward FFT is used to convert back to
the frequency domain. This returns N parallel streams; each of which is converted
to a binary stream using an appropriate symbol detector. These streams are then

Fig. 3.18 Block schematic of the example OFDM transmitter
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Fig. 3.19 Block schematic of the example OFDM receiver

re-combined into a serial stream, which is an estimate of the original binary stream
at the transmitter.

3.4.4 Full-Fledged OFDM Transceiver System

In this section we are going to implement the OFDM transceiver completely without
the usage of the building block library or better said, we will show the implementa-
tion of the building block modules needed for creating the OFDM transceiver. This
chapter focuses on the amount of code needed, not on explaining the complete inner
workings; the motto is going to be, let the code speak for itself. An impression of
the work should be given, but to not explode the book, just the top-level modules
and one four sub-modules of the lower level modules are shown. This is just to get
a feeling how much code the implementation of an OFDM transceiver system is.
Later on in Section 3.4.5 we are going to show how easy it is to implement the
whole system by just using the library instead of reinventing the wheel.
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Listing 3.2 OFDM transceiver(1)

1 / * ******** OFDM_Transmitter ********** * /
2 t empla te < i n t N>
3 SC_MODULE( ofdm_se ) {
4

5 p u b l i c :
6 / / P o r t s :
7 s c a _ t d f : : s c a _ i n <bool > i n ; / / i n p u t p o r t
8 s c a _ t d f : : s c a _ o u t <double > o u t ; / / o u t p u t p o r t
9

10

11 / / s i g n a l s
12 s c a _ t d f : : s c a _ s i g n a l <bool > s i g _ p a [N ] ; / / s i g n a l s on

s2p o u t p u t p o r t s
13 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ r e a l [N ] ; / / s i g n a l s on

q_mapper i o u t p u t p o r t s
14 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ i m a g [N ] ; / / s i g n a l s on

q_mapper q o u t p u t p o r t s
15 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ o u t _ r e a l [N ] ; / / s i g n a l s on

f f t r e a l o u t p u t p o r t s
16 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ o u t _ i m a g [N ] ; / / s i g n a l s on

f f t imag o u t p u t p o r t s
17 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ o u t _ i ; / / s i g n a l s on

p2s i o u t p u t p o r t s
18 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ o u t _ q ; / / s i g n a l s on

p2s q o u t p u t p o r t s
19

20 p r i v a t e :
21 / / module i n s t a n t i a t i o n
22 s2p <bool , N>* s2p_sub ;
23 qam_map* qam_mapper_sub [N ] ;
24 f f t _ i f f t <N>* i f f t _ s u b ;
25 p2s <double , N>* p 2 s _ r _ s u b ;
26 p2s <double , N>* p 2 s _ i _ s u b ;
27 q _ m i x e r _ t r * q _ m i x e r _ t r _ s u b ;
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Listing 3.3 OFDM transceiver(2)

1 p u b l i c :
2 / / C o n s t r u c t o r
3 ofdm_se ( s c _ c o r e : : sc_module_name n , double mixer_ fc , i n t

qam_p_num , double b i t _ f , i n t d o u t _ r a t e , double _amp =1 , i n t
s2p_o r =1 , bool m i x e r _ c o n f i g = f a l s e , i n t p 2 s _ r a t e =1)

4 {
5

6 i n t m i x e r _ r a t e =( i n t ) f l o o r ( d o u t _ r a t e * log2 ( qam_p_num ) *
m i x e r _ f c / b i t _ f ) ;

7 s2p_sub = new s2p <bool , N>( " s2p_sub " , 1 ) ;
8 s2p_sub −>i n ( i n ) ;
9 f o r ( i n t i =0 ; i <N; i ++)

10 s2p_sub −>o u t [ i ] ( s i g _ p a [ i ] ) ;
11

12 f o r ( i n t i =0 ; i <N; i ++)
13 {
14 s c _ c o r e : : sc_module_name nm ( ( ( s t r i n g ) " qam_mapper_sub_ "

+( char ) ( i +65) ) . c _ s t r ( ) ) ;
15 qam_mapper_sub [ i ] = new qam_map (nm , qam_p_num ) ;
16 qam_mapper_sub [ i ]−> i n ( s i g _ p a [ i ] ) ;
17 qam_mapper_sub [ i ]−> o u t _ i ( s i g _ r e a l [ i ] ) ;
18 qam_mapper_sub [ i ]−> ou t_q ( s i g_ i m a g [ i ] ) ;
19 }
20

21 i f f t _ s u b = new f f t _ i f f t <N>( " i f f t _ s u b " , " IFFT " ) ;
22 f o r ( i n t i =0 ; i <N; i ++)
23 {
24 i f f t _ s u b −> i n _ r e a l [ i ] ( s i g _ r e a l [ i ] ) ;
25 i f f t _ s u b −>in_ imag [ i ] ( s i g_ i m a g [ i ] ) ;
26 i f f t _ s u b −> o u t _ r e a l [ i ] ( s i g _ o u t _ r e a l [ i ] ) ;
27 i f f t _ s u b −>out_ imag [ i ] ( s i g _ o u t _ i m a g [ i ] ) ;
28 }
29

30 p 2 s _ r _ s u b = new p2s <double , N>( " p 2 s _ r _ s u b " , p 2 s _ r a t e ) ;
31 f o r ( i n t i =0 ; i <N; i ++)
32 {
33 p2s_r_sub −>i n [ i ] ( s i g _ o u t _ r e a l [ i ] ) ;
34 }
35 p2s_r_sub −>o u t ( s i g _ o u t _ i ) ;
36

37 p 2 s _ i _ s u b = new p2s <double , N>( " p 2 s _ i _ s u b " , p 2 s _ r a t e ) ;
38 f o r ( i n t i =0 ; i <N; i ++)
39 {
40 p2s_ i_sub −>i n [ i ] ( s i g _ o u t _ i m a g [ i ] ) ;
41 }
42 p2s_ i_sub −>o u t ( s i g _ o u t _ q ) ;
43

44 q _ m i x e r _ t r _ s u b = new q _ m i x e r _ t r ( " q _ m i x e r _ t r _ s u b " , mixe r_ fc
, _amp , m i x e r _ r a t e , m i x e r _ c o n f i g , 0 . , 0 . ) ;

45 q _ m i x e r _ t r _ s u b −> i _ i n ( s i g _ o u t _ i ) ;
46 q _ m i x e r _ t r _ s u b −>q_ in ( s i g _ o u t _ q ) ;
47 q _ m i x e r _ t r _ s u b −>o u t ( o u t ) ;
48

49 }
50 } ;
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Listing 3.4 OFDM receiver(1)

1 / * ******** OFDM_Receiver ********** * /
2

3 t empla te < i n t N>
4 SC_MODULE( ofdm_re ) {
5

6 p u b l i c :
7 / / P o r t s
8 s c a _ t d f : : s c a _ i n <double > i n ; / / i n p u t p o r t
9 s c a _ t d f : : s c a _ o u t <bool > o u t ; / / o u t p u t p o r t

10

11

12 / / S i g n a l s
13 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ i n _ i ;
14 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ i n _ q ;
15 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ i _ l p ;
16 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ q _ l p ;
17 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ i _ r o u n d e d ;
18 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ q _ r o u n d e d ;
19 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ r e _ r e a l [N ] ;
20 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ r e _ i m a g [N ] ;
21 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ r e _ o u t _ r e a l [N ] ;
22 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ r e _ o u t _ i m a g [N ] ;
23 s c a _ t d f : : s c a _ s i g n a l <bool > s ig_demappe r [N ] ;
24 s c a _ t d f : : s c a _ s i g n a l <bool > s i g _ r e c e i v e d ;
25 p r i v a t e :
26 / / module i n s t a n t i a t i o n
27 q _ m i x e r _ r e * q _ m i x e r _ r e _ s u b ;
28 l p * i _ l p ;
29 l p * q_ lp ;
30 downsample * i _ r o u n d ;
31 downsample * q_round ;
32 s2p <double , N>* s 2 p _ r _ s u b ;
33 s2p <double , N>* s 2 p _ i _ s u b ;
34 f f t _ i f f t <N>* f f t _ s u b ;
35 qam_demap* qam_demapper_sub [N ] ;
36 p2s <bool , N>* p2s_sub ;
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Listing 3.5 OFDM receiver(2)

1 p u b l i c :
2 / / C o n s t r u c t o r
3 ofdm_re ( s c _ c o r e : : sc_module_name n , double mixer_ fc , i n t

demap_p , double b i t _ f , i n t d o u t _ r a t e , double _amp =1 , i n t
p 2 s _ r a t e =1)

4 {
5

6 i n t m i x e r _ r a t e =( i n t ) f l o o r ( d o u t _ r a t e * log2 ( demap_p ) *
m i x e r _ f c / b i t _ f ) ;

7 q _ m i x e r _ r e _ s u b = new q _ m i x e r _ r e ( " mixe r_sub " , mixe r_ fc ,
_amp , m i x e r _ r a t e , f a l s e , 0 . , 0 . ) ;

8 q_mixe r_ re_sub −>i n ( i n ) ;
9 q_mixe r_ re_sub −>i _ o u t ( s i g _ i n _ i ) ;

10 q_mixe r_ re_sub −>q_ou t ( s i g _ i n _ q ) ;
11

12 i _ l p = new l p ( " i _ l p " , m i x e r _ f c / 1 0 0 0 . 0 ) ;
13 i _ l p −>i n ( s i g _ i n _ i ) ;
14 i _ l p −>o u t ( s i g _ i _ l p ) ;
15

16 q_ lp = new l p ( " q_ lp " , m i x e r _ f c / 1 0 0 0 . 0 ) ;
17 q_lp −>i n ( s i g _ i n _ q ) ;
18 q_lp −>o u t ( s i g _ q _ l p ) ;
19

20 i _ r o u n d = new downsample ( " i _ r o u n d " , m i x e r _ r a t e ,
m i x e r _ r a t e ) ;

21 i _ round −>i n ( s i g _ i _ l p ) ;
22 i _ round −>o u t ( s i g _ i _ r o u n d e d ) ;
23

24 q_round = new downsample ( " q_round " , m i x e r _ r a t e ,
m i x e r _ r a t e ) ;

25 q_round −>i n ( s i g _ q _ l p ) ;
26 q_round −>o u t ( s i g _ q _ r o u n d e d ) ;
27

28 s 2 p _ r _ s u b = new s2p <double , N>( " s 2 p _ r _ s u b " , 1 ) ;
29 s2p_r_sub −>i n ( s i g _ i _ r o u n d e d ) ;
30 f o r ( i n t i =0 ; i <N; i ++)
31 {
32 s2p_r_sub −>o u t [ i ] ( s i g _ r e _ r e a l [ i ] ) ;
33 }
34

35 s 2 p _ i _ s u b = new s2p <double , N>( " s 2 p _ i _ s u b " , 1 ) ;
36 s2p_ i_sub −>i n ( s i g _ q _ r o u n d e d ) ;
37 f o r ( i n t i =0 ; i <N; i ++)
38 {
39 s2p_ i_sub −>o u t [ i ] ( s i g _ r e _ i m a g [ i ] ) ;
40 }
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Listing 3.6 OFDM receiver(3)

1 f f t _ s u b = new f f t _ i f f t <N>( " f f t _ s u b " , "FFT" ) ;
2 f o r ( i n t i =0 ; i <N; i ++)
3 {
4 f f t _ s u b −> i n _ r e a l [ i ] ( s i g _ r e _ r e a l [ i ] ) ;
5 f f t _ s u b −>in_ imag [ i ] ( s i g _ r e _ i m a g [ i ] ) ;
6 f f t _ s u b −> o u t _ r e a l [ i ] ( s i g _ r e _ o u t _ r e a l [ i ] ) ;
7 f f t _ s u b −>out_ imag [ i ] ( s i g _ r e _ o u t _ i m a g [ i ] ) ;
8 }
9

10 f o r ( i n t i =0 ; i <N; i ++)
11 {
12 s c _ c o r e : : sc_module_name nm ( ( ( s t r i n g ) "

qam_demapper_sub_ " +( char ) ( i +65) ) . c _ s t r ( ) ) ;
13 qam_demapper_sub [ i ] = new qam_demap (nm , demap_p ) ;
14 qam_demapper_sub [ i ]−> o u t ( s ig_demappe r [ i ] ) ;
15 qam_demapper_sub [ i ]−> i n _ i ( s i g _ r e _ o u t _ r e a l [ i ] ) ;
16 qam_demapper_sub [ i ]−> in_q ( s i g _ r e _ o u t _ i m a g [ i ] ) ;
17 }
18

19 p2s_sub = new p2s <bool , N>( " p2s_sub " , p 2 s _ r a t e ) ;
20 f o r ( i n t i =0 ; i <N; i ++)
21 {
22 p2s_sub −>i n [ i ] ( s ig_demappe r [ i ] ) ;
23 }
24 p2s_sub −>o u t ( o u t ) ;
25 }
26 } ;
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Listing 3.7 Parallel to serial converter

1 / * **************************************** p a r a l l e l t o s e r i a l
c o n v e r t e r ********************************* * /

2

3 t empla te < c l a s s T , i n t N>
4

5 SCA_TDF_MODULE( p2s ) {
6

7 s c a _ t d f : : s c a _ i n <T> i n [N ] ; / / i n p u t
p o r t s

8 s c a _ t d f : : s c a _ o u t <T> o u t ; / / o u t p u t
p o r t

9

10 p r i v a t e :
11 i n t i n _ r a t e ;
12 i n t o u t _ r a t e ;
13

14 void s e t _ a t t r i b u t e s ( )
15 {
16 f o r ( i n t i =0 ; i <N; i ++)
17 {
18 i n [ i ] . s e t _ r a t e ( i n _ r a t e ) ;
19 }
20 o u t _ r a t e = i n _ r a t e *N;
21 o u t . s e t _ r a t e ( o u t _ r a t e ) ;
22 }
23

24 void p r o c e s s i n g ( )
25 {
26 T d a t a [ o u t _ r a t e ] ;
27 i n t k =0;
28 f o r ( i n t i = 0 ; i < N; i ++)
29 {
30 f o r ( i n t j =0 ; j < i n _ r a t e ; j ++)
31 {
32 d a t a [ k ]= i n [ i ] . r e a d ( j ) ;
33 k ++;
34 }
35 }
36

37 f o r ( i n t j =0 ; j < o u t _ r a t e ; j ++)
38 {
39 o u t . w r i t e ( d a t a [ j ] , j ) ;
40 }
41 }
42

43 p u b l i c :
44 p2s ( s c _ c o r e : : sc_module_name n , i n t _ i n _ r a t e =1)
45 {
46 i n _ r a t e = _ i n _ r a t e ;
47 }
48 } ;
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Listing 3.8 Serial to parallel

1 / * ************************************** s e r i a l t o p a r a l l e
c o n v e r t e r **************************************** * /

2

3 t empla te < c l a s s T , i n t N>
4

5 SCA_TDF_MODULE( s2p ) {
6

7 s c a _ t d f : : s c a _ i n <T> i n ; / / i n p u t
8 s c a _ t d f : : s c a _ o u t <T> o u t [N ] ; / / o u t p u t
9

10 p r i v a t e :
11 i n t o u t _ r a t e ;
12 i n t i n _ r a t e ;
13

14 void i n i t i a l i z e ( ) { } ;
15

16 void s e t _ a t t r i b u t e s ( )
17 {
18 f o r ( i n t i =0 ; i <N; i ++)
19 {
20 o u t [ i ] . s e t _ r a t e ( o u t _ r a t e ) ;
21 }
22 i n _ r a t e =N* o u t _ r a t e ;
23 i n . s e t _ r a t e ( i n _ r a t e ) ;
24 }
25

26 void p r o c e s s i n g ( )
27 {
28 T symbol [N* o u t _ r a t e ] ;
29 f o r ( i n t i = 0 ; i < i n _ r a t e ; i ++)
30 {
31 symbol [ i ]= i n . r e a d ( i ) ;
32 }
33 i n t k =0;
34 f o r ( i n t i =0 ; i <N; i ++)
35 {
36 f o r ( i n t j =0 ; j < o u t _ r a t e ; j ++)
37 {
38 o u t [ i ] . w r i t e ( symbol [ k ] , j ) ;
39 k ++;
40 }
41 }
42 }
43 p u b l i c :
44 s2p ( s c _ c o r e : : sc_module_name n , i n t _ o u t _ r a t e =1) {
45 o u t _ r a t e = _ o u t _ r a t e ;
46 }
47 } ;
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Listing 3.9 IFFT(1)

1 / * *************************************** FFT / IFFT
**************************************************************
* /

2

3 t empla te < i n t N>
4

5 SCA_TDF_MODULE( f f t _ i f f t ) {
6

7 p u b l i c :
8 s c a _ t d f : : s c a _ i n <double > i n _ r e a l [N ] ;
9 s c a _ t d f : : s c a _ i n <double > in_ imag [N ] ;

10

11 s c a _ t d f : : s c a _ o u t <double > o u t _ r e a l [N ] ;
12 s c a _ t d f : : s c a _ o u t <double > out_ imag [N ] ;
13

14 p r i v a t e :
15 s t r i n g mode ;
16 i n t i s i g n ;
17 double ZERO_THRESHOLD;
18 bool debug ;
19

20 void s e t _ a t t r i b u t e s ( )
21 {
22 }
23

24 void i n i t i a l i z e ( )
25 {
26 }
27

28 void p r o c e s s i n g ( ) {
29

30 v e c t o r <double > d a t a ;
31 double wtemp , wr , wpr , wpi , wi , t h e t a ;
32 f l o a t tempr , t empi ;
33 i n t i s t e p ;
34 debug= f a l s e ;
35

36 f o r ( i n t j =0 ; j <N; j ++)
37 {
38 d a t a . push_back ( i n _ r e a l [ j ] . r e a d ( ) ) ;
39 d a t a . push_back ( in_ imag [ j ] . r e a d ( ) ) ;
40 }
41

42

43 i n t d a t a _ s i z e = d a t a . s i z e ( ) ;
44 i f ( debug== t rue )
45 {
46 cou t << " b e f o r e r e a r r a n g e " << e n d l ;
47 f o r ( i n t j =0 ; j < d a t a _ s i z e ; j ++)
48 {
49 cou t << d a t a . a t ( j ) << e n d l ;
50 }
51 }
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Listing 3.10 IFFT(2)

1 i n t j =1 ;
/ /

T h i s i s t h e b i t −r e v e r s a l s e c t i o n o f t h e r o u t i n e .
2

3 f o r ( i n t i =1 ; i < d a t a _ s i z e ; i +=2)
4 {
5 i f ( j > i ) {
6 swap ( d a t a . a t ( j −1) , d a t a . a t ( i −1) ) ;
7 swap ( d a t a . a t ( j ) , d a t a . a t ( i ) ) ;
8 }
9 i n t m = d a t a _ s i z e >> 1 ;

10 whi le (m>=2 && j >m) {
11 j −= m;
12 m >>= 1 ;
13 }
14 j += m;
15 }
16 i f ( debug== t rue )
17 {
18 cout << " a f t e r r e a r r a n g e " << e n d l ;
19 f o r ( i n t j =0 ; j < d a t a _ s i z e ; j ++)
20 {
21 cou t << d a t a . a t ( j ) << e n d l ;
22 }
23 }
24 i n t mmax=2;
25

26 whi le ( d a t a _ s i z e >mmax)
27 {
28 i s t e p = mmax << 1 ;
29 / / t h e t a = i s i g n * ( 6 . 2 8 3 1 8 5 3 0 7 1 7 9 5 9 / mmax ) ;
30 t h e t a = i s i g n *(2* M_PI / mmax) ;
31 wtemp = s i n ( 0 . 5 * t h e t a ) ;
32 wpr = −2.0*wtemp*wtemp ;
33 wpi = s i n ( t h e t a ) ;
34 wr = 1 . 0 ;
35 wi = 0 . 0 ;
36 f o r ( i n t m=1; m<mmax ; m+=2)
37 {
38 f o r ( i n t i =m; i <= d a t a _ s i z e ; i += i s t e p )
39 {
40 i n t j = i + mmax ;
41 tempr = wr* d a t a [ j −1]−wi* d a t a [ j ] ;
42 t empi = wr* d a t a [ j ]+ wi* d a t a [ j −1];
43 d a t a [ j −1] = d a t a [ i −1]− t empr ;
44 d a t a [ j ] = d a t a [ i ]− t empi ;
45 d a t a [ i −1] += tempr ;
46 d a t a [ i ] += tempi ;
47 }
48 wr = ( wtemp=wr ) *wpr − wi*wpi + wr ;
49 wi = wi*wpr + wtemp* wpi + wi ;
50 }
51 mmax = i s t e p ;
52 }
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Listing 3.11 IFFT(3)

1 i f ( debug== t rue )
2 {
3 cout << " a f t e r t r a n s f o r m " << e n d l ;
4 f o r ( i n t j =0 ; j < d a t a _ s i z e ; j ++)
5 {
6 cout << d a t a . a t ( j ) << e n d l ;
7 }
8 }
9

10 i f ( mode==" IFFT " ) / / d e v i d e by N
i f IFFT

11 {
12 f o r ( i n t j =0 ; j < d a t a _ s i z e ; j ++)
13 d a t a [ j ]= d a t a [ j ] / N;
14 }
15 i f ( debug== t rue )
16 {
17 cout << " d i v i d e d by N" << e n d l ;
18 f o r ( i n t j =0 ; j < d a t a _ s i z e ; j ++)
19 {
20 cou t << d a t a . a t ( j ) << e n d l ;
21 }
22 }
23

24 i n t k =0; / /
o u t p u t

25 f o r ( i n t i =0 ; i <N; i ++)
26 {
27 o u t _ r e a l [ i ] . w r i t e ( d a t a . a t ( k ) ) ;
28 ou t_ imag [ i ] . w r i t e ( d a t a . a t ( k +1) ) ;
29 k +=2;
30 }
31 }
32

33 p u b l i c :
34 f f t _ i f f t ( s c _ c o r e : : sc_module_name n , s t r i n g _mode )
35 {
36 mode=_mode ;
37 i f ( mode=="FFT" )
38 i s i g n =−1;
39 e l s e i f ( mode==" IFFT " )
40 i s i g n =1;
41 e l s e
42 cou t <<" E r r o r : mode can on ly be FFT or IFFT "<< e n d l ;
43 }
44 } ;



3 Simulation of Ultra-Low Power Sensor Networks 135

Listing 3.12 Downsampler(1)

1 / * *************************Down Sampler
************************** * /

2 / / T h i s module d e c r e a s e s t h e da ta r a t e o f t h e i n p u t s i g n a l .
I t r e a d s _ r a t e v a l u e s and w r i t e s one v a l u e t o t h e o u t p u t .

With t h e parame te r _ s e l i t i s p o s s i b l e t o s e l c e t t h e
_ s e l t h da ta which you want t o o u t p u t . I t i s an i n t e g e r
number be tween 1 and _ r a t e .

3 SCA_TDF_MODULE( downsample ) {
4

5 s c a _ t d f : : s c a _ i n <double > i n ;
6 s c a _ t d f : : s c a _ o u t <double > o u t ;
7

8 p r i v a t e :
9 i n t r a t e ;

10

11 i n t s e l ;
12

13 void s e t _ a t t r i b u t e s ( ) ;
14

15 void i n i t i a l i z e ( ) ;
16

17 void p r o c e s s i n g ( ) ;
18

19 p u b l i c :
20 / / The c o n s t r u c t o r t a k e s t h e v a l u e o f parame te r _ s e l and

t h e da ta r a t e o f t h e i n p u t p o r t . They are s e t t o 1 and 1
by d e f a u l t , r e s p e c t i v e l y .

21 downsample ( s c _ c o r e : : sc_module_name nm , i n t _ s e l =1 , i n t _ r a t e
=1) ;

22 } ;
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Listing 3.13 Downsampler(2)

1 / * **************************Down Sampler
***************************************************** * /

2

3

4 void downsample : : s e t _ a t t r i b u t e s ( ) {
5

6 i n . s e t _ r a t e ( r a t e ) ;
7

8 }
9

10 void downsample : : i n i t i a l i z e ( ) {}
11

12 void downsample : : p r o c e s s i n g ( ) {
13

14 o u t . w r i t e ( i n . r e a d ( s e l −1) ) ;
15

16 }
17

18 downsample : : downsample ( s c _ c o r e : : sc_module_name nm , i n t
_ s e l , i n t _ r a t e _ i n ) {

19

20 r a t e = _ r a t e _ i n ;
21 s e l = _ s e l ;
22 }
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Listing 3.14 Parameters for our simulation

1 / / T h i s f i l e c o n t a i n s t h e main d e c l a r a r a t i o n s
2

3

4 / / B i t r a t e o f t h e d i g i t a l s i g n a l sourece , 1 b i t per 1 /
f r e q _ b y t e second ;

5 double f r e q _ b i t = 1 0 0 0 0 0 0 . ;
6

7 / / Frequency o f c a r r i e r wave i n Hz
8 double f r e q _ c a r r i e r = 1 0 0 0 0 0 0 0 0 0 . 0 ;
9

10 / / C u t o f f −f r e q u e n c y o f t h e lowpass− f i l t e r i n t h e r e c e i v e r .
11 double f r e q _ c u t o f f = f r e q _ c a r r i e r / 1 0 0 0 ;
12

13 / / Note t h a t t h i s d a t a r a t e can b a s i c a l l y be s e t i n d e p e n d a n t
o f t h e f r e q u e n c i e s b y t e F r e q

14 / / and C a r r i e r Frequency , b u t a v a l u e t o o low would r e s u l t i n
an u n d e s i r a b l e outcome

15 / / r e g a r d i n g N y q u i s t ’ s s amp l i ng theorem . By t h e f o r m u l a above
, abou t 30 t o k e n

16 / / per s i n e p e r i o d are e n s u r e d
17 i n t d a t a _ r a t e =( i n t ) f l o o r ( 3 0 . * 4 * f r e q _ c a r r i e r / f r e q _ b i t ) ;

3.4.5 OFDM Transceiver with Library Usage

In this section the building block library is used to implement the transceiver system,
immensely reducing the implementation effort. The essential parts of a complete
implementation can be seen in Section 3.4.4. Since the building block library pro-
vides modules with high abstraction level, the implementation follows the basic
block structure shown in Fig. 3.17.

3.4.6 Advantage of High-Level Signal Processing with the BBL

The usage of the library speeds up the initial process of rapid prototyping (RAD) a
system and eases the initial phase of design space exploration. This is achieved by
providing a lot of modules for special purposes. The main advantage of the library
lies in the fact that the modules are not necessarily monolithic; the more powerful
ones are assembled from smaller building block modules, which are available for
the system designer too, so it is easy to build upon the modules and the building
block library can be used itself as a source of information on how to use or build
generally usable modules with SystemC AMS for simulating analog system parts in
an efficient way.

An example for such a non-monolithic module is, for instance, the ofdm_se
module in the example in Section 3.4.5. The OFDM sender module internally reuses
the modules s2p (serial to parallel converter), qam_map (a quadrature amplitude
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Listing 3.15 Implementation: boilerplate code, variable declarations and handling input for
parameters

1 # i n c l u d e " sys temc−ams . h "
2 # i n c l u d e " o f d m _ d e c l a r a t i o n s l i b . h "
3 # i n c l u d e <bb / bb . h>
4

5 us ing namespace ahes : : bb ;
6

7 SCA_TDF_MODULE( d r a i n ) {
8 s c a _ t d f : : s c a _ i n <bool > i n ;
9 SCA_CTOR ( d r a i n ) {}

10 } ;
11

12 i n t sc_main ( i n t argc , char * a rgv [ ] )
13 {
14 s c _ s e t _ t i m e _ r e s o l u t i o n ( 0 . 0 1 , SC_NS ) ; / / s e t t i n g t h e t i m e

r e s o l u t i o n
15

16

17 / * ********* d e f i n i n g s i g n a l s and p a r a m e t e r s *********** * /
18

19 s c a _ t d f : : s c a _ s i g n a l <bool > s i g _ s t i m u l i ;
20 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ o u t ;
21 s c a _ t d f : : s c a _ s i g n a l <double > n o i s e _ o u t ;
22 s c a _ t d f : : s c a _ s i g n a l <double > s i g _ n o i s e ;
23 s c a _ t d f : : s c a _ s i g n a l <bool > s i g _ r e c e i v e d ;
24

25 i n t c o n s t l _ d i m ;
26 double ampl_se ;
27 double ampl_re ;
28 double n_va ;
29 double n_mean ;
30 double a t t e n t ;
31

32 / * ******** s e t t i n g p a r a m e t e r s f o r s i m u l a t i o n ********** * /
33

34 c o u t << " c o n s t e l _ d i m = " ; c i n >> c o n s t l _ d i m ;
35 c o u t << " ampl_se = " ; c i n >> ampl_se ;
36 c o u t << " ampl_re = " ; c i n >> ampl_re ;
37 c o u t << " n_va = " ; c i n >> n_va ;
38 c o u t << " n_mean = " ; c i n >> n_mean ;
39 c o u t << " a t t e n t = " ; c i n >> a t t e n t ;
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Listing 3.16 Implementation: transceiver itself

1 / * ********* i n s t a n t i a t i n g TDF−modules ********* * /
2

3 / / S t i m u l i g e n e r a t o r : As a s i g n a l s o u r c e i t g e n e r a t e s
u n i f o r m l y

4 / / d i s t r i b u t e d random s e q u e n c e o f b i t s on i t s o u t p u t . "
s i g _ s t i m u l i "

5 / / i s t h e c o r r e s p o n d i n g s t i m u l s i g n a l .
6 rand_bool i _ s t i m u l i ( " s t i m u l i " , 1 ) ;
7 i _ s t i m u l i . o u t ( s i g _ s t i m u l i ) ;
8 i _ s t i m u l i . o u t . s e t _ t i m e s t e p ( 1 / f r e q _ b i t , SC_SEC ) ;
9

10 / / OFDM T r a n s m i t t e r : I t t a k e s t h e s e q u e n c e o f b i t s from t h e
11 / / s t i m u l i g e n e r a t o r and c o n v e r t s them t o r a d i o f r e q u e n c y

s i g n a l
12 / / which w i l l be s e n t per an an tenna .
13 ofdm_se <8> i _ t r a n ( " t r a n s m i t t e r " , c o n s t l _ d i m , f r e q _ c a r r i e r ,

d a t a _ r a t e , ampl_se ) ;
14 i _ t r a n . i n ( s i g _ s t i m u l i ) ;
15 / / " s i g _ o u t " i s t h e r a d i o f r e q u e n c y s i g n a l which w i l l be

s e n t per an tenna .
16 i _ t r a n . o u t ( s i g _ o u t ) ;
17

18 / / T h i s p a r t models t h e e n v i r o n m e n t . A n o i s e g e n e r a t o r
g e n e r a t e s

19 / / w h i t e g a u s s i a n n o i s e s and adds them t o t h e o u t p u t s i g n a l
o f

20 / / t h e T r a n s m i t t e r . Model ing o f a t t e n t u a t i o n o f t h e
e n v i r o n m e n t i s a l s o a l l o w e d .

21 a i r i _ a i r ( " a i r " , a t t e n t , " g a u s s _ w h i t e " , n_va , n_mean , d a t a _ r a t e )
;

22 i _ a i r . i n ( s i g _ o u t ) ;
23 i _ a i r . o u t ( s i g _ n o i s e ) ;
24

25 / / OFDM R e c e i v e r : I t t a k e s t h e s i g n a l from t h e e n v i r o n m e n t
and

26 / / t r a n s l a t s them back t o t h e o r i g i n a l s e n t d i g i t a l s i g n a l .
27 ofdm_re <8> i _ r e c e i v e r ( " r e c e i v e r " , c o n s t l _ d i m , f r e q _ c a r r i e r ,

d a t a _ r a t e , f r e q _ c u t o f f , ampl_re ) ;
28 i _ r e c e i v e r . i n ( s i g _ n o i s e ) ;
29 i _ r e c e i v e r . o u t ( s i g _ r e c e i v e d ) ;
30

31 / / T h i s i s o n l y a module used t o consume t o k e n s as we can
n o t l e t a

32 / / s y s t emc −ams s c h e d u l i n g loop open .
33 d r a i n drn ( " drn " ) ;
34 d rn . i n ( s i g _ r e c e i v e d ) ;
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Listing 3.17 Implementation: boilerplate for signal tracing and simulation start

1 / * ******** t r a c i n g s i g n a l s * /
2

3 / / VCD t r a c e f i l e : With t h e VCD t r a c e f i l e , one can check
i f t h e r e c e i v e d

4 / / s i g n a l and s t i m u l i have i d e n t i c a l v a l u e s .
5 s c a _ u t i l : : s c a _ t r a c e _ f i l e * wave = s c a _ u t i l : :

s c a _ c r e a t e _ v c d _ t r a c e _ f i l e ( " wave " ) ;
6

7 s c a _ u t i l : : s c a _ t r a c e ( wave , s i g _ s t i m u l i , " s t i m u l i " ) ;
8 s c a _ u t i l : : s c a _ t r a c e ( wave , s i g _ o u t , " s i g _ w o _ n o i s e " ) ;
9 s c a _ u t i l : : s c a _ t r a c e ( wave , s i g _ r e c e i v e d , " s i g _ r e c e i v e d " ) ;

10 s c a _ u t i l : : s c a _ t r a c e ( wave , s i g _ n o i s e , " s i g _ w t _ n o i s e " ) ;
11

12 / / S i m u l a t i o n t i m e : 0 . 0 5 ms
13 s c _ s t a r t ( 0 . 0 5 , SC_MS ) ;
14 s c a _ u t i l : : s c a _ c l o s e _ v c d _ t r a c e _ f i l e ( wave ) ;
15

16 re turn 0 ;
17 }

modification mapper),fft_ifft (an inverse fast Fourier transformation module),
p2s (a parallel to serial converter) and q_mixer_tr.
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Chapter 4
Remote Sensing of Car Tire Pressure

Thomas Herndl

Abstract State-of-the-art tire pressure monitoring systems (TPMS) are wireless
sensor nodes mounted on the rim. Attaching the node on the inner liner of a tire
allows sensing of important additional technical parameters, which may be used for
improved tracking and engine control, feedback to the power train and car-to-car
communication purposes. Thus a significant step in car control appears feasible.
Those new features come at a price: the maximum weight of the sensor is limited to
5 g including package, power supply, and antenna. Robustness is required against
extreme levels of acceleration of up to 3,000 g (g = 9.81 m/s2). The node size is
limited to about 1 cm3 to avoid high force gradients due to device deformation and
finally, a 10-year power supply lifetime must be achieved. In this chapter we present
a self-sufficient tire-mounted wireless sensor node.

• with a bulk acoustic wave (BAW)-based low-power FSK transceiver;
• pioneered for an energy scavenger-based low-volume and low-weight power

supply; and
• a 3D vertical chip stack for best compactness, lowest volume, and highest robust-

ness for pressure, inertia, and temperature sensing.

Keywords TPMS · Tire pressure monitoring system · Energy harvesting · Energy
scavenging · Wireless sensor network · 3D system integration · Sensor system

4.1 Motivation for Tire Pressure Monitoring Systems

More than 20 years have passed since in 1986 the Porsche 959 car was first equipped
with a built-in tire pressure monitoring system (TPMS) [1] and since then millions
of cars have followed, because of the large variety of safety risks surrounding incor-
rectly inflated or damaged tires. In fact, underinflated tires are more prone to stress
damage, have less lateral traction, a shorter tread life, and are more vulnerable to
flat tires and blowouts (Fig. 4.1).
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Fig. 4.1 Tire blowout

Furthermore, underinflated tires can increase the distance required for a vehicle
to stop, particularly at wet surface conditions. Investigations in the USA have shown
that

1. one-fifth of all tires are up to 40% under their correct pressure;
2. 10% drop in pressure cuts a tire’s service life by 15%;
3. each 0.2 bar drop in pressure increases fuel consumption by 1.5%;
4. 75% of flat tires due to insufficient pressure or gradual pressure loss;
5. tire problems are third most common cause of vehicle breakdowns; and
6. ∼250,000 accidents a year (the USA) can be traced back to insufficient tire

pressure.

Thus, triggered by the US National Highway Traffic Safety Administration
(NHTSA) recent laws have put the spotlight on the issue of tire pressure monitoring.
The 2000 TREAD (Transportation Recall Enhancement, Accountability, and Doc-
umentation) Act requires automobile manufacturers to gradually provide TPMS for
all cars sold in the USA [2, 3]. As minimum requirements a “low tire pressure”
indication lamp and a “malfunction” indication lamp have been defined (Fig. 4.2).

Fig. 4.2 Obligatory in the USA: low tire pressure indication and malfunction indicators
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While for the time being in Europe TPMS is rather considered as non-mandatory
comfort feature, it is very likely that automotive manufacturers will be obliged by
law to equip new cars with TPMS, starting from 2013.

4.2 Overview of State-of-the-Art TPMS

State-of-the-art direct tire pressure monitoring systems (TPMS) are wireless sensor
nodes mounted on the rim. Basically, there are mainly three technologies competing
for their market presence.

4.2.1 Direct Battery-Based (Active) Systems

Direct battery-based (active) systems have their own independent power source inte-
grated in the modules and each module contains a pressure sensor. The modules are
mounted on the rim, as part of the valve (Fig. 4.3). Core functions (sensors and
wireless transmitter) are integrated into a system in package (SiP). In order to fulfill
lifetime requirements, the battery size is quite large and dominates the total weight
and size of the TPMS module.

Only a single, central radio-receiver is required (Fig. 4.4), which is typically
located in the dashboard. All in all this keeps the total system costs moderate. Due

TPM Sensor

Battery

Battery

Sensor

Wheel 
Module

Battery

Sensor

Wheel 
Module

Fig. 4.3 Rim-mounted tire pressure monitoring system and subcomponents (state of the art)
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RXCU

Tire Sensor

Key/Remote

Fig. 4.4 Tire pressure monitoring system communicating with ECU/dashboard in a star network
topology

to their superior performance figures at moderate costs, direct battery-based systems
constitute far the major share among all available technologies for tire pressure
monitoring.

4.2.2 Direct Battery-Less (Passive) Systems

Direct battery-less (passive) systems do not have a power source, rather they are
powered by an external reader device by means of an electromagnetic field. They
contain a pressure sensor. While the sensor modules are cheap, direct battery-less
systems have high total systems cost, as they require a powering/reader device in
the vicinity of each wheel, e.g., in the wheelhouse, which complicates the wiring
for connectivity and increases the bill of material (BOM).

4.2.3 Indirect (ABS-Based) Systems

Indirect (ABS-based) systems do not contain a pressure sensor. They rely on an
SW approach by using ABS data (wheel speed sensors) and evaluate the relative
number of turns among the wheels, based on the fact that a lower inflated tire has
a smaller roll radius/circumference than a higher inflated one. Logically, they offer
the cheapest total system costs, but at the expense of accuracy and comfort: Indirect
systems cannot measure absolute pressure. They need initial calibration and reg-
ular re-calibration by the driver and it takes several minutes for first tire pressure
notifications upon engine start during normal operation.

Due to the position of the sensor node in the valve, the node has only very loose
contact to the road surface, which prevents additional important parameters from
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being monitored. Hence, state-of-the-art rim-mounted direct systems, equipped in
many (US) cars, have limited sensing capabilities, restricted to movement detection,
tire pressure and tire temperature monitoring. Further on, the rim-mounted TPMS
node “does not intrinsically know” which tire it carries, hence it is not possible to
trustworthily report even “simple” additional tire-specific static information, like a
tire-ID reflecting the mounted tire type (summer/snow tires; spikes), which would
be a very valuable parameter for the ABS system to further optimize the stopping
distance of the vehicle in emergency situations. Indeed, additional parameters can
be reported when moving the TPMS module to within the tire, as shown in Fig. 4.5.

Today’s rim
mounted TPMS

~60cm³

Future self-sufficient tire
mounted TPMS

<1cm³

Fig. 4.5 Rim-mounted versus in-tire-mounted TPMS module

4.3 Motivation and Requirements for In-Tire TPMS

Attaching the TPMS node on the inner liner of a tire allows the extraction of addi-
tional information for comfort and safety beyond tire pressure and temperature,
such as

• vehicle load;
• wheel speed;
• wear;
• tire friction, side slip, road condition; and
• integrated tire-ID for logistic purposes (fleet management, localization, auto-

matic detection of tire change, and tire type for input to ABS).

They may be used for improved tracking and engine control, feedback to the
power train and car-to-car communication purposes and can therefore contribute to
further enhance driving safety.

Technically, additional parameters can be derived from acceleration signals
occurring at the border between the road surface and the tire. As can be seen from
Fig. 4.6, which shows signal traces measured with an acceleration sensor attached
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Foot print
length
0.15–0.25 m

For driving speeds between 25km/h and 300
km/h we obtain a measurement time between
30 and 2 ms.
The duration of the spikes are about 0.1–1 ms

therefore a resolution of 10–100µs is
needed to detect the position of the spikes!

2–30ms

0.1–1ms

Measured data z-direction (radial acceleration)
filtered

Fig. 4.6 Technical background for additional in-tire parameter monitoring: acceleration signal
trace from the tire

at the inner liner of the tire, two steep negative acceleration peaks and one dominant
positive acceleration peak in between can be observed: the first negative peak occurs
at positions when the tire-attached sensor touches down at the road surface and the
second peak when it lifts up again. By proper measurement of the positive peak
duration (respectively, the time between the two negative peaks) and the distance
between the positive peaks, one can calculate the footprint length and other impor-
tant parameters listed above. Additionally the same mechanical shock signal can be
used as the source for a vibration harvesting unit, translating mechanical power into
electric power for supplying a self-sufficient, battery-less sensor node.

Those new features come at a price: The maximum weight of the in-tire sen-
sor is limited to ∼5 g including package, power supply, and antenna. Robustness is
required against extreme levels of acceleration of up to 3,000 g (g = 9.81 m/s2).
The node size is limited to about 1 cm3 to avoid high force gradients due to device
deformation and finally, a 5- to 10-year power supply lifetime must be achieved.

4.4 A Self-Sufficient In-Tire TPMS Demonstrator

In this chapter we present a self-sufficient tire-mounted wireless sensor node.
Figure 4.7 shows a block diagram of the in-tire TPMS demonstrator, consisting of
a MEMS sensor, a power supply module, a microcontroller ASIC, and a transceiver
ASIC which directly generates the RF carrier by using a BAW resonator.

The key innovations of the demonstrator are

• a bulk acoustic wave (BAW)-based frequency shift keying (FSK) transceiver;
• pioneered for an energy scavenger-based low-volume and low-weight power

supply;
• a 3D vertical chip stack for best compactness, lowest volume, and highest robust-

ness; and
• molded interconnect device (MID) package solution with integrated antenna
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Fig. 4.7 Block diagram of the in-tire TPMS sensor node demonstrator

for pressure, inertia, and temperature sensing and will be presented in more detail
in the following.

4.4.1 RF Transceiver

For use in the proposed sensor node a BAW-based RF transceiver has been devel-
oped (Fig. 4.8), which directly generates a 2.4 (2.11) GHz carrier (two variants have
been designed, operating at carrier frequencies of 2.11 and 2.4 GHz) by using a
BAW resonator with a size of only 0.02 mm2. It avoids the employment of a bulky
and shock-sensitive crystal and a phase-locked loop (PLL), which makes the system
more robust and radically reduces the turn-on time to a few microseconds from
several milliseconds as in state-of-the-art crystal oscillator systems. This improves
the overall power consumption [1, 4].

For the receiving section an image-reject architecture has been chosen with BAW
resonators integrated into the LNA for filtering [5]. Typically the parasitic capaci-
tances of the electrodes of the BAWs are not equal, since the bottom electrodes
have a higher capacitance against substrate. Therefore it is advantageous to use two
BAWs, one in each branch of the differential LNA. Since the attenuation near the
series resonance frequency of the BAW is very high, low side injection of the local
oscillator (LO) signal leads to a high additional suppression of the image frequency,
allowing for a low intermediate frequency (IF) of 10.7 MHz. In contrast to [6], the
presented receiver utilizes the narrow bandwidth of a single BAW resonator instead
of a filter consisting of several resonators. The LNA is followed by an RC polyphase
network to generate the I- and Q-phases for the image-reject mixer. At the IF the
received signal is filtered and fed into a limiting amplifier delivering a binary signal,
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Fig. 4.8 Block diagram of the BAW transceiver

which is directly mixed into complex baseband in the digital domain. After digital
filtering, demodulation, and de-framing the received payload is stored in a FIFO.

Small-sized shock-resistant BAW resonators are utilized as frequency reference
for the TRX and channel selection filter in the receive chain [7]. A BAW resonator
can be considered as a thin film of piezoelectric material sandwiched between two
metal electrodes. When an electric field is applied between the electrodes, the struc-
ture is mechanically deformed by way of inverse piezoelectric effect and acoustic
waves are launched into the bulk of the device [8].

Basically two approaches can be distinguished to prevent that the resonant energy
is not absorbed by the carrier substrate. In the first one, micromachining is used to
generate a membrane. The second approach is shown in Fig. 4.9, where the waves
are reflected on an acoustic mirror and therefore cannot propagate any further into
the substrate [8]. The benefits offered by a BAW resonator includes extremely high
mechanical robustness, higher quality factor (Q) than surface acoustic wave (SAW)
devices or on-chip LC tanks, small size, and lower temperature dependency and
higher ESD robustness than SAW.

One major drawback of BAW devices is their temperature dependency, which is
typically in the range of −18 ppm/◦C (Fig. 4.10).

To overcome temperature drift effects the temperature is measured and com-
pensated via digitally controlled capacitors (9 bit) in parallel to the resonator in
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substrate

acoustic mirror

Piezo layer

top electrode

bottom electrode

Fig. 4.9 Basic concept of a BAW resonator with acoustic mirror

Fig. 4.10 Temperature dependency of the BAW device resonance frequency without temperature
compensation

the range of −40 to +125◦C. Figure 4.11 shows the resulting frequency deviation
which stays within ±40 ppm for the whole temperature range after applying a proper
temperature compensation algorithm. Additionally, the BAW can be tuned with a
variable DC biasing, which causes a change in the stiffness of the piezoelectric
BAW material. The biasing voltage causes a linear frequency shift with a slope of
40 kHz/V. Due to the fast response of the resonator, this effect is used for FSK
modulation in the transmitter. Direct carrier modulation and frequency tuning are
also possible with the digitally controlled tuning capacitors, but the nonlinear and
process-dependent relationship between capacitance and resonance frequency is a
drawback, which has to be considered when applying this method.

The transceiver ASIC was fabricated by using a 0.13 µm standard, automotive-
qualified CMOS process. Its current consumption is 6 mA in transmit mode at a
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Fig. 4.11 Temperature dependency of the BAW device resonance frequency with applied temper-
ature compensation algorithm

transmit output power of 1 d Bm and 8 mA in receive mode with a sensitivity of
−90 dBm at a data rate of 50 kb/s. The turn-on time of the transceiver is only 2 µs.

4.4.2 Power Supply Subsystem

The power supply subsystem (Fig. 4.12) consists of

• miniaturized MEMS transducer device;
• high efficient power translation ASIC (0.25 µm automotive-qualified CMOS

process);
• external coil for the inductive AC/DC converter; and
• energy storage device (low-leakage capacitor).

For the MEMS vibration scavenger an electrostatic transducer device has been
chosen, manufactured by using high aspect ratio micromachining (Fig. 4.13) [9].

It already integrates an electret for biasing of the transducer; hence, there is no
additional external voltage source required. Due to the very small mass of the minia-
turized vibration scavenger and the resulting very weak mechanical coupling, only a
small portion of the available mechanical energy in the tire can be actually translated
into electrical energy. In-tire measurements and electromechanical simulations have
shown that the scavenging system with a vibrating mass of about 30 mm2 is able
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Fig. 4.12 Block diagram of the vibration scavenger-based power supply subsystem

Acceleration

Mass

Electrodes
Electret

Spring

Fig. 4.13 Vibration scavenger: functional principle (left) and photo of the device (right)

to deliver some microamperes at 50 km/h driving speed, which is sufficiently high
for regular reporting of the tire pressure at appropriate intervals. With increasing
driving speed, the available vibration power also increases, allowing for shortening
the reporting intervals, which results in higher update rates for pressure reports at
higher driving speeds.

The successive power conversion ASIC integrates a high efficient inductive
AC/DC down-converter for charging a capacitor up to the desired voltage level.
It can process AC input voltages up to ∼40 V. The input stage of the harvester inter-
face consists of an active full bridge rectifier with peak detector. The peak detector
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generates the optimum trigger time instant for voltage conversion, independent of
the output voltage. Once the switch has been turned on, down-conversion is done
within a “single shot” via the external coil. Upon completion of the conversion cycle,
the harvester’s capacitance is discharged and starts recharging again with opposite
polarity due to mechanical oscillation. Therefore, the amount of conversion cycles
is minimized for high power efficiency at lowest switching losses. An additional
low drop output (LDO) voltage regulator is used to remove a potential ripple volt-
age at the output of the AC/DC converter. Further on, the ASIC provides auxiliary
and control circuitry that are used for output voltage monitoring and switching off
and switching on of the output power supply system. It makes sure that the output
voltage is switched on once a certain voltage level is reached. Alternatively the inte-
grated wake-up timer, making use of an ultra-low power 2 kHz RC oscillator, can
be used for interval-based duty cycling of the power system. For the in-tire TPMS
demonstrator the power supply is regularly switched on after exceeding a certain
energy level (respectively, voltage level) available in the capacitor (low-leakage
ceramic capacitor with C = 200 µF), which has been properly dimensioned to
ensure that sufficient energy can be stored for at least one pressure measurement and
reporting cycle. A capacitor was used for energy buffering, as alternative secondary
battery technologies suitable for harshest environmental conditions as present in
the tire (high temperatures and high mechanical forces at the same time) are not
available in the market.

4.4.3 Overall System Integration of the In-Tire TPMS Node

For demonstration purposes, both a battery-driven and a vibration harvester-driven
version have been designed. In order to reach high compactness and robustness for
system integration, miniaturization concepts have been applied on different levels.

Figure 4.14 shows a sketch of the overall integration concept for the battery
version. For the scavenger-driven version another micro-PCB has been designed,

Fig. 4.14 Sketch of the overall integration concept for the battery-driven TPMS demonstrator
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which replaces the lid. The space of the batteries and the capacitors is used for the
placement of all subcomponents of the scavenger power supply subsystem.

All functional core components such as microcontroller, transceiver, BAW
device, and sensor were co-assembled by means of 3D vertical system integration,
making use of through silicon vias (TSV), applied to the RF transceiver ASIC and
the sensor, and bumping technologies [10–13]. The resulting 3D sub-stack shown in
Fig. 4.15 was glued and wire-bonded onto a micro-PCB (Fig. 4.16). At the opposite
side of this micro-PCB tiny cell batteries and buffer capacitors were placed for the
battery-driven version.

Sensor

BAR

TX

µC

Fig. 4.15 Sketch and photo of the TPMS 3D chip sub-stack (source: SINTEF)

Fig. 4.16 TPMS 3D chip sub-stack assembled on the micro-PCB

For packaging, a cube-like plastic 3D substrate was designed using MID technol-
ogy (molded interconnect device, Fig. 4.17), allowing for integration of conducting
lines directly onto the package surface. This ability was beneficially used for shap-
ing a loop antenna and providing the connectivity between the functional TPMS
subsystem and the power supply subsystem. The overall dimensions of the MID
package are only 1.2 × 1.3 × 0.64 cm3 = 0.998 cm3, which is less than 1 cm3.

Figure 4.17 shows the lid with metal springs used for the battery-driven ver-
sion. For the scavenger-driven version a micro-PCB of the same size as the lid was
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Fig. 4.17 MID package for the TPMS sensor node demonstrator

used, comprising all subcomponents of the scavenger power supply (Fig. 4.18) as
described in Section 4.4.2.

Fig. 4.18 Vibration harvester power supply board of the in-tire TPMS demonstrate

Figures 4.19 and 4.20 finally present different views of the fully assembled
TPMS demonstrator node (battery version and harvester version, respectively); the
hole in the MID package serves as pressure inlet. The transparent package shown in
Fig. 4.19 has been designed for visualization purposes only and is not functional.

Based on the fully assembled TPMS demonstrators, system characteriza-
tion has been performed. One key performance parameter is the overall power
consumption, respectively, energy consumption. Figure 4.21 shows the measured
current profile for a system cycle (pressure measurement and reporting). Three
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Fig. 4.19 Fully assembled TPMS demonstrator (battery version)

Fig. 4.20 Fully assembled TPMS demonstrator (vibration scavenger version)

phases can be observed: Upon activation of a system cycle, the pressure value is
sensed and post-processed by the microcontroller. After completion of the sensor
measurement phase the system is configured for the following data transmission.
A temperature measurement is done and temperature compensation of the RF fre-
quency is performed (see also Fig. 4.11). Further on, the RF transmitter is properly
configured. Finally, the data are transmitted over the wireless channel, which termi-
nates the reporting cycle. This is done in a cyclic manner.

One whole cycle requires about 5 ms. The average current consumption over the
active cycle is about 5 mA. When activating the cycle every 10 s, the average current
consumption significantly drops down to about 3 µA, which can be delivered by the
vibration scavenging power supply system at driving speeds of ∼50 km/h. When
driving at lower speeds, the reporting interval needs to be prolonged, as it takes
longer to charge the storage capacitor due to the diminished electrical power from
the harvester.
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Fig. 4.21 Current consumption profile of the in-tire TPMS demonstrator for a measurement and
data reporting cycle

Current Consumption

Oscillator core + biasing 900uA

Transmitter, 1dBm 6mA

Receiver, -90dBm, 50kBit/s 8mA

Overall peak current <10mA

Technology

Transceiver CMOS, 0.13µm

Microcontroller CMOS, 0.24µm

Fig. 4.22 Key performance figures of the in-tire TPMS demonstrator

Figure 4.22 summarizes key performance figures of the in-tire TPMS demonstra-
tor. It shall be emphasized that at no time the overall current consumption exceeds
10 mA, which relaxes the requirements for the power supply system significantly.

4.5 Outlook and Future Work

The presented results of this industrial case study have demonstrated feasibility of
a self-sufficient, robust, miniaturized in-tire TPMS module. Based on these results,
extended functions as described in Section 4.3 can introduce further added value
without creating significant extra system costs, as the vibration scavenger output
signal can be reused for deriving complementary physical parameters by means of
appropriate algorithms running on an embedded microcontroller.
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From a system point of view, TPMS as pioneering reference application for
an automotive wireless sensor network (WSN) has high potential to pave the way
toward extended intra-vehicle WSN functions. An intra-vehicle WSN could provide
a solution for integrating and connecting the growing number of sensor functions
within modern vehicles. Particularly non-safety critical sensor functions are suitable
candidates for wireless connection. An extended intra-vehicle WSN can

• simplify the ever more and more complex cable tree and therefore
• reduce system costs by eliminating connectors to either or both data communica-

tion lines and board battery power system
• contribute to the reduction of overall vehicle weight by omitting cables (in mod-

ern cars there are some kilometer cable lengths installed)
• add more flexibility in comparison to a wire-based solution and create added

value by making new sensing and monitoring applications possible at locations
which are cumbersome or even inaccessible for wire-based access (e.g., at rotat-
ing parts and wheels)

• exhibit multicast topology by nature – based on neighborhood – and can therefore
provide redundancy and diversity, hence can add reliability – in contrast to wire-
based connections – without extra wiring costs

Intra-vehicle WSN technology should not be considered as competitive technol-
ogy to existing wired field bus systems like CAN, LIN, FlexRay, to name a few;
rather the idea is to complement wired solutions and to partially get rid of cables.
In particular this includes the ever-growing area of passenger comfort functions,
e.g., the penetration of automatic, multi-zone, and high-efficiency climate control
systems is increasing and thus the demand for temperature sensors will increase
as well. Particularly such “quasi-static” types of sensors with relaxed data rate and
update rate demands could be powered by energy harvesters to reach energy auton-
omy over years, which is a crucial requirement for a future successful automotive
WSN roll-out scenario.

4.6 Conclusion

The presented industrial case study has demonstrated the feasibility of a vibration
scavenger-driven, highly miniaturized in-tire-mounted TPMS module. By applying
careful low power system design and employing robust technology building blocks,
proper interconnect technologies and packaging solutions, a volume < 1 cm3 for the
whole TPMS module, including power supply, at lowest weight could be achieved
without compromising performance and reliability issues. The results obtained from
this case study can be taken as a cornerstone toward “intelligent tires,” which
would be able to measure and report additional technical parameters for further
enhancement of road safety.
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T.J. Kaźmierski, S. Beeby (eds.), Energy Harvesting Systems,
DOI 10.1007/978-1-4419-7566-9, C© Springer Science+Business Media, LLC 2011

161



162 Index

K
Kinetic energy harvester, 2–5, 7–8, 11, 15, 18,

21–23, 38, 53, 68–69, 71, 73
Kirchoff’s voltage law, 85

L
Labview, 90–91
Leakage resistance, 88
Load resistor, 18
Lorentz force law, 85
Low pass filter, 110, 114–115, 123

M
Magnetic flux, 8–9, 66, 84
Magnetostrictive transducer, 20
Mechanical damping, 5–6, 71
Mechanical–electrical interaction, 81, 90, 94
Mechanical tuning, 23, 70–73
MEMS, 10, 14, 17, 20–21, 57, 60, 105,

146–147, 150
Mesh topology, 109
Micro generator, 4, 7–8, 10, 14, 20, 36, 44,

46–48, 52, 58–59, 73, 79–100
Mixed physical domain, 80
Model of computation, 113–114

N
Network topology, 104, 108, 117, 144
Non-linear spring, 63, 67

O
OFDM, 121, 123–129, 137, 139
Open circuit voltage, 13
Operational frequency range, 2, 22–23, 53,

68–69, 71–73
Optimisation algorithm, 81, 94–95, 98
Optimum load resistance, 11
Out-of-plane gap closing, 14

P
Packaging, 153
Parametric optimisation, 81
Parasitic capacitance, 16, 147
Parasitic damping, 3–4, 84, 87
Performance, 5, 14, 21, 43, 51, 57, 67–68,

70–71, 73, 79–100, 111, 118, 144,
154, 156

optimisation, 79–100
Piezoelectric generator, 12–14, 19–20, 27, 36,

41, 44, 48, 50–51, 56
Power

analysis, 103, 118
consumption, 34, 37, 103–106, 108–109,

116–120, 122–123, 147, 154

density, 11, 15, 18
estimation, 120
simulation, 111, 117–118, 120
supply, 17, 69, 105, 118, 146–147, 150–156
transfer efficiency, 99

Proof mass, 20, 23, 26–28, 43, 63, 71, 84, 87

Q
Q-factor, 5, 7–8, 23, 44, 53, 68–69, 71–72

R
Relative displacement, 3, 8–9, 84–85
Reliability, 107–109
Resonant frequency, 2, 4, 7, 19, 22–32, 34–44,

46–47, 49–52, 54–55, 63–64, 67–73,
87, 95

Resonant frequency tuning, 2, 22, 41, 72
Routing cost, 108

S
Scavenger, 35, 41–42, 146–147, 150–156
Seismic mass, 2–3
Sensor, 1, 18, 29, 56–57, 73, 103–105, 107,

109, 111, 113, 115, 117, 119, 122–123,
143–148, 153–155, 157

Simulation techniques, 111
SPICE, 80, 89, 112
Spring

damping system, 84
stiffness, 23, 28–38, 70–73, 84

State machine, 120
Storage element, 80–81, 88
Structure configuration, 81–82, 92–95
Supercapacitor, 80, 88–89, 92–94, 96–99, 144
SystemC, 111–113, 117
SystemC AMS, 111–116, 121, 137–139
SystemVision, 89, 92

T
Temperature, 37, 104–106, 145, 147–150, 152,

155, 157
compensation, 149–150, 155

Timed data flow, 114
Total damping, 41, 46, 52
TPMS, 141–143, 145–147, 152–157
Tracking, 95, 145
Transaction level modeling (TLM), 112–114
Transceiver, 105–106, 110–111, 121–122,

124–126, 137, 139, 146–150, 153, 156
Transducer, 2–3, 14, 18–22, 67, 150
Transmission coefficient, 19
Transmitter, 113, 119–120, 122–125, 143, 149,

155–156
Tuning force, 44, 46



Index 163

Tyre pressure monitoring system (TPMS),
141–143, 145–147, 152–157

U
Ultra-low power, 103–140, 152
Unimorph cantilever, 15

V
VHDL-AMS, 81–83, 85–87, 89, 92, 95,

98, 112

Vibration power generator, 2
Villard voltage multiplier, 89
Voltage booster, 80, 83, 87–88, 90, 93, 98–99
Voltage multiplier, 83, 88–89, 92–93
Voltage transformer, 88–89, 92, 98–99

W
Wave rectifier, 88
Wireless sensor networks, 1, 73, 103, 109,

122, 157


	Preface
	Contents
	Contributors
	1  Kinetic Energy Harvesting
	1.1  Introduction
	1.2  Principles of Kinetic Energy Harvesting
	1.2.1  Transfer Function
	1.2.2  Equivalent Circuit
	1.2.3  Damping in Kinetic Energy Harvesters
	1.2.4  Output Power of Kinetic Energy Harvesters

	1.3  Transduction Mechanisms
	1.3.1  Electromagnetic (EM) Generators
	1.3.2  Piezoelectric (PZ) Generators
	1.3.3  Electrostatic (ES) Generators
	1.3.4  Other Transduction Mechanisms
	1.3.5  Comparisons of Transduction Mechanisms

	1.4  Introduction to Adaptive Kinetic Energy Harvesting
	1.5  Strategies to Tune Resonant Frequency
	1.5.1  Evaluating Tuning Approaches
	1.5.2  Mechanical Tuning Methods
	1.5.3  Electrical Tuning Methods

	1.6  Strategies to Widen Bandwidth
	1.6.1  Generator Array
	1.6.2  Amplitude Limiter
	1.6.3  Coupled Oscillators
	1.6.4  Non-linear Generators
	1.6.5  Bi-stable Generators

	1.7  Comparisons of Different Strategies for Adaptive Kinetic Energy Harvesting
	1.8  Summary
	References

	2 Modelling, Performance Optimisation and Automated Designof Mixed-Technology Energy Harvester Systems
	2.1  Introduction
	2.2  Energy Harvester Design Flow
	2.3  Energy Harvester Modelling
	2.3.1  Micro-generator
	2.3.2  Voltage Booster
	2.3.3  Supercapacitor
	2.3.4  Models Comparison

	2.4  Automatic Structure Configuration Based on HDL Model Library
	2.5  Performance Optimisation
	2.5.1  Exhaustive Search
	2.5.2  Genetic Optimisation

	2.6  Concluding Remarks
	References

	3  Simulation of Ultra-Low Power Sensor Networks
	3.1  Introduction
	3.1.1  Scenario Analysis

	3.2  Design Space and Design Issues
	3.2.1  Issues
	3.2.2  Partitioning
	3.2.3  How to Solve the Issues
	3.2.4  SystemC
	3.2.5  SystemC AMS
	3.2.6  Network Level Simulation

	3.3  Modeling Strategies for Power Simulation
	3.3.1  Power Analysis
	3.3.2  Example: State Machine
	3.3.3  Modelling the Channel (Air)

	3.4  TUV Building Block Library
	3.4.1  Introduction to Example Implementation of a Transceiver System
	3.4.2  Why Simulate Analog Components
	3.4.3  What Is OFDM?
	3.4.4  Full-Fledged OFDM Transceiver System
	3.4.5  OFDM Transceiver with Library Usage
	3.4.6  Advantage of High-Level Signal Processing with the BBL

	References

	4  Remote Sensing of Car Tire Pressure
	4.1  Motivation for Tire Pressure Monitoring Systems
	4.2  Overview of State-of-the-Art TPMS
	4.2.1  Direct Battery-Based (Active) Systems
	4.2.2  Direct Battery-Less (Passive) Systems
	4.2.3  Indirect (ABS-Based) Systems

	4.3  Motivation and Requirements for In-Tire TPMS
	4.4  A Self-Sufficient In-Tire TPMS Demonstrator
	4.4.1  RF Transceiver
	4.4.2  Power Supply Subsystem
	4.4.3  Overall System Integration of the In-Tire TPMS Node

	4.5  Outlook and Future Work
	4.6  Conclusion
	References

	Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




