Chapter 3
Effect of Variations and Variation Tolerance
in Logic Circuits

Swaroop Ghosh

Abstract Variations in process parameters affect the operation of integrated circuits
(ICs) and pose a significant threat to the continued scaling of transistor dimensions.
This fluctuation in device geometries might prevent them from meeting timing
and power criteria and degrade the parametric yield. Process limitations are not
exhibited as physical disparities only; transistors experience temporal device degra-
dation as well. On top of it, power management techniques like voltage scaling,
dual Vry, further magnify the variation-induced reliability issues. On the other
hand, conventional resiliency techniques like transistor upsizing and supply voltage
boosting typically increase the power consumption. Low-power dissipation and pro-
cess variation tolerance therefore impose contradictory design requirements. Such
issues are expected to further worsen with technology scaling. To circumvent these
non-idealities in process parameters, we describe two approaches: (1) variation-
tolerant circuit designs and (2) circuits that can adapt themselves to operate correctly
under the presence of such inconsistencies. In this chapter, we first analyze the
effect of process variations and time-dependent degradation mechanisms on logic
circuits. We consider both die-to-die and within-die variation effects. Next, we pro-
vide an overview of variation-tolerant logic design approaches. Interestingly, these
resiliency techniques transcend several design abstraction levels — however in this
chapter, we focus on circuit level techniques to perform reliable computations in an
unreliable environment.

3.1 Introduction

Successful design of digital integrated circuits has relied on optimization of vari-
ous design specifications such as silicon area, speed, and power dissipation. Such
a traditional design approach inherently assumes that the electrical and physical
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properties of transistors are deterministic and hence predictable over the device
lifetime. However, with the silicon technology entering the sub-65 nm regime, tran-
sistors no longer act deterministically. Fluctuation in device dimensions due to
manufacturing processes (sub-wavelength lithography, chemical mechanical pol-
ishing, etc.) has emerged as a serious issue in nanometer technologies. In deep
sub-micron (approximately up to 0.35 pm) technology nodes, process variation was
inconsequential for the IC industry. Circuits were mostly immune to minute fluctua-
tions in geometries because the variations were negligible compared to the nominal
device sizes. However, with the growing disparity between feature size and opti-
cal wavelengths of lithographic processes at scaled dimensions (below 90 nm), the
issue of parameter variation is becoming severe. Variations can have two main com-
ponents: inter-die and intra-die. Parametric variations between dies that come from
different runs, lots, and wafers are categorized into inter-die variations whereas vari-
ations of transistor strengths within the same die are defined as intra-die variations.
Fluctuations in length (L), width (W), oxide thickness (Tpx), flat-band conditions,
etc. give rise to inter-die process variations, whereas line edge roughness (LER)
or random dopant fluctuations (RDF) cause intra-die random variations in process
parameters [1-7]. Systems that are designed without consideration to process vari-
ations fail to meet the desired timing, power, stability, and quality specifications.
For example, a chip designed to run at 2 GHz of speed may run only at 1 GHz
(due to increased threshold voltage of the devices) making it unworthy to be use-
ful. However, one can certainly follow an overly pessimistic design methodology
(using large guard-bands) that can sustain the impact of variations in all process
corners. Such designs are usually time and area inefficient to be beneficial. There
can be two ways to address the issue of process variation — by controlling the exist-
ing process technology (which result in less variation) or by designing circuits and
architectures that are immune to variations. In this chapter, the emphasis has been
given to the second choice because controlling the process is expensive and in some
cases may not be viable without changing the devices itself (it should be noted that
some of the emerging devices may suffer from increased variations as well [8—13]).
Therefore, process variation awareness has become an inseparable part of modern
system design.

3.1.1 Effect of Power and Process Variation in Logic Circuits

Apart from process variations, modern circuits also suffer from escalating power
consumption [14]. Not only dynamic power but leakage power has also emerged as
a dominant component of overall power consumption in scaled technologies. This
is also described in Chapter 2. Power management techniques, e.g., supply voltage
scaling, power gating, and multiple-Vpp, V1 designs further magnify the problems
associated with process-induced variations. For example, consider the supply volt-
age scaling. As the voltage is scaled down, the path delay increases worsening the
effect of variations. This is elucidated in Fig. 3.1. It clearly shows that lower Vpp
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Fig. 3.1 Impact of supply voltage scaling on path delay distribution. Both mean and sigma of
delay distribution as well as the number of paths failing to meet target frequency increases

not only increases the mean but also the standard deviation (STD) of the overall
path delay distribution. Therefore, the number of paths failing to meet the target
speed also increases thereby degrading the timing yield. On the other hand, upscal-
ing the supply voltage reduces variation at the cost of power consumption. Power
and process variation resilience are therefore conflicting design requirements and
one comes at the cost of other. Meeting a desired power specification with certain
degree of process tolerance is becoming an extremely challenging task.

3.1.2 Sources of Variations (Spatial vs. Temporal)

Figure 3.2 shows the taxonomy of variations in nanoscaled logic circuits. Inter-
(die-to-die) and intra-die (within-die) variations fall under spatial (or t = 0) pro-
cess variation. These types of variations induce speed marginalities in static logic
whereas in dynamic logic they reduce the noise margin. Temporal variations can
be categorized into two parts — environmental and aging related. Temperature and
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Fig. 3.2 Taxonomy of process variation
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voltage fluctuations fall under the category of environmental variations whereas
Negative Bias Temperature Instability (NBTI) [15-33], Positive Bias Temperature
Instability (PBTI) [34, 35], Hot Carrier Injection (HCI) [36-38], Time-Dependent
Dielectric Breakdown (TDDB) [39-41], and electromigration [42] give rise to
so-called aging variation. Environmental variation like voltage fluctuation is the
outcome of circuit switchings and lack of strong power grid. Similarly, temperature
fluctuation is the result of excessive power consumption by a circuit that generates
heat whereas the package lacks capability to dissipate it. Such variations degrade
the robustness of the circuit by increasing speed margins inducing glitches, creat-
ing non-uniform circuit delays and thermal runaways. The aging-related variations
degrade device strength when a device is used for a long period of time. For exam-
ple, an IC tested and shipped for 2 GHz of speed may fail to run at the rated speed
after 1 or 2 years. Along with device-related variations, the interconnect parameter
variations [43] also add to the adversity of the situation.

3.1.3 Impact of Variation on Logic

The variation in L, W, Tox, dopant concentration, etc. modifies the threshold voltage
of the devices. One manifestation of statistical variation in Vy is variation of speed
between different chips. Hence, if the circuits are designed using nominal Vty of
transistors to run at a particular speed, some of them will fail to meet the desired
frequency. Such variation in speed would lead to parametric yield loss. In dynamic
logic, the parametric variations reduce the noise margin. Another detrimental effect
of process variation is leakage. Statistical variation in transistor parameters results
in significant spread in different components of leakage. A side effect of increased
dynamic and leakage power is localized heating of the die — known as hot-spot. The
hot-spots are one of the primary factors behind reliability degradation and thermal
runaways.

3.1.4 Overview of Variation Insensitive Designs

In order to address the above-mentioned issues in logic circuits, two approaches
can be followed: (1) design time techniques and (2) post-silicon adaptation. The
design time techniques include statistical design that has been investigated as an
effective method to ensure certain yield criteria. In this approach, the design space
is explored to optimize design parameters (e.g., power and reliability) in order
to meet timing yield and target frequency. Several gate-level sizing and/or Vry
(transistor threshold voltage) assignment techniques [44—55] have been proposed
recently addressing the minimization of total power while maintaining the timing
yield. Timing optimization to meet certain performance/area/power usually results
in circuits with many equally long (critical) paths creating “a wall” in the path delay
distribution. Therefore, a number of paths get exposed to process fluctuation induced
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delay variation. An uncertainty-aware design technique proposed in [56] describes
an optimization process to reduce the wall of equally long paths. A detailed analysis
of this approach has been presented in the next chapter.

On the other end of the spectrum, design techniques have been proposed for
post-silicon process compensation and process adaptation to deal with process-
related timing failures. Adaptive body biasing (ABB) [57, 58] is one such technique,
which tries to reduce the frequency and leakage spread, improving the timing yield.
Several other research works try to optimize power and yield by mixing gate siz-
ing, multi-VTy with post-Si tuning (e.g., body bias) [59-64]. Due to the superlinear
dependence of dynamic power of a circuit on its operating voltage, supply voltage
scaling has been extremely effective in reducing the power dissipation. Researchers
have investigated logic design approaches that are robust with respect to process
variations and, at the same time, suitable for aggressive voltage scaling. One such
technique, called RAZOR [65—-69], uses dynamic detection and correction of circuit
timing errors to tune processor supply voltage. Adaptive (or variable) latency tech-
niques for structures such as caches [70] and combined register files and execution
units [71-73] can address device variability by tuning architectural latencies. The
fast paths are exercised at rated frequency whereas slower paths due to process vari-
ability are operated with extended latency. In [74], Tiwari et al. presented pipelined
logic loops for the entire processor using selectable “donor stages” that provide
additional timing margins for certain loops. Therefore, extra delay in computation
due to process variation in one stage can be mitigated by stealing some extra time
from another stage.

It can be noted that pipelined design can experience timing slack either due
to frequency or due to supply voltage under process variation. Therefore, both
voltage and latency can be selectively picked for each of the pipelined stages for
achieving optimal power and performance under variability. In [75-76], the authors
describe ReVIVaL — which is a post-fabrication voltage interpolation technique
that provides an “effective voltage” to individual blocks within individual processor
cores. By coupling variable-latency with voltage interpolation, ReVIVaL provides
significant benefits in terms of process resilience and power over implementing
variable-latency alone. These architectural techniques for process resilience have
been covered in Chapter 7.

Contrary to RAZOR, Ghosh et al. [77] proposed a design time technique called
CRISTA to allow voltage over-scaling while meeting the desired frequency and
yield. CRISTA isolates the critical (long) paths of the design and provides an extra
clock cycle for those paths. The CRISTA design methodology ensures the activa-
tion of long paths to be rare, thereby, reducing performance impact. This allows
them to drop the supply voltage to expose the timing slack of off-critical (short)
paths. Algorithmic noise-tolerance (ANT) [78] is another energy-efficient adaptive
solution for low-power broadband communication systems. The key idea behind
ANT is to permit errors to occur in a signal processing block and then correct it via
a separate error control (EC) block. This allows the main DSP to operate below the
specified supply voltage (over-scaled voltage). The important point to note is that
proper measures at all levels of hierarchy (from circuits to architecture) is essential
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to mitigate the problems associated with parameter variations and to design robust
systems.

This chapter presents an overview of the process- and reliability-induced vari-
ations. We review several state-of-the-art circuit level adaptive techniques to deal
with these issues. The chapter is organized as follows. The impact of process
variation and reliability degradations is introduced in Section 3.2. The process
variation-tolerant design techniques are presented in Section 3.3 whereas resilience
to temporal degradation is discussed in Section 3.4. Finally, the conclusions are
drawn in Section 3.5.

3.2 Effect of Parameter Variations on Logic — Failures
and Parametric Yield

As mentioned before, process variations can be categorized into two broad areas:
(a) spatial and (b) temporal. This is further clarified in Fig. 3.3 with an example of
chips that are designed for a particular speed. Variations in device strengths between
chips belonging to different runs, lots, and wafers result in dies that vary in speed.
The figure shows that the speed follows a distribution where each point belongs to
chips running at a particular speed. This behavior corresponds to =0 s. Devices
also change their characteristic over time due to NBTI (Negative Bias Temperature
Stability), PBTI (Positive Bias Temperature Stability), TDDB (Time-Dependent
Dielectric Breakdown), HCI (Hot Carrier Injection), etc. For example, the PMOS
transistor becomes slower due to NBTI-induced Vry degradation and wire delay
may increase due to electromigration of metal. Therefore, the dies become slow and
the entire distribution shifts in temporal fashion (Fig. 3.3). The variation in device
characteristics over time (i.e., at t = ¢) is termed as temporal variations.

RDF, LER, L, W, Tox NBTI, HCI, TDDB, Electro-migration
=0 t=t
)
0 mmm——) !
tincreasing
—_
delay delay
Process variation induced Reliability induced temporal
spatial performance performance degradation
Wafers degradation

Fig. 3.3 Spatial and temporal process variation effect on circuit delay. The PDF of chip delay due
to temporal degradation has been shown

3.2.1 Impact of Spatial Process Variation

The variation in L, W, Tox, dopant concentration, work function, flat-band con-
dition, etc. modifies the threshold voltage of the devices. These are termed as



3 Effect of Variations and Variation Tolerance in Logic Circuits 89

die-to-die Vg variation. Another source of variation originates from line edge
roughness, line width variation, and random variation in dopant atoms in the
channel, and they are known as within-die process variation. In older technology
generations, the fraction of within-die variation used to be small compared to die-to-
die counterpart. However, with scaling of device dimensions within-die parametric
variation has become relatively larger fraction. This is shown in Fig. 3.4. In the
following paragraphs, we will discuss the manifestation of various types of spatial
process variations.

Fig. 34 Growing proportion 8 O systematic
of within-die process =3 7 W random
variation with technology %
scaling [58] c 6
=S
a 5
S 4
@
c 3
>
o
O 2
[a)]
= 1
0
130nm 90nm 65nm

Technology Generation

3.2.1.1 Increased Delay/Delay Distribution

One manifestation of statistical variation in Vy is variation of speed between dif-
ferent chips. Hence, if the circuits are designed using nominal Vg transistors to
run at a particular speed, some of them will fail to meet the desired frequency. Such
variation in speed would lead to parametric yield loss. Figure 3.5 shows how the
variation in threshold voltage (under the influence of both within-die and die-to-die)
translates into speed distribution. The path delay distribution can be represented
by normal distribution or by a more accurate model like lognormal distribution.
Several statistical static timing analysis techniques have been investigated in the past
[79-83] to accurately model the mean and standard deviation (STD) of the circuit
delay. The chips slower than the target delay have to be discarded (or can be sold
at a lower price). An interesting observation is the impact of within-die and die-to-
die process variation. It has been shown in [58] that the effect of within-die process
variations tends to average out with the number of logic stages. This is shown in
Fig. 3.6. However, the demand for higher frequency necessitates deeper pipeline
design (i.e., shorter pipeline depths) making them susceptible to within-die process
variation as well.
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Fig. 3.5 Variation in threshold voltage and corresponding variation in frequency distribution [58]

Fig. 3.6 Impact of within-die
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3.2.1.2 Lower Noise Margins

The variations have different impacts on dynamic circuits. These circuits operate on
the principle of pre-charge and evaluate. The output is pre-charged to logic “1” in
the negative phase of the clock (clk = 0). The positive phase of the clock (clk = 1)
allows the inputs decide if the output will be kept pre-charged or will be discharged
to ground. Since the information is saved as charge at the output node capacitor,
dynamic logic is highly susceptible to noise and timings of input signals. Due to
inherent nature of the circuit, a slight variation in transistor threshold voltage can kill
the logic functionality. For example, consider a domino logic shown in Fig. 3.7. If
the Vg of the NMOS transistors in the second stage is low due to process variation,
then a small change in Out;, INy4, or IN5 can turn the pull down path ON and may
result in wrong evaluation of Out;.

In register files, increased leakage due to lower Vry dies has forced the circuit
designers to upsize the keeper to obtain an acceptable robustness under worst-case
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V1 conditions. Large variation in die-to-die Vry indicates that (i) a large num-
ber of low leakage dies suffer from the performance loss due to an unnecessarily
strong keeper, while (ii) the excess leakage dies still cannot meet the robustness
requirements with a keeper sized for the fast corner leakage.

3.2.1.3 Degraded Yield in Pipelined Design

Increasing inter-die and intra-die variations in the process parameters, such as
channel length, width, threshold voltage, result in large variation in the delay of
logic circuits. Consequently, estimating circuit performance and designing high-
performance circuits with high yield (probability that the design will meet certain
delay target) under parameter variations have emerged as serious design challenges
in sub-100 nm regime. In the high-performance design, the throughput is primar-
ily improved by pipelining the data and control paths. In a synchronous pipelined
circuit, the throughput is limited by the slowest pipe segment (i.e., segment with
maximum delay). Under parameter variations, as the delays of all the stages vary
considerably, the slowest stage is not readily identifiable. The variation in the stage
delays thus result in variation in the overall pipeline delay (which determines the
clock frequency and throughput). Traditionally, the pipeline clock frequency has
been enhanced by (a) increasing the number of pipeline stages, which, in essence,
reduces the logic depth and hence, the delay of each stage; and (b) balancing
the delay of the pipe stages, so that the maximum of stage delays are optimized.
However, it has been observed that if intra-die parameter variation is considered;
reducing the logic depth increases the variability (defined as the ratio of standard
deviation and mean) [58]. Since the pipeline yield is governed by the yield of
individual pipe stages, balancing the pipelines may not always be the best way
to maximize the yield. This makes the close inspection of the effect of pipeline
balancing on the overall yield under parameter variation an extremely important
task.

3.2.1.4 Increased Power

Another detrimental effect of process variation is variation in leakage. Statistical
variation in transistor parameters results in significant spread in different compo-
nents of leakage. It has been shown in [5] that there can be ~100X variation in
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Fig. 3.8 Leakage spread in
150 nm technology (source:
Intel Inc)
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leakage current in 150-nm technology (Fig. 3.8). Designing for the worst case
leakage causes excessive guard-banding, resulting in lower performance. On the
other hand, underestimating leakage variation results in low yield, as good dies
are discarded for violating the product leakage requirement. Leakage variation
models have been proposed in [84-87] to estimate the mean and variance of
the leakage distribution. In [87], the authors provide a complete analytical model
for total chip leakage considering random and spatially correlated components
of parameters, sensitivity of leakage currents with respect to transistor param-
eters, input vectors, and circuit topology (spatial location of gates, sizing, and
temperature).

3.2.1.5 Increased Temperature

A side effect of increased dynamic and leakage power is localized heating of the
die — called hot-spot. The hot-spot is outcome of excessive power consumption by
the circuit. The power dissipates as heat and if the package is unable to sink the
heat generated by the circuit, then it is manifested as elevated temperature. The
hot-spots are one of the primary factors behind reliability degradation and ther-
mal runaways. There have been several published efforts in compact and full-chip
thermal modeling and compact thermal modeling. In [88], the authors present a
detailed die-level transient thermal model based on full-chip layout, solving tem-
peratures for a large number of nodes with an efficient numerical method. The
die-level thermal models in [89] and [90] also provide the detailed temperature dis-
tribution across the silicon die. A detailed full-chip thermal model proposed in [91]
uses an accurate three-dimensional (3-D) model for the silicon and one-dimensional
(1-D) model for the package. A recent work [92] describes HotSpot, a generic
compact thermal modeling methodology for VLSI systems. HotSpot consists of
models that consider high-level interconnects, self-heating power, and thermal
models to estimate the temperatures of interconnect layers at the early design
stages.
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3.2.2 Impact of Temporal Variations

Temporal variations like voltage and temperature fluctuations add to the circuit
marginalities. The higher temperature decreases the Vry (good for speed) but
reduces the ON current — reducing the overall speed of the design. Similarly, if a
circuit that is designed to operate at 1 V works at 950 mV due to voltage fluctu-
ations, then the circuit speed would go below the specified rate. Since the voltage
and temperature depends on the operating conditions, the circuit speed becomes
unpredictable.

The aging-related temporal variations on the other hand affect the circuit speed
systematically over a period of time. In random logic, the impact of NBTI degrada-
tion is being manifested as the increase of delays of critical timing paths [19, 22, 23,
26, 27, 29-33] and reduction of subthreshold leakage current [31]. In [25, 32], the
authors developed a compact statistical NBTI model considering the random nature
of the Si—H bond breaking in scaled transistors. They observed that from the circuit
level perspective, NBTI variation closely resembles the nature of RDF-induced Vty
variation in a sense that it has a complete randomness even among the transistors
that are closely placed in a same chip. Hence, they considered both the RDF- and
NBTI-induced Vg variation (o rpr and o NBTI, respectively) as follows,

oV, =/ oRpE + oxpri(?) 3.1

where o y1g represents the total Vry variation after time z.

Figure 3.9a represents the histogram of a simple inverter delay with/without the
impact of NBTI variation assuming 3-year stress (for 32-nm PTM [93] using Monte
Carlo and Equation (3.1)). As can be observed from the two curves on the right, the
variability of gate delay can increase significantly with an added impact of NBTL.
Comparison between 32 and 22 nm node results emphasizes the fact that NBTI
variations will grow larger in scaled technology. It is important to note that in reality,
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Fig. 3.9 Variation under NBTI degradation and RDF (a) both the mean and spread of inverter
gate delay distribution increases due to combined effect of RDF and NBTI. (b) inverter leakage is
reduced with NBTI however, the spread of leakage can increase due to statistical NBTI effect
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the variation of circuit delays are mostly dominated by lower granularity sources
such as inter-die variations. And as a result, random VT variation-induced by NBTI
degradation will usually take only a small portion of the overall delay variations
[94]. Similar effects can be observed in the subthreshold leakage variation under
NBTI degradation. Figure 3.9b represents the histogram plot of inverter leakage. As
can be observed, leakage current reduces due to the NBTI. However, the two curves
on the left side show that the increased variability of Vg due to NBTI can lead to
more variation in leakage.

3.3 Variation-Tolerant Design

In the previous section, we discussed failures and yield loss due to variations.
This section will provide some advanced circuit level techniques for resilience to
parameter variations. These techniques can be broadly categorized as design-time
(pre-Si) and run-time (post-Si) techniques. Figure 3.10 shows the taxonomy of
variation-resilient schemes. The design time techniques are further categorized into
(a) conservative design, (b) statistical design (Gate sizing [52-55], dual Vy assign-
ment [44-51], pipeline unbalancing [95]), and (c) resilient design (CRISTA [77]).
Adaptive body biasing [57], adaptive voltage scaling, programmable sizing [96],
sensor-based design [97-99], RAZOR [65-69], etc. fall under the category of post-
Silicon techniques. In the following subsection, we present these methodologies in
detail.

Variation aware design

- . Variation resilient
Statistical design

pipeline sensor based
imbalancing design

Fig. 3.10 Taxonomy of variation resilient circuit design

Run-time techniques,

adaptive
body bias scaling

Conservative design

programmable
keeper sizing

3.3.1 Conservative Design

Conservative approach to design circuits is based on providing enough timing
margins for uncertainties, e.g., process variation, voltage/temperature fluctuations,
and temporal degradation (T, as shown in Fig. 3.11a). One possible option is to
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Fig.3.11 (a) Two possible options to tolerate process, voltage and temperature fluctuation induced
timing uncertainties namely, upsizing of devices and slow down of clock frequency, (b) tradeoff
between power and delay in conservative design approach

conservatively size the circuit to meet the target frequency after adding all mar-
gins or boosting up the supply voltage. This is shown in Fig. 3.11a as option-1.
However, from Fig. 3.11b, it is obvious that conservative approach is area and power
intensive. Both supply voltage and circuit size upscaling increases the power con-
sumption. One can definitely trade power/area by slowing down the clock frequency
(option-2). However, this upfront penalty cannot be accepted in today’s compet-
itive market where power and operating frequency are dominating factors. From
the above discussions, it is apparent that conservative design approach is not very
desirable in scaled technologies.

3.3.2 Statistical Design

3.3.2.1 Logic Sizing

It is well known that the delay of a gate can be manipulated by modifying its size
[52-55]. Either the length or width of the gate can be tweaked to modulate the (W/L)
ratio and control its drive ability. Since process variations may increase the delay of
the circuit, many design time transistor sizing algorithms have been proposed in
[52-55] to reduce the mean and STD of delay variations. The next chapter presents
an in-depth analysis of various sizing techniques.

3.3.2.2 Sizing and Dual Vg

Threshold voltage of the transistor is another parameter that can be adjusted to
achieve a tradeoff between speed and leakage [44-51]. A new statistically aware
dual-VTy and sizing optimization has been suggested in [51] that considers both the
variability in performance and leakage of a design. Further details on simultaneous
gate sizing and dual Vy can be found in the next chapter.
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3.3.2.3 Pipeline Unbalancing

Shrinking pipeline depths in scaled technologies makes the path delay prone to
within-die variations [81, 95]. By overdesigning the pipeline stages, better yield
can be achieved at the cost of extra area and power. A framework to determine the
yield of the pipeline under the impact of process variation has been proposed in [81].
This framework has been successfully employed to design high yield pipeline while
compromising the area/power overhead [95] by utilizing the concept of pipeline
unbalancing. This technique advocates slowing down certain pipeline stages (by
downsizing the gates) and accelerating the other stages (by upsizing) to achieve
overall better pipeline yield under iso-area. For example, consider a three-stage
pipeline design. Let us also assume that the combinational logic of each stage is
optimized for minimum area for a specific target pipeline delay and yield. If the
stage yield is y, then pipeline yield = (y)>. Now if the pipeline is carefully opti-
mized to achieve the pipeline stages yields to be yg, y1, and y> (under iso-area), one
can improve yield if (yoy;y2) > (y)°. This can be elucidated by assuming that the
sizing of pipeline stages are done such that y = 0.9 and yop = 0.98, y; = 0.95,
and y, = 0.85. It is obvious that better pipeline yield can be achieved by pipeline
unbalancing (yield = 79.1%) rather than balanced pipeline (yield=72.9%).

3.3.3 Resilient Design

3.3.3.1 CRISTA

It is a novel paradigm for low-power, variation, and temperature tolerant circuits and
system design, which allows aggressive voltage over-scaling at rated frequency. The
CRISTA design principle [77] (a) isolates and predicts the paths that may become
critical under process variations, (b) ensures (by design) that they are activated
rarely, and (c) avoids possible delay failures in such long paths by adaptively stretch-
ing the clock period to two-cycles. This allows the circuit to operate at reduced
supply voltage while achieving the required yield with small throughput penalty
(due to rare two-cycle operations). The concept of CRISTA is shown in Fig. 3.12a
with example of three pipelined instructions where the second instruction activates
the critical path. CRISTA can be performed by gating the third clock pulse during
the execution of second instruction for correct functionality of the pipeline at scaled
supply. The regular clock and CRISTA-related clock-gating is shown in Fig. 3.12a
for the sake of clarity. The CRISTA design methodology is applied to random logic
by hierarchical Shannon expansion and gate sizing (Fig. 3.12b). Multiple expansions
reduce the activation probability of the paths. In the example shown in Fig. 3.12b,
critical paths are restricted within CFs3 (by careful partitioning and gate sizing).
The critical paths are activated only when x;!xox3 = 1 with activation probabil-
ity of 12.5% assuming that each signal can be logic “1” 50% of the time. CRISTA
allows aggressive supply voltage scaling to improve power consumption by ~40%
with only 9% area and small throughput penalty for a two-stage pipelined ALU
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[100] compared to standard approach to designing circuits. Note that CRISTA can
be applied to circuits as well as micro-architecture level [101].

Figure 3.12c¢ shows application of CRISTA for dynamic thermal management in
a pipelined processor. Since execution (EX) unit is statistically found to be one of
the hottest components, CRISTA is employed to allow voltage over-scaling in EX
stage. The critical paths of EX stage are predicted by decoding the inputs using a set
of pre-decoders. At nominal temperature, the pre-decoders are disabled; however,
at elevated temperatures the supply voltage of the execution unit is scaled down
and pre-decoders are enabled. This ensures cooling down of the system and occa-
sional two-cycle operations in EX stage (at rated frequency) whenever the critical
path is activated. If the temperature still keeps rising and crosses the emergency level
then conventional dynamic voltage frequency scaling (DVFS) is employed for throt-
tling the temperature down. DVFS is often associated with stalling while the PLL
frequency is locked at the desired level. It is interesting to note that CRISTA can
avoid triggering of DVFS for all SPEC2000 benchmark programs, saving through-
put loss. This is evident from Fig. 3.12d that shows activation count of DVFS with
and without CRISTA.
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Fig. 3.12 (a) Timing diagram of CRISTA paradigm. Long paths are activated rarely and they are
evaluated in two cycles. (b) Shannon expansion based CRISTA design methodology for random
logic. Multiple expansions reduce the activation probability of the paths. In this example, criti-
cal paths are restricted within CFs3 (by careful partitioning and gate sizing) which is activated
when x1!x2x3 = 1 with activation probability of 12.5%. (¢) CRISTA at micro-architectural level
of abstraction for adaptive thermal management [77]. (d) Activation count of dynamic voltage
frequency scaling (DVES) and CRISTA. CRISTA avoids application of DVFS saving valuable
overhead in terms of throughput



98 S. Ghosh
3.3.4 Run Time Techniques

3.3.4.1 Adaptive Body Bias

As discussed before, threshold voltage of the transistor can be tuned carefully to
speed up the design [58]. However, lowering the Vg also changes the on-current.
It has been noted that transistor Vg is a function of body to source voltage (Vgs).
Hence body potential of the transistor can be modulated to achieve speed or lower
the leakage power. The forward body bias to PMOS transistors improves the perfor-
mance due to lower Vry while the reverse body bias reduces leakage due to higher
V1. In [58], the authors propose adaptive body biasing technique on selective dies
to improve the power and performance. The faster and leakier dies are reverse body
biased while slower dies are forward biased. This results in tighter delay distribution
as shown in Fig. 3.13a.
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Fig. 3.13 (a) Effect of adaptive body bias — slower paths are forward body biased whereas faster
paths are reversed body biased to squeeze the distribution. (b) Effect of adaptive voltage scaling
— voltage boosted up (down) for slower (faster) dies. The chips in slower/discarded bins move to
faster bins

3.3.4.2 Adaptive Voltage Scaling

Circuit speed is a strong function of supply voltage [58]. Although increasing
the supply voltage speeds up the circuit, it also worsens the power consumption.
However, careful tuning of supply voltage can indeed improve the frequency while
staying within the power budget. For example, the slower dies already consume low
power due to high Vry transistors. Therefore, supply voltage of these dies can be
boosted up to improve the frequency. Similarly, the supply voltage of faster and
power hungry dies can be scaled down to save power dissipation while affecting
the speed minimally. In [58], the authors propose adaptive supply voltage technique
to improve frequency and meet power specification. As shown in Fig. 3.13b, The
slower dies from bin3 can be moved to nominal speed bin2 and faster dies from
binl to bin2.
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3.3.4.3 Programmable Designs

Several post-Silicon techniques have been proposed to tune the design and improve
the robustness [96]. One such example is [96], where the authors describe a
Process-Compensating Dynamic (PCD) circuit technique for register files. Unlike
prior fixed-strength keeper techniques [102], the keeper strength is optimally pro-
grammed based on the respective die leakage. Figure 3.14 shows the PCD scheme
with a digitally programmable three-bit keeper applied on an eight-way register
file local bitline (LBL). Each of the three binary-weighted keepers with respective
widths W, 2W, and 4W can be activated or deactivated by asserting appropriate glob-
ally routed signals b[2:0]. A desired effective keeper width can be chosen among
[0,W,2W,...,7W]. The programmable keeper improves robustness and delay
variation spread by restoring robustness of worst case leakage dies and improving
performance of low-leakage dies.
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Fig. 3.14 Register file 8-way LBL with proposed PCD technique [96]

3.3.4.4 Sensors Based Design

Design time techniques are prone to errors due to operating PVT conditions
[97-99]. Therefore, on-chip sensors can be used to estimate the extent of variations
and apply right amount of corrective actions to avoid any possible failures. A
variation-resilient circuit design technique is presented in [97] for maintaining
parametric yield under inherent variation in process parameters. It utilizes on-
chip phase locked loop (PLL) as a sensor to detect process, Vpp, and temperature
(PVT) variations, or even temporal degradation stemming from negative bias tem-
perature instability (NBTI) and uses adaptive body bias for correction. Several
similar sensor-based adaptive design techniques can be found in literature. For
example, [98] presents an on-chip wearout detection circuit whereas an adaptive



100 S. Ghosh

multichip processor based on online NBTI and oxide breakdown detection sensors
has been presented in [99]. Details of this approach can be found in following
chapters.

3.3.4.5 RAZOR

RAZOR [65-69] uses dynamic detection and correction of circuit timing errors by
using a shadow latch to tune processor supply voltage. This technique is quite effec-
tive in eliminating the timing margins due to process variation and environmental
fluctuations. More details on RAZOR can be found in Chapter 7.

Note that the power management techniques, e.g., supply voltage scaling, power
gating, multiple-Vpp, and Vtg designs further magnify the problems associated
with process-induced variations. Power and process variation resilience are there-
fore conflicting design requirements and one comes at the cost of other. Meeting
a desired power specification with certain degree of process tolerance is a stiff
challenge and topic of further research.

3.4 Temporal Variability Management Techniques

In previous section, we discussed various pre-Si and post-Si adaptive tech-
niques to overcome the impact of process-induced spatial variation. This section
will summarize the recent techniques to tolerate temporal degradation (voltage,
temperature, and NBTI). These techniques will be described in the following
paragraphs.

3.4.1 Voltage and Temperature Fluctuation Tolerance

Voltage fluctuation results from a combination of higher switching activity of the
underlying circuit and weak power grid. This type of variation can be tolerated
by inserting large decoupling capacitors in the power grid. The uneven tempera-
ture distribution within the chip is the outcome of excessive power consumption by
the circuit. The power dissipates as heat and if the package is unable to sink the
heat generated by the circuit, then it is manifested as elevated temperature. Since
different parts of the chip experience different switching activity and power con-
sumption, the temperature profile of the chip also varies accordingly over time. The
temperature can be managed by reducing the power consumption of the die. For
example, the operating frequency can be slowed down or the supply voltage can
be scaled down. One can also throttle the heat by simultaneous control of voltage
as well as frequency for cubic reduction in power consumption. Several other tech-
niques have been proposed past like, logic shutdown, clock gating, functional block
duplication, etc.
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3.4.2 Gate/TR Sizing

One of the first approaches for reliability-aware design was based on an optimal gate
sizing [27, 29]. For example, the method proposed in [27] uses modified Lagrangian
Relaxation (LR) algorithm to compute optimal size of each gate under NBTI degra-
dation. The basic idea of this approach is conceptually described in Fig. 3.15. As
can be seen, the setup time margin of the design reduces with time due to NBTI,
and after certain stress period (7TnpT1), the design may fail to meet the given timing
constraint (Dconst)- To avoid such failures, the authors over-design (transistor up-
sizing considering signal probabilities) to ensure right functionality even after the
required product lifetime Trgq. The results from [27] reported an average area over-
head of 8.7% for ISCAS benchmark circuits to ensure 3 year lifetime functionality
at 70-nm node. An alternative method of transistor-level sizing was also proposed
in [29]. In this approach, rather than sizing both the PMOS and NMOS at the same
time, the authors applied different sizing factor for each of them. This method could
effectively reduce unnecessary slacks in NMOS network (which is not affected by
NBTI) and lower the overall area overhead. The results from [27] reported that the
average overhead reduced by nearly 40% compared to [27].
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3.4.3 Technology Mapping and Logic Synthesis

An alternative method is to consider NBTI at the technology mapping stage of
the logic synthesis [19]. This approach is based on the fact that different standard
cells have different NBTI sensitivity with respect to their input signal probabili-
ties (probability that signal is logic “17). With this knowledge, standard cell library
is re-characterized with an additional signal probability dependency [20]. During
logic synthesis, this new library is applied to properly consider the impact of
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NBTI degradation. An average of 10% reduction in area overhead compared to the
worst-case logic synthesis was reported using this method.

3.4.4 Guard-Banding

This is a very basic technique where the delay constraints are tightened with a fixed
amount of delay guard-banding during sizing. Guard-band is selected as average
delay degradations in these circuits for its lifetime years. Though guard-banding
ignores the sensitivity of individual gates with respect to NBTI, delay degradation is
weakly dependent on how the circuits were originally designed. Interestingly, it has
been demonstrated in [33] that for a well-selected delay constraint; guard-banding
indeed produces results comparable to the previous two approaches.

3.4.5 Self-Correction Using On-Chip Sensor Circuits

In practice, the guard-banding, sizing, and the synthesis methods introduced above
require an accurate estimation of NBTI-induced performance degradation [24, 97,
103, 104]. This estimation may produce errors due to unpredictable temperature,
activity (signal probability), or process parameter variations. One way to handle
these problems is to employ an active on-chip reliability sensor [24, 103, 104].
Another approach proposed in [97] utilizes the on-chip phase locked loop (PLL) to
perform reliability sensing. In these approaches, the actual amount of NBTI degra-
dation can be used for further corrective actions. For example, in [97] the detected
signal is efficiently transformed into an optimal body-bias signal to avoid possible
timing failures in the target circuit. However, it is also essential to consider the addi-
tional design overhead-induced (e.g., increased area, power, and interconnections)
by body biasing and the sensor circuits. It should be further noted that self-correcting
design techniques lets one design circuits using nominal or optimistic conditions
(leading to lower power dissipation). Corrective actions, if required, are taken based
on sensing NBTI/parameter degradations.

3.5 Conclusions

Parameter variation is becoming an important issue with scaling of device geome-
tries. In this chapter, we described various sources of variations and their impact
on logic circuits. We also demonstrated that variation-aware or error-aware design
is essential to stay within the power/performance envelop while meeting the yield
requirement. We presented various variation insensitive circuit design techniques to
address these issues.
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