Chapter 2
Power Dissipation

Wei Zhang, James Williamson, and Li Shang

Abstract This chapter discusses the power consumption issue of the mainstream
CMOS technologies. During the past two decades, power dissipation has stood out
as the foremost design challenge for general-purpose and application-specific inte-
grated circuits (ICs). Considering and optimizing the circuit power efficiency has
become essential. IC power modeling, analysis, design-time optimization, and run-
time management techniques have been intensively studied. This chapter covers
the basics of the IC power consumption issue. It first investigates the sources of
IC power dissipation, and then discusses recent techniques for IC power analysis.
Finally, it studies recently proposed power optimization techniques from circuit and
physical design to system synthesis.

2.1 Introduction

Technology trends and design constraints drive the evolution of integrated circuit
(IC) and system design. For decades, electronic systems have benefited from the
relentless progress of semiconductor fabrication technology governed by Moore’s
Law. With each technology generation, ICs become denser, faster, and cheaper.
However, with increasing technology scaling and system integration, IC power
consumption has become a major design challenge, introducing a variety of
power-related design issues.

Low-power IC design has been an active research field over the past 20 years.
From modeling and analysis to design-time optimization and run-time management,
IC power consumption issues have been thoroughly studied and carefully optimized.
The existing large body of low-power IC research has effectively alleviated the IC
power consumption challenges, and the semiconductor technology is thus allowed
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to continue to scale. For instance, from Intel Pentium 4 uni-core microprocessor to
Intel Core i7 quad-core design, the microprocessor thermal design power remains
approximately the same, but the overall system performance has been improved
substantially. However, IC power consumption challenges will continue to grow. As
projected by International Technology Roadmap for Semiconductors (ITRS) [1],
power will remain to be a limiting factor in future technologies. The power opti-
mization techniques, which have been widely deployed in the past, such as voltage
frequency scaling, clock gating, and power gating, become less effective and appli-
cable as technical scales. For instance, Intel technology blueprint shows that from
32 nm and beyond, with each technology generation, voltage and frequency scaling
is tightly constrained, and the corresponding power benefits become marginal. On
the other hand, this is not the first time we face the power consumption issue. Indeed,
power consumption has been a recurring challenge for electronic system design.
As shown in Fig. 2.1, power efficiency was one of the main motivations behind
the technology transition from vacuum tube to bipolar, and then to CMOS during
the past several decades. Device innovations have been the most effective solution.
In addition, the historical trend implies that we will soon face another technology
transition. However, CMOS technology has entered the nanometer regime. Further
technology scaling becomes increasingly challenging. Emerging nano devices, such
as carbon nanotubes, nanowires, and graphene, have demonstrated potential, but still
face major challenges for large-scale chip and system integration. To build future

14
IBM ES9000 @ CMOs Prescott
12 - Jayhawk(dual)
Bipolar
&
g 10
E T-Rex @ °
T Mckin! [ ) |
2 8- Fujitsu VP2000 Squadrgns
3 IBM 3090S IBM GP
o IBM 29
T NTT o IBMRYs @ @ [ ®
o 6+
T Pentium 4
) Fujitsu M-780 | IBMRY7 @ @ Pentum
-§ 4 Pulsar
= IBM 3090 IBMRY6 @
CDC Cyber 205
IBM 4381 IBMRY4 @
2 [ 0 9 s
IBM 370 ujitsu o @ Merced
IBM 360 IBM 3033
0 Vacuum ° ° ® @ rentium II(DSIP)
T T T T T
1950 1960 1970 1980 1990 2000 2010

Year of Announcement

Fig. 2.1 Power consumption: a recurrent challenge
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power-efficient systems, we need systematic innovations from system integration to
device and fabrication technologies.

The rest of this chapter covers the basics of the IC power consumption issue.
It first investigates the sources of IC power dissipation, and then discusses recent
techniques for IC power modeling and analysis. Finally, it studies recently proposed
power optimization techniques from circuit and physical design to system synthesis.

2.2 Source of Power Dissipation in CMOS Digital Circuits

In CMOS digital circuits, there are basically two sources of power dissipation,
dynamic power dissipation and static power dissipation. Dynamic power dissipa-
tion arises from the transitions of the CMOS gate. It includes switching power
dissipation and short-circuit power dissipation. When the logic level of the logic
gate switches between ‘0’ (low voltage) and ‘1’ (high voltage), the parasitic capac-
itances are charged and discharged, during which the energy is converted into heat
dissipation when current flows through the transistor channel resistance. This type
of power dissipation is called switching power dissipation, which consumes most of
the power used by CMOS circuits. Short-circuit power dissipation happens during
the short transition interval when the output of a gate is changing in response to the
changes of inputs. During the transition, the n-subnetwork and p-subnetwork of a
CMOS gate both conduct simultaneously and a current flow from voltage source
directly to ground is incurred. Static power consumption in CMOS circuit is mainly
due to leakage. When gates are not transitioning, and because they are not fully
turned off, there is a static leaking current flowing through the transistors, causing
static power dissipation. Leakage power dissipation also contributes an important
portion of the total power dissipation. The total power dissipation of a circuit is the
sum of the three power sources. We will introduce each of them in detail in the
following subsections.

2.2.1 Dynamic Power Dissipation

The dynamic power dissipation due to the switching of CMOS circuit, Py, can be
calculated by the following equation:

Pgwi = aCloadVdd Voutf 2.1

where « is the switching activity, i.e., the fraction of clock cycles in which the circuit
switches, Cloag 1S the load capacitance switched as shown in the Fig. 2.2, Vyq is the
supply voltage, Vo, is the output voltage, and fis the clock frequency. Usually Vi
is equal to Vyq in the CMOS digital circuit. From this we have:

Psyi = aCloadvgdf 2.2)
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We can see from the equation that the larger the switched capacitance and the more
frequently the circuit switches, the larger the dynamic power dissipation will be.
Increasing Vyq will speed up the transistor transition, however, the switching power
will increase quadratically with Vyq.

The energy consumed in the switching can be calculated based on the power
consumption as:

Energy = /p(t) dr (2.3)

where p(f) is the power consumption of the circuit varying with time, which
equals to the current from the source, Isource, times source voltage, i.e., p(f) =
Lsource(f)Vag. Substitute p(f) into Equation (2.3), and we obtain the expression for
energy consumption as

d
Energy = /Isource(t)vdd dr = /CloaddL;HVdd dt = CioadVaa /dout 24)

When V is equal to Vyq, the energy drawn from the power supply is Cload ng.
Next, we will introduce how load capacitance is composed and how to obtain
switching activities.

2.2.1.1 Components of Load Capacitance

First, we observed that in CMOS digital circuit, all gates drive other gates through
on-chip interconnects. Figure 2.3a shows the capacitance in a MOSFET. We use
Fig. 2.3b to illustrate the parasitic capacitance components that one gate usually
drives. The overall load capacitance of the driver can be modeled as the parallel com-
bination of the gate capacitances of the transistors that it drives Cg, the interconnect
wire capacitance Cip, and its own drain-to-body capacitance Cqp.
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Fig. 2.3 (a) Capacitance in a MOSFET, (b) an inverter driving another showing parasitic load
capacitance
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Interconnect capacitance mainly comprises the area and fringe capacitance to the
plane C; and the coupling capacitance between neighboring wire C.. Figure 2.4
shows the structure of the interconnect capacitance. The combined area and
fringing-field capacitance Cy is given by [2]

W 21
Co = e0x x 1 2.5)

h t
( Tityi+g
w>

(2.6)

TR

where ¢ is the dielectric of the oxide insulation. / is the length of the metal wire. w, ¢,
h, and s are the width and height of the wire, the distance of the wire to the plane, and
the wire spacing as shown in the figure. The mutual-coupling capacitance between
two wires can be calculated with different complexity [3].

We can see from the equation that the interconnect capacitance is proportional
to the ratios between w, h, t, and s, which is determined by the design rule of the
corresponding technology node. As the technology node continues scaling, there
is a corresponding shrinking of the parameters. While the reduction of ¢, w, and ¢
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helps to reduce the total capacitance, Cg will increase with the decrease of £, and C;
increases with the decrease of s. As a result, the total interconnect capacitance first
decreases with technology node scaling and then increases [4].

2.2.1.2 Switching Activity

Dynamic power consumption depends on the switching activity of the signals
involved. In this context, the switching activity of the signals, ¢, can be defined as
the average number of 0—1 transitions per clock cycle. Since there are equal prob-
abilities to change from O to 1 and from 1 to 0, « is also equal to half of the total
transitions of the node per cycle. If, in a time period with N clock cycles, the total
number of switches for a signal is n(NV), then the switching activity of the signal can
be calculated by o = "2(%). When gate outputs have glitches, they also contribute to
the switching activities. Glitches are defined as the uncontrolled appearances of sig-
nal transitions. In some cases, it is found that the power consumption caused from

glitches can account for up to 67% of the total dynamic power [5].

2.2.1.3 Clock Power Dissipation

Fully synchronous operation with clock signals has been the dominant design
approach for digital systems. Recently, as technology nodes scale down to sub-
micron regime, the clock frequencies of CMOS digital systems approach gigahertz
range. Carrying large loads and switching at high frequency, clock power dissipation
is a major source of the overall dynamic power dissipation in a digital system.

The dynamic power dissipated by switching the clock follows:

Pk = fV34(Ci + Ca) 2.7)

where C] is the total load on the clock and Cjy is the capacitance in the clock driver.
For example, for the H-tree-based global clock routing commonly used in digi-
tal circuits, as shown in Fig. 2.5, the source-to-sink delay is balanced to reduce the

Fig. 2.5 H-tree clock
distribution network
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clock skew at the terminal. Given a total number of clock terminals N, the input
capacitance at the terminal Cj,, the unit length wire capacitance Cyjr, the chip
dimension D, and level of the H-tree £, its C} can be estimated as [6]:

C1 = NCip + 152" — DDCyire + o/ N4 Cyyire (2.8)

It can be seen that the clock load capacitance, hence clock power dissipation,
increases as the number of clocked terminals and the chip dimensions increase.

To ensure fast clock transitions, two common clock driving schemes, single
driver or distributed buffer, are used to drive the large load capacitance on a clock.
The single driver scheme uses a large buffer at the clock source. In this scheme,
wire sizing is used to reduce the clock delay. Branches closer to the clock source
are made wider. It also helps to reduce clock skew caused by asymmetric clock tree
loads and wire width deviations [7, 8]. In the distributed buffer scheme, intermediate
buffers are inserted in various parts of the clock tree. Relatively small buffers can
be flexibly placed across the chip to save area and reduce clock delay. Figure 2.6
illustrates the two driving schemes. In any scheme, C; and C4 need to be calcu-
lated for each buffer and summed to obtain the total capacitance for clock power
dissipation.

—=
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Fig. 2.6 Two clock tree —
driving schemes: (a) single —
driver scheme, (b) distributed
buffers scheme (a) (b)

Traditionally, the load capacitance was largely contributed to by the capacitance
of clock terminals. However, as technology advances into the deep submicron,
device size is shrinking, while chip dimensions are increasing. This makes the
interconnect capacitance dominant [6]. Reducing the interconnect capacitance may
significantly reduce the overall power consumption. However, minimizing clock
power consumption has to be considered together with meeting the constraints of
clock skew and clock delay. Comparing the two clock schemes, the scheme of dis-
tributed buffers is preferred for low power design since it reduces both path length
and load capacitance. Hence, it also reduces clock skew and minimizes the wire
width. Thus, the total wire capacitance is kept at a minimum.
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2.2.1.4 Short-Circuit Power Dissipation

The short-circuit power dissipation can be modeled using the following
equation [9].

Po= L Vg — Vi — VP8 (2.9)
sc — 12 dd tn tp T .

where Vin, Vyp is the threshold voltage of the n and p transistor, respectively. 8 is the
parameter determined by the rising and falling time of the output [9]. 7 is the rise or
fall time of the input signal, and 7 is the clock cycle of the input signal. However,
since the gate may not switch during every clock cycle, the node activity factor must
be added in. % is revised to be (10 + ao1)f, where f'is the input frequency [10]. On
the other hand, later studies also show that Py closely varies with different load
capacitances, and that the simple equation is mainly for slow input signals (large 7).
Hence, various complicated models are derived to give a more accurate estimation
of Py when needed [11, 12]. Since Py is normally less than 10% of the dynamic
power, in most cases, it is neglected [10].

2.2.2 Leakage Power Dissipation

As a result of continued IC process scaling, which reduces transistor threshold volt-
age, channel length, and gate oxide thickness, the importance of leakage power
consumption is increasing [12]. Presently, leakage accounts for 40% of the power
consumption of modern 65 nm high-performance microprocessors, and will con-
tinue to increase as technology scales further [13]. Without leakage reduction
techniques, this ratio will increase with further technology scaling. Indeed, the pri-
mary goal of high-k and metal gate research and development effort is to address the
fast increasing MOS transistor gate leakage power dissipation [14]. The impact of
circuit leakage effect on IC performance, power consumption, temperature, and reli-
ability is fast growing. IC leakage power consumption, which was largely ignored
in the past, has become a primary concern in low-power IC design. Leakage power
must now be carefully considered and optimized during the entire IC design flow.

IC leakage current consists of various components, including subthreshold leak-
age, gate leakage, reverse-biased junction leakage, punch-through leakage, and
gate-induced drain leakage [15], as shown in Fig. 2.7. Among these, subthreshold
leakage and gate leakage are currently dominant, and are likely to remain dominant
in the near future [1]. They will be the focus of our analysis.

Considering weak inversion drain-induced barrier lowering and body effect, the
subthreshold leakage current of a MOS device can be modeled as follows [16]:

W o, —bs (VGgs—Vin)
Lsubthreshold = AsZVT I—e'r Je 1 (2.10)
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Fig. 2.7 Leakages current components in a MOS transistor

where A is a technology-dependent constant,

Vin is the threshold voltage,

L and W are the device effective channel length and width,
Vis is the gate-to-source voltage,

n is the subthreshold swing coefficient for the transistor,
Vps is the drain-to-source voltage, and

vt is the thermal voltage.

Vbs > vr and vy = kq—T. Therefore, Equation (2.10) can be reduced to

2
kT) . @2.11)

Isubthreshold = As Z (7

Equation (2.11) shows that, IC subthreshold leakage current has exponential
dependency on circuit threshold voltage. As described in Section 2.4.5, through
technology scaling, stringent circuit performance requirements impose continuous
reduction of IC threshold voltage, which results in significant increase of IC leak-
age current. As a result, IC leakage power consumption has become a first-order
design issue, especially in the mobile application sector. Furthermore, IC subthresh-
old leakage current is a strong function of temperature. As temperature increases,
circuit subthreshold leakage current increases superlinearly.

Leakage of a MOS device results from tunneling between the gate terminal and
the other three terminals (source, drain, and body). Gate leakage can be modeled as
follows [17]:

Toxe \™ VoV,
Lo = WLA [ 22X g ;ux —BTox(a—b|Vox )(1+¢| Vox]) (2.12)
Tox T2

e where Ay, B, a, b, and ¢ are technology-dependent constants,
e ntis a fitting parameter with a default value of one,
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Vox 18 the voltage across gate dielectric,

T,y is gate dielectric thickness,

Toxr 18 the reference oxide thickness,

Vaux 18 an auxiliary function that approximates the density of tunneling carriers
and available states, and

e V, is the gate voltage.

Equation (2.12) shows that IC gate leakage current has strong dependency on
device gate dielectric thickness. Through technology scaling, IC supply voltage
reduces continuously in order to minimize circuit dynamic power consumption.
However, to maintain good circuit performance, the thickness of transistor gate
dielectric layer needs to reduce accordingly. Thus, IC gate leakage current increases
exponentially. Modern transistor gate dielectric layer is only a few atoms thick.
Gate leakage hence becomes a serious concern. To address this problem, intensive
research and development efforts have been devoted searching for new gate dielec-
tric material, i.e., high-k material, and the corresponding fabrication technology.
Commercially solutions, such as metal-gate from Intel, have been widely deployed
and demonstrated effective gate leakage reduction.

2.2.3 Limits of CMOS Circuits

Since the first transistor was fabricated in 1940s, the number of transistors per chip
has continued to double every 18-24 months. This trend was observed by Gordon
Moore of Intel, and is known as Moore’s law. Accompanied by the growth in
transistor density is the increase in reliability and decline of energy consumption
per transistor transition. However, with continuous scaling, CMOS technology is
approaching its scaling limits. Great attention is being paid to the limits of con-
tinued scaling [18-23]. Reference [20] defines a hierarchy of limits that have five
levels: fundamental, material, device, circuit, and systems. Hu considers the reliabil-
ity constraints on the scaling of MOS devices [19]. Currently, with CMOS scaling to
below 32 nm, the primary obstacle arises from the static power dissipation, which is
caused by leakage currents due to quantum tunneling and thermal excitations [22].
Next, we will discuss this power issue and the methods to overcome it.

2.2.3.1 Power-Constraint Scaling

Dynamic power can be adjusted to a limited extent by adjusting the load capacitance,
the supply voltage, or the operational frequency. However, leakages, including sub-
threshold and gate-dielectric leakages, have unfortunately become the dominant
barrier to further CMOS scaling, even for highly leakage-tolerant applications such
as microprocessors.

As the channel length of a field effect transistor (FET) is reduced, the drain
potential begins to strongly influence the channel potential, leading to drain-induced
barrier lowering (DIBL). DIBL eventually allows electron flow between the source
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and the drain, even if the gate-to-source voltage is lower than the threshold voltage,
leading to an inability to shut off the channel current with the gate. The chan-
nel current that flows under these conditions is called the subthreshold current.
Subthreshold current contributes the most significant part of the static leakage
consumption.

This short-channel effect (SCE) can be mitigated by reducing the gate oxide
(to increase the control of the gate on the channel) and the use of thin depletion
depth below the channel to the substrate, to shield the channel from the drain
[24]. However, the reduction of gate oxide results in an increase of gate leakage
current at the same time. At 90 nm CMOS, the power from gate leakage is com-
parable to the power used for switching of the circuit [24]. Thus, further reduction
of gate oxide thickness would lead to unreasonable power increases. Alternatively,
further decrease of the depletion region degrades gate control on the channel and
slows down the turn on speed of the FET. For bulk CMOS, increased body doping
concentration could be also employed to reduce DIBL; however, at some point it
would also increase the subthreshold swing. Therefore, a higher threshold voltage
is needed to keep the subthreshold current adequately low. Similarly, decreasing
the body doping concentration could improve the subthreshold swing, but could
degrade DIBL. Hence it is difficult to reduce both DIBL and subthreshold current
for the bulk-silicon device design [24].

Besides gate tunneling leakage, other sources of tunneling leakage current are
band-to-band tunneling between the body and drain of an FET and direct source-to-
drain tunneling through the channel barrier [22].

In order to mitigate the impact of short channel effect to FET scaling, and reduce
leakage power dissipation, new FET structure or even new technologies can be
considered, such as carbon nanotube or graphene-based FETs.

2.2.3.2 Effects of Variations

Due to the limited resolution of photolithographic process, there is random process
variation on the transistor dimensions from wafer to wafer and die to die around
10-20% [25], which increases with technology scaling. As discussed before, among
the multiple leakage sources, subthreshold leakage and gate leakage play the most
important role. According to the Equations (1.10), (1.11), (1.12), we can see that
leakage is determined by the device dimensions (feature size, oxide thickness, junc-
tion depth, etc.), doping profiles, and temperature. Hence, as a result, statistical
variation in each of the device parameters causes a large variation in each of the
leakage components. For example, for subthreshold leakage, it linearly depends on
the dimensions of the device and exponentially depends on the gate threshold volt-
age. Voltage on the other hand depends on oxide thickness, implant impurity, surface
charge, etc. For gate leakage, it mainly depends on oxide thickness too exponen-
tially. Hence the variation of gate oxide thickness will result in a large variation of
leakage. To estimate the leakage current, we need to find its mean and standard vari-
ation using statistics. It can be done through either analysis or simulation. Reference
[25] generalizes the statistical analysis procedure for estimating the mean mu and



52 W. Zhang et al.

the standard deviation o of a leakage component considering variation in a single
parameter (say x) as the following:

e Express the current as function of the variable x as g(x).

. 2
o Estimate mean of g(x) : u[g(x)] = g(ux + %sz.

242
e Estimate mean of g(x)2 : ,u[g(x)z] = gz(ux) + (g)#axz.

e Estimate standard deviation of g(x) : o'[g(x)] = v/ iu[g(x)?] — [1[g(x)]2.

To derive the estimation of leakage component under variation of multiple param-
eters, according to the function of the variables, one can assume the relationship
between variables to be independent or correlated, then apply the statistics equations
for mean and standard deviation computation accordingly. The estimation can also
be performed using Monte Carlo simulation method [26]. Using simulation method,
the full chip level leakage estimation can be enabled with or without consideration
of parameter correlation [27, 28].

Process variation degrades parametric yield by impacting both power consump-
tion and performance of a design. This problem is enlarged by the fact that circuit
timing is inversely proportional to power. For example, a reduction in channel length
results in improved performance but also causes an exponential increase in leakage
power. This inverse correlation makes it challenging to meet both power and fre-
quency constraints. Many manufactured chips that meet timing end up exceeding
power budget while other chips within the power limit fail to deliver the required
performance [29]. Traditional parametric yield analysis of high-performance inte-
grated circuits is mainly based on the frequency (or delay). For current design with
power consumption as an important factor, integrated approachs to accurately esti-
mate and optimize the yield when both a frequency and power limits are imposed
on a design are proposed [29, 30].

2.3 Power Estimation

When designing VLSI circuits, the designers need to accurately estimate the silicon
area, the expected performance, and power dissipation before fabricating the chip.
Power estimation can be performed at different level resulting in tradeoff between
estimation accuracy and efficiency. There are typically two types of power estima-
tion: average power and peak power. Average power determines battery life while
maximum or peak power is related to circuit cooling cost and reliability.

2.3.1 Dynamic Power Estimation
Since dynamic power consumption contributes a large portion of the total power

consumption, dynamic power estimation is critical to the low-power design. Great
amount of work has been conducted on dynamic power estimation on different
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design levels using simulation-based or analytic methods. It has been observed that
when estimation is performed based on function blocks, the algorithm can pro-
duce result in a short time. However, when signal switch activities and internal
load capacitances are required on individual lines for more accurate estimation, the
results generating rate can be very slow. Next, we will introduce the commonly used
estimation method for dynamic power estimation.

2.3.1.1 Simulation-Based Estimation

Circuit simulation-based techniques [31] simulate the circuit with a representa-
tive set of input vectors. This method is accurate and generous to different design.
However, it suffers from the memory and execution constraint for large scale design.
In general, it is difficult to generate a compact vector set, if it is not possible to
go through all the input vectors, to calculate accurate activity factors at the circuit
nodes.

To alleviate this problem, A Monte Carlo simulation approach for power estima-
tion is proposed in [32]. This approach assumes randomly generated input patterns
at the circuit inputs and simulate the power dissipation per time interval 7. Based on
the assumption that power dissipation over any interval has a normal distribution,
given a error percentage and confidence level, the average power consumption is
estimated. Note that the normality assumption may not hold in some cases, then the
approach will converge to a wrong estimation.

2.3.1.2 Probabilistic Power Estimation

To estimate the dynamic power consumption, one has to calculate the switching
activity of each internal node of the circuit. Assuming that the circuit inputs are
independent to each other, probabilistic method can be used to estimate the switch-
ing activities of node n based on its signal probability prob(n). Then the switching
activity of n is the probability of the signal switching from O to 1, which equals to
o, = prob(n)(1 — prob(n)). If a network consists of simple gates and has no recon-
vergent fanout nodes, i.e., tree-like structure, then the exact signal probabilities can
be computed during a single traversal of the network using the following equations
[33]:

not gate : prob(out) = 1 — prob(in)

and gate : prob(out) = l_[ prob(i)
ieinputs (2.13)

or gate : 1 — l_[ (1 — prob(i))

ieinputs

For network with reconvergent fanout, this simple algorithm yields approximate
results for signal probabilities.
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Another way for signal probability for general circuits is based on Shanon’s
expansion and BDD graph [34, 35]. According to Shanon’s expansion,

f=xifx + xi/fxi/ (2.14)

where f;; means the function value when x; = 1, i.e., f(xy, -+ ,xi—1, L Xi41, -+, Xn),
and f J correspondingly means the function value when substitute x with 0. Noted
that x;, fxi,x/ ) fx,-’ are independent with each other, the signal probability of f can be
calculate as:

o = prob(xfy; + xi’fx /)
= prob(xfy,;) + prob(x,-’fx /) (2.15)
= prob(x;) prob(fy,) + prob(x;’) prob(f, )

Boolean difference is another similar method for probabilistic switching activ-
ity estimation in combinational logic described in detail in [36]. Note that all the
above estimation is based on zero-delay model. Estimation under a real delay model
using symbolic simulation is presented in [37]. Above discussion mainly focuses
on estimation for combinational logic. The estimation method for sequential cir-
cuit can greatly differ from the combinational ones. The average switching activity
estimation for finite state machines (FSM) need to consider two impacts: (1) The
probability of the circuit being in each of its possible states. (2) The probability
of present state line inputs. The work in [38] presents the method to compute the
exact state probabilities of the FSM using Chapman-Kolmogorov equations. For
each state §; in total K states, I;; specify the input combination which transfers
the FSM from state i to state j. Given static probabilities for the primary inputs
to the machine, we can compute the conditional probability of going from S; to Sj,
prob(S;|S;). For each state S;, we can write the equation:

prob($;) = Z prob(S;)prob(S;|S;) (2.16)

S;€instates(S;)

where instate(S;) is the set of fanin states of S; in the state transfer graph. Given K
states, we obtain K equations. Finally, we have a last equation:

> " probs; =1 (2.17)
j

Different probabilities of the states can be obtained by solving the set of linear equa-
tions. We use an example in Fig. 2.8 to illustrate the procedure. Suppose all the FSM
inputs are with signal probability 0.5. We can get the set of equations as:
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Fig. 2.8 State transfer graph
for an example FSM

prob(D) = 0.5 x prob(A)
prob(A) = 0.5 x prob(D) 4 0.5 x prob(B) + 0.5 x prob(C)

(2.18)
prob(B) = 0.5 x prob(D) + 0.5 x prob(A)
prob(A) + prob(B) + prob(C) + prob(D) = 1
By solving the set of equations, we can get prob(D) = %,prob(A) = %,

prob(B) = =, and prob(C) = %.

1
’77

2.3.1.3 Power Macromodeling

In high-level power estimation, the circuit is described as a set of blocks with known
internal structure. The power dissipation of each block is estimated using a macro-
model [39-41]. Here macromodel means some form of equation which can best
match the simulated power dissipation numbers. The equation can only contain the
variable of primary inputs, or the statistics can be used to improve the macromodel.
For example, the statistics based macromodel can be:

Power = f(Meany, Meang, SD4, SDB, TC4, TCp, SCap, gla, glp) (2.19)

where A and B are the inputs to the block. Mean, SD, TC, SC, and g/ indicate mean,
standard deviation, time correlation, spatial correlation, and glitching factor, respec-
tively. The macromodel can be built based on analytic derivation or simulation. A
regression method for constructing macromodels are illustrated in Fig. 2.9 [41].
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Fig. 2.9 Power macromodel
generation using regression Design Testbench
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2.3.2 Leakage Power Estimation

Researchers have developed a variety of techniques to characterize IC leakage power
consumption, ranging from architectural level to device level [15, 42-46]. We now
survey leakage analysis work spanning these design levels.

Device-level leakage power estimation generally relies on models for individual
transistor leakage mechanisms. Transistor leakage power consumption is a function
of device physical properties and fabrication process. For bulk CMOS, the main
control variables for leakage are device dimensions (feature size, oxide thickness,
junction depth, etc.) and doping profiles in transistors [15]. Based on those phys-
ical characteristics, leakage models can be developed to predict the components
of leakage, e.g., subthreshold leakage, gate leakage, and junction leakage [47].
Generally, technology constants provided by foundry can be used in such mod-
els. Transistor-level simulators incorporating these models can accurately predict
leakage [48]; however they are computationally expensive due to iteratively solving
complex leakage formulas.

In addition to its dependence on device parameters, IC leakage power consump-
tion is affected by a number of circuit level parameters, e.g., the distribution of
device types (NMOS and PMOS), geometries (channel width and length), and
control voltages. Numerous circuit-level leakage estimation techniques have been
proposed. Sirichotiyakul et al. presented an accurate and efficient average leak-
age calculation method for dual-threshold CMOS circuits that is based on graph
reduction techniques and simplified nonlinear simulation [49]. Lee et al. pro-
posed fast and accurate state-dependent leakage estimation heuristics using circuit
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block level look-up tables, targeting both subthreshold and gate leakage [50].
To conduct full-chip leakage estimation accurately, it is possible to model and
sum the leakage currents of all gates [51, 52]. However, this is too computa-
tionally intensive for use in earlier design stages of very-large scale integration
circuits.

For architectural leakage models [42], design parameters characterizing microar-
chitectural design styles and transistor sizing strategies can be extracted from typical
logic and memory circuits. Do et al. proposed high-level dynamic and leakage power
models to accurately estimate physically partitioned and power-gated SRAM arrays
[53]. Given a set of inputs, Gopalakrishnan et al. used a bit-slice cell library to esti-
mate the total leakage energy dissipated in a given VHDL structural datapath [54].
Kumar et al. presented a state-dependent analytical leakage power model for FPGAs
[55]. The techniques described in this paragraph provide reasonable accuracy for
early design stage leakage estimation, as long as temperature is fixed. However,
they do not consider temperature variations.

IC leakage power consumption is a strong function of temperature, e.g., sub-
threshold leakage increases super-linearly with chip temperature. In modern micro-
processors, power density has reached the level in a nuclear reactor core, causing
high chip temperatures and hence high leakage power consumptions. Due to time-
varying workload and operating states with different power consumption levels (up
to 25 power states in the Core™ Duo processor [56]) and uneven on-chip power
density distribution, large on-chip temperature variations and gradient are common
in high-performance ICs. For example, ICs may have larger than 40°C temperature
difference [57], causing high on-chip leakage variation. In summary, increasing chip
temperature and on-chip temperature variation significantly affect IC leakage power
consumption [58]. Therefore, accurate leakage power analysis requires temperature
to be considered.

Some researchers have developed temperature-dependent architectural leakage
power models. Zhang et al. developed HotLeakage, a temperature-dependent cache
leakage power model [59]. Su et al. proposed a full-chip leakage modeling tech-
nique that characterizes the impact of temperature and supply voltage fluctuations
[60]. Liao et al. presented a temperature-dependent microarchitectural power model
[61].

Figure 2.10 shows a typical temperature-aware power estimation flow. Power
consumption, including dynamic power and leakage power, is initially estimated at
a reference temperature. Given an IC design, initial dynamic power for each circuit
macro block is determined by estimated macro block workloads, switching fac-
tors, and supply voltage using commercial tools such as Synopsys Power Compiler
and PrimePower in its Galaxy Design Platform [62]. Initial leakage power can be
obtained by HSPICE simulation or other efficient high-level methods [49, 51, 52].
The estimated power profile is then provided to a chip-package thermal analysis tool
to estimate circuit thermal profile. This thermal profile is, in turn, used to update cir-
cuit macro block leakage power. This iterative process continues until leakage power
consumption converges.
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Fig. 2.10 Temperature-aware leakage power analysis flow

2.3.2.1 Thermal Analysis

IC thermal analysis is the simulation of heat transfer through heterogeneous mate-
rial among heat producers (e.g., transistors) and heat consumers (e.g., heat sinks
attached to IC packages). Modeling thermal conduction is analogous to model-
ing electrical conduction, with thermal conductivity corresponding to electrical
conductivity, power dissipation corresponding to electrical current, heat capacity
corresponding to electrical capacitance, and temperature corresponding to voltage.
The equation governing heat diffusion via thermal conduction in an IC follows.

oT(r, 1)
pe—y— = v (k(r) v T(r,n) + p(r,1) (2.20)
subject to the boundary condition
aT(r,1)
k(r, )—— + hiT(x.1) = fi(r. 1) (221
n

In Equation (2.20), p is the material density, c is the mass heat capacity, T(r, )
and k(r) are the temperature and thermal conductivity of the material at position r
and time ¢, and p(r, ¢) is the power density of the heat source. In Equation (2.21),
n; is the outward direction normal to the boundary surface i, &; is the heat trans-
fer coefficient, and f; is an arbitrary function at the surface i. Note that, in reality,
the thermal conductivity, k, also depends on temperature. Recently proposed ther-
mal analysis solutions begin to support arbitrary heterogeneous three-dimensional
thermal conduction models. For example, a model may be composed of a heat sink
in a forced-air ambient environment, heat spreader, bulk silicon, active layer, and
packaging material or any other geometry and combination of materials.

In order to do numerical thermal analysis, a seven point finite difference dis-
cretization method can be applied to the left and right side of Equation (2.20), i.e.,
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the IC thermal behavior may be modeled by decomposing it into numerous
rectangular parallelepipeds, which may be of non-uniform sizes and shapes.
Adjacent elements interact via heat diffusion. Each element has a power dissipation,
temperature, thermal capacitance, and a thermal resistance to adjacent elements.
For an IC chip-package design with N discretized elements, the thermal analysis
problem can then be described as follows.

CT(t) + AT(t) = Pu(r) (2.22)

where the thermal capacitance matrix, C, is an [N x N] diagonal matrix; the thermal
conductivity matrix, A, is an [N x N] sparse matrix; 7'(f) and P(¢) are [N x 1] temper-
ature and power vectors; and u(¢) is the time step function. For steady-state analysis,
the left term in Equation (2.22) expressing temperature variation as function of time,
t,is dropped. For either the dynamic or steady-state version of the problem, although
direct solutions are theoretically possible, the computational expense is too high for
use on high-resolution thermal models.

Both steady-state and dynamic analysis methods have been developed in the past
for full-chip IC thermal analysis [60, 63, 64, 65-69].These solutions, however, are
unable to support nanometer-scale device-level spatial and temporal modeling gran-
ularities. Furthermore, they rely on the Fourier thermal physics model. The Fourier
model with fixed material thermal conductivities fails at length scales comparable
to the phonon mean free path (the average distance phonons travel before suffering
scattering events), and at time scales comparable to that on which phonon scattering
events occur [70]. Current device sizes and switching speeds have already reached
those limits. This yields the Fourier equation inadequate for modeling device-level
thermal effects. Recently, Allec et al. [71] proposed a multi-scale IC thermal anal-
ysis solution that can characterize the device-level thermal effect, producing IC
thermal profiles with transistor-level spatial resolution. Figure 2.11 shows the run-
time thermal profile of an IC design. It shows that, from chip—package level to
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Fig. 2.11 Thermal characterization of nanometer-scale ICs
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individual devices, the IC thermal characteristic is heterogenenous and dynamic,
which has direct impact on IC performance, power consumption, short-time scale,
and lifetime reliability.

2.4 Power Optimization and Management

In order to meet the power requirement, lengthen the battery life, and increase the
chip reliability, power optimization has become a crucial design aspect. Power opti-
mization can also be performed at different design phases, targeting dynamic power
reduction or leakage power reduction. The higher the level power optimization is
performed, the more power reduction that can be obtained. In the following sub-
sections, we will discuss the optimization procedures for low power dissipation at
algorithm, architecture, gate, and circuit levels.

2.4.1 High-Level Synthesis for Low Power

As we have discussed in Section 2.2.1, the dynamic power dissipation is propor-
tional to the value of switching activity, load capacitance, and source voltage. Hence,
in low power design, we will reduce the power dissipation of circuits by reducing
each of the factors first in the high level synthesis. Due to the large freedom for
synthesis from high-level specification to low-level implementation, there is great
potential of producing a large improvement in power dissipation during the syn-
thesis procedure. At the behavioral level, since operations have not been assigned,
the execution time and hardware allocation have not been performed, a systematic
design space exploration can be performed to search for a design point satisfying
the given power dissipation, delay, and area constraints. Traditionally, behavioral
synthesis has targeted optimization of hardware resource usage and average clock
cycles for execution of a set of tasks. With the increase in concern for power con-
sumption, a great amount of studies have been carried out to examine the efficacy of
behavioral level techniques to reduce power dissipation. The essential methodology
is to reduce the number of power-consuming operations, restructure the microarchi-
tecture to reduce switching activities, and balance the microarchitecture to reduce
glitches. Reference [72] proposes an iterative algorithm for performing scheduling,
clock selection, module selection, and resource allocation and assignment simul-
taneously with an aim of reducing the power consumption in the synthesized data
path. Next, we introduce some of these techniques in detail.

2.4.1.1 Transformation

Some parts of the CDFG can be restructured to reduce the number of modules used,
and hence, reduce the power consumption needed to realize the same functionality.
For example, in Fig. 2.12a, two multipliers will switch in one step. However, after
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Fig. 2.12 Restructure of the circuit to reduce power consumption

a slight structural transformation, only one multiplier switches in one step as in
Fig. 2.12b.

2.4.1.2 Scheduling

The behavioral level synthesis is based on the behavioral description of the cir-
cuit in the form of a control-dataflow graph (CDFG). A CDFG is a directed graph
whose vertices consist of arithmetic, logical and comparison operations, delay oper-
ators, and special branch, merge, loop entry, and loop exit vertices that represent
control flow constructs [72]. The CDFG contains data (control) flow edges that rep-
resent data (control) dependencies between operations. An example CDFG shown
in Fig. 2.13a represents the computation of z = |a — b|. The process of schedul-
ing assigns each operation in the CDFG to one or more cycles or control steps.
Figure 2.13b, c illustrate two possible schedules of the task graph using mini-
mum resources. The horizontal dotted lines labeled with numbers indicate the clock
edges, i.e., the boundaries between control steps. The task takes three clock cycles
to execute. In Fig. 2.13b, since two subtraction operations are preformed in different
clock cycles, one subtractor is sufficient to implement the functions, i.e., executing
subtraction 1(2) in clock 1(2). For the scheduling in Fig. 2.13c, although subtraction
1 and 2 are in one step, they are mutually exclusive. They will not execute at the
same time; hence, they can be realized by one subtractor. Therefore, both sched-
ules use one comparator, one MUX and one subtractor. However, the subtractor will
be active in both clocks in the first scheduling, while in the second scheduling, the
subtractor is only active during one clock and hence will consume less power.

2.4.1.3 Module Selection

Module selection refers to the process of selecting, for each operation in the CDFG,
the type of functional unit that will perform the operation. In order to fully explore
the design space, it is necessary to have a diverse library of functional units which
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Fig. 2.13 Different schedules for the example circuit

perform the same function; however, do so with different logic implementation, and
hence, different area, delay, and power consumption. For example, there can be
many types of adders including ripple-carry-adder, carry-lookahead-adder, carry-
select-adder, etc. A faster module is typically more expensive in terms of area and
switched capacitance, i.e., power consumption. It is possible to perform tradeoffs
in area, delay, and power using module selection. Suppose there are two types of
multipliers, a WAL-MULT with 40 ns delay and an ARR-MULT with 60 ns delay.
The power consumption of the ARR-MULT is much less than the WAL-MULT.
When performing module selection as illustrated in Fig. 2.14, by replacing the
WAL-M module with an ARR-M, the multiplication will take multiple clock cycles;
however, the delay of the circuit will not be affected and power consumption is
saved.
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Fig. 2.14 Module selection for low power

2.4.1.4 Resource Sharing

Resource sharing refers to the use of the same hardware resource (functional unit
or register) to perform different operations or store different variables. Resource
sharing is performed in the step of hardware allocation and assignment, such as reg-
ister binding, in the behavioral synthesis flow. These processes decide how many
resources are needed and which type of resource to use to implement an opera-
tion or variable storage. Scheduling and clock selection, discussed later, affect how
resource sharing is performed. In turn, resource sharing significantly affects both the
physical capacitance and switching activity in the data path. Heavy resource shar-
ing tends to reduce the number of resources used and the physical capacitance, but
increases the average switching activity in the data path. Sparsely shared architec-
tures have lower average switching activity, but higher physical capacitance and area
usage. A detailed analysis of the effect of resource sharing on switched capacitance
can be found in [72].

2.4.1.5 Clock Selection

Clock selection refers to the process of choosing a suitable clock period for the
controller/data path circuit. Given the clock period, the execution time of the CDFG,
which is equal to the input sample period, will be divided into several clock cycles.
The choice of the clock period is known to have a significant effect on both area
and performance [73]. However, it also has a great impact on power consumption
as pointed out by [74]. A longer clock period is helpful for reducing the switching
power consumption in the clock network, reducing the number of registers needed,
and using modules with longer delay but less power consumption. However, on the
other hand, a long clock period will contain more modules in its cycle, which tends
to create more glitches between modules and inhibit the amount of resource sharing.
Larger time slacks also tend to appear in long clock periods.



64 W. Zhang et al.
2.4.2 Architectural Level Power Optimization

After the circuit specification is synthesized into architecture-level functional units,
several optimization methods aiming to reduce switching activity, source volt-
age or load capacitance can be performed based on the microarchitecture, and its
performance, as discussed below.

2.4.2.1 Architecture-Driven Voltage Scaling

As seen from the equation for dynamic power dissipation, a large reduction in power
dissipation can be obtained if the supply voltage is scaled down, as Vg4 appears as
a squared term in the expression. However, one direct side effect is the increase in
circuit delay.

KV,
Delay = — %9 (2.23)
(Vaa — V)&

where k and o are some parameters. One scenario to use voltage scaling is when
there is time slack in the pipeline after behavioral synthesis. Another simple way
to maintain throughput while reducing the supply voltage is to leverage parallelism
or use a more deeply pipelined architecture. For example, the original circuit is as
in Fig. 2.15a. If the combinational logic is further divided into N pipelines as in
Fig. 2.15b, the voltage can be scaled down to close to N (equal to N, if V; is zero),
while throughput is not affected. However, note that by inserting more pipeline reg-
isters, total switching capacitance also increases. Finally, a less than N times power
reduction can be achieved. With the price of area increasing, parallel architectures
can reduce power dissipation even further. As illustrated in Fig. 2.15¢c, a parallel
architecture duplicates the input registers and functional units to parallel process N
samples, however, only one output register stores the corresponding result selected
from the N units in one clock cycle. Since one unit only processes one sample during
N clock cycles, the circuit delay for the unit can be N times the original circuit delay.
By calculation, it is obtained that the source voltage can be scaled to 1 /N of the orig-
inal voltage. Then the power consumption of the parallel architecture becomes #
of the previous power consumption, as shown below.

Li]ﬁample
N* N (2.24)

1
= ]W Cioad ngfsample

P, para = NCioad

2.4.2.2 Power Management with Clock Gating

On any given clock cycle, a part of the architecture may be idle. If so, it is possible
to save substantial power by disabling clocks to the areas of the architecture that are
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idle. This saves power dissipation both in the clock tree and in the registers for when
they do not need to change. Clock gating may be applied at any level of the design
hierarchy, from a small logic block to the entire chip. Figure 2.16 illustrates how a
register is gated. When the gating condition is true, the output of the OR gate will
be 1, the D flip-flop value will not change, and therefore the following logic will not
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switch. However, note that the more fine-grained the design is clock gated, the more
complicated the control logic and hence, the more area overhead there will be.

2.4.3 Logic Level Optimization

Once various system level, architectural and technological choices are made, logic
synthesis is performed to generate the netlist of gate specifications. During logic
synthesis, different techniques are applied to transform the original RTL description
to optimize for a specified objective function such as area, delay, power or testability.
After logic synthesis, the power consumption of a circuit will be determined by
the switched capacitance of the logic. In this section, a number of techniques for
power estimation and minimization during logic synthesis for combinational and
sequential circuits will be introduced. The strategy for low power logic synthesis is
to obtain low switching activity factors and reduce the capacitive load at the nodes.

2.4.3.1 Multi-Level Network Optimization

Multi-level optimization of a Boolean network involves creating new intermediate
signals and/or removing some of the existing ones to reduce area or improve per-
formance. By adjusting the cost function targeting power consumption, multi-level
network optimization techniques for low power design are also proposed [75, 76].
Don’t care optimization is one way to reduce the switching activities. We use an
example in Fig. 2.17 to illustrate the method. The input and output relation can be
analyzed as follows: when a = 1, f = ¢; when a = 0, f = 0. Hence, ¢ can only
be observed at f when a = 1. However, when a = 1, ¢ = 1. It can be seen that the
circuit is equivalent to f = a. b can be regarded as a don’t care signal and assigned
to be 1. The key point for don’t care optimization is to identify don’t care signals
and minimize the switching activities of the circuits using them. Note that, when the
probability for a signal to be 1, prob(1), is 0.5, its probable switching activity from 0
to 1 is the largest (prob(1) x (1 — prob(1))). Considering how changes in the global
function of an internal node affects the switching activity of nodes in its fanout,
[76] presents a greedy network optimization procedure. The optimization procedure
works from the circuit outputs to the inputs, simplifying the fanouts of nodes. Once
a node n is simplified, the procedure propagates those don’t care conditions which
help reduce the switching activity of its connected nodes. If the signal probability

B

Fig. 2.17 Example for ¢
optimization with don’t care b—’£>7
conditions
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of the node is greater than (less than or equal to) 0.5, don’t care conditions are used
to increase (decrease) the signal probability. Power consumption in a combinational
logic circuit has been reduced by around 10% as a result of this optimization [10].

2.4.3.2 Logic Factorization

Sharing of common sub-expressions across the design reduces the number of literals
and area, and may also improve the circuit performance. Based on the input of a set
of Boolean functions, a procedure called kernel finds the common divisors to two
or more functions. The best few common divisors are factored out, and the affected
functions are simplified. This process is repeated until no common divisors can be
found. The global area optimization process of SIS [77] has been proven to be very
well suited for extensions to power optimization. The kernel extraction procedure is
modified in [78] to generate multi-level circuits with minimized power.

An example of extraction is shown in Fig. 2.18. It depicts two ways of decompo-
sition of the same function f = ab + ac + bc. Power consumption of decomposition
A is equal to Pgecompa) = 2Pq + 2Py + Pc + Pg + Py, and power consumption
of decomposition B is equal to Pgecomp) = Pa + 2Pp + 2P + Pj + Py. Then
Pecompa) — PdecompB) = Pa + Pg — Pp — Pj. According to the signal probabilities
of the inputs, the decomposition with lower power consumption will be selected.
However, it needs to noted that the computation for finding the optimal divisor for
power minimization is expensive. Therefore, it is desirable to calculate only a subset
of the candidate divisors.

f= cg+ab f=ah+bc
g=a+b h=b+c
Fig. 2.18 Logic a b c a b c
decomposition for low power . N
Decomposition A Decomposition B

2.4.3.3 Path Balancing to Reduce Glitches

Balancing path delays reduces glitches in a circuit, which in turn reduces circuit
dynamic power dissipation. This can be achieved through balanced logic structur-
ing or delay insertion. Figure 2.19 shows an example of how logic structuring can
balance an input path to reduce glitches. In (a), assuming that all the primary inputs
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Fig. 2.19 Logic restructuring
of a circuit to reduce glitches X1

(a)
7 xq
T oxe >1. o
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7 xa >J-?
(b)

arrive at the same time, different arrival times arise for the inputs to the XOR gates,
due to the long path. This results in glitches in the internal lines and circuit output.
By restructuring the logic as in (b), the input paths to the gates are balanced and
such glitches are removed.

Another way to balance paths is to insert buffers to balance the path delay.
Figure 2.20 illustrates one example for buffer insertion. The key issue in buffer inser-
tion is to use the minimum number of buffers to achieve the maximum reduction in
glitches.

V4

Fig. 2.20 Balance the path
by inserting buffers

2.4.3.4 Technology Mapping

Technology mapping is the procedure of binding a set of logic equations (or Boolean
network) to gates in the target cell library such that a given objective is opti-
mized [77]. The objective can target area, performance, or power optimization. It
can be solved by using the tree covering problem, as discussed in [79]. The cir-
cuit is decomposed into trees, and the tree covering problem is applied on all the
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Fig. 2.21 Technology
mapping for low power

trees separately. The tree covering problem can be solved efficiently with dynamic
programming. The problem of minimizing average power consumption during tech-
nology mapping is addressed in [80-83]. The general principle is to hide nodes
with high switching activity inside the gates that drive smaller load capacitances,
as shown in Fig. 2.21. Lin and de Man [82] have considered power dissipation
in the cost function for technology mapping. The formula for power estimation is
given by

i=n

Power = Y aiCifVgy (2.25)

i=1

where f'is the clock frequency and C;, «; are the load capacitance, and 0-1 switch-
ing activity is associated with the node i. The key point of dynamic programming
approach is to break the optimization problem down into similar substeps that esti-
mate the partial cost of intermediate solutions. Hence, the cost function for power
dissipation during tree mapping can be formulated as

power(g, n) = power(g) + Z MinPower(n;) (2.26)

n;€inputs(g)

where power(g) is the power contribution of choosing gate g to implement node 7.
The second term is the sum of minimum power costs for the corresponding subtrees
rooted at the input pins of g. To minimize power consumption under a delay con-
straint, [80] proposes an approach composed of two steps. In the first step, the curve
of power consumption versus arrival time at all nodes is computed and associated
with the nodes. In the second step, a reverse pass from the root of the tree is per-
formed to select the mapping with minimum cost that satisfies the delay constraint.
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Note that under a real delay model, the dynamic programming-based tree mapping
algorithm does not guarantee to find an optimal solution. The extension to a real
delay is considered in [84].

2.4.3.5 State Assignment

We have discussed several methods for power optimization of combinational logic.
Next, we will target power minimization in sequential logic. A finite state machine
(FSM) is shown in Fig. 2.22. The first method addresses how to assign the states of
an FSM to minimize the total number of state transitions (from current state S; to
next state S»), given the signal probability of primary inputs. The state assignment
algorithm tries to minimize the activity for number of transitions at the present state
inputs to the state machine. The basic assumption is that the higher the state transi-
tion activities at the input to a combinational circuit, the higher the rate at which the
internal nodes of the circuit will switch, and hence more power is consumed. The
approach to minimize the state transitions is to give uni-distance codes to states with
high transition frequencies to one another [78]. The average number of switches at
the present state inputs to a state machine can be modeled as:

Fig. 2.22 State machine | o
representation - Combinational -
Logic
Vv U
FF
group <
Newi= Y probyH(S:,S)) (2.27)

overalledges

where prob;; is the probability of transaction from state i to state j. H(S;, S;) is the
Hamming distance between state i and j. For example, the probability of state trans-
action for the state assignment in Fig. 2.23ais (0.5+0.8) x2+0.44-0.64-0.5+0.2 =
4.3. By changing the state assignment and reducing the Hamming distance between
the states with high switching probability, the total state transactions are reduced to
(0.44-0.5) x24-0.5+0.84+0.640.2 = 3.9 as shown in Fig. 2.23b. The optimization
can be achieved by iterative solution, such as simulated annealing.

However, the above objective function ignores the power consumption in the
combinational logic that implements the next state. A more effective approach
[85] considers the complexity of the combinational logic resulting from the state
assignment and modifies the objective functions to achieve lower power dissipation.
Genetic algorithm-based approaches [86—88] are also proposed for FSM synthesis
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Fig. 2.23 Two different state assignments of the FSM

and state assignment, targeting low power dissipation. The approach considers both
register switching and gate switching, and significant (over 10%) power savings can
be obtained as compared to conventional encoding schemes, such as NOVA [89]
and JEDI [90].

2.4.3.6 Precomputation

The basic idea for precomputation is to selectively compute some logic outputs and
use them to reduce the internal switching activity in the succeeding clock cycle. A
precomputation architecture is shown in Fig 2.24. The inputs to combinational logic
have been partitioned into two sets, stored in registers R; and R,. The output of the
logic feeds register R3. Boolean functions gi, g» are the predictor functions. The
precomputation conditions are that

gr=1=f=1

G=1=f=1 (2.28)
R1
Combina}tional f R3
Logic
R2

91 _|

Fig. 2.24 A precomputation o
architecture
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It means that if either g or g» is evaluated to be 1, we can set the load enable signal
of register R, to 0. This implies that the set of inputs will not be loaded to R». Since
R is still updated, function f will get the correct value. Since register R, and part of
the combinational logic block are not switched, power reduction is obtained.

One example of usage of precomputation is the n-bit comparator that compares
two n-bit numbers A and B. When the MSB A,, > B, = A > Band A, < B, =
A < B. The result can be correctly predicted regardless of the left input bits.

Another way to obtain the predictor functions is to apply Shannon’s decomposi-
tion. According to Shannon’s decomposition theorem,

f=xifa +xify (2.29)

Define Uy f = xify; - x/fx_/ to be the universal quantification of f and x;, and we can
get the following equivalence.

ijz1:ﬁcizﬁcile:fzxi-l+x,-/~1:1 (2.30)
Similarly, it can be derived as
Uxif/:>f/x,'=f/x/=1:>fxi=fxi/=O:>f=0 (2.31)

Hence, for function f with m input variables, there can be m predictor functions, i.e.,
gi = Uyf. Power reductions of up to 40% have been reported in some examples.
However, if the computation of a predictor is too complex, long delays may be
invoked.

2.4.3.7 Retiming

Retiming is the process of re-positioning the flip-flops in a pipelined circuit in order
to either minimize the number of flip-flops or minimize the delay of the longest
pipeline stage. It is noted that an unbalanced path will cause glitches in combina-
tional logic; however, the output of a flip-flop only makes one transition when the
clock is asserted, as illustrated in Fig. 2.25. Based on this observation, retiming
techniques are proposed that target low power dissipation [91, 92]. We can see in
Fig. 2.25 that glitches are limited at the local capacitance Cx. However, since Cy, is
much larger than Ck, power dissipation due to glitches is greatly saved. The idea is
to identify circuit nodes with high glitches and high load capacitance as proper can-
didates for adding flip-flops. The flip-flops also can be shifted around to help reduce
the glitches at nodes with large capacitance. Figure 2.26 shows two examples of
flip-flop shifting.
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Fig. 2.26 Flip-flop shifting :
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2.4.4 Circuit Level Optimization

In this level, circuit optimization and transistor sizing can be used to minimize
power dissipation. We will first consider the circuit optimization techniques, such
as equivalent pin reordering.

Equivalent pin reordering: Considering the NAND gate shown in Fig. 2.27,
internal parasitic capacitance exists at the internal nodes. Suppose that the inputs
of the NAND gate switch from 10 to 00. Before transition, the inputs can be

Vdd

Cin

Fig. 2.27 NAND gate with
internal parasitic capacitance =
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x1 =0,x2 =1orxl = 1,x2 = 0. Suppose x1 = 0 and x2 transfers from 1 to 0,
because the first pMOS is already charged, only C; needs charging during the trans-
action. However, if x2 = 0, and x1 transfers from 1 to 0, both C; and Cj, need to be
charged. We can see that the second input assignment will consume more dynamic
power during the transaction. From this example, it can be observed that if a signal
switches more, it should be assigned closer to the output in order to save on power
consumption.

2.4.4.1 Transistor Sizing

Another way to minimize power in circuit level is to perform transistor sizing.
Transistors in the circuit can be sized to optimize for delay and power. To improve
the switching speed of a particular block on the critical path, one can increase
the widths of the transistors in the block. This provides increased driving current
and better output transition time, and hence, smaller short-circuit power dissipation.
However, it needs to be noted that increasing the transistor widths of the block also
increase the loading capacitance of its preceding block, and may adversely affect
the delay and short-circuit power. Thus, the issues regarding delay and power dis-
sipation are very interlinked and so require careful analysis. On the other hand,
an alternative method is to reduce the transistor size of the block in non-critical
paths. In such a case, the transistor can be sized to reduce power consumption,
while its increased delay is still less than the slack allowed before sizing. Hence, in
this method, power reduction is achieved without affecting delay. Transistor sizing
can reduce power to 5-10% of total power.

2.4.5 Power Gating

One side effect of IC dynamic power optimization is the potential increase of IC
leakage. With each technology generation, circuit supply voltages must decrease
accordingly to minimize IC dynamic power consumption. This unfortunately has
negative impact on circuit performance. More specifically, circuit frequency, f, can
be expressed in terms of supply voltage, Vg4, and threshold voltage Vi, as follows:

k(Vagg — V¥
fe (Vaa )

(2.32)
Vad

where 1 <o <2.

The above equation shows that f decreases as Vyq decreases. To address circuit
performance concerns, it is then important to reduce the circuit threshold voltage
Vi accordingly, which, however, results in exponential increase in IC leakage power
dissipation.

Leakage power optimization has been intensively studied, and a variety of tech-
niques have been proposed. Among which, power gating has been one of the most
effective techniques, and thus is widely adopted in low-power IC design [93-95].
Power gating minimizes IC leakage power consumption by shutting off the power
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Fig. 2.28 Power gating for IC leakage power minimization

supply when a circuit is idle. As shown in Fig. 2.28, power gating implementa-
tions typically involve multi-threshold circuit designs. Circuit logic functions are
implemented using high-performance, hence low Vi, technology, but are connected
to the power supply through high V; footer and/or header sleep transistors. During
run-time circuit operation, idle functional units are identified, and the corresponding
power supply is then shut off by turning off the sleep transistor. Since the the sleep
transistor uses high V; technology, the overall leakage current of the idle functional
blocks can be substantially reduced.

However, power gating also introduces a number of design challenges. First, the
design complexity and area overhead of power gating must be carefully considered.
The area overhead is mainly introduced by sleep transistors and their correspond-
ing control logic. In particular, due to stringent circuit performance requirements,
sleep transistors have large footprints. In addition, to prevent floating output when
a functional unit is in sleep mode, extra logic, such as weak pull-up/down devices,
are required. Furthermore, ground bounce may be introduced during circuit power
state transition due to parasitic capacitance charge and discharge, which has seri-
ous impact on circuit run-time performance and reliability. Addressing this problem
requires careful design and placement of sleep transistors, as well as intelligent
run-time wakeup scheduling. Overall, power gating is beneficial, but the design
complexity and cost must be carefully considered.

2.5 Conclusions

This chapter overviewed the IC power consumption issue. It first explained the
primary circuit power dissipation mechanisms, i.e., dynamic and leakage power
consumption. It then described how to model and estimate IC power consumption.
Finally, a wide range of recently proposed power optimization techniques were dis-
cussed. The following sections will provide more detailed discussion of various
related IC power consumption issues, as well as recently proposed power manage-
ment and optimization techniques. Even though low-power IC design has been an
active research field over two decades, IC power consumption challenges will
continue to grow, and power optimization will continue to be the one of the formost
IC design objectives.
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