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Introduction

Progress in wearable technologies for monitoring is driven by the same factors that

were behind the transition from desktop computing and communication tools to

portable devices providing processing and ubiquitous connectivity, namely changes

in social and economical factors. This transition is fuelled by the enormous tech-

nical advances in microelectronics and communication technologies as well as

by the apparently never-ending process of miniaturization. This, in turn, is driven

by dramatic changes in demography, lifestyle and the emergence of huge mass-

markets that exert a great pulling force for development. As a result, applications of

wearable technology will spread far and wide as dictated by these technological

development trends, and, more specifically, these wearables will change our lives in

becoming exoprostheses able to augment our perceptions of reality with physical,

social and emotional contents.

The areas of application fostered by intense research or development activities

that have been identified as being the most promising by market forecasts span from

fashion and leisure, fitness and wellness, healthcare and medical, emergency and

work to the space and military domains.

Despite the great thrust in evolution, there still remain several technical obsta-

cles that hamper the development of a technology that fully satisfies the needs and

expectations of end users. Confronting these obstacles necessitates major per-

formance improvements and real breakthroughs at all levels of the essential sub-

components of wearable systems including: sensors, actuators, low power on-board

processing and communication, energy harvesting and storage. Most importantly,

these components should all be integrated seamlessly into comfortable, easy-to-use

and low cost clothing and garments, which also requires considerable work.

This book is a collection of contributions by renowned worldwide experts in

research and development or applications of wearable systems that renders a broad

overview and critical analysis of the field of wearable technologies.

The book is divided into 3 parts.

The first part is devoted to a review of the main components of wearables,

including sensors, energy generation, signal processing and communications
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systems. Integration of previous components is also underlined. Recent work on

wearable systems based on a e-textile technology is also reviewed and critically

discussed.

Chapter 1 provides an overview on sensors technologies for wearable applica-

tions, focussing in particular on technologies for monitoring biomechanical and

physiological signals. The chapter is centred on the illustration of strategies for an

effective integration of such systems in wearable devices.

Chapter 2 is dedicated to energy harvesting systems for wearable applications.

In particular, the principles and the applications of thermoelectric generation, that is

presently the most suitable technique for integration in wearable applications, are

reviewed in details. In Chap. 3 wireless communication systems for wearable

applications are examined and different proposed solutions are compared.

The important issue of integration in wearable applications of all system

components is the focus of Chap. 4.

On board signal processing in wearable systems, as discussed in Chap. 5, is also

a topic of paramount important since highly efficient and fast algorithm are usually

required for energy saving and synthetic output in transmitted information.

Dealing with large amount of data as might occur in some applications strictly

requires proper development and use of data mining techniques; this topic is treated

in Chap. 6.

The first part of this book ends with Chap. 7 in which textile based wearable

systems are described in terms of technologies and application platforms. This

subject area is expected to show considerable advances in the years to come.

In the second part of this book some key applications of wearable systems in a

variety of fields are reported. These applications are the main driving force for the

development of the components reviewed in the first part.

Applications in sports, wellness and fitness are reported in Chap. 8. Products in

these areas are thought by many to be the closest to the market and they might guide

development in other fields where market entry resistance is higher.

The important area of health monitoring and diagnostics is the focus of Chap. 9.

Much research and development effort is nowadays devoted to the development of

medical devices and products although strong technical financial and regulatory

issues still hamper widespread use.

Protective garments for emergency and work in noxious and dangerous environ-

ments, as reported in Chap. 10, are also a very important area of application

in which wearable systems offer incomparable advantages in terms of better

operability and less risk to operators without interfering with comfort and ease of

use of garments.

In Chap. 11 applications in space and planetary explorations are described.

Although being definitely a niche area, developments related to use in such extreme

conditions have proved in the past to be seminal to technology transfer to

consumers applications.

Commercial, social and environmental factors affecting development and use

of wearables will definitely condition the success or failure of these pervasive

technologies as treated in the third part of this book.
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In Chap. 12 an analysis of current developments and needs in Ambient Assis-

tance Living is given. These scenarios should guide and enable technology devel-

opment since user needs have to be seriously taken into account.

At the end, Chap. 13 provides arguments useful to analyse opportunities and

barriers to commercial development. Present market penetration of wearable is still

marginal and market forecast have not provided till now a reliable and widely

shared analysis. The authors provide their view in this respect.

The broad and far-reaching range of technologies and applications covered by

this book is intended not only to provide an authoritative coverage of the field of

wearable monitoring systems, but also to serve as a source of inspiration for

possible new technology developments and for new applications enabling the

vision of a future of connected people anywhere anytime.

The editors would like to thank all the colleagues who contributed to this book

and the publisher for the continuous support. The editors would also like to express

their gratitude to Dr. Andreas Lymberis, Officer of the Information Society &

Media Directorate-General of the European Commission for his passionate promo-

tion and continuous support to the field of Wearable Microsystems.
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Part I

Components and Systems



Chapter 1

Sensors for Wearable Systems

Enzo Pasquale Scilingo, Antonio Lanatà, and Alessandro Tognetti

1.1 Introduction

When designing wearable systems to be used for physiological and biomechanical

parameters monitoring, it is important to integrate sensors easy to use, comfortable

to wear, and minimally obtrusive. Wearable systems include sensors for detecting

physiological signs placed on-body without discomfort, and possibly with capabil-

ity of real-time and continuous recording. The system should also be equipped with

wireless communication to transmit signals, although sometimes it is opportune to

extract locally relevant variables, which are transmitted when needed. Most sensors

embedded into wearable systems need to be placed at specific body locations,

e.g. motion sensors used to track the movements of body segments, often in direct

contact with the skin, e.g. physiological sensors such as pulse meters or oximeters.

However, it is reasonable to embed sensors within pieces of clothing to make the

wearable system as less obtrusive as possible. In general, such systems should also

contain some elementary processing capabilities to perform signal pre-processing

and reduce the amount of data to be transmitted. A key technology for wearable

systems is the possibility of implementing robust, cheap microsystems enabling the

combination of all the above functionalities in a single device. This technology

combines so-called micro-electro-mechanical systems (MEMS) with advanced

electronic packaging technologies. The former allows complex electronic systems

and mechanical structures (including sensors and even simple motors) to be jointly

manufactured in a single semiconductor chip. A generic wearable system can be

structured as a stack of different layers. The lowest layer is represented by the body,

where the skin is the first interface with the sensor layer. This latter is comprised of

three sub-layers: garment and sensors, conditioning and filtering of the signals and

local processing. The processing layer collects the different sensor signals, extracts

specific features and classifies the signals to provide high-level outcomes for the

A. Lanatà (*)

Interdepartmental Research Center “E. Piaggio”, Faculty of Engineering,

University of Pisa, via Diotisalvi 2, 56126 Pisa, Italy

e-mail: a.lanata@centropiaggio.unipi.it

A. Bonfiglio and D. De Rossi (eds.), Wearable Monitoring Systems,
DOI 10.1007/978-1-4419-7384-9_1, # Springer Science+Business Media, LLC 2011
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application layer. The application layer can provide the feedback to the user and/or

to the professional, according to the specific applications and to the user needs.

Recent developments embed signal processing in their systems, e.g. extraction of

heart rate, respiration rate and activity level. Activity classification and more

advanced processing on e.g. heart signals can be achievable exploiting miniaturiza-

tion and low-power consumption of the systems. Examples of data classification are

[1, 2, 3]: classification of movement patterns such as sitting, walking or resting by

using accelerometer data [4] or ECG parameters such as ST distance extracted from

raw ECG data [5, 3]; another example is the estimation of the energy consumption of

the body [6, 7]; in [8] the combined use of a triaxial accelerometer and a wearable

heart rate sensor was exploited to accurately classify human physical activity;

estimation of upper limb posture by means of textile embedded flexible piezoresis-

tive sensors [9]. Examples of integrated systems for healthmonitoring are in [10, 11].

In the following paragraphs, two classes of sensors which can be easily

integrated into wearable systems are reported and described. More specifically,

inertial sensors to monitor biomechanical parameters of human body and sensors to

capture physiological signs are addressed, describing the operating principles and

indicating the possible fields of application.

1.2 Biomechanical Sensors

Biomechanical sensors are thought to be used to record kinematic parameters of

body segments. Knowledge of body movement and gesture can be a means to detect

movement disturbances related to a specific pathology or helpful to contextualize

physiological information within specific physical activities. An increasing of heart

rate, for example, could be either due to an altered cardiac behavior or simply

because the subject is running.

1.2.1 Inertial Movement Sensors

Monitoring of parameters related to human movement has a wide range of applica-

tions. In the medical field, motion analysis tools are widely used both in rehabilita-

tion [12] and in diagnostics [13, 14]. In the multimedia field, motion tracking is

used for the implementation of life-like videogame interfaces and for computer

animation [15]. Standard techniques enabling motion analysis are based on stereo-

photogrammetric, magnetic and electromechanical systems. These devices are

very accurate but they operate in a restricted area and/or they require the application

of obtrusive parts on the subject body. On the other hand, the recent advances in

technology have led to the design and development of new tools in the field

of motion detection which are comfortable for the user, portable and easily usable

4 E.P.Scilingo et al.



in non-structured environments. Current prototypes realized by these emergent

technologies utilize micro-transducers applied to the subject body (as described

in the current paragraph) or textile-based strain sensors (as reported in [16]). These

latter are not treated in this chapter. The first category, instead, includes devices

based on inertial sensors (mainly accelerometers and gyroscopes) that are directly

applied on the body segment to be monitored. These sensors can be realized on a

single chip (MEMS technology) with low cost and outstanding miniaturization.

Accelerometers are widely used for the automatic discrimination of physical

activity [17, 18] and the estimation of body segment inclination with respect to

the absolute vertical [19]. Accelerometers alone are not indicated for the estimation

of the full orientation of body segments. The body segment orientation can be

estimated by using the combination of different sensors through data fusion tech-

niques (Inertial Measurement Units, IMU). Usually, tri-axial accelerometers (incli-

nation), tri-axial gyroscopes (angular velocity), magnetometers (heading angle) and

temperature sensors (thermal drift compensation) are used together [19, 20, 21].

Main advantages of using accelerometers in motion analysis are the very low

encumbrance and the low cost. Disadvantages are related to the possibility of

obtaining only the inclination information in quasi-static situations (the effect of

the system acceleration is a noise and the double integration of acceleration to

estimate the segment absolute position is unreliable). Accelerometers are widely

used in the field of wearable monitoring systems, generally used in the monitoring

of daily life activities (ADL) [22, 23, 24, 17, 25]. Physical activity detection can be

exploited for several fields of application, e.g. energy expenditure estimation,

tremor or functional use of a body segment, assessment of motor control, load

estimation using inverse dynamics techniques [26, 27] or artificial sensory feedback

for control of electrical neuromuscular stimulation [28, 29, 30]. Usually, three-axial

accelerometers are used. They can be assembled by mounting three single-axis

accelerometers in a box with their sensitive axes in orthogonal directions or using a

sensor based on one mass [31]. An accelerometer measures the acceleration and the

local gravity that it experiences. Considering a calibrated tri-axial accelerometer

(i.e. offset and sensitivity are compensated and the output is expressed in unit of g),
the accelerometer signal (y) contains two factors: one is due to the gravity vector (g)
and the other depends on the system inertial acceleration (a), both of them

expressed in the accelerometer reference frame [19]:

y ¼ a� g

y1

y2

y3

0
B@

1
CA ¼

a1

a2

a3

0
B@

1
CA�

g1
g2
g3

0
B@

1
CA (1.1)

The inclination vector (z) is defined as the vertical unit vector, expressed in the

accelerometer coordinate frame [4]. In static conditions, only the factor due to

gravity is present and the inclination of the accelerometer with respect to the

vertical is known. In dynamic conditions, the raw accelerometer signal does not

provide a reliable estimation of the inclination, since the inertial acceleration is added
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to the gravity factor. This estimation error grows as the subject movements become

faster (e.g. running, jumping). Many algorithms have been developed and tested to

perform a reliable estimation of the subject body inclination: most of them use low

pass filters with very low cut-off frequency in order to extract z [4] (i.e. introducing a
considerable time delay), others implement more complex techniques which use

a model-based approach mainly based on Kalman filter techniques [19].

An example of integration of these sensors in a garment was developed in the

frame of the Proetex project (FP6-2004-IST-4-026987), which aimed at using

textile and fibre based integrated smart wearables for emergency disaster interven-

tion personnel. The ProeTEX motion sensing platform is used to detect long periods

of user immobility and user falls to the ground and it is realized by means of two tri-

axial accelerometer modules. One accelerometer is placed in the higher part of the

trunk (collar level) in order to detect inactivity and falls to the ground. The second

sensor is placed in the wrist region and its aim is to achieve more accuracy in

inactivity detection, since an operator can move his arms while his trunk is not

moving. The core of the motion sensor is the processing algorithm described in

[32], which allows to perform a reliable estimation of the body inclination even in

the case of intense physical activity such as running or jumping. This algorithm

allows a good estimation of subject activities and generated fall alarms with very

high sensitivity and extremely low level of false positives.

1.3 Physiological Sign Sensors

Wearable systems are generally thought to be used for health care, therefore

necessarily including sensors to monitor physiological signs. Occasionally, it is

possible to adapt commercial devices to be integrated into a wearable system, but

mostly dedicated and customized sensors should be designed and embedded. Here

sensors for respiration activity, pulse monitoring, galvanic skin response, thermal

and cardiopulmonary radiant sensors, gas sensors and sensors for detecting bio-

chemical markers are envisaged and described.

1.3.1 Respiration Activity

The most challenging vital sign to accurately record during continuous monitoring is

the respiratory activity due to the fact that the signals are affected by movement

artifacts and filtering or feature recognition algorithms are not very effective. Moni-

toring of respiratory activity involves the collection of data on the amount and the rate

at which air passes into and out of the lungs over a given period of time. In literature,

there are several methods to do this, both directly, by measuring the amount of air

exchanged during the respiration activity, and indirectly, by measuring parameters

6 E.P.Scilingo et al.



physically correlated to breathing, such as changes in thorax circumference and/or

cross section, or trans-thoracic impedance. Direct methods are based on a spyrometer

that measures directly the airflow in the lung exchanged during inspiration and

expiration, but of course it cannot be integrated into a wearable system because it

employs a mouthpiece, which could interfere with the freedom of movements,

disrupting the normal breathing pattern during measurement, thus causing discomfort

for the user. Indirect methods exploit displacements of the lung that are transmitted to

the thorax wall and vice versa, and therefore measurements of chest-abdominal

surface movements can be used to estimate lung volume variation. In literature, a

number of devices have been used to measure rib cage and abdominal motion

including mercury in rubber strain gauges [33], linear differential transducers [34],

magnetometers [35], and optical techniques [36], but almost all cannot be comfortably

integrated into a wearable system. For reference only, it is worthwhile citing a more

sophisticated technique, called stereophotogrammetry, which makes it possible to

estimate the three-dimensional coordinates of points of the thorax, estimating there-

fore volume variations. Nevertheless, this system presents a considerable drawback in

that it is cumbersome, extremely expensive, and can only be used in research

environments or in laboratory applications. Indirect techniques that can be implemen-

ted in wearable systems are respiratory inductive plethysmography (RIP) [37], imped-

ance plethysmography [38], piezoresistive [39] and/or piezoelectric pneumography.

These systems are minimally invasive and do not interfere with physical activity. In

the following, these four technics are described.

1.3.1.1 Inductive Plethysmography

The inductive plethysmography method for breathing monitoring consists of two

elastic conductive wires placed around the thorax and the abdomen to detect the

cross sectional area changes of the rib cage and the abdomen region during the

respiratory cycles. The conductive wires are insulated and generally sewn in a zig-

zag fashion onto each separate cloth band (see Fig. 1.1). They can be considered as

a coil and are used to modulate the output frequency of a sinewave current produced

by an electric oscillator circuit. As a matter of fact, the sinewave current generates a

magnetic field, and the cross-sectional area changes due to the respiratory move-

ments of the rib cage and of the abdomen determine a variation of the magnetic field

flow through the coils. This change in flow causes a variation of the self-inductance

of each coil that modulates the output frequency of the sinusoidal oscillator. This

relationship allows for monitoring the respiratory activity by detecting the fre-

quency change in the oscillator output signal. For accurate volumetric measure-

ments using RIP, it is assumed that the cross-sectional area within the rib cage and

the abdomen coil, respectively, reflects all of the changes occurring within the

respective lung compartment, and further that the lung volume change is the sum of

the volume changes of the two compartments. Under optimal situations, lung

volume can be approximated with an error less than 10%.

1 Sensors for Wearable Systems 7



1.3.1.2 Impedance Plethysmography

This technique consists of injecting a high frequency and low amplitude current

through a pair of electrodes placed on the thorax and measuring the trans-thoracic

electrical impedance changes [40]. As a matter of fact, there is a relationship

between the flow of air through the lungs and the impedance change of the thorax.

The measurements can be carried out by using either two or four electrode config-

urations. Electrodes can be made of fabric and integrated into a garment or,

even, embedded into an undershirt. It is worthwhile noting that by measuring the

trans-thoracic electrical impedance it is possible to non-invasively monitor, in

addition to breathing rate also tidal volume, functional residual capacity, lung

water and cardiac output. In Fig. 1.2, the scheme of principle is depicted.

1.3.1.3 Pneumography Based on Piezoresistive Sensor

Piezoresistive pneumography is carried out by means of piezoresistive sensors that

monitor the cross-sectional variations of the rib cage. The piezoresistive sensor

changes its electrical resistance if stretched or shortened and is sensitive to the

thoracic circumference variations that occur during respiration. Piezoresistive sen-

sors can be easily realized as simple elastic wires or by means of an innovative

sensorized textile technology. It consists of a conductive mixture directly spread

over the fabric. The lightness and the adherence of the fabric make the sensorized

garments truly unobtrusive and uncumbersome, and hence comfortable for the

subject wearing them. This mixture does not change the mechanical properties of

the fabric and maintains the wearability of the garment. Figure 1.3 shows where the

two conductive wires or bands could be applied.

Fig. 1.1 The respiratory

inductive plethysmography

system including the rib cage

and abdominal sensor bands

8 E.P.Scilingo et al.



1.3.1.4 Plethysmography Based on Piezoelectric Sensor

This method is based on a piezoelectric cable or strip which can be simply fastened

around the thorax, thus monitoring the thorax circumference variations during the

respiratory activity. A possible implementation can be a coaxial cable whose

dielectric is a piezoelectric polymer (p(VDF-TrFE)), which can be easily sewn in

a textile belt and placed around the chest. In Fig. 1.4, a possible application is

reported. The sensor is sensitive to the thorax movements and produces a signal

directly proportional to the thorax expansion in terms of charge variation, which

was converted in an output voltage proportional to the charge by means of a charge

amplifier. A suitable local processor can enable implementation of the Fast Fourier

Transform in real time and extraction of the breathing rate.

Fig. 1.3 Picture showing how

two piezoresistive belts can be

embedded into a garment to

monitor abdominal and

thoracic respiratory activity

Fig. 1.2 Principle scheme of

impedance plethysmography

system which can be

integrated into a wearable

system

1 Sensors for Wearable Systems 9



1.3.2 Galvanic Skin Response

One of the most interesting measurements of the electrical body response is the

Galvanic Skin Response (GSR), which was easily transformed from laboratory to

wearable instrumentation, and has become one of the most used wearable devices

especially for the high correlation that has shownwith themost significant parameters

in the field of neuroscience. It is a part of the whole ElectroDermal Response (EDR),

which is also constituted of the measure of skin potentials. In deep, EDR is associated

with sweat gland activity. Convincing evidence, indeed, was experimentally found in

which a direct correlation is seen between EDR and stimulated sweat gland activity.

Furthermore, when sweat gland activity is abolished, then there is an absence of EDR

signals [41]. There are two major measures of the electrodermal response. The first,

involving the measurement of resistance or conductance between two electrodes

placed in the palmar region, was originally suggested by Féré [42]. It is possible

also to detect voltages between these electrodes; these potential waveforms appear

to be similar to the passive resistance changes, though its interpretation is less

Fig. 1.4 Concept of a wearable system equipped with a piezoelectric band
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straightforward. This measurement was pioneered by Tarchanoff [43]. The first type

of measurement is referred to as exosomatic, since the current on which the

measurement is based is introduced from the outside. The second type, which is

less commonly used, is called endosomatic, since the source of voltage is internal.

Researchers also distinguish whether the measurement is of the (tonic) background

level, or the time-varying (phasic) response type. An electrical equivalent model

underlying EDR is represented in Fig. 1.5. This model provides only qualitative

information. The active electrode is at the top (skin surface), whereas the reference

electrode is considered to be at the bottom (hypodermis). R1 and R2 represent the

resistance to current flow through the sweat ducts located in the epidermis and

dermis, respectively. These are major current flow pathways when these ducts

contain sweat, and their resistance decreases as the ducts fill. E1 and R4 represent

access to the ducts through the ductwall in the dermis, whereasE2 andR3 describe the

same pathway, but in the epidermis. Potentials E1 and E2 arise as a result of unequal

ionic concentrations across the duct as well as selective ionic permeabilities. This

potential is affected by the production of sweat, particularly if the buildup of

hydrostatic pressure results in depolarization of the ductal membranes. Such a

depolarization results in increased permeability to ion flow; this is manifested in

the model by decreased values of R3 and R4. In particular, this is considered as an

important mechanism to explain rapid-recovery signals. The potentials of E1 and E2

are normally lumen-negative. The resistance R5 is that of the corneum, whereas E3 is

its potential. The phenomenon of hydration of the corneum, resulting from the

diffusion of sweat from the sweat ducts into the normally dry and absorbant corneum,

leads to a reduction in the value of R5. The applications of the measure lie in the area

of psychophysiology and relate to studies in which a quantitative measure of

Fig. 1.5 A simplified

equivalent circuit describing

the electrodermal system.

Components are identified in

the text [44]
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sympathetic activity is desired. The importance attached to such measurements

includes the statement in one recent paper that palmar sweat is one of the most salient

symptoms of an anxiety state and, for some, the single most noticeable bodily

reaction [45]. Other suggested locations for electrode placement can be between

two fingers. In this case, electrodes can be integrated into a glove (see Fig. 1.6).

1.3.3 Pulse Oximetry

Pulse oximetry was introduced in 1983 as a non-invasive method for monitoring the

arterial blood oxygen saturation. Recognized worldwide as the standard of care in

anaesthesiology, it is widely used in intensive care, operating rooms, emergency,

patient transport, general wards, birth and delivery, neonatal care, sleep labora-

tories, home care and in veterinary medicine. Currently, several wearable pulse

oximeters are being developed to transfer this standard technique to a most effec-

tive remote home-care monitoring. Being pulse oximeter non-invasive, easy to use,

readily available, and accurate, the modern wearable system developed can supply

information about blood oxygen saturation, heart rate and pulse amplitude. A pulse

oximeter shines light of two wavelengths through a tissue bed such as the finger or

earlobe and measures the transmitted light signal. The device operates according to

the following principles [46]:

1. The light absorbance of oxygenated haemoglobin and deoxygenated haemoglo-

bin at the two wavelengths is different. To be more precise, the set of associated

extinction coefficients for the absorption of light for these wavelengths is

linearly independent with great enough variation for adequate sensitivity but

not so large that the blood appears opaque to either of the light sources. This

model assumes that only oxygenated and deoxygenated haemoglobin are present

in the blood.

2. The pulsatile nature of arterial blood results in a waveform in the transmitted

signal that allows the absorbance effects of arterial blood to be identified from

Fig. 1.6 Suggested electrodes site for the measurement of skin resistance and skin potentials
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those of non-pulsatile venous blood and other body tissue. By using a quotient of

the two effects at different wavelengths, it is possible to obtain a measure

requiring no absolute calibration with respect to overall tissue absorbance.

This is a clear advantage of pulse oximeters over previous types of oximeters.

3. With adequate light, scattering in blood and tissue will illuminate sufficient

arterial blood, allowing reliable detection of the pulsatile signal. The scattering

effect necessitates empirical calibration of the pulse oximeter. On the other

hand, this effect allows a transmittance path around bone in the finger.

Systems following the principles above shown provide an empirical measure

of arterial blood saturation. However, with state-of-the-art instrumentation and

proper initial calibration, the correlation between the pulse oximeter measurement,

SpO2, and arterial blood’s actual oxygen saturation, SaO2, is adequate-generally

less than 3% discrepancy provided SaO2 is above 70% for medical applications

[47]. In general, when the calibration is difficult or impossible, these systems can

be redirected at considering only a led and a photodiode so that the obtained

measurement is a photopletismography. Really, most pulse oximeters on the market

implement photoplethysmographic measurements. The signal for the photoplethys-

mograph is derived from the same waveforms used to calculate SpO2. The photo-

plethysmograph may be used in a clinical setting in the same manner as a

plethysmograph. However, the accuracy of the photoplethysmograph suffers from

motion artifacts, and the patient must have adequate blood perfusion near place-

ment of the pulse oximeter probe. Just as with the conventional plethysmogram,

signal processing can derive heart rate from the photoplethysmogram waveform.

Hence, most pulse oximeters also display heart rate. Similar to computing

Sp02, temporal low-pass filtering abates the effect of motion artifacts on heart

rate estimation. Generally, pulse oximeters are applied to a fingertip (see

Fig. 1.7), but as above-mentioned they are heavily affected from motion artifact

(see Fig. 1.8) so that large part of the signal has to be strongly treated or completely

removed, to avoid this signal lost latest research applications aim at positioning the

sensor on the forehead (see Fig. 1.9), where it has been noted that the signal shows

lower artifact noise and better characteristics.

Fig. 1.7 Transmission pulse

oximeter measuring the

transmission of light by two

LEDs through the finger of a

patient
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1.3.4 Radiant Thermal Sensors

The interest of the market devices for safety and security has rapidly grown over the

last few years. In particular, the use of RadioFrequency (RF) technology for

contact-less sensing has been promoted largely into several research projects

[48, 49]. Body temperature is usually captured by means of thermal sensors placed

in direct contact with skin. Skin temperature is strongly dependent on the body site

and it is sensitive to local increasing of blood circulation. Reference body tempera-

ture, indeed, should be internal. Often skin contact with thermal sensors could be

difficult and obtrusive, therefore radiant technology is preferred. The state of the art

on radiant thermal sensors covers several high-potential commercial products.

Meridian Medical Systems (http://mms-llc.com) is aiming at fabricating a radiom-

eter as a Monolithic Microwave Integrated Circuit (MMIC) capable of detecting

temperature of the heart. Although their research aims at implementing microwave

radiometers for medical imaging, it seems they use a traditional approach based on

MIC/MMIC. It is worthwhile mentioning that radiometer exists from a long time,

Fig. 1.8 The plethysmographic waveform of a subject at rest is periodic (a) and during exercise is

not periodic (b)

Fig. 1.9 Reflectance pulse

oximeter measuring the

amount of light reflected back

to the probe in forehead

application
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and their approach using hybrid components is well known. Even though MMIC

can reach good performance, their level of integration is limited traditionally to the

analog-RF part only. Thermal stabilization and calibration circuits need to be

implemented by means of external circuitry, resulting in bulky and expensive

implementations inadequate for the mass-market. In fact, the system-on-chip

implementation proposed in CMOS technology aims at implementing efficiently

on the same die both the analog-RF and the digital calibration circuits. Only

this result leads to consider that microwave radiometers can be implemented as a

real system-on-a-chip device characterized by superior performance and highest

level of integration. This is the real innovation expected for enabling microwave

radiometry for the next-generation of mass-market wearable devices for medical

imaging, and safety and security of emergency operators. Tyco Electronics (http://

tycoelectronics.com) is developing a 24GHz UWB radar sensor in MIC technology

for short-range applications. Moreover, this device is targeted at general purpose

applications (i.e. military, collision avoidance short-range automotive, etc.) and

therefore only marginally related with our specific target. Anyway, as an additional

consideration to all the limitations of the MIC approach cited above concerning the

microwave radiometer and therefore still valid also in this case, it isworthmentioning

that its bandwidth is limited to 500MHz. A possible application of microwave

radiometers could be designing a dedicated system to assist the fire fighters in their

work, for instance by detecting a fire behind a door or a wall. This sensor can be

mounted on two textile microstrip board. The former can contain the radiometric

sensor and it is placed in the front side of the fireman jacket (this to detect the fire

coming from the front). The latter can contain the low data-rate radio transceiver for

sending out the information collected by the sensor, and this can be placed in the back

side, for instance close to the neck. The system idea is shown in Fig. 1.10. The

radiometer consists of a patch antenna array, a low noise 13GHz radiometer module

and a data acquisition and process unit. It is worthwhile noting that the sensor is

mounted on the same microstrip board of the antenna. The ZigBee transceiver

(IEEE802. 15. 4) transmits the data to the personal server (or a remote unit as well)

of a wireless body area network (WBAN). The wireless platform allows collecting

the data acquired by multiple sensors to realize an extended monitoring of the vital

and environmental data. Moreover, such a wireless platform allows us to implement

re-configurable systems, which can be managed by remote operators taking care of

the safeguard of the rescue team. Hereinafter, how a fire in front of the subject with a

separationwall betweenfire and subject can be detected. This inter-wall fire detection

is tried in indoor environment to simulate a condition as close as possible to the

operative scenario. In particular, the setup shown in Fig. 1.11 has been used for the

proof-of-the concept. To model the scenario sensed by a microwave radiometer, the

approach described in [50] could be adopted. This approach is based on the filling

factor q, a quantity defined as the ratio between the area of the fire AFIRE and the area

of the antenna footprint AFOOT:

q ¼ AFIRE=AFOOT
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By considering Fig. 1.11, the footprint area can be evaluated approximating the

main beam of the antenna with a cone of angular aperture y (half power beam

width) and by cutting this cone with the profile of the illuminated scene, the soil and

the furnace in this case. The radiometric contrast rT is defined as the increase of the
antenna temperature due to the fire with respect to the condition without any fire.

Applying the radiative transfer theory, the radiometric contrast can be derived as

follows:

rT ¼ tW ½EFTF � ESTS � ðEF � ESÞEWTW �q; (1.2)

where tW is the transmissivity of the wall, eF, eS and eW are the emissivities of the

fire, soil, and wall, respectively, and TF, TS and TW their physical temperatures. In

conclusion, the innovative low-cost, system-on-a-chip microwave radiometer could

represent a very promising solution for the realization of a next-generation of

wearable sensors. The SoC microwave radiometer will allow an extended detection

capability in the cases where traditional devices, such as IR devices, fail.

Fig. 1.10 Block diagram of the overall system

Fig. 1.11 Basic setup used for the inter-wall fire detection experiments
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1.3.5 Biochemical Markers

Last achievements in research have enabled the possibility of detecting biochemical

markers through wearable instrumentation. CSEM1 researchers have developed

non-invasive biosensors for the detection of stress markers (such as lactate in

sweat) and wound healing (focussing on pH and infection markers detection).

The high level of miniaturization allows the integration in textile garments for the

non-invasive monitoring of biological markers. In the frame of the BIOTEX2

project, a miniaturized label-free system for application in wound dressing has

been developed [51, 52]. Within the PROETEX project, CSEM researchers are

currently realizing a wearable biosensor for real-time stress assessment of pro-

fessional rescuers to improve their safety during the intervention. In both cases, the

sensing principle is based on responsive hydrogels that shrink or swell in presence

of the target marker to be detected. The hydrogels are sensitive to pH changes or

they can be functionalized to the target molecule by incorporating specific

enzymes. In the case of stress monitoring, the hydrogel is functionalized with

lactate oxidase, the presence of the lactate changes the ionic concentration in the

hydrogel and consequently the hydrogel volume by an osmotic effect. The volume

modification of the hydrogel causes a modification of the refractive index of

the structure. The sensitive hydrogel is then integrated on a waveguide grating

chip. If the grating chip is interrogated with a light source it reflects the light at a

specific wavelength. As the sensitive layer changes its refractive index, the wave-

length of the reflected light is shifted in accordance. The detection principle is based

on the measurements of the refractive index through an optical signal propagated

along a wave guide. By exploiting this principle, a wearable optical bio-sensor has

been designed and realized [51, 52]: it uses a sensitive layer on a waveguide grating

chip, the biosensor is interrogated with a white light source (using a white led) and

the reflected light is detected by a mini-spectrometer in order to measure the

wavelength shift. Electrochemical sensors can be integrated into flexible

(i.e. plastic, textile) substrates to develop wearable systems for the detection of

biochemical markers. Some researchers are developing a portable electrochemical

system based on Ion Sensitive Electrodes (ISE) integrated into a fabric substrate

[53]. ISE can measure the sodium concentration in sweat and this measurement

can be related to the operator dehydration that can lead to severe physio-

logical consequences being able to go until the death. A portable electronic board

connected to the sensing part has been developed. This board drives the electro-

chemical sensor, compensates the effect of temperature, performs analog acquisition

and converts measurement data to digital value. Signal processing is implemented

on board to correct raw data (gain, offset) and to convert them to ion concentrations.

The system was evaluated in terms of sensitivity, selectivity and reproducibility

initially in model solution and then in natural sweat, showing very promising

1Centre Suisse d’Electronique et Microtechnique SA, CH.
2 Biosensing textile for health management, FP6-IST-NMP-2-016789.
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performances. A more recent technique employed for biochemical marker detection

in wearable systems is based on Organic Field Effect Transistors (OFET).

Researcher at University of Cagliari developed a flexible OFET able to detect pH

changes in chemical solutions thanks to a functionalized floating gate [54]. The

sample solution is brought into contact with a portion of the floating gate, which is

properly functionalized to achieve the sensitivity to a particular chemical species.

The sensing mechanism is based on the detection of the electrical charge associated

with the chemical species placed over the probe area. The charge immobilized on the

floating gate generates an electrical field and thus induces a phenomenon of charge

separation inside the electrode, affecting the channel formation in the transistor. This

mechanism can be described in terms of a shift of the effective threshold voltage of

the OFET. By properly functionalizing the floating gate surface, sensitivity to

different species and the detection of different reactions can be achieved, with the

same sensor.

1.3.6 Gas Sensors

Researchers from Dublin City University (DCU) are involved in the integration of

sensing platforms into wearables for the detection of environmentally harmful

gases surrounding emergency personnel. Special attention is being paid to carbon

monoxide (CO) and carbon dioxide (CO2). These gases are associated with fires and

mining operations, and it is of the highest importance to warn and protect operators

from potential harm caused by over-exposure to high concentrations of these gases.

The goal is rapid detection of the status of an environment (low, medium or high

hazard) and real-time communication of this information to the garment wearer.

Critical in this identification of potential toxification is a reliable method of

measuring CO/CO2 exposure. Commercially available sensors have been carefully

selected and are being integrated into the outer garments of firefighters. The sensors

provide sufficient sensitivity to reliably alert users to the presence of these harmful

gases. Another important aim is to achieve wireless transmission of sensor signals

to a wearable wireless base station that gathers, processes and further transmits the

data. When selecting the appropriate commercially available sensors for the gas

sensing application, special attention was paid to sensor size, robustness, sensitivity

and power requirement. Electrochemical sensors satisfy most of these require-

ments, especially in terms of size and power requirements. CO is detected using

an amperometric sensor in which the current between the electrodes is proportional

to the concentration of the gas. On the other hand, the CO2 sensor is potentiometric.

In this case, the reference and working electrodes are placed in an electrolyte that

provides a reference CO2 concentration. The measured potential is based on the

difference in concentration between the reference electrode and the outside air.

Both types of sensors are very sensitive and give an accurate reading (in parts per

million). This means that both low concentrations of these gases (which can be
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hazardous over long periods of exposure) and high concentrations (which pose an

immediate danger) can be accurately detected. The signal obtained from these

sensors is transmitted wirelessly to the wearable base station using Zigbee. Power

is supplied to the sensors using a nickel metal hydride rechargeable battery. The

CO2 sensor is placed in a specially designed pocket located on the firefighter’s boot.

The pocket is designed not to obstruct the firefighter’s activities. The prototype

currently used for testing is shown in Fig. 1; note the side pocket containing the CO2

sensor along with the wireless sensing module and a battery. The pocket has

a waterproof membrane that protects the sensor from humidity, but allows gas

to pass through. The CO sensor will be integrated in the firefighter’s outer garment

(i.e. jacket). All sensed information will be fed to a wearable local base station that

shares the data with a remote centralized base station. The ultimate goal is to

achieve local communication between firefighters and civil workers in the opera-

tions area, as well as longer range communications between these personnel and the

support team outside the operations area.

1.3.7 Cardiopulmonary Activity Systems

One of the most challenging points in the healthcare system is to use a single

device to simultaneously gather cardiac and pulmonary information, which usually

are both obtained from different systems and whose interdependences are left to

the clinic experience only. An innovative cardiopulmonary wearable system

that matches this dual request is based on Ultra WideBand (UWB) technology.

The main advantage of this monitoring radar system is the absence of direct contact

with the subject skin, dramatically reducing the typical disturbance due to motion

artifact [55]. Before introducing the system concept of the system let us give a brief

overview on the current state of the art. The most widespread system used to

monitor the cardiac activity is the electrocardiograph (ECG), which provides

information about the heart electrical activity. Another complementary technology

for monitoring the cardiorespiratory activity is pulse oximetry, which measures the

saturation level of the oxygen in the blood. Other systems for the monitoring of the

cardiac activity are based on ultrasounds (echocardiograph or echo Doppler).

Ultrasound-based systems are generally cumbersome and they can be used only

by specialized operators. Anyway, all the presented measurement techniques

require the direct contact with the body to carry out the measurement. Unlike the

traditional techniques (electrocardiograph, echocardiograph and pulsed oximetry),

radar systems allow the monitoring of the heart activity in a non-invasive and

contactless way for the patient [56]. Microwave Doppler radars have been used to

detect the respiration rate since 1975 [57]. These first devices were bulky and

expensive, but the recent microelectronic advances led to develop CMOS fully

integrated radars for non-contact cardiopulmonary monitoring [58]. Doppler radars

typically transmit a continuous wave signal and receive the echo reflected by the
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target. The frequency of the reflected signal varies from that of the transmitted one

by an amount proportional to the relative velocity of the target with respect to the

radar. Another class of radar employed for the monitoring of vital parameters is

based on pulse transmission. Pulse radars operate by sending short electromagnetic

pulses and by receiving the echoes back-scattered by the target. The time delay

between the transmission of the pulse and the reception of the echo is proportional

to the distance of the radar from the target. Discrete prototypes of pulse radar for the

detection of vital parameters are reported in literature [59, 60]. It is worthwhile

mentioning that radar sensors monitor the mechanical movement of the heart wall

instead of the electrical activity of the heart (such as the electrocardiograph),

therefore when mechanical anomalies occur earlier than the electrical ones, this

device can be used to prevent in advance possible cardiac failures. Moreover, the

UWB pulses are not influenced by blankets or clothes [60]. From a circuit design

point of view, UWB transceivers present a lower complexity with respect to

traditional radiofrequency systems, leading to low power consumption for a long

life of the battery. In fact, UWB systems do not require a stable frequency

reference, which typically requires a large area on silicon die and high power

consumption. Moreover, the extremely low level of transmitted power density

(lower than� 41. 3 dBm/MHz) of the UWB radar should reduce the risk of molec-

ular ionization [61, 44] (see Fig. 1.14). The main block of the novel wearable

wireless interface for human health care described herein is the UWB radar sensor

(see Fig. 1.12). The block diagram of the proposed radar sensor for the detection of

the heart and breath rates is shown in Fig. 1.13. The radar exploits a correlation-

based receiver topology followed by an integrator, which averages the received

pulses to have an output signal containing the information on the heart and breath

tones. The operating principle of a cross-correlator radar is explained hereinafter.

An electromagnetic pulse is transmitted toward the target. The echo received

from the target is multiplied by a delayed replica of the transmitted pulse; the

output signal of the multiplier is then integrated. It is worthwhile noting that

the output signal will reach its maximum in the case of perfect time alignment

Fig. 1.12 Wearable Wireless UWB radar sensor interface for human health care
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between the two signals at the input of the multiplier itself. In other terms, the cross-

correlator has a frequency response equal to that of a matched filter. In particular, it

can be demonstrated that the matched filter is the filter that allows obtaining the best

signal-to-noise ratio at the output. Moreover, this has been confirmed by prelimi-

nary system simulations (by means of the Ptolemy simulator within Agilent

ADS2005A). In detail, the CAD system analysis has shown that this topology

allows us to achieve the best performance in terms of output signal-to-noise ratio

(SNR) and sensitivity to small variations of the position of the heart wall with

respect to other topologies, like that in which the receiver is simply turned on by

the command given by the delayed replica of the transmitted pulse [61].

The principle of operation of the overall radar system shown in Fig. 1.13 is

Fig. 1.13 Block diagram

of the UWB radar sensor

Fig. 1.14 FCC PSD mask for medical imaging and Power spectral density (PSD) of a pulse

sequence with PRF equal to 1MHz vs. frequency
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explained hereinafter [62]. A train of extremely short (about 200 picoseconds)

Gaussian monocycle electromagnetic pulses is transmitted toward the heart. Since

the heart muscle and the blood that flows inside have different characteristic

impedance, a partial reflection of the energy associated with the radiated pulse

occurs at the surface of separation of these two different media.

1.4 Conclusions

In this chapter, we gave an overview on sensors for physiological signals and

biomechanical parameters, which can be easily integrated into wearable monitoring

systems. The operating principle of each sensor was described as well as some

applicative example was given. Generally, a wearable system has to comply with a

series of requirements, e.g. minimallyinvasive, based on flexible technologies

conformable to the human body, cost-effective, easy to use and customizable to

the specific user. Several technologies can be easily adapted, but in several cases

ad-hoc applications should be designed. Much work has to be done in this field,

even if several effective sensing platforms are already available and promising for

future improvements.
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Chapter 2

Energy Harvesting for Self-Powered

Wearable Devices

Vladimir Leonov

2.1 Introduction to Energy Harvesting

in Wearable Systems

Personalized sensor networks optionally should include wearable sensors or a body

area network (BAN) wirelessly connected to a home computer or a remote

computer through long-distance devices, such as a personal digital assistant or a

mobile phone. While long-distance data transmission can typically be performed

only by using the batteries as a power supply, the sensors with a short-distance

wireless link can be powered autonomously. The idea of a self-powered device is

not new and is actually known for centuries. The earliest example of self-powered

wearable device is the self-winding watch invented in about 1770. However,

typically not much energy is harvested in a small device, so that use of a battery,

primary or rechargeable, is beneficial from practical point of view.

There are worldwide efforts ongoing on development of microgenerators that

should eliminate the necessity of wiring and batteries in autonomous and stand-alone

devices or in devices that are difficult to access. Energy harvesters are being developed

for the same purpose. An energy harvester (also called an energy scavenger) is a

relatively small power generator that does not require fossil fuel. Instead, it uses

energy available in the ambient, such as an electromagnetic energy, vibrations, a wind,

a water flow, and a thermal energy. These sources are the same as those used in power

plants or power generators such as the ones for powering houses in remote locations,

light towers, spacecrafts, and on transport (except those based on fossil fuels).

An energy harvester is typically several-to-one centimeter-size power microplant

that converts into electricity any primary energy that is available in the ambient.

The reason to call them “harvesters” or “scavengers” is the new application area: they

are used for powering small devices, such as sensors or sensor nodes. This way of

powering them eliminates the need for cost-ineffective work, such as wiring or either
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recharging or replacing batteries. An energy harvester could also be combined with a

battery and serve a complementary source of power to improve energy autonomy of a

device at limited size of the battery.

Three kinds of energy sources can be used for harvesting in wearable devices.

These are the mechanical energy of people’s own moving or accelerations on

transport, an electromagnetic energy that is mainly light energy, and the heat flow

caused by the difference in temperature between the human body and the ambient.

There is a difference between truly unobtrusive energy harvesters such as photovoltaic

(PV) cells and effort-driven micropower generators. The typical example for the latter

is a flashlight that is to be shaken or pre-powered by using the embedded dynamo.

A power of the order of Watts can be obtained in such effort-driven microgenerators.

However, this way of powering BAN or wearable sensors should be rejected because

of additional care required from the patient’s side. The worst-case scenario for energy

harvesting is a patient who stays in his/her own bed. Then, there is practically no

mechanical energy to harvest. The light intensity at home is low. The heat flow

minimizes because of a blanket and low metabolic rate, especially, in elderly people.

Therefore, only a part of the head and, sometimes, wrists of the person is the only

relatively small zone where the energy harvester of thermal or light energy can be

located on such patients. The available power is low, too, because the illumination

level indoors is low and the heat transfer from the person is determined by natural

convection around the head. Nevertheless, even in such case, powering of, e.g., a

health-monitoring sensor by using energy harvesters is feasible.

Preventive healthcare is considered as a way to potentially decrease the cost of

healthcare, which is steadily on an upward trend. One of the strategies is to shift the

health monitoring and management outside the expensive medical centers to family

doctors and even to home. For example, the monitoring of chronic diseases while

providing real-time data from and to the patient wherever he/she is and at anymoment

may offer significant potential for both cost reduction at the stage of monitoring and

for making curative medicine cost-effective. Wireless healthcare systems, which

could be an important component of so-called e-health or eHealth grids, are expected

to focus on preventive care and effective provision of continuous treatment to patients,

especially those living in remote locations and to elderly people. Real-timemonitoring

of patient’s vital signs and patient-level health data requires use of wearable sensors

and mobile devices. It would be good if such devices were small, unobtrusive, and

maintenance-free for their entire service life.

2.2 Principles of Energy Harvesting by Using

Human Body Heat

Warmblooded animals, or homeotherms, including humans constantly generate heat

as a useful side effect of metabolism. However, only a part of this heat is dissipated

into the ambient as a heat flow and infrared radiation, the rest of it is rejected in a form
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of water vapor. Furthermore, only a small fraction of the heat flow can be used in a

compact, wearer’s friendly and unobtrusive energy scavenger. For example, nobody

would like to wear a device on his or her face. Therefore, the heat flow from the face

cannot be used. The heat flow can be converted into electricity by using a thermoelec-

tric generator (TEG), the heart of which is a thermopile. It is known from the

thermodynamics that the heat flow observed on human skin cannot be effectively

converted into electricity, although a human being generates more than 100W of heat

on average. Assuming that about 1–2% of this heat can be used, an electrical power of

the order of milliwatts can be obtained using a person as a heat generator. If we recall

that watches consume about 1,000 times less power, it is fairly good power.

The human body is not a perfect heat supply for a wearable TEG. The body has

high thermal resistance; therefore, the heat flow is quite limited. This is explained by

the fact that warmblooded animals have reached in the process of evolution a very

effective thermal management. In particular, this includes a very high thermal

resistance of the body at ambient temperatures below 20–25�C, especially, if the
skin temperature decreases below the sensation of thermal comfort (Monteith and

Mount 1974). At typical indoor conditions, the heat flow in a person depends on the

location on the body and mainly stays within the 1–10 mW/cm2. The forehead

produces larger heat flow than the area covered by the clothes. Because of thermal

insulation due to clothes, not much heat is dissipated from the skin and only about

3–6mW/cm2 is observed indoors, on average. Depending on the physical activity of a

person, the heat dissipation in extremities “switched” either on or off. This is to

preserve the temperature of the body core at low metabolic rate, and to dissipate the

excess heat when body temperature rises due to increased physical activity.

The ambient air has a high thermal resistance, too. Indoors, it can be evaluated by

using natural heat convection theory. The TEG placed at the interface between the

objects with high thermal resistance, i.e., the body and air, must also have relatively

high thermal resistance. This can be explained by using electro-thermal analogy,

i.e., when voltage, current, and resistance are replaced with temperature difference,

DT, heat flow, W, and thermal resistance, respectively. The corresponding thermal

circuit is shown in Fig. 2.1 for the two cases: (1) a naked human being with no

device, and (2) with a TEG on the skin. The human body as a heat generator and the

Fig. 2.1 Equivalent thermal circuits of: (a) a short-circuit natural thermal generator, and (b) the

same generator with a thermal load. A relatively small surface of the skin, e.g., several square

centimeters, is considered in both cases for the sake of simplicity
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ambient air as a heat sink represent natural thermal generator that is shunted on the

skin, i.e., at the interface between the body and air (Fig. 2.1a). If a TEG is placed on

the skin (Fig. 2.1b), the device behaves as a thermal load of the thermal generator.

The thermal circuit of a wearable TEG placed in contact with the skin involves

the thermal resistance of the body,RHG, and of the ambient air,RHS. These resistors

are connected in series and represent the thermal resistance of the thermal genera-

tor. Despite the fact that the air is a heat sink, in terms of thermal circuit, its thermal

resistance acts in the same way as the one of the body, i.e., of the heat generator,

and must be included into the thermal generator. In other words, the thermal

resistance of the body and air is the thermal resistance of the environment

surrounding the TEG. The heat flow in the circuit,W, is the ratio of the temperature

difference between the deep body temperature, or core temperature, Tcore and the

ambient air with the temperature Tair to the thermal resistance of the circuit.

The normal core temperature in humans is about 37�C with a day-to-night

variation of 0.5–1�C. Animals, in general, have similar core temperatures, but in

cattle it is frequently a little higher, up to 39�C. In camels and baby animals, it can

further raise up to about 41�C. The highest core temperatures, up to about 45�C,
have been registered in small birds. Typically, the bird temperature ranges

between 38�C and 42�C. At night, however, birds have the lowest temperature,

which is called nocturnal hypothermia. In general, the smaller the animal, the

smaller wearable TEG is needed to produce the same power. The smallest TEG is

required on a bird because of a high heat transfer coefficient from it during flight

(forced air convection), which is good for the bird.

It is obvious from Fig. 2.1b that the available temperature difference DT ¼ Tcore
– Tair can never appear on the TEG because of high thermal resistance of the

ambient air and, frequently, of the body. The ratio RTEG/(RHG + RHS + RTEG)

determines the part of available temperature difference to be obtained on a TEG,

i.e., DTTEG ¼ (Tskin – Trad), where Trad is the temperature of the outer surface of the

TEG, which is called radiator. The thermal resistors composing the thermal

generator are variable and depend on each other, and on the thermal resistance of

a TEG. Therefore, Tskin and Trad in Fig. 2.1b are not the same as in Fig. 2.1a at the

same ambient conditions. The increased thermal resistance of the circuit in

Fig. 2.1b due to a thermal load causes also the heat flow W to decrease.

Because of specific conditions of a thermopile application discussed above, there

are specific requirements to both the thermopile and the TEG in most of the energy

harvesters including wearable devices. First, the optimal thermal resistance of a

thermopile, Rtp, required for maximum power generation must be equal to:

Rtp ¼
Rpp RTEGopt

Rpp � RTEGopt

; (2.1)

where Rpp is the parasitic thermal resistance of a TEG, and RTEGopt is the optimal

thermal resistance of a TEG, at which power generation reaches its maximum.

The parasitic thermal resistance, Rpp, is always observed due to: (1) air inside the

TEG, (2) holding mechanical components interconnecting the cold and hot sides of
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a TEG, i.e., the elements connected thermally in parallel to the thermopile, and

(3) a heat exchange due to infrared radiation. The thermal resistor Rpp is connected

thermally in parallel to the thermopile between its hot and cold junctions. Actually,

it may include some thermal resistance associated with parasitic heat transfer from

the heat source to the radiator or to the boundary layer through convection and

radiation outside the TEG. The optimal thermal resistance of a TEG can be obtained

from the equation of its thermal matching with the ambient:

RTEGopt ¼
RHG þ RHSð ÞRem

2 RHG þ RHSð Þ þ Rem
; (2.2)

where RHG is the local thermal resistance of human body between the body core and

the chosen location on the skin, RHS is the thermal resistance of a heat sink, i.e., the

thermal resistance due to convection and radiation on the outer side of TEG, and

Rem is the thermal resistance of a TEG which could occur if the TEG would be

“empty,” namely, with no thermoelectric material in it. Equation (2.2) is a thermal

equivalent of electrical matching of a generator with its load. The last requirement

is that the thermal insulation factor N, defined as

N ¼ Rem= RHG þ RHSð Þ; (2.3)

must preferably be more than one. This ratio depends on the area of radiator,

the contact area with the skin, and on the thickness of a TEG. The thinner the

TEG, the less power it regrettably produces due to thermal shunting of a thermopile

through the air and holding components. The maximum power takes place at the

optimal temperature difference between the cold and hot thermopile junctions,

DTtp. The latter can be expressed as:

DTtp ¼
DT

2 1þ 1=Nð Þ ; (2.4)

so that at N ¼ 1, only 25% of DT can be obtained on the thermopile. If N� 1, DTtp
approaches a half of DT like in the other reversible heat engines. The thermal

conductivity of air is significantly less than that of thermoelectric material and can

therefore be neglected. In this case, one can obtain the expression for the power that

can be reached in a wearable TEG, Pmax, as:

Pmax ¼
Z

8

DT
RHG þ RHSð ÞDTtp; (2.5)

where Z is the thermoelectric figure-of-merit.

From (2.1) to (2.5), a compact wearable TEG should be semiempty, where the

thermopile must occupy only a minor part of the device volume. The rest must be

filled with air or with a material showing thermal conductivity less than the thermal

conductivity of air. The radiation heat exchange between the hot and cold

components of a TEG must preferably be minimized through the use of materials
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with low emission coefficient in long-wave infrared spectral region, i.e., metals.

The requirement of a “semiempty” TEG offers a good chance to body-powered

power converters to be embedded in pieces of clothing. Such low-weight devices

could be user-friendly and comfortable while being worn.

2.3 Calculated Characteristics of Wearable TEGs

The factorN, as follows from (2.4) to (2.5), must exceed one for satisfactory power

generation. This places a barrier for the minimal thickness of a TEG at a fixed area

that it occupies on the human body. The thermal resistance of the thermoelectric

material and air between the two plates of a TEG is proportional to the distance

between the plates (Fig. 2.2). However, decreasing the thickness of a TEG does not

essentially affect the thermal resistance of thermal generator (Fig. 2.1). As a result,

e.g., a thermopile weaved in clothes cannot produce satisfactory power levels. This

is because N becomes much less than one. Therefore, unacceptably low DTtp is
developed on the thermopile. It could have a thermal resistance of a few cm2K/W,

while for reaching the power maximum it should be hundred times higher.

There are two basic ways to maximize the power. The first way is to make a thin

TEG, say, 3-mm-thin, and provide a very good thermal isolation between the plates

of the TEG (Fig. 2.2b). This increases numerator of (2.3), the factor N, and the

power. The two plates larger than the area occupied by a thermopile are required to

Fig. 2.2 A thermopile between the hot and cold plates of a thermoelectric generator (a), and the

cross-section of wearable thermoelectric generators: (b) a thin TEG on the human skin (1) filled

with the material (2) with a thermal conductivity much less than that of air, and (c) a thick air-filled

TEG with a radiator (3). The other thermally isolating and shock-protecting components are: (4)

encapsulation wall, (5) rigid supports such as pillars, and (6) a thermally isolating protection grid

that allows air convection and being transparent for infrared radiation
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decrease the thermal resistance of the thermal generator (i.e., of the environment)

and to get optimal temperature difference on the thermopile. Because of fragility of

thermoelectric materials, the device must be enforced by using stiff supports, such as

pillars or an encapsulating wall, placed in between the plates. In principle, filling of

such a TEG with the material having thermal conductivity less than that of air could

be advantageous for further lowering parasitic heat exchange between the plates.

The device could be integrated into a piece of clothing. However, such a TEG does

not reach the best power that can be obtained on a person because of a low factor N.
Furthermore, accounting for technological limitations in industrial fabrication pro-

cess of thermopiles, only a low voltage, much less than 1 V can be obtained in a

compact device. As a result, only several thermoelectric devices connected electri-

cally in series could guarantee an output voltage of the order of 0.5–1 V, which can

be effectively used for powering electronic devices. As an alternative, the TEG

could be made thicker, e.g., 1–2-cm thick. Despite complications related to integra-

tion of such units into clothes, it could reach much higher N, and therefore better

power per unit area of the skin. As a result, thicker units would produce higher

voltage and it becomes possible to use only one unit for powering a wearable device,

of course, if the TEG produces power enough for the particular application.

The secondway tomaximize power is to decrease the denominator in (2.3), i.e., the

thermal resistance of the thermal generator. This can be done by using a fin radiator, or

the one with pins. Of course, such radiator consumes some volume of the TEG.

The device with a radiator cannot be therefore thin. However, in a TEG that has a

thickness of 1–2 cm, the radiator helps to further increase the factor N and the power.

As a numerical example, let us analyze a wearable TEG resembling a big button

of 3 cm in diameter. In the calculations, we will vary the thickness of such unit and

determine the dependence of maximum power on its thickness. The device

resembles the one shown in Fig. 2.2b; however, the empty space between the

plates is filled with air, i.e., (2) is air. Two rigid metal plates with a thickness of

1 mm will provide stiffness to the device and good thermal conductance from the

human skin to the thermopile and from the latter to the ambient air. The small

temperature drop related to limited thermal conductivity of the plate material is

neglected. It is assumed that the unit is integrated in a piece of clothing and is

located on the chest or arm of the person. We assume that the heat transfer to the

ambient is described by natural convection and radiation. The heat transfer

correlations are used for a vertical plate with a characteristic length of 30 cm

(Incropera and DeWitt 1996) while assuming that the heat transfer from the outer

surface of the device is the same as from the clothed human being. The calculations

are performed for the distance between the plates from 0.5 to 8 mm, so that the

thickness of the TEG varies from 2.5 to 10 mm. The other parameters are: air

temperature is 22�C, the deep body temperature of a subject is 37�C, the thermal

resistance of the body is 250 cm2K/W, Z ¼ 0.003 K�1, the supports and encapsu-

lation together have a thermal resistance of 400 K/W per 1 mm distance between

the plates, the emission coefficient of the outer surface of the TEG is 90%, no

radiation heat transfer between the polished aluminum plates, and no convection

inside the TEG, i.e., it is encapsulated.
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The results of modeling show that the thermal resistance of an empty TEG that

scales linearly with its thickness results in a decreased thermal resistance of the

thermally matched TEG if it is thin (Fig. 2.3a). The factor N becomes small and the

temperature difference on the thermopile decreases to about 1�C even in the optimized

TEG (Fig. 2.3b). At the thickness less than 6 mm, even a half of the theoretical power,

(2.5), cannot be reached because N < 1.

Ideally, a wearable device and its power supply should be small. Therefore,

the power produced per unit volume of a TEG is of primary importance. Under the

conditions specified above, it has a maximum in a 4–5-mm-thick device (Fig. 2.4a).

The absolute power produced in a thicker device increases (Fig. 2.4b); however, the

volume increases more rapidly than the power. Analysis shows that increasing

the thickness from 2.5 to 6 mm causes an increase of the power because of increase

in numerator of (2.3). In a thicker device, on the contrary, decreasing the

denominator of (2.3) could effectively help to further increase the power.

Therefore, a second device has been modeled, which resembles the TEG shown in

Fig. 2.2c. In the modeled device, there is no protection grid. Then, the only

difference with the first modeled device is that a part of its volume is occupied by

a radiator. The results of such modeling are shown in Fig. 2.4, too. The radiator size

increases up to 40% of the device volume in a 10-mm-thick TEG. It enables keeping

the maximum power generation independent of the volume (Fig. 2.4a). Therefore,

power generated by such TEG increases linearly at least up to 10-mm thickness.

One should not expect linear increase of the power in devices thicker than 1 cm.

Actually, in such devices, the other effects that have been neglected in the

above modeling start to be important. Application of the radiator results in local

increase of the heat flow in humans. The larger the radiator, the larger is the heat

flow and the lower is the skin temperature under the TEG. The radiator temperature

decreases below the temperature of the outer surface of a clothed person. Therefore,

the heat transfer becomes less effective than it was assumed in the model. We can
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conclude from Fig. 2.4 that an optimized small wearable TEG can produce about 25

mW/cm2 and about 25 mW/cm3 indoors, i.e., with no wind, no sunlight, no pieces of

clothing worn on top of the TEG, and in the location on the human body, where the

thermal resistance of the latter is 250 cm2K/W.

The measured performance characteristics of wearable TEGs are close to their

theoretical analysis performed in this section. However, if the TEG is located on an

open skin surface, the radiator temperature is significantly less than the skin

temperature. Consequently, the power per unit volume decreases as compared

with calculations performed in this section due to higher temperature of the

convection layer formed around the human body. Based on both theoretical and

practical results (still to be discussed below), we conclude that a correctly designed

unobtrusive TEG in the right location on the human body can produce approxi-

mately 10–30 mW/cm2 of electrical power in moderate climate, on 24-h average.

The produced power depends on the thickness of a TEG and its size: the thicker the

TEG, the better is power generation while the larger the TEG, the less power per

unit area is produced. It also very much depends on the location on the human being

therefore the latter requires particular attention.

2.4 Human Body as a Heat Source for a Wearable

Thermoelectric Power Supply

Medical studies of the properties of a human being, in particular, of heat flows and

its thermal conductance are typically performed on the whole human body or on its

parts such as the head, arm, hand or trunk (Hardy et al. 1970; Itoh et al. 1972).

Furthermore, they are mainly conducted on naked skin surface. Clothes change the
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overall heat flow from the human body and its pattern. Clothes have a tremendous

effect on the heat transfer from the body at ambient temperatures less than

25–28�C. All three main channels of heat rejection, namely, convection, radiation,

and evaporation from the skin surface are affected by clothes. The lower the

ambient temperature, the larger is the percentage of heat dissipated from open

skin, i.e., from the face. The trunk has much more stable temperature at different

ambient conditions (temperature, wind, and sunlight) than the head and extremities.

This is because people choose appropriate clothes depending on the weather

conditions. However, even indoors, at typical temperatures of 20–25�C, certain
variations of the skin temperature are observed on the scale of centimeters.

An example of the temperature map of the wrist and hand is shown in Fig. 2.5a.

The temperature profile around the wrist is shown in Fig. 2.5b as measured at two

indoor ambient temperatures. The temperature reaches maximum close to the radial

and ulnar arteries. Local heat flows also change from place to place. If a TEG is

attached to the body, especially the one with a radiator, the heat flow depends not

only on the skin temperature, but also on the local thermal resistance of the human

body. The latter is defined as a thermal resistance between the body core and the

chosen location on the skin.

As an example, the skin temperature has been measured in the middle of the

forehead before attaching a TEG and under attached TEG. At 21.5�C, a heat flow of

9.5 mW/cm2 and a thermal resistance of 380 cm2K/W have been measured by using

a thermopile with a thermal resistance of 50 cm2K/W attached to the forehead.

A skin temperature of 34.7�C has been measured, but a deep brain temperature of

37.5�C has been assumed to obtain the thermal resistance. Then, a TEG with a fin

radiator of 1.6 cm � 1.6 cm � 3.8 cm size has been attached on the same place.

The contact area between the TEG and the skin was 4 cm2. The heat flow has

increased to 22.5 mW/cm2, the thermal resistance of the forehead has decreased to

227 cm2K/W, and the skin temperature under the TEG dropped to 30.9�C.

Temperature, oC

a b

35.44–36.00
34.88–35.44
34.31–34.88
33.75–33.31
33.19–33.75
32.63–33.19
31.50–32.63
<31.50

Typical
location of
a wathch

16
15

14

13

12

11

10
9 8

7

6

5

4

3

2
1

Radial

Ulnar

T, oC

29
30
31
32
33
34
35
36

Fig. 2.5 (a) Temperature map of the hand (palmar view). The infrared image is taken with

calibrated radiometric camera within the 8–12 mm spectral range. (b) Temperature profiles around

the wrist with a circumference of 17 cm at two ambient temperatures, 27�C (circles) and 22.3�C
(diamonds), measured indoors
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The increase of heat flow due to radiator has caused a decrease in the thermal

resistance of the forehead by a factor of 1.7.

The thermal resistance of the wrist under a large-size TEG with a fin radiator of

1.6 cm � 3.6 cm � 3.8 cm size (Fig. 2.6a) has been measured in the distal forearm

of students at 22.7�C. In the typical location of a watch, its average value measured

on 77 volunteers sitting still for several tens of minutes is 440 cm2K/W.

The volunteers have been asked to attach the TEG to the wrist with tightness

according to their preferences. Therefore, the contact area of the hot plate of a

TEG with the skin varied a little in uncontrollable way. Therefore, the statistical

data presented below in Fig. 2.6b account for the user-related tightness, which is

useful for designing TEGs. The heat flow through a TEG was 200 mW, on average;

however, it depended on the skin temperature. The latter measured on 77 persons

shows variations within the 27.5–32.5�C range with 30�C on average. The mean

heat flow varied with the skin temperature from 15 to 24 mW/cm2. However, the

standard deviation, s, due to difference between subjects was large, with a s/mean

of 17%. Therefore, the corresponding thermal resistance largely varied. In 90% of

studied subjects, the thermal resistance of the body combined with the skin-to-TEG

interface contact resistance was within the 200–650 cm2K/W range.

To understand importance of the thermal resistance of the body for designing a

TEG, we divide the thermal resistance into two components. The first one, Rc-r,

denotes the thermal resistance between the body core and the arterial blood in the

wrist. The second component, Rr-TEG, denotes the thermal resistance between the

arterial blood and the hot plate of the TEG. At a blood temperature of 35.8�C, on
estimate, the Rc-r and Rr-TEG can be evaluated, assuming a core temperature of 37�C
(Fig. 2.7a). As one can see, only Rr-TEG strongly depends on the skin temperature.

Therefore, within the measured range for skin temperatures, the thermal resistance

in the wrist observed between arteries and the skin dominates over the vasomotor

Fig. 2.6 (a) Thermoelectric generator on the wrist and (b) the heat flow through the TEG per

square centimeter of the skin measured indoors on the wrist of 100 people sitting still at a mean

room temperature of 22.3�C
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response, thermal resistance of the cardiovascular system, and interface contact

resistance between the skin and the TEG.

Two experiments have been conducted to demonstrate the importance of

accounting for the thermal resistance of the body. In the first one, its comparative

measurements have been performed in three locations: on the forehead, on the wrist

(on the radial artery), and on the chest, left side, on lowest ribs. A TEG with a size

of 3 cm � 4 cm � 0.65 cm and with a thermal resistance of 580 cm2K/W has been

used in this experiment. The heat flow at 22.8�C was the same, however the skin

temperature was different, from 33.8�C in the wrist to 35.8�C in the forehead.

The corresponding thermal resistance of the body varied from one location to

another by a factor of three. The same TEG has also been integrated sequentially

in nine locations in a shirt (Fig. 2.7b). The corresponding thermal resistance shows

large variations (Fig. 2.7c). Therefore, the power generation varies within a factor

of three over the nine measured locations.

In the second experiment, the ability of the human being to provide large heat

flow has been studied. A thermopile with a thermal resistance of 50 cm2K/W has

been attached to the wrist in two locations, namely, on the radial artery and in the

typical location of a watch. A large piece of aluminum maintained at room

temperature has been provided on the outer side of the thermopile and served as

almost perfect heat sink. The experiment shows that, on the radial artery, a heat flow

of 90 mW/cm2 exceeds by a factor of three the heat flow that the human being can

provide in the location of a watch. However, in indoor applications, the heat flow

exceeding 15–30 mW/cm2, depending on the location of a TEG, causes sensation of

cold. Therefore, an acceptable heat flow of 10–20 mW/cm2 through a wearable

TEG supplied with a radiator seems the maximum indoors.

In cold environment, certain zones of the human body allow larger heat flow

with no sensation of cold. As measured outdoors on the neck, near an artery, the

maximum heat flow of 60 mW/cm2 was acceptable at air temperature of 0�C. At a
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Fig. 2.7 (a) Estimated thermal resistance per square centimeter of the skin measured at 22.7

� 0.5�C on the wrist of 77 people under the attached TEG: (1) is the thermal resistance between

the body core and arterial blood in the wrist, (2) is the thermal resistance between the arterial blood

and TEG. (b) Nine locations, where the thermal resistance of the human being has been measured,

and (c) is the thermal resistance of the human body at 23�C depending on its location on the trunk
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temperature of –4�C, a heat flow of 70 mW/cm2 was still quite comfortable on the

front side of the leg, about 25 cm above the knee of a person wearing jeans.

The maximum comfortable heat flow of 100–130 mW/cm2 has been registered on

the radial artery in the wrist, at air temperatures of –4�C to +2.3�C. Therefore, the
TEG with a thickness of 3 cm unobtrusively produced in this location a power of

1–1.4 mW/cm2 on a walking person.

2.5 TEGs in Wearable Devices

The first wearable TEG serving as a power supply for a simple wireless sensor

worn on a wrist has been fabricated in 2004 (Fig. 2.8a, b). At 22�C, it produces a
power of 100 mW transferred into the electronic module of a sensor node. This is

the only 40% of the generated power because of low efficiency of the voltage up-

converter. The latter is a necessary circuit component because the output voltage

from the TEG fluctuates indoors within the 0.7–1.5 V range. At 0.7 V output, the

power is not enough for the sensor, while at 1.5 V, too much power is produced.

Therefore, at the system level, a short-or long-term power reserve must be

provided in the form of rechargeable battery or a supercapacitor to avoid power
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Fig. 2.8 (a) The first wrist TEG: (1) is the electronics module, (2) is a hot plate, and (3) is a

radiator. (b) A similar TEG worn next to a watch. (c) A TEG with a pin-featured radiator. (d) A

waterproof TEG for outdoor use. (e) A TEG in the wireless sensor for measuring the power

generated by people in real life. (f) The power produced by the device shown in (c) in the office on

a sitting (circles) and walking (triangles) person
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shortages. By using such energy storage element, the power gained by a TEG on

occasional basis can be uniformly redistributed and consumed at near-constant

rate over a long period of time. In the first wireless sensor, the electronic board was

powered by two NiMH cells (2.4 V). The power generated at daytime was enough

for powering the electronics and a 2.4 GHz radio, and for transmitting several

measured parameters to a nearby PC every 15 s.

In 2005–2006, watch-size wrist TEGs of three different designs have been

fabricated (Fig. 2.8c–e). The power generated in the office on a person sitting still

for a while is shown in Fig. 2.8f. At 20–22�C indoors, the TEG produces 200–300 mW
at an open-circuit voltage of 2 V. This power decreases to about 100–150 mWat night

or on a person resting for a long period of time, i.e., at lowmetabolic rate. However, it

rises in a few minutes of walking indoors to 500–700 mW. This power increase is

explained by the forced air convection on a walking person. On the same reason,

i.e., because of wind and more physical activities, wearable TEGs work better

outdoors. Taking into account adverse illumination conditions at home, on transport

and at night, these TEGs are much more powerful, on 24-h average, than the best PV

cells because themajority of people spend indoorsmost of the lifetime.Higher voltage

allows direct charging of an NiMH cell. However, at temperatures above 26�C, the
TEG is mismatched with the cell and the efficiency of power transfer decreases.

Therefore, some wireless sensors have been made with a supercapacitor as the charge

storage element instead of a battery because the former can start storing energy at

lower voltage. Thismeans that the battery-less device worksmore efficiently at higher

ambient temperatures than the device with a battery.

An example of such sensor node is shown in Fig. 2.8e. The 4-stage thermopiles

used in the TEG have an equivalent aspect ratio of thermocouple legs of 35. At a

distance of 7 mm between the hot plate and the radiator, this aspect ratio is the

optimal one. Therefore, at ambient temperatures within the 20–22�C, the TEG

produces more than 25 mW/cm2, i.e., almost the maximum possible power. In the

best orientation of the TEG, namely, facing the radiator down, the power reaches

30 mW/cm2. The battery-less wireless sensor node has been designed to track the

power produced by the human being at high ambient temperatures in real life.

To make it functional at such temperatures, the duty cycle for the radio transmis-

sion bursts is made variable to prevent power shortages. On the other hand, it

allows consumption of all the produced power at typical ambient temperatures,

where otherwise the supercapacitor would be saturated and the harvested energy

would not be transferred into it. By varying the interval between transmissions

from 0.1 to 100 s, the voltage on the charge storage supercapacitor is maintained

always near the matching point. The sensor node has been tested up to an ambient

temperature of 35�C. The measurement results show that a temperature difference

of 2–3�C between the skin and air provides enough power for the sensor.

An interesting observation is that due to fluctuations of air and skin temperatures,

different activities of a person, and variable both sunlight and wind, a battery-free

device is able to work at any ambient temperature, at least, a part of the time. Even

at a mean ambient temperature equal to the skin temperature, the average power

production is not zero.
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It is interesting to compare the performance characteristics of the TEG shown in

Fig. 2.8d with the modeling results obtained in Sect. 2.3. This TEG has a distance

between the plates of 7 mm, the 0.5-mm-thick hot plate and the 1.5-mm-thick cold

plate, so that the TEG has a thickness of 9 mm. According to Fig. 2.4, it can produce

up to 20 mW/cm2. There are some differences between the calculated case and the

TEG shown in Fig. 2.8d. First, the TEG has a larger cold plate of 3.4 cm in

diameter, but a contact area of about 6 cm2 between the hot plate and the skin is

less than in above calculations. It has also been tested on the wrist therefore the heat

transfer coefficient is better than in the modeled device. However, the protection

grid adversely affects the power and partially decreases the convective and

radiation heat transfer from the TEG. The measurements of the power generation

have been performed at ambient temperatures of 23–25�C. The device produces by
about 17% less power per unit area than its thicker version shown in Fig. 2.8c. This

corresponds to a power of 140 mW, or 15.8 mW/cm2 at 22�C, a pretty close to the

modeled 140 mW (Fig. 2.4). More exact modeling of this device on the wrist

performed earlier has predicted 160 mW, or 17.8 mW/cm2 at 22�C, but with no

protection grid.

A TEG similar to the one shown in Fig. 2.8c has been used as an energy supply

for the first body-powered medical sensor, namely, a pulse oximeter or SpO2

sensor. The device noninvasively measures the oxygen content in arterial blood

by using a commercially available finger sensor (Fig. 2.9). This battery-free device

is fully self-powered at an output update rate every 15 s. Its power consumption in

this case is 62 mW, while the TEG typically produces more than 100 mW. About

47% of power is used for the signal processing, 36% is consumed by two LEDs,

12% is used for a quiescent power, and 5% for the radio. The device switches

automatically on if there is enough voltage on the supercapacitor. In case of fully

discharged supercapacitor, it starts in about 15 min after putting the device on.

The signal processing in the pulse oximeter is performed onboard therefore a

minimal power is required for the radio transmission. In case of monitoring

biopotential signals, the waveform must be transmitted. In this case, the radio

consumes most of the power. To demonstrate the possibility of creation of more

complex battery-less wireless devices, a two-channel electroencephalography

(EEG) system has been fabricated (Van Bavel et al. 2008). It consumes 0.8 mW

Fig. 2.9 Wireless pulse oximeter (a, b) and the application running on a laptop (c)
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therefore the TEG must provide more power at 22�C to make sure that there will be

no power shortages at higher ambient temperatures. Taking into account that the

limit of the power calculated and measured in TEGs of 1–1.3-cm thick is about

25 mW/cm2, the device must occupy a relatively large area. Therefore, the TEG has

been divided into 10 units. The units are connected to each other in a track

resembling those of crawler-type tanks or big bulldozers (Fig. 2.10).

The thickness of radiators has been increased as compared to wrist TEGs to

increase the power per unit area of the skin. The TEG has a thickness of 29 mm.

The size of a hot plate track is 4 cm � 20 cm with a contact area to the skin of

64 cm2. The measured power at 22�C is about 2.5 mW, or 30 mW/cm2. The system

has been designed for the indoor use at 21–26�C. At a temperature below 18–19�C,
the heat flow through the TEG increases and the device is considered by users as too

cold. (At a temperature of 19�C, the power increases to 3.7 mW.) Therefore, to

make it acceptable for outdoor use at low ambient temperatures, the heat flow must

be decreased, i.e., the radiators must be smaller. As a result, at high ambient

temperatures the TEG would not produce enough power and its size would further

grow. Therefore, in the TEG acceptable at low ambient temperatures, PV cells

could be added. In a device with fixed dimensions, they compensate for a lack of

power from the TEG at high temperatures. Furthermore, PV cells are more efficient

outdoors and can gain a significant energy to be stored in a battery.

The EEG system, pulse oximeter, and the other sensors described in this section

have power consumption less than the power generated by a TEG in the worst

application scenario. However, at ambient temperatures of 35–38�C, thermoelectric

power minimizes. To provide enough power in such situation, a secondary battery

must be provided. As it has been shown, smart power management together with

Fig. 2.10 Wireless electrocardiography system powered by the body heat: (a) and (b) show the

TEG components in the assembling stage, and (c) is a completed device. (1) is a thermopile

module, (2) is a hot plate, (3) is a radiator and (4) is the electronics module
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decreased duty cycle and power consumption in case of energy deficit enable

body-powered devices in a wide temperature range. If high ambient temperatures

are expected for long periods of time for a particular application, it is also beneficial

to hybridize a TEG with PV cells.

2.6 Hybrid Thermoelectric-Photovoltaic Wearable

Energy Harvesters

Hybrid energy scavengers have been fabricated for EEG systems in 2008 primarily

to avoid sensation of cold induced by a TEG in cold weather. Figure 2.11a

illustrates the principle of hybridization of a TEG and PV cells. The latter are

mounted on the outer surface of radiators and serve as their external heat dissipating

surface. The TEG and PV cells are connected in two parallel electrical circuits and

charge one supercapacitor. Additional power gained by PV cells enables decreasing

heat flow through the TEG (and the produced power, too) thereby making it

comfortable in harsh weather conditions. One of the systems is shown in Fig. 2.11b.

The hybrid power supply provides more than 1 mW in most of the situations.

This is more than enough for the two-channel EEG application consuming 0.8 mW.

The absolute and relative input power gained from the thermoelectric and PV power

supplies constantly varies, thereby reflecting variations in both the illumination

level and the heat transfer from the head. A power of 45 mW was generated by

PV cells in direct sunlight (March, Belgium), while a power of 0.2 mW has been

measured in the office, far from the window in a cloudy day. The TEG provides

much more uniform power output than PV cells because it depends mainly on air

temperature and wind speed. At 22�C, indoors, the TEG generates 1.5 mW, while

outdoors, at 9.5�Cwith no wind, the power increases to 5.5 mW. The EEG system is

Fig. 2.11 (a) Cross-section of the hybrid thermoelectric-photovoltaic generator unit used in an

EEG system: (1) is a thermopile, (2) are PV cells, (3) is a radiator, (4) is a hot plate with (5) thermal

shunts. (b) Two-channel EEG system with a hybrid power supply (reproduced with permission

from Van Bavel et al. 2008)
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battery-free, so the power exceeding 1 mW is typically wasted. However, using a

supercapacitor instead of secondary battery allows demonstration of a nice system

feature: in less than 1 min (typically, in 10–30 s) after putting it on, the charge

storage supercapacitor is charged from the fully discharged state and the system is

self-started by the body heat.

As tested outdoors at a temperature of 7�C, the device is still very comfortable

for the user. As a rule of thumb, at 10�C outdoors, PV cells generate eight times

more power than the TEG while indoors the latter offers eight times more power

than PV cells in the office. By using a two-way power supply that exploits both

the heat dissipated from person’s temples and ambient light as energy sources, the

dimensions and weight of the TEG are reduced. The location on the hair is much

more convenient, according to user’s responses. In addition, the EEG system works

much more reliably at high ambient temperature like 28�C (with available light).

Comparison of a TEG with PV cells of the same area shows that the latter

generate much less power on average, because not much light is available indoors,

where the authors and the reader of this book are resting at this moment. In addition,

the quantum efficiency of high-efficiency PV cells at low illumination rapidly

decreases. If high efficiency is obtained in PV cells indoors, they could become

competitive to a thin TEG. The power in a TEG scales proportionally to its

thickness, at least within the 4–10 mm range. However, as modeled in Sect. 2.3,

even in a 4-mm-thin TEG, it can reach 10 mW/cm2. This is still much better than the

power generated by high-efficiency monocrystalline silicon cells, especially on a

24-h average.

2.7 TEGs in Clothing

A system integrated in a piece of clothing must be thin, lightweight, and should

sustain repeated laundry and pressing. Therefore, it must be waterproof, either

bendable under load or rigid, and sustain high temperatures. High accelerations in

modern washing machines up to about 300 g together with mechanical shocks

during use of devices set additional requirements for the mechanical strength and

shock protection. Photovoltaic cells are thin and even if enforced with a rigid or a

flexible metal plate, have a thickness of about 1 mm. TEGs can also be made

flexible, i.e., with thin plates. However, as pointed out in Sect. 2.3, the TEGs must

not be thinner than about 2 mm, otherwise, the area occupied by the TEG would

dramatically enlarge. The system components must also provide the sweat path

from the body to prevent wetting of the skin at high metabolic rate, e.g., during

exercise, and in a summer season. At a system level, a part-time use of a piece of

clothing suggests that the devices must hibernate during long periods of nonuse and

perform auto-start when in use.

To demonstrate the feasibility of such devices, an electrocardiography (ECG)

system has been integrated into an office-style shirt in 2009 (Fig. 2.12a). Unlike the

EEG and SpO2 sensors described in previous sections, it is powered by a secondary
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battery. The battery is constantly recharged using the wearer’s body heat.

The power consumption of the energy-efficient ECG system is 0.44–0.5 mW

depending on the sample rate. Given the best demonstrated power efficiency of

75% of voltage up-converter, the only 0.6–0.7 mW are required from the TEG.

The sample rate is set automatically depending on available power. To be com-

fortable for the user, the TEG is built on modular approach. Fourteen 6.5-mm-thin

TEG modules with outer metal plates of 3 cm � 4 cm size acting as radiators have

been integrated into the front side of the shirt (Fig. 2.12b). They occupy less than

1.5% of the total area of the shirt. According to the modeling results (Fig. 2.4a), the

TEG modules must produce near-maximum power per unit volume. In the office,

the TEG typically provides the power within the 0.8–1 mW range at about 1 V on

the matched load during person’s usual sedentary activity. On a person walking

indoors, the power production increases to 2–3 mW due to forced convection.

The radiators of TEG modules have been painted like chameleon into the shirt

colors, except one module, which is done to show the module size. The wiring and

the other modules of ECG system are located on the inner side of the shirt. Because

of high thermal resistance of thermally matched TEGmodules, they are never cold.

As measured at about 10�C outdoors on a person wearing a thick jacket, the power

typically increases a little at low ambient temperatures.

Two charging circuits, one with a TEG, and the other with PV cells are

connected to the power management module. Two amorphous silicon solar

cells of 2.5 cm � 4 cm size each has been integrated in the shirt on its shoulders.

PV cells have been added to the system because if the shirt is not worn for months,

the battery can be emptied due to its self-discharge. When the shirt is not used for a

long period of time, more than a month, it must be stored in an environment where

light is available periodically, e.g., in a wardrobe with windows. The power

provided by solar cells is enough to compensate for the self-discharge of the battery

and for the standby power. In this way, even after months of non-use, the electronics

Fig. 2.12 (a) Electrocardiography system integrated in a shirt. (b) One of thermoelectric modules

(1) and the left-side PV cell (2)
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is maintained in the ready-to-start state, waiting for the moment the shirt is used

again. If accidentally the battery is completely discharged, the shirt is still not lost.

Its PV cells must be just placed in direct sunlight and charged for several days.

By using a wake-up button, the operability of the system can then be verified.

Once the battery reaches the minimum working voltage, the up-converter

becomes functional and the ECG shirt can be worn again. During its daily use,

the produced power typically exceeds the power consumption, so the battery will be

fully charged in a course of several days. The system components, i.e., a TEG,

PV cells and electronics in a flex circuit, have waterproof encapsulation and sustain

machine washing with drying cycle at 1,000 rpm. If the TEG voltage drops to near-

zero, which happens when the shirt is taken off, the system switches into a standby

regime with 1 mW power consumption. The self-start of the system takes place

within a few seconds after touching the skin while the shirt is being put on again.

At a conversion efficiency of 75%, the system functions up to 25–29�C,
depending on the activity of the user. The harvesting still takes place up to 31�C
during a walk. This does not mean that the systemwill stop at an ambient temperature

of, e.g., 35�C. In such case, the battery will provide the power until the user enters an
air-conditioned room. Furthermore, a temperature of 35�C outdoors with a high

probability means that there is a plenty of sunlight, so that PV cells instead of a

TEG will be the main power supply for a while.

2.8 Development of New Technologies for Wearable

Thermopiles

The theory (see Sect. 2.2) does not require large-size thermopiles for the maximum

power generation in a wearable TEG. The only requirement for a TEG is that it

must have a thermally matched thermopile with high thermal resistance per square

centimeter of the skin. However, the power per unit area, at least within the 4–10

mm thickness of a TEG, scales linearly with its thickness (Sect. 2.3). If a small-size

thermopile is used in such TEG, the distance between the two plates of a TEG

(Fig. 2.2) must be kept the same. The design of a TEG changes a little (Fig. 2.13a),

i.e., one or two thermal shunts must interconnect a small-size thermopile with the

plates. (A thermal shunt is a thermally conducting element such as a spacer, a fin or

a pillar that thermally shunts a part of the environment.) Then, a miniaturized

thermopile can produce about the same power in a TEG of a fixed thickness as

obtained by using large-size thermopiles purchased on the market. This does not

mean that any small-size thermopile is good for wearable devices. Still both the

electrical contact resistance and the thermal conductance parallel to the thermopile

in a TEG must be minimized because these are parasitic factors that adversely

affect its performance characteristics (Sect. 2.2).

The modeling of a thermopile in a wearable TEG shows that due to scaling laws,

the smaller the thermopile, the lower aspect ratio is required to provide its thermal

matching (Fig. 2.13b). (An aspect ratio is the ratio of the length of thermocouple
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legs, l, to their lateral dimension, t.) Commercially available thermopiles require

high aspect ratio. For the device modeled in this section (Fig. 2.13b), it must exceed

20, at l¼ 2 mm, and 50, at l¼ 15 mm. Both values essentially exceed capabilities of

industrial technologies. Therefore, the only practical solution has been found to

build the TEGs described in this chapter, namely, the use of multistage thermopiles.

Decreasing the thermopile size causes proportional decrease of an aspect ratio that

is required for the same thermal resistance. As a result, at a length of thermocouple

legs of about 10 mm, the optimal aspect ratio decreases to values acceptable in

microelectronic and microelectro mechanical systems (MEMS) technologies.

At larger dimensions, thick-film and inkjet printing technologies could be used

instead in thermopiles fabricated on a polymer tape (Stark 2006) as well as in

membrane-based and membrane-less thermopiles (Van Andel et al. 2010).

With microelectronic technologies, the aspect ratio required for 6–15-mm-long

thermocouples can be reached using projection lithography because a critical

dimension of 1–3 mm is sufficient. One of the possible designs is shown in

Fig. 2.14a. A height of 6 mmwith inclined thermocouple legs has been already reached

in the technological process developed for the polycrystalline SiGe (Fig. 2.14b)

(Su et al. 2010). This height corresponds to about 12 mm length of thermocouples.

A research is ongoing toward practical demonstration of poly-SiGe thermopiles with

high aspect ratio. The required low contact resistance between semiconducting legs

and metal interconnects, i.e., less than 100 O mm2 (Fig. 2.13b) seems feasible

(Wijngaards and Wolffenbuttel 2005). Alternatively, an on-chip vacuum packaging

can enable required performance characteristics even at larger contact resistance
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Fig. 2.13 (a) Design of a wearable TEG with a small-size thermopile (1) that is thermally

connected to the plates (3) by using thermal shunts (2). (b) Modeled dependence of optimal

parameters of a thermally matched thermopile in a wearable TEG of 3 cm� 3 cm� 1.7 cm size on

the length of thermocouple legs: N is the optimal quantity of thermocouples, l/t is an aspect ratio of
thermocouple legs, Rtp is the thermal resistance of a thermopile, DTtp is the temperature difference

between hot and cold junctions, and P is the power calculated at a contact resistance of 10 O mm2

(solid line) and 100 O mm2 (dashed line) between semiconducting legs and metal interconnects
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(Xie et al. 2010). To obtain performance characteristics shown in Fig. 2.13b, a film

technology for BiTe materials still must be developed. Thick-film BiTe processes

have already been demonstrated (Böttner et al. 2004; Snyder et al. 2003). In the near

future, thermoelectric properties of film-based BiTe are expected to approach those of

bulk materials, but this is not an easy technological task.

Miniaturizing of thermopiles offers a potential for essential reduction of the

fabrication cost. The expected production cost of micromachined thermopiles is by

a factor of 100–1,000 less than the cost of today’s thermopiles on the market

because only 1–2 mm2 of the wafer is required for a compact wearable TEG.

A film-based thermopile on a polymer tape could require several square centimeters

of the tape, a hundred times larger area. However, the low cost of thick-film and

inkjet technologies, and the tape itself could result in a low cost, too. Therefore,

wearable thermopiles can be very competitive on cost with the batteries in mass

production.

2.9 Conclusions

The theory of a wearable TEG shows that a power of 10–30 mW/cm2 can be

produced for a typical person indoors. These values have been also practically

obtained in different prototypes of wearable self-powered wireless sensor nodes

powered either thermoelectrically or by using hybrid thermoelectric-PV generators.

The evolution of body-powered devices during 6 years of their development

indicates that only low-power applications, i.e., those consuming below 1 mW,

can be unobtrusively powered indoors by using human body heat. This means that

practically none of medical devices existing on the market can be turned into self-

powered ones. On the other hand, it has been shown that most of the wireless health

monitoring and medical devices can work at a power of less than 1 mWwith no loss

Fig. 2.14 Surface micromachined arcade thermopile. (a) The conceptual design of a

thermocouple. Three thermocouples are shown. (b) An SEM picture of a poly-SiGe thermopile

test structure with a 6 mm topography and a critical dimension of 3 mm (reproduced from Su et al.

2010 with permission from Elsevier)
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in the signal quality. Further miniaturizing energy scavengers can be done in case of

electronics with less power consumption and with lower power radio. The related

research is ongoing worldwide. A simple wireless sensor consuming 10 mW has

already been demonstrated (Pop et al. 2008). Such sensor can be powered by a very

small TEG, because only 1–3 cm2 of the human body area is needed to get the

required power. However, to obtain a voltage of at least 1–2 V in such a small TEG,

film-based miniaturized thermopiles must be developed. In the near future, an

optimized wearable TEG is expected to outperform any existing battery of the

same weight in less than 1 year of its use. A possibility of low-cost fabrication

technology and green energy are also very attractive features of the discussed

devices. Therefore, a TEG can become a good candidate for serving as a lifetime

power supply for low-power wearable electronics in the near future.
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Chapter 3

Wireless Communication Technologies

for Wearable Systems

Steve Warren and Balasubramaniam Natarajan

Wireless communication technologies and wearable health-monitoring systems are

inexorably linked, as wireless capabilities allow devices worn by ambulatory

patients to share data (and often power) in real time with other wireless nodes.

Such systems incur little-to-no cost in terms of patient/device interaction and are a

dramatic improvement over traditional store-and-forward wearable monitoring

devices, such as Holter monitors. In addition, the ad hoc networking functionality

supported by emerging plug-and-play wireless standards points to the inevitable

reality of patient environments that host pervasive networks of wireless health

care devices whose primary role is to increase their quality of life. Clearly, the

realization of these wireless tools does not come without cost. Wires that may have

once provided high data throughput and access to power, data storage, and

processing resources are no longer available. The engineering challenge is therefore

to incorporate adequate power, data storage, and processing capabilities on

the wireless devices to balance the throughput and operational lifetime needs

of the monitoring application. Concurrently, one must consider security issues

associated with broadcasting previously local information.

This chapter provides an overview of wireless technologies relevant to wearable

health monitoring systems, including categories of wireless devices, networking

topologies, and standards (both existing and emerging) that will help to ease the

transition into health monitoring environments pervaded by wireless wearable,

nearby, and desktop medical sensors. These thoughts are followed by a synopsis of

safety and security issues that inevitably arise from using wearable, wireless health

monitoring systems as well as the design considerations that come into play when

working with wireless links. Next, the authors briefly address technologies available

to a developer to implement wireless solutions. This is followed by a synopsis of a few

recent efforts that utilize wireless technology for human/animal health monitoring.
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3.1 System-Level Considerations

Wireless communication links have been a mainstay in commercial and military

domains formany years.Wearable healthmonitoring technologies also have a notable

history of several decades in the form of devices, such as electrocardiogram,

Holter monitors (Raciti et al. 1994; Thakor 1984), and accelerometer-based ped-

ometers (Meijer et al. 1991). The merger of the two technology classes, however, is

relatively recent. It was not until themid-to-late 1990s thatmedical-sensor-laden body

area networks (BANs), a.k.a. personal area networks (PANs) or wireless personal area

networks (WPANs) (IEEE 2004; Istepanian et al. 2004; Istepanian and Laxminaryan

2000; Yao et al. 2005), became a focus of discussion because of their potential to

support continuousmonitoring of high-risk patients without imposing severe mobility

limitations affiliated with desktop clinical, home care, and telemedicine systems.

Since that time, advances have occurred in the areas of wireless networking technol-

ogies and wearable devices that in aggregate make mobile health [a.k.a. “m-Health”

(Istepanian et al. 2004), “unwired e-med” (Istepanian and Laxminaryan 2000)],

or wireless personal health [“p-Health” (Teng et al. 2008)] a feasible health

monitoring alternative as opposed to an esoteric possibility. Excellent surveys of

wearable, wireless health monitoring efforts, and the clinical potential for these

technologies can be found in the aforementioned references in addition to

(Bonato 2009; Hung et al. 2004; Lymberis 2003a, 2003b; Nakajima 2009; Ooi et al.

2005; Pantelopoulos and Bourbakis 2010).

At the system level, wireless wearable systems by nature imply wireless

transmission ranges of 10 m or less, ad hoc network creation, plug-and-play

interoperability, the ability to stream data from multiple sensors when needed,

and the capacity to operate at very low power levels for long periods of time.

These requirements were not well met by traditional wireless technologies,

including those that supported consumer applications, such as garage door openers

and television remote controls. The embedded biomedical systems community

therefore started to look toward emerging standards, such as Bluetooth

(BluetoothSIG 2010; Chen et al. 2003; IEEE 2004; Kroc and Delic 2003; Park

and Kang 2004; Yao et al. 2003) and, more recently, ZigBee (Huang and Park 2009;

IEEE 2010a, 2010b; ZigBeeAlliance 2010; Zito et al. 2007a, 2007b) to meet those

needs. During the same time frame, radiofrequency identification (RFID)

(Lehpamer 2007; Pereira et al. 2008; Tuttle 1997; Ze et al. 2008) technologies

were developed for numerous security and inventory tracking applications, yet their

promise for biomedical monitoring applications was clear. Even more recently, cell

phone technology has become a focal point of discussion (Lam et al. 2009), as cell

phones have the potential to offer both the functionality and the economy of scale

desired for wearable data loggers that serve as BAN hubs.

This section presents a comparative analysis of enabling wireless technologies

for BAN implementation and the networking topologies they support. It then

concludes with notes about information security and patient safety that are unique

to wearable health monitoring systems.

52 S. Warren and B. Natarajan



3.1.1 Body Area Networks

Many high-level architectures have been proposed for health monitoring systems

that employ sets of wearable sensors and their supporting communication and

information storage networks (Cheng et al. 2008a, 2008b; Crowe et al. 2004; Durresi

et al. 2008; Galeottei et al. 2008; Gialelis et al. 2008; Hung et al. 2004, 2009; Jovanov

et al. 2005; Jung et al. 2009; Kim and Lee 2008; Kroc andDelic 2003; Lam et al. 2009;

Lee et al. 2007;Massot et al. 2009; Mendoza and Tran 2002;Montgomery et al. 2004;

Sagahyroon et al. 2008; Thiruvengada et al. 2008; van de Ven et al. 2009; Wang et al.

2009a, 2009b; Warren et al. 2004a, 2004b; Wu and Xiaoming 2007; Yao et al. 2005).

The most common system-level, functional architecture [see Fig. 3.1 (Jovanov et al.

2005)] includes (1) a network of sensors on the body that stores its data to a wearable

or handheld data logger/hub that then communicates wirelessly with a local base

station or Internet gateway, (2) a central command center that receives data from these

gateways, and (3) a network backbone infrastructure that facilitates the exchange of

information between the command center and the appropriatemedical service centers.

While issues such as security and reliability as addressed in this chapter apply to all

three levels of network communication, this chapter focuses on wireless technologies

for the BANs themselves [item (1) above]. This is because architectural topologies at

Fig. 3.1 Depiction of a body area network with its supporting information infrastructure. Cour-

tesy Dr. Emil Jovanov, University of Alabama at Huntsville, USA. Originally published in

(Jovanov et al. 2005)
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the body level are quite limited, promoting a focused discussion in a single chapter.

At the body level, sensors communicate bi-directionally with wearable/handheld data

loggers, which then interact with the resources external to the wearer. Mesh sensor

topologies, wireless routing schemes, and other more complex topological

approaches are typically unnecessary at the body level due to the close proximity of

the wireless nodes. In addition, the peripheral technologies that support the local

gateways and the extended backbone network infrastructure (which may include

cellular systems, wireless local area networks, or HomeRF implementations) are

mature, and treatments of such subsystems are addressed in numerous wireless texts.

3.1.2 Wireless Standards Comparison

WPANs are a class of networks that subsumes BANs. Specifically, WPANs are

short-range networks usually confined to the personal operating spaces of users.

The first WPAN effort was initiated in 1998 with the emergence of Bluetooth

technology (BluetoothSIG 2010). In 1999, the IEEE 802.15 standards working

group was created, and this group has since been actively involved in developing

wireless standards for the personal area network arena. The IEEE 802.15.1

standard based on Bluetooth technology was the first standard to address

WPANs. This was followed by efforts of the IEEE 802.15.3 task group which

led to the ZigBee standard (ZigBeeAlliance 2010). Finally, the IEEE 802.15.4 task

group is developing a standard for low-data-rate sensor network applications

(IEEE 2010a, 2010b). In the following subsections, we provide a brief discussion

of these enabling wireless technologies, which are expected to provide most BAN

implementations in the near future. Table 3.1 provides a comparison between

features of candidate WPAN technologies (Ashok and Agarwal 2003).

3.1.2.1 Bluetooth – IEEE 802.15.1

In 1998, a group of companies sought to develop technology to enable wireless

interconnectivity between personal devices (e.g., laptops, personal digital

assistants, digital cameras, etc.), respectively, separated by 10 m or less. Bluetooth

technology was developed to meet this need. In 1999, the IEEE 802.15.1 working

group adopted the Bluetooth specifications as the basis of a 1MbpsWPAN standard

(IEEE 2004). (The name Bluetooth comes from the Danish king Harald Blatand

(Bluetooth), who united the Scandinavian people in the tenth century.)

Bluetooth links operate in the 2.4 GHz unlicensed band. More specifically,

the 2,402–2,480 GHz industrial, scientific, and medical (ISM) band is divided

into 79 equally spaced 1 MHz channels, which each Bluetooth device employs

using random hops. During transmission, these hops occur at a rate of 1,600 hops/s.

The modulation scheme uses binary Gaussian-shaped frequency shift keying

(GFSK) at a 1 Mbps rate. Typical transmitter output power is about 1 mW,
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with an option to scale up to 100 mW for larger transmission ranges. The low

transmission power makes Bluetooth devices suitable for battery operation.

Additionally, when operating within the 10 m communication range, Bluetooth

devices can organize themselves into piconets. Each piconet has a master

node which controls and communicates with at most seven slaves; this master–slave

mode of operation avoids contention within the system. Piconets can operate

independently, and their configurations can change spatially and over time. Every

new device that wishes to enter a piconet must register with the master node. If the

master node is already full with seven slave nodes, the new device registers in

“parked” mode. Devices may also exist in standby mode when they do not associate

with a piconet. Communication among members of a piconet is defined in the IEEE

802.15.1 standard, and details regarding all of the protocol layers in a Bluetooth

system can be found in (IEEE 2004). Wearable, wireless systems based on the

Bluetooth specification can be found in (Chen et al. 2003; Crk et al. 2009; Galeottei

et al. 2008; Hung et al. 2004; Kroc and Delic 2003; Park and Kang 2004;

Sagahyroon et al. 2008; Shen et al. 2008; Warren et al. 2006; Wu and Xiaoming

2007; Yao et al. 2005; Yao and Warren 2005).

3.1.2.2 IEEE 802.15.3 and WiMedia

Since the Bluetooth standard is not intended for high-rate multimedia applications,

the IEEE 802.15.3 working group pursued a high rate (11–55 Mbps) WPAN

standard in 2003 with a focus on medium access control (MAC) and physical

layer (PHY) specifications (IEEE 2009). This standard specifies an ad hoc PAN

topology similar to the master–slave Bluetooth architecture: devices can assume

either master or slave functionality and exit or enter the ad hoc network without

Table 3.1 WPAN comparison (Ashok and Agarwal 2003)

Bluetooth (802.15.1) WiMedia (802.15.3) ZigBee (802.15.4)

Operational spectrum 2.4 GHz 3.1–10.6 GHz 2.4 GHz and

868/915 MHz

PHY layer details Frequency hopping

spread spectrum

(FH-SS),

1,600 hops/s

Multiband OFDM DSSS with BPSK

or MSK

Channel access Master slave

polling

CSMA/CA CSMA/CA

Max data rate 1 Mbps 480 Mbps 868 MHz to 20 kbps

915 MHz to 40 kbps

2.4 GHz to 250 kbps

Coverage radius <10 m <10 m <20 m

Typical current drain 1–60 mA Up to 400 mA Very low (20–50 mA)
Relative cost per node Low Medium Very low

From AGRAWAL/ZENG. Introduction to Wireless and Mobile Systems, 2E. #2006 Cengage

Learning, a part of Cengage Learning, Inc. Reproduced by permission. http://www.cengage.com/

permissions
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complicated setup procedures. The MAC is based on CSMA/CA (Carrier Sense

Multiple Access with Collision Avoidance) (Rappaport 2002). In CSMA, each

device first listens to the channel for a predetermined amount of time to verify if

it is idle. If the channel is idle, then the device transmits; if it is not, the device defers

its transmission. The PHY layer of the 802.15.3 standard specifies operation in the

unlicensed 2.4 GHz frequency band with four 15 MHz channels. Depending on

the data rate supported (11, 33, 44, or 55 Mbps), one of the five modulation

techniques is used. The base modulation is differentially encoded QPSK (quadrature

phase shift keying) with options to switch to uncoded QPSK, trellis coded QPSK,

and 16/32/64-QAM (quadrature amplitude modulation). Transmit power complies

with the FCC specification of 0 dBm, and range is limited to 10 m.

The 802.15.3a group was formed to create a high-speed enhancement of

the 802.15.3 PHY layer. The focus of this group was to develop a standard that

would support bit rates up to 480 Mbps using principles of ultrawideband (UWB)

communication (Reed 2005). However, the task group was unable to unify the

two candidate proposals for the standard (multiband orthogonal frequency

division multiplexing (MB-OFDM)-based UWB and direct sequence UWB) and

was therefore dissolved in 2006. The WiMedia alliance, a consortium of more

than 350 organizations, has adopted MB-OFDM-based UWB as the enabling

technology for high-rate PANs (WiMedia 2010). Wireless USB is based on

the WiMedia Alliance’s MB-OFDM-based UWB PHY layer and is capable of

sending up to 480 and 110 Mbps at distances up to 3 and 10 m, respectively.

It operates in the 3.1–10.6 GHz frequency range. Recently, the Wimedia Alliance

released an enhanced UWB PHY specification that supports up to 1,024 Mbps.

A wearable, wireless systems based on the WiMedia specification is described in

(Shaban et al. 2009).

3.1.2.3 IEEE 802.15.4/ZigBee

The IEEE 802.15.4 specification defines a standard for low-rate, low-power

WPANs that are well suited for body area and home networking applications

(e.g., home automation, security, etc.). In 2000, the ZigBee Alliance and the

IEEE 802 working group came together to build the specifications for low-rate

PANs (ZigBeeAlliance 2010). The IEEE working group addressed the PHY and

MAC layers, while the ZigBee Alliance defined the higher layer protocol

specifications. IEEE 802.15.4 supports both star and peer-to-peer network

topologies. The MAC layer is once again based on CSMA/CA. The PHY layer is

based on direct sequence spread spectrum techniques operating in the unlicensed

2.4 GHz ISM band worldwide. There is also a provision for use of the 868/915

MHz bands in Europe and in the United States, respectively. The 2.4 GHz band

supports data rates up to 250 kbps, while the 868/915 MHz band supports rates of

20 and 40 kbps. BPSK modulation is specified, and spectrum spreading is

accomplished using a 15-chip m-sequence. A choice of aggregating four bits

and using minimum shift keying (MSK) modulation is also provided. A typical
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coverage radius for each of these devices is envisioned to be around 10–20 m.

Wearable, wireless systems based on the ZigBee specification can be found in

(Huang and Park 2009; Sukor et al. 2008; Thepvilojanapong et al. 2008; Zito et al.

2007a, 2007b).

3.1.3 Device and Information Surety

“Surety” is a broad term that aggregates the concepts of security, safety, reliability,

verifiability, redundancy, usability, and other system properties that speak to the

ability of the system to always work as anticipated and in the best interest of the

user. In the case of wireless, wearable health monitoring systems, surety is

essential. For example, the transition from wired to wireless connections makes it

more difficult to control who can access patient data. These wireless data should

therefore be encrypted – a straightforward design problem given encryption

facilities provided in cellular phone products and base wireless standards, such as

Bluetooth and ZigBee. A system designer must also make reasonable decisions

about on-body connections, balancing the power and computational costs of

encryption and on-body key distribution against the likelihood that, e.g., sensor-

to-data-logger transmissions will be intercepted (Dağtaş et al. 2008). Means must

be in place to authenticate the identity of patients that use these devices, since data

corruption (e.g., storing health data in the wrong patient record) is arguably in some

contexts a greater concern than a breach of patient confidentiality.

Patient-authentication approaches germane to wireless, wearable systems

include device pre-activation for a unique user, smart cards (Kim et al. 2008),

implantable RFID pills (Perakslis and Wolk 2005), fingerprint/palm recognition

(Corcoran et al. 2007), i-Button-based device activation protocols (Daradimos et al.

2007), shared cryptographic keys based upon acquired physiologic values

(Venkatasubramanian et al. 2008) and biometric approaches based upon the wave-

forms acquired from the patients (e.g., electrocardiograms (Sriram et al. 2009)

and photo-plethysmograms (Gu et al. 2003; Shu-Di et al. 2005; Wan et al.

2007)). The concept of “owner-aware” sensors is tightly coupled to the authentica-

tion of the patient in wireless, wearable health monitoring systems (Warren and

Jovanov 2006; Warren et al. 2005a, 2005b).

Wireless transmissions are also more susceptible to data corruption and packet

loss when compared to their wired counterparts. Data integrity measures, such as

cyclic redundancy checks, are well-known approaches for addressing data loss

and are treated by numerous wireless communication texts and articles

(Durresi et al. 2005; Sklavos and Zhang 2007). Like encryption, a designer must

balance the computational, power, and throughput costs of these approaches

against the available system resources, which can be minimal at the BAN sensor

level. A large body of work exists that addresses information surety as it relates to

patient safety within the context of health monitoring systems (Venkatasubrama-

nian and Gupta 2006), and guidelines published by the U.S. Food and Drug
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Administration are changing to address the use of wireless, wearable systems in

home environments (Lewis 2001). In a more general way, the Health Insurance

Portability and Accountability Act (HIPAA) of 1996 (DHHS 2010; Meraki 2009;

O’Dorisio 2003) includes a broad mandate to protect data in health networks from

unauthorized access and tampering. Excellent treatments of security issues in low-

power, ambulatory wireless devices can be found in texts, such as (Stavroulakis

and Stamp 2010).

3.2 Lower-Level Tradeoffs

3.2.1 Wireless Technology Categories

BAN developers have an array of short-range, low-power wireless technologies at

their disposal. Technologies for on-body communications fall into three general

categories:

1. Radiofrequency (RF) links

2. Inductively coupled (magnetic) links, and

3. Intrabody communication approaches

Tools for data-logger-to-base-station interactions are generally RF links, where

Bluetooth, ZigBee, and WiMedia are all viable alternatives depending on

throughput and power consumption requirements (see Sect. 3.1.2). Cell phones

will also fill this role. The paragraphs below speak primarily to the technologies that

will be used on-body.

Category 1 – Radiofrequency links are by far the most commonly used on-body

technology set; many commercial off-the-shelf tools exist to implement RF links.

As noted in Sect. 3.1.2, operational ranges for BAN carrier frequencies have been

specified as part of the broader collection of ISM radio bands, and multiple “form

factors” exist with this broader category of links. First, RF links can be designed

with custom transmit/receive electronics and antennas, where these specialized

designs may be targeted toward specific power, size, and frequency specifications

(Zito et al. 2007a, 2007b). Second, chip-level solutions driven by industry standards

can be purchased that offer a development kit which can be used to test driver

firmware and the viability of the wireless link prior to incorporating the chip in a

board-level design. Examples of such tools include the Nordic nRF24L01 single-

chip 2.4 GHz transceiver (Chen et al. 2008; Nordic 2010; Wong et al. 2009) and the

Jennic JN5139 kit (ZigBee and 6LoWPAN at 2.4 GHz) (Li and Warren 2010).

Recent activities have also targeted ultra-low-power MEMS at the microwatt level

as chip-level candidates for wearable wireless sensors (Enz et al. 2007; Otis et al.

2004). Higher-level designs such as the Linx 916 MHz modules allow one to easily

interface a wireless link to a host microcontroller through a serial port (Jovanov

et al. 2001). For even greater ease of use with point-to-point connections, some
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wireless tools serve as simple RS-232 or USB dongles, allowing one to disconnect a

serial line and insert a set of two wireless modules, where the modules effectively

function as a cable segment, setting up their wireless connection in the background

without the knowledge of the host system. Early applications for this technology

were driven by replacements for printer cables.

A more sophisticated RF toolset that includes fully functional nodes (with

radios, storage, preprogrammed networking capabilities, and often on-board

sensors) would fall within a grouping of wireless tools commonly referred to as

“motes.” These tools allow programming access to higher-level network function-

ality, freeing the developer from the details of the low-level network interactions

and allowing them to concentrate on BAN sensor interfacing, development of

custom sensor designs, and data analysis tasks. In other words, motes allow one

to create a simple, stable wireless network with relatively little effort compared to

a custom design, assuming that the physical form factors, data rates, and power

requirements for these mote-based nodes are suitable for the intended application

environment. Many mote platforms already incorporate sensors for ambient

temperature/humidity, light levels, three-axis acceleration, and global position.

Additional sensors can be integrated with a parent mote through the use of a

small daughter card. This class of technology is available through companies

such as CrossBow (e.g., MICA2 motes at 868/916 MHz and TelosB

motes at 2.4 GHz; Crossbow 2010), Moteiv (e.g., Telos motes at 2.4 GHz;

Jovanov et al. 2005; Moteiv 2010), and Intel [e.g., next generation motes (Intel

2010) and Shimmer Motes (Patel et al. 2009)]. The primary advantages of this

approach include the ability to quickly establish a robust wireless network, soft-

ware-only interaction with the wireless units themselves, the availability of a host

operating system (e.g., TinyOS) on the wireless board, and the potential for high-

volume use via a purchase order. Disadvantages include a limited set of form

factors (size, computational capabilities, and power draw that may be an awkward

match for a given application), the expense of a network at current prices, and

resource inflexibility.

While the aforementioned resources are general purpose wireless networking

tools, new RF products are emerging that are intended to fulfill BAN roles. A good

example is the Texas Instruments eZ430 Chronos unit: a wireless sports watch

(based on the TI CC430 915 MHz radio) that is accompanied by a development kit

at an overall cost of $50 U.S. (TexasInstruments 2010). It is specifically geared

toward use as a hub for personal area networks (e.g., to store pedometer or heart rate

data) or a node for remote data collection. The watch contains an integrated

pressure sensor and a three-axis accelerometer.

Category 2 – Inductive links rely on magnetic coupling to convey information

between a transmitter and a receiver (Bunszel 2001; Zierhofer and Hochmair 1990).

On the transmission side of an inductive link, the electronics drive an electric current

(containing the carrier signal and patient data) through a loop antenna, which creates

a magnetic field that surrounds the entire transmitter. This directional magnetic field

decreases in intensity as 1/r3 in its near field, where r is the distance between

the source and receiving antennas (Microchip 1998; Simons and Miranda 2006).
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When a receiver loop antenna is placed within the magnetic field, a current is

generated that is fed to the receiver electronics. Ferromagnetic cores and multi-turn

windings are used to optimize the transmit/receive coupling, and the transmit/receive

LC tanks must be tuned to their resonant frequencies for optimal transmission. Most

inductive links for through-tissue transmission operate in the frequency range of 125

kHz to 300 MHz.

Inductive links hold an advantage over traditional RF transmissions in their

ability to send data through tissue, where the associated sensors may be ingested,

implanted, or simply on opposite sides of the wearer’s body. RF transmissions in

the 900 MHz to 2.4 GHz range are essentially useless in a tissue medium due to

water-based attenuation (Sharma and Guha 1975). In a magnetically coupled link,

the transmission range is more affected by the transmit/receive winding radii and

their numbers of turns, core permeabilities, and relative orientations than by the

presence of tissue/water within the transmission region (Microchip 1998).

Because of their ability to transmit power wirelessly within their near field,

inductive links are attractive means to recharge pacemakers (Papastergiou and

Macpherson 2008), implanted neural prostheses (Troyk and DeMichele 2003),

and implanted insulin pumps (Furse 2009). They can also provide power to

(and receive data from) passive RFID chips (Microchip 1998), some of which can

be injected into a host, and other implanted devices (Simons et al. 2006). These

links can be used to provide commands and firmware upgrades to implanted devices

(Liang et al. 2005) and to receive signal/image data from ingestible gastrointestinal

pills (Chirwa et al. 2003; Swain 2003) and implantable sensors (Mackay 1961;

Strömmer et al. 2006). Animal applications (e.g., swallowable health monitoring

pills for cattle) have pushed the start of the art for such designs, since transmit/

receive distances can be on the order of 3–4 ft between, e.g., a swallowable pill

in the reticulum and a receiver coil on a halter (Hoskins et al. 2009; Martinez 2007;

Martinez et al. 2006; Warren et al. 2008a, 2008b).

Category 3 – Intrabody communication links are relatively new and use the

body tissue as a transmission medium (Cho et al. 2007; Fujii et al. 2006; Gao et al.

2009a, 2009b, 2009c; Goldstein 2006; Hachisuka et al. 2003; Ruiz and Shimamoto

2005; Sasaki et al. 2004; Sasamori et al. 2009; Shinagawa et al. 2004; Sun et al.

2007; Xu et al. 2009). In this approach, signals are transmitted between on-body or

intra-body transceivers using either electromagnetic waves (Cho et al. 2007;

Hachisuka et al. 2003, 2005; Ruiz and Shimamoto 2005; Sasamori et al. 2009) or

electric fields (Fujii et al. 2006, 2007; Gao et al. 2009a, 2009b, 2009c; Shinagawa

et al. 2004; Wegmueller et al. 2007, 2009, 2010). The near-field, electromagnetic

method treats the human body as a waveguide and employs both two- and four-

electrode schemes [e.g., over a frequency range of 200–600 MHz (Ruiz and

Shimamoto 2005) and at 10.7 MHz (Hachisuka et al. 2003, 2005)]. Different

modulation schemes (e.g., FSK, ASK, BPSK, and MSK) for the electromagnetic

solution operate within this context to achieve high transmission rates

and low error rates. Near-field electric methods treat the human body as a conduc-

tor wrapped in an insulator. A current loop is established by the transmitter

electrode, the body channel, the receiver electrode, and the capacitive return
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path through ground. This allows the use of a distributed resistance-capacitance

model to analyze the channel characteristics as a function of frequency and

channel length (Cho et al. 2007). A transceiver for this approach (based on an

electro-optic sensor design) that is suitable for detection of small and unstable

electric fields produced by the human body was reported in (Sasaki et al. 2004,

2009; Shinagawa et al. 2004). Shinagawa’s module enables IEEE 802.3 (IEEE

2010a, 2010b) communication at a 10 Mbps data rate over a 150 cm distance

through tissue with a 0.04% packet error rate.

Intrabody communication shows promise in that (1) data can potentially be

transferred to handheld computers or embedded terminals simply through a single

touch (“Touch-And-Play”; Hyoung et al. 2006) and (2) communications are con-

fined to the body area, providing more secure transmissions and less interference

with other wireless signals. Applications that utilize this technology have started

to emerge. A touch-and-play JPEG image printer application was developed, where

an image file can be digitally transferred from one hand to the opposite hand with a

1 Mbps data rate (Hyoung et al. 2006). A guidance system for blind people was also

conceived to send a signal from a foot sensor to an earphone (Ruiz and Shimamoto

2005). Finally, a distributed implanted sensor network using galvanic coupling was

built to enable wireless communication between implanted devices (Wegmueller

et al. 2009, 2010). Drawbacks of intrabody communication are that the method

has no compelling applications that are not already served by other RF technolo-

gies, it does not yet work reliably, and it may face perception problems among the

general public because of the ability to send and extract data with a single touch

(Goldstein 2006).

3.2.2 Signal Throughput

One of the challenges when designing a reliable wearable wireless system is to

understand the throughput variability that occurs in practice. A common approach

for designing wireless solutions is to first calculate throughput requirements based

on (1) the number and types of sensors used, (2) the sampling rate, and (3) the

amount of information that is to be exchanged. This is followed by identifying

wireless modules that claim to provide a certain data rate and then integrating them

with the sensors. Unfortunately, more often than not, this exercise does not offer the

expected performance. Practical data rates tend to be lower than the maximum rates

indicated in the specifications. This is due to a number of factors. First, a system’s

usage environment plays a major role. For example, Bluetooth and wireless LAN

devices operate in the unlicensed 2.4 GHz ISM band. Many household devices such

as cordless phones, microwave ovens, and car alarms also operate in this band and

serve as interferers that can lower transmission rates. Second, network specifica-

tions usually denote the aggregate data rate supported and state that the rate per

device may not be guaranteed as the number of deployed devices increases. Finally,

the rated throughput values typically indicate “raw data rates”, whereas actual data
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rates must accommodate information transmission overhead such as (1) channel

coding, (2) training data for channel estimation, (3) frame synchronization

packets, (4) addressing/authentication information, and (5) higher MAC/Network/-

Application-layer-related information. In the off-the-shelf, standards-based

wireless chipsets and solutions discussed earlier, the end-user cannot control the

amount of transmission overhead. As a result, over the years, researchers have

developed custom wireless protocol solutions with lower overhead for various

applications (Agrawal et al. 2003; Nguyen and Ji 2008). In summary, it is important

for the designer to understand the practical variability in throughput and account for

this at the design stage. Custom solutions for specific applications are always the

best way to optimize performance. However, development and implementation of

custom solutions is not trivial and usually takes time and effort that make it

unattractive.

3.2.3 Resource Allocations

Another important consideration in wearable systems is the means to distribute the

information processing load. A typical wearable system consists of a network of

sensors that measure complementary (sometimes redundant) health information. An

initial vision was to have the sensors store their raw data and periodically upload those

data to a central processing unit. However, with advances in embedded processing and

the low cost of memory, it is now practical to perform local data processing at the

sensor level prior to communication, saving battery life in themeantime. For example,

a wearable pulse oximeter may decide to calculate and transmit only the blood oxygen

saturation level rather than send raw photo-plethysmographic (PPG) data. This dis-

tributes the information processing task to the sensor and minimizes the amount of

data communicated over the wireless link.

The key benefit of distributed signal processing is that power spent on

communication is lowered at the cost of more processing power at the sensor

level. Since wireless communication is the dominant drain for battery power,

distributed signal processing approaches have received attention in the sensor

networking arena. At the same time, it is important to remember that communicating

“quantized” or “partial” information to the central processing unit limits the ability

of the system and its users to detect and act on information. For example, the

knowledge one can gain from postprocessing a complete ECG or PPG waveform

is no longer available if only a summative health metric is communicated.

Distributed processing variants can be implemented to overcome this drawback.

For example, if the wearable devices detect abnormal health metrics, they can then

send entire waveforms to the central processing unit for postprocessing. If the patient

is healthy, devices can communicate summative health metrics periodically and

sleep in the interim.

In summary, no universal solution exists with regard to resource/task allocation

in a wearable system. This depends on the specific application and the goals of
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the monitoring system. Most importantly, implementing a centralized or smart

distributed processing solution must consider cost/complexity/communication/

power constraints that vary from system to system.

3.2.4 Power Optimization

Sensor battery lifetime is a priority in wearable, wireless sensor networks.

One straightforward way to increase the lifetime of a BAN is to improve the

lifetimes of the batteries that power the sensors. However, the goal of this section

is not to focus on battery technology but rather opportunities for power optimization

and management that are unique to BANs.

Since communication consumes the bulk of the power, it is natural to first consider

how to optimallymanage transmit power for a specific BAN topology. The discussion

of distributed signal processing in the previous section is closely related to power

optimization. Effective data compression/quantization at the sensor level also reduces

the amount of information to transmit, which in turn reduces the power consumed to

complete the transmission. In addition, when developing custom wireless solutions,

one may wish to implement adaptive power control strategies. For example,

calculating the minimum power required to accomplish successful transmission and

ensuring that every sensor is operating at that power level can significantly improve

aggregate battery life. Power control can also be implemented in a manner similar to

cellular phone architectures. Here, the base station determines the power level for

every mobile phone operating in the cell and instructs (over a control channel) each

mobile phone to switch to the appropriate power level. A central processing unit can

similarly act as the power manager in a BAN. Additionally, power can be indirectly

reduced if the sensors can be programmed to determine the best modulation and

coding characteristic for each transmission. In a sense, the idea of software defined

radiomodules (Kenington 2005) can be used to ensure that power utilized to exchange

information is always minimized. Of course, strategies such as power control and

adaptive modulation come at the cost of increased complexity and additional control

signaling – a typical tradeoff in communication system design.

The baseline power consumed by the sensor for its processor and idle time

activities can also be managed to maximize lifetime. Researchers have assessed the

impact of putting sensor nodes in sleep mode, where their power consumption is

minimal (Li et al. 2006; Wu et al. 2006; Ye et al. 2004). Sensors are awakened only

when their information is required. Effective scheduling of sensor measurements in

time and space is an area that has received attention in a number of application

domains (Chhetri et al. 2005; Gupta et al. 2004; Xiao et al. 2008).

Energy harvesting is another enabling power management scheme for wear-

able devices, where energy is salvaged from sources such as solar, mechanical,

thermal, and chemical processes to reduce or eliminate the need for batteries that

must be replaced and disposed of over time. In the case of BANs, the idea is to

exploit the body and its associated activities as energy sources. For example,
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piezoelectric systems can convert motion from the human body into electrical

power (Khaligh et al. 2010). As a result, one can harness energy from leg/arm

motion and foot falls: piezoelectric materials can be embedded in shoes to recover

“walking energy” (Shenck and Paradiso 2001). Additionally, miniature thermo-

couples have been developed that convert body heat into electricity (Leonov et al.

2009). Another method to harvest energy is through the oxidation of blood sugars

as demonstrated by researchers at Saint Louis University (Minteer et al. 2007).

This approach can power implanted electronic devices (e.g., implanted biosensors

for diabetics, implanted active RFID devices, etc.). In all of these cases, the

harvested energy can power sensors and radios to form sensor networks. It is

important to note that the energy/power levels harvested from these sources can

be intermittent and quite small (on the order of microwatts). Devices conforming

to traditional WPAN/WLAN standards cannot function under these constraints.

Therefore, completely new PHY/MAC and higher layer protocol designs will be

needed to implement a network of energy harvesting sensors. Recently, the IEEE

802.15.4f task group has started working on developing guidelines for such low

power sensor systems.

3.3 Recent Applications of Wireless Technology in Wearable

Health Monitoring Systems

3.3.1 Human Applications

Published applications for wireless, wearable systems applied to human health

monitoring are numerous. Many of these are noted in the survey papers cited in

Sect. 3.1. This broad range of monitoring applications, coupled with the fact that

pervasive resources are a relatively new addition to the biomedical monitoring

toolset, has led to the development of a diverse set of custom, proof-of-principle

systems, as noted in Sect. 3.1.1. Table 3.2 collates some of the more recent human

health monitoring applications and populations for which wearable, wireless tech-

nologies show promise.

Many wearable, wireless systems have been built to accommodate one or two

primary types of biomedical sensors to address a niche application. The most popular

sensor category by far involves applications of electrocardiography (Bouwstra et al.

2009; Cheng et al. 2008a, 2008b; Finlay et al. 2008; Fulford-Jones et al. 2004; Isais

et al. 2003; Jovanov et al. 2005; Jun et al. 2005; Kyriacou et al. 2007; Munshi et al.

2008; Rashid et al. 2008; Shen et al. 2008; Wang et al. 2010; Yoo et al. 2010).

The hardware for one of these sensors, an ActiS activity sensor, is depicted in

Fig. 3.2 (Jovanov et al. 2005). This sensor node consists of a daughter card [Intelligent

Signal Processing Module” (ISPM)] interfaced to an off-the-shelf Moteiv Telos

wireless mote (Moteiv 2010). The ISPM contains two orthogonal dual-axis

ADXL202 accelerometers, a biosignal amplifier for ECG/EMG signal conditioning,
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and an MSP430F1232 microcontroller for digital signal processing and control. The

hostmote offers a USB interface for programming/communication, a wireless ZigBee

radio transceiver, open source software support, and on-board sensors for humidity,

temperature, and light level. Using this design approach, a developer can take

advantage of the mote’s built-in wireless networking capabilities and focus their

time on custom sensor issues.

Pulse oximeter sensors are also popular candidates for these wearable wireless

systems, as they offer the ability to obtain heart rate, blood oxygen saturation, respiration

rate, and other important hemodynamic and biometric parameters at low power and

without the need for electrical contact with tissue (Haahr et al. 2008; Han et al. 2007;

Jung et al. 2008; Kim and Lee 2008; Li and Warren 2010). A new pulse oximeter

design intended for such purposes is illustrated in Fig. 3.3 (Li and Warren 2010).

Table 3.2 Health monitoring application areas targeted by wearable, wireless systems

Application/population Research efforts

Cardiopulmonary assessment Cho and Asada 2002; Kim et al. 2007; Mandal et al. 2009;

Mendoza and Tran 2002; Wen et al. 2008

Chronic pain and pain

prevention

Hu et al. 2010; Jones et al. 2008

Elder care Atallah et al. 2008; Dinh et al. 2009; Hong et al. 2008; Stanford

2002

Emergency, rescue, and

extreme environments

Chen et al. 2003; Montgomery et al. 2004

Epilepsy Jones et al. 2008

Fitness and rehabilitation Fenu and Steri 2009; Jovanov et al. 2005; Li 2009; Li and Zhang

2007; Melzi et al. 2009; Waluyo et al. 2009

General/multipurpose Ashok and Agarwal 2003; Chen et al. 2008; Cho et al. 2009;

Crowe et al. 2004; Durresi et al. 2008; Fulford-Jones et al.

2004; Galeottei et al. 2008; Gialelis et al. 2008; Haahr et al.

2008; Huang et al. 2009; Hughes et al. 2007; Hung et al.

2004; Isais et al. 2003; Jones et al. 2008; Jovanov et al. 2001;

Jung et al. 2009; Kim et al. 2009; Kroc and Delic 2003;

Kyriacou et al. 2007; Lee et al. 2007; Massot et al. 2009;

Paradiso 2008; Park and Kang 2004; Strömmer et al. 2006;

Sukor et al. 2008; van de Ven et al. 2009; Wang et al. 2009a,

2009b; Wu and Xiaoming 2007; Yao and Warren 2005; Yao

et al. 2005; Zito et al. 2007a, 2007b

Implantable/ingestible sensors Fereydouni_Forouzandeh et al. 2008; Furse 2009; Guo et al.

2009; Liang et al. 2005; Mackay 1961; Simons et al. 2006;

Troyk and DeMichele 2003; Zierhofer and Hochmair 1990

Inter-vehicle communication

and highway use

Durresi et al. 2007

Activity/movement/motor skill

assessment

Bajcsy 2007; Barth et al. 2009; Bonato et al. 2003; Hedman et al.

2009; Moy et al. 2003; Purwar et al. 2007; Shaban et al. 2009;

Thiruvengada et al. 2008; Zhang et al. 2008

Parkinsons/tremors Patel et al. 2009

Sleep apnea Lam et al. 2009

Stress level detection Chatterjee and Somkuwar 2008
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This reflectance-mode sensor is intended for use with wrist watches, head bands,

helmets, and other wearable configurations where transmission-mode devices are not

sensible. It is also intended to be a “surface integratable” element that can interface with

handheld platforms such as cell phones, PDAs, etc. so that users have easy access to

health sensors. The device is battery operated and rechargeable through a mini-USB

port. It can store many hours of data and incorporates a ZigBee wireless link on a Jennic

5139 platform. PPG data from this unit are high fidelity: they are unfiltered, exhibit

thousands of peak-to-valley digitization levels, are sampled at a high sample rate (240

Hz per channel), and have a high signal-to-noise ratio. The sensor’s design helps in this

regard, as it incorporates large-area photodiodes and an excitation/detection separation

that preferentially accepts photons, which have traveled deeper into blood-perfused

tissue. The insets in Fig. 3.3 illustrate the high quality, unfiltered PPG data that can be

acquired at different body locations using this sensor.

3.3.2 Animal Applications

On a final note, it is worth mentioning that wearable, wireless technologies for

health monitoring in humans demonstrate potential in the animal domain. In fact,

the human and animal domains exhibit tremendous similarity in terms of design

challenges at the sensor and system levels. In the animal domain, the primary

monitoring themes are animal tracking, traceability (the location of an animal

over its life span), and state of health. Wearable, wireless animal tracking

technologies speak primarily to resource management in poultry (Chansud et al.

2008; Oswald 2010) and other livestock (Laursen 2006; Salman 2003). The most

Fig. 3.2 ActiS activity sensor, which incorporates an acceleration/ECG daughtercard interfaced

to a Moteiv Telos wireless mote. Courtesy Dr. Emil Jovanov, University of Alabama at Huntsville,

USA. Originally published in (Jovanov et al. 2005)
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common tracking and traceability approaches involve the use of RFID technologies

(GrowSafe 2006; Lehpamer 2007; McAllister et al. 2000; Pereira et al. 2008;

Pongpaibool 2008; Ting et al. 2007; Tuttle 1997; Ze et al. 2008). In recent years,

more sophisticated systems have targeted health assessment through collections of

various sensors. For example, the GrowSafe system uses low-range RF technology

to ascertain feeding frequency and overall time spent at the feed bunk; parameters

that can be correlated to animal health (GrowSafe 2006). Other systems use small

collections of sensors to determine parameters such as animal lying time, heat

stress, GPS location, and estrus (Darr and Epperson 2009; HQ 2006; Lefcourt et al.

2009; Moen et al. 1996; Redden et al. 1993; Rodgers and Rempel 1996).

Some recent systems purport to combine wireless networking technologies and

wearable health monitoring sensors into more general-purpose systems. One of the

first systems to be designed in such a manner is illustrated in Fig. 3.4 (Nagl et al.

2003; Smith et al. 2006; Warren et al. 2004a, 2004b, 2005a, 2005b, 2008a, 2008b).

The overall embedded system design is based on the premise that each animal in a

Fig. 3.3 Battery-operated reflectance pulse oximeter with ZigBee wireless/USB data upload

capabilities, on-board data storage, a large-area sensor, and a filter-free design. The insets depict

unfiltered PPG data obtained at different body locations. Courtesy Kejia Li, Kansas State Univer-

sity, Manhattan, KS, USA
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herd will host a multi-parameter, wearable health monitoring device. In its current

implementation, the monitoring equipment illustrated in Fig. 3.4 will periodically

record an animal’s heart rate (through an adapted horse heart monitor from Polar

(Polar 2006)), core body temperature (ingestible pill from HQ Inc.; HQ 2006), head

motion (three axes of acceleration), and absolute position [via the global position-

ing system (GPS)], as well as the ambient temperature and humidity of the

surrounding environment. The system is designed to buffer these data for several

days if needed. When an animal wanders within range of a wireless, ZigBee-

enabled receiver (i.e., a base station), health data stored on the animal are uploaded

for analysis and storage. Base stations can be placed in animal congregation areas,

such as water troughs, feed bunks, and shelters. Given the weather and terrain

challenges associated with placing wearable sensors on the exterior of an animal,

KSU investigators have begun to focus their attention on ingestible pills that offer

potential to acquire health parameters such as core temperature, heart rate, rumen

pH, and respiration rate (Martinez 2007; Martinez et al. 2006; Warren et al. 2008a,

2008b). Because RF attenuation is significant in tissue, these pills will require the

use of new long-range inductive links that can transmit data several feet through

tissue from the inside of an animal to an external receiver (see Sect. 3.2.1)

(Hoskins et al. 2009).

Acknowledgments The authors acknowledge Dr. Emil Jovanov, The University of Alabama in
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Fig. 3.4 Wearable, wireless cattle health monitoring system that acquires core body temperature,

heart rate, three acceleration axes, ambient temperature, ambient humidity, and global position

(Nagl 2004; Smith et al. 2006; Warren et al. 2008a, 2008b)
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Chapter 4

Design of Wireless Health Platforms

Lawrence Au, Brett Jordan, Winston Wu, Maxim Batalin,

and William J. Kaiser

4.1 System Architecture Requirements for Wireless

Health Platforms

Wireless embedded platforms play a significant role in Wireless Health: For many

hidden medical conditions, symptoms may not reveal during traditional

clinical visits. Cumulative, free-living monitoring, where individuals are monitored

continuously with the use of wireless electronics and sensors, is considered a

potential solution for capturing additional physiological data (Bonato 2003).

From chronic disease management to physical rehabilitation, these platforms

have demonstrated their potential uses (Moy et al. 2003; Bonato 2005).

Designing wireless health platforms for continuous subject monitoring entails

multiple requirements and tradeoffs. For clinical use, physicians should be able to

specify diagnostic parameters and have complete control of the platforms based on

real-time diagnostic needs. In addition to accurate acquisition of sensor data,

information and tools that are significant or valuable to physicians include:

1. Event triggers: alerting physicians when any physiological sensing variables

exceeds a threshold value or when an event of concern is derived from sensor

fusion (Winters and Wang 2003; Wu et al. 2007).

2. Context snapshots: selectively collecting physiological data during specific user

contexts (e.g., jogging) (Park and Jayaraman 2003).

3. Evaluation of quality of life: recognizing various activities of daily living

(ADLs) and evaluating a subject’s overall well-being (Tu et al. 1997).

Design tradeoffs often pose challenges to the deployment of these platforms. The

combination of sensor data acquisition and signal processing algorithms must provide

adequate diagnostic and classification information to the subject or physician. For
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battery-powered sensor platforms, they must be sufficiently compact and lightweight

to be worn without inconvenience (Anliker et al. 2004; Bharatula et al. 2006).

The rest of the chapter describes major design considerations and applications

related to wireless health platforms for continuous subject monitoring.

4.2 System Design

Figure 4.1 illustrates the general system architecture of a wireless health platform.

4.2.1 Sensors

Sensors are essential for all monitoring applications. For continuous monitoring,

the most prominent sensors for activity recognition include accelerometers and

gyroscopes (Bao and Intille 2004; Jovanov et al. 2005; Stager et al. 2004).

Additionally, physiological signals are important in continuous monitoring. Typical

physiological sensors include heart rate monitor,1 ECG/EMG sensor (Wu et al.

2007), pulse oximeter,2 and respiratory sensor.3 Table 4.1 shows the typical power

consumptions of various sensors. For activity re-cognition, motion sensors (accel-

erometers and gyroscopes) can provide accurate information (Bao and Intille 2004),

and they should be integrated into the main printed circuit board to reduce the

overall size of the platform. External connectors for sensor board extension should

1 Polar T31 Transmitter Belt; http://www.polarusa.com
2Nonin Pulse Oximeter; http://www.nonin.com
3MLT1132 Piezo Respiratory Belt Transducer; http://www.adinstruments.com

Fig. 4.1 System architecture of wireless health platform for continuous monitoring
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be made available to accommodate additional sensors and provide sufficient

flexibility for more specific applications.

4.2.2 Signal Acquisition

Analog signals from sensors must be acquired and preprocessed appropriately to

obtain useful information. The preprocessing stage includes amplification and

filtering. The type of circuits necessary depends on the type of sensor used (piezoelec-
tric, voltage-output, current-output, etc.), dynamic range of signal output, and the

sampling requirements (Webster 1997; Wu 2008). Sampling requirements are

important in establishing whether a signal is adequately acquired to achieve sufficient

accuracy to enable event detection, motion classification, or sensor fusion (Au et al.

2009). Typical preprocessing stages include a low-noise, high-impedance amplifier,

and a second anti-aliasing filter for the analog-digital (A/D) conversion. A practical

example is the electrocardiogram (ECG) sensor circuit (Medical Applications Guide

2007).

Signal filtering presents critical requirements. For instance, low-pass filters for

accelerometers must be designed properly to reduce high-frequency spectral

components that are outside of the band of interest (Steele et al. 2003). The A/D

converter is an essential component for all signal acquisition system, and should be

selected for low-power operation. The resolution of A/D converters should have a

minimum of 12 bits for typical applications, but for some physiological signals such

as ECG, 16 bits or higher is needed.

Certain microelectromechanical systems (MEMS) sensors provide digital

outputs by embedding A/D conversion on the same MEMS packages. Future

platforms can take advantage of these sensors, further reducing the number of

external components, size of platform, and the overall power consumption.

Digitized signals are usually acquired through serial communication interfaces,

such as SPI and I2C.

Table 4.1 Typical power consumption of various sensors (Au et al. 2007)

Sensor Power

Piezoelectric sensor Passive

Temperature �0.1 mW

Accelerometer (tri-axial) �1 mW

ECG/EMG sensor 3–20 mW

Pulse oximeter �30 mW

Gyroscope (bi-axial) �30 mW

TMP35 Low Voltage Temperature Sensor (http://www.analog.com); Polar T31

Transmitter Belt (http://www.polarusa.com); ANT Alliance (http://www.thisi-

sant.com/); Zigbee Alliance (http://www.zigbee.org/); WT12 Data Sheet (http://

www.bluegiga.com)
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4.2.3 Processing Module and Data Storage

In terms of processing, embedded processors are used extensively in wireless health

applications: The CodeBlue project uses Crossbow’s MICA2 to implement a wear-

able sensor with capabilities for physiological monitoring (Malan et al. 2004).

Jovanov et al. have implemented an ECG sensor board, oximeter sensor, and other

signal processing modules on the Moteiv’s Tmote Sky platform (Jovanov et al.

2005). The BTnode provides a dual-radio (CC1000 and Bluetooth) architecture for

various applications in Body Sensor Networks (Beutel 2006). The iMote provides an

ARM7-based embedded processor and a Bluetooth radio (Nachman et al. 2005).

Other notable platforms include SHIMMER (Patel et al. 2007), eWatch (Maurer

et al. 2006), and e-AR (Pansiot et al. 2007).

For wireless health platforms, an embedded processor should be capable of

efficiently performing simple feature extraction algorithms (e.g., averaging, signal

peak detection). Most importantly, it requires multiple low-power modes to enable

energy-efficient operations and extend battery life (McIntire et al. 2006).

Furthermore, sensor data are either preprocessed and stored locally on the platform

(Kamijoh et al. 2001; Anliker et al. 2004), or transmitted to another location

(e.g., mobile devices) wirelessly (Jovanov et al. 2005; Gao et al. 2005; Wu et al.

2007). Consequently, additional data storage, such as external flash memory cards,

provides the capability to store raw sensor data for future analyses.

4.2.4 Wireless Interface

Prevalent wireless standards most suitable for wireless health platforms include

WiFi (IEEE 802.11), Bluetooth (IEEE 802.15.1),4 IEEE 802.15.4 (usually

associated with Zigbee protocol5), and the ANT protocol.6 WiFi is most

appropriate for high data rate applications (e.g., up to 54 Mbit/s with IEEE

802.11 g). It is also extremely power-hungry, and is not used in many platforms

with limited battery capacity. Bluetooth is widely supported in commercial mobile

devices, such as cell phones. It provides moderate data rates (3 Mbit/s in Bluetooth

2.0 + EDR), sufficient for many real-time continuous monitoring applications.

IEEE 802.15.4 is a low-power wireless standard designed for automated industrial

control, and is suitable for applications that require low data rates (250 kbit/s) and

intermittent data transfer. The ANT protocol is similar to IEEE 802.15.4 with

comparable power consumption and higher data rate (1 Mbit/s), and it is primarily

a proprietary protocol.

4 Bluetooth Special Interest Group; http://www.bluetooth.org/
5 Zigbee Alliance; http://www.zigbee.org/
6 ANT Alliance; http://www.thisisant.com/
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Selection of the wireless interface hinges on application needs, and the

designer must study the application carefully to determine the worst-case scenario

(e.g., maximum data rate required).

4.2.5 Energy Management

To improve energy efficiency, special energy management features should be taken

into consideration. A particularly important feature of the system architecture is

that it should be equipped with real-time energy accounting capability (Au et al.

2007; McIntire et al. 2006). The energy information derived from energy

accounting capability can be relayed to applications in software, and applications

can enable or disable subsystems on the platform through software-enabled power

switches based on real-time conditions. This hardware–software system approach is

critical for energy management because the real-time energy consumption of the

platforms translates to how effectively energy can be managed in applications

(Au et al. 2007; McIntire et al. 2006).

4.3 MicroLEAP: A Wireless Health Platform with Integrated

Energy Accounting

MicroLEAP (ULEAP) provides a new architectural solution for wireless health

platforms (Au et al. 2007). Primarily focusing on continuous subject monitoring, its

design emphasizes the unique requirements in wireless health applications.

It provides the required sensing resolution and a Bluetooth interface for compati-

bility with mobile devices with which the platforms must be interoperable. Most

importantly, MicroLEAP provides real-time energy accounting and management; it

can be placed in low-power modes to conserve battery energy, based on real-time

application needs.

4.3.1 Hardware

The MicroLEAP platform consists of three subsystems: processing, wireless, and

sensor. A simplified hardware architecture is shown in Fig. 4.2. A photo of the

MicroLEAP platform is shown in Fig. 4.3.

The processing subsystem contains the Texas Instruments’s MSP430 embedded

processor,7 an external 16-bit ADC, a microSD card slot, and energy accounting

circuitry. MSP430 provides multiple low-power modes to reduce energy

7MSP430F1611 Data Sheet; http://www.ti.com/msp430
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consumption during idle periods. The external 16-bit ADC supports an effective

sampling throughput of 100 ksps, sufficient for typical sampling requirements in

wireless health applications. UART, SPI, and I2C are available for serial

communications between subsystems.

The Energy Management Unit (EMU) is responsible for measuring energy

consumption and power-cycling subsystems. Current-sensing technique is used to

capture energy consumption. Charge samples are acquired with the on-chip ADC

and accumulated in memory, and they can be fetched through software.

Corresponding charge and energy values can be calculated using (4.1) and (4.2).

Q ¼ VADC;range sum

ð2B � 1ÞAv Rsense fsample
(4.1)

Fig. 4.2 MicroLEAP: hardware architecture

Fig. 4.3 MicroLEAP

86 L. Au et al.



E ¼ QVsupply; (4.2)

where, VADC,range ¼ input dynamic range of on-chip ADC (V); sum ¼ cumulative

sum of sample in memory; B ¼ number of bits available in on-chip ADC;

Av ¼ voltage gain of the amplifying stage (V/V); Rsense ¼ current-sense resistor

(O); Vsupply¼ supply voltage of the component (V); fsample¼ sampling frequency of

EMU (Hz); Q ¼ total change accumulated (C); E ¼ total energy consumption (J).

MicroLEAP is powered by a rechargeable Li-Polymer battery. A mini-USB port

is available for both platform programming and battery recharge.

Thewireless subsystem contains a Class-2 Bluetoothmodule that can be controlled

via an ASCII-based protocol.8 The protocol stack of the Bluetooth module includes a

serial port profile (SPP), which allows raw bytes to be transmitted via UART.

The sensor subsystem comprises a tri-axial accelerometer9 and a bi-axial gyro-

scope.10 Additional analog channels are available for external sensor circuits.

MicroLEAP accommodates an extension board for custom sensor development.

The external connector provides three to five additional analog channels, SPI and

UART interfaces, and an external voltage source. The extension board can be

mounted either perpendicularly or horizontally onto the main module. For instance,

a second gyroscope can be mounted perpendicularly onto the board to capture the

yaw angle (Fig. 4.3).

4.3.2 Software

MicroLEAP uses microC/OS, a multitasking, preemptive real-time operating sys-

tem, due to its small kernel footprint and relaxed constraints on hardware (Labrosse

2002). It contains all primary operating system features, such as a scheduler,

semaphores, mutexes, memory management, and task synchronization. Device

drivers and user APIs are designed in a layered approach to abstract any hardware

details when developing new applications. A simplified software architecture is

shown in Fig. 4.4.

Access to common features on MicroLEAP is done through a remote command

interface via Bluetooth’s SPP. Basic operations, such as selecting sampling rate and

sensor channels, can be enabled through sending ASCII-based commands from a

mobile device.11

8WT12 Data Sheet; http://www.bluegiga.com
9ADXL330 Tri-axial Accelerometer; http://www.analog.com
10 IDG-300 Integrated Dual-Axis Gyroscope; http://www.invensense.com
11Au LK. MicroLEAP documentation; http://www.ascent.ucla.edu/wiki/index.php/Uleap
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4.3.3 Performance

Table 4.2 shows the average power consumption of MicroLEAP. As expected,

Bluetooth consumes a significant portion of the total power. Furthermore, the gyro-

scopes are also power-hungry, suggesting that it should be used only when needed.

4.4 MicroLEAP Application: SmartCane

Falls are particularly serious among the elderly (Sattin and Nevitt 1993) and

disabled (Rubenstein and Josephson 2006), where the number of individuals with

fall-induced injury has been steadily increasing at a rate greater than accounted for

in terms of demographic changes (Kannus et al. 1999). Canes provide the required

biomechanical support for mobility and are used by over several millions

of individuals in the United States (Bateni and Maki 2005). Traditional technique

of analyzing cane usage typically involves sensor data collection in the laboratory

with customized equipment, such as a set of imagers that capture the walking

motion. While this may provide information on the initial progress of a particular

subject’s cane usage, various events may cause one to vary from the proper usage in

the long run.

Fig. 4.4 MicroLEAP: software architecture

Table 4.2 Average power consumption

Operating mode Power (mW)

Processing module Active @ 1 MHz 9.84

Accelerometer ¼ On

Sampling rate ¼ 250 Hz

Bluetooth Tx @ 115200 bps 72.74

Gyroscopes On 53.0

EMU overhead �0.8 mW (current-sensing circuitry)
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Consequently, real-time feedback becomes increasingly essential in training

cane users. Regular cane users may receive initial training instructions, but they

tend to deviate from proper use after long hours. This type of “open-loop” training

does not provide an individual any type of feedback regarding their present state of

cane usage at any given time. Continuous training within a controlled environment

(such as an instrumented laboratory) is impractical mainly because the results

obtained from such training may not reflect the actual cane usage in real life.

Furthermore, commercialization of such equipment is often financially prohibitive.

The primary objective of SmartCane is to provide real-time guidance to the cane

user regarding the present state of cane usage with low-cost wireless health

platforms (Wu et al. 2008; Au et al. 2008).

4.4.1 System Implementation

The SmartCane architecture (Fig. 4.5) consists of the MicroLEAP platform, sensors

for measuring motion, rotation and pressure, and a compact piezoelectric speaker

that provides feedback to the cane user, alerting any improper cane usage.

The set of sensors on SmartCane consists of a tri-axial accelerometer,12 two

bi-axial gyroscopes,13 and pressure sensors.14 The accelerometer captures the linear

accelerations, and the gyroscopes are mounted orthogonally to one another, thus

providing the ability to capture angular rotations in all three dimensions. One of the

pressure sensors detects the downward force applied on the cane tip, while the other

pressure sensor captures the pressure applied on the cane handle. Using these sensor

data, one can compute the orientation with respect to the gravity and swing

characteristic of the cane.

Audio is an effective method for providing feedback information. The Smart-

Cane uses a piezoelectric speaker that is controlled by MicroLEAP to produce

different audio tones based on its usage. Subjects can adjust their movement based

on the tones and guide themselves during usage.

4.4.2 Real-Time Feedback

Benefits associated with real-time feedback include immediate prevention of

certain improper cane usage that can potentially lead to falls and various injuries,

longer battery life (due to reduced energy consumption through local data

processing), and elimination of mobile devices during usage.

12 ADXL330 Tri-axial Accelerometer; http://www.analog.com
13 IDG-300 Integrated Dual-Axis Gyroscope; http://www.invensense.com
14 FlexiForce Force Sensor; http://www.tekscan.com
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To provide real-time feedback, SmartCane must be able to recognize a proper stride.

A proper stride involves exerting a certain amount of force on both the cane and the

opposite leg. The overall walking motion should also exhibit some periodic behavior.

SmartCane can collect all these information and classify proper and improper strides.

The classification algorithm used on SmartCane is shown in Fig. 4.6. One main

advantage of this approach is that cane users and medical professionals can interpret

visually how SmartCane determines a proper stride. For instance, if the feedback

indicates insufficient weight dependence on the cane, the subject can immediately

remedy the problem by placing more weight on the cane.

Thresholds are determined through manual training for each subject.

Specifically, the threshold values are the different features obtained from the proper

cane usage. Based on these thresholds, the algorithm classifies, in real time, whether

the subject is using the cane properly.

4.4.3 Proper Strides

Correct detection of proper strides corresponds to the sensitivity of the algorithm.

The experiment involving such analysis includes a subject making four hundred

proper strides with SmartCane on a treadmill at a specific pace. Sensor data are

collected in real time, and the classification algorithm determines if the subject has

Fig. 4.5 The SmartCane architecture
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made a stride, and if so, whether it is a proper one. The same experiment is

performed on three different subjects.

Table 4.3 lists the corresponding classification rates. Most of the threshold

values for the three individuals are relatively close, except those related to pressure

sensors. The threshold values of the pressure sensors from the handle and cane tip

are much lower for the third subject, and that can be attributed to the gender

(female) and her relatively lighter body weight.

4.4.4 Continuous Monitoring

One of the key objectives of the SmartCane system is to process real-time sensor

data locally and provide appropriate feedback to the cane user regarding the state of

Table 4.3 Classification of proper strides with separate thresholds

Thresholds

Subject 1 Subject 2 Subject 3

fthres(
�) 20 20 20

ythres (�) 30 30 30

Period of oy(t) (s) (0.5, 2.1) (0.5, 2.1) (0.5, 2.1)

F0
thres (average, lbs/stride) 7.1 6.3 2.0

Fthres (maximum, lbs/stride) 7.1 7.1 4.0

ox (
�/s) 13.0 21.0 21.0

Classification rates (%) 99.2 97.0 99.0

Fig. 4.6 Classification

algorithm

4 Design of Wireless Health Platforms 91



the subject’s cane usage. Figure 4.7 illustrates the classification result of an

experiment that involves using the cane through a series of events that include

both proper and improper strides. The horizontal axis represents the ground truth,

and the vertical axis corresponds to the classification result from SmartCane. When

the SmartCane is unused, an LED lights up. SmartCane will show a blinking LED

if it detects a proper stride. Audio tones with different frequencies indicate various

improper cane use.

4.5 MicroLEAP Application: Episodic Sampling

Episodic sampling is a context-aware technique where context classification

occurs only episodically, and the time for the next episode depends on prior

context information (Au et al. 2009). This takes advantage of the observation

that human activities typically vary slowly and constant state classification is

not necessary in most circumstances (Krause et al. 2005). Figure 4.8 compares

episodic sampling with the traditional continuous sampling. In continuous sam-

pling, the system performs constant classifications in the active state. In episodic

sampling, the system only executes classification at specific episodes and remains

in a sleep state between episodes. Tepisode represents the duration of an episode, and
it mainly depends on the amount of sensor data required for context classification.

Tsleep represents the sleep time between successive episodes; this is the time

interval when the platform spends in sleep mode.

The EMU in MicroLEAP provides a software-based interface for real-time

energy information and power control. Sensor data are transmitted to a mobile

Fig. 4.7 Classification result: continuous monitoring
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device, which performs feature extraction and classification in a Linux-based,

multi-threaded environment.

MicroLEAP incorporates various sensors for continuous monitoring:

4.5.1 Motion Sensors

The platform is integrated with both accelerometers and gyroscopes. These sensors

provide measurements of motions, capable of capturing various body movements

related to ADLs.

4.5.2 Physiological Sensors

The respiratory sensor is ADInstrument’s MLT1132,15 a piezoelectric belt that

generates a small voltage in response to mechanical stretching. The sensor is

completely noninvasive. MicroLEAP amplifies and conditions the voltage

generated by the respiratory sensor.

For heart rate monitoring, MicroLEAP includes the commercially available

heart rate monitor from Polar.16 MicroLEAP collects the heart beats through a

separate receiver and locally computes the corresponding heart rate.

Fig. 4.8 Episodic sampling and continuous sampling

15MLT1132 Piezo Respiratory Belt Transducer; http://www.adinstruments.com
16 Polar T31 Transmitter Belt; http://www.polarusa.com

4 Design of Wireless Health Platforms 93



4.5.3 Feature Extraction and Classification

For many ADLs, the N-point fast Fourier transform (FFT) is an effective algorithm

because all the activities of interest exhibit certain periodicity. Specifically, the

peak magnitude, Fpeak, and the energy, Fenergy of the N-point FFT, X (k), from the

accelerometer signals form the feature vector, F:

Fpeak ¼ maxk k XðkÞ k (4.3)

Fenergy ¼
XN=2

k¼1

XðkÞ � XðkÞ: (4.4)

Both of these features are highly correlated with body movements (Bao and Intille

2004), and a sampling rate of 128 Hz captures major human motions with sufficient

accuracy. For each N-point FFT operation, a sliding window of size 256 data points

(N¼ 256) is used to ensure sufficient frequency resolution. A new F can be derived

every second; each operation takes the newest 128 samples and discards the oldest

128 samples.

4.5.4 Control Algorithm

Intuitively, classification should be performed when a significant variation in

activity pattern appears. On the other hand, if the activity pattern does not vary

frequently, classification can be minimized. By adaptively adjusting the frequency

of context classification, one can reduce the amount of time the platform spends in

active mode performing constant context classification. The apparent tradeoff is the

classification accuracy.
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Episodic sampling is based on additive-increase/multiplicative-decrease

(AIMD). Consider Fig. 4.8: when the state (context) remains the same, the algo-

rithm gradually increases Tsleep. When a state change is detected, the algorithm

aggressively decreases Tsleep to avoid future misses. Algorithm 1 illustrates the

pseudocode. During each episode, sensor data are collected for classification. If the

pattern exhibits constant state changes (e.g., during interval training), the algorithm

decreases Tsleep by a constant factor, a. In the limiting case (i.e., when Tsleep equals
zero), the algorithm reduces to continuous sampling. When the state remains

identical for an extended period, the algorithm increases Tsleep by an amount Tincr.
To ensure Tsleep does not become unbounded, the algorithm caps Tsleep at some

maximum value, Tsleep,max.

4.6 Conclusion and Next Generation Platforms

Designing wireless health platforms requires application-dependent tradeoffs:

sensors, wireless interfaces, processors, size and weight, and convenience. This

chapter describes MicroLEAP, a wireless health platform for continuous subject

monitoring. Applications are also outlined with two examples.

Next generation of platforms will likely demand even better wireless connectivity

due to the constant effort of digitizing health records (also known as Electronic Health

Records). Real-time processing may also become desirable for applications that can

benefit from providing feedback training. Furthermore, wireless health platforms

should leverage server-side computing power for more complex signal processing.
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Chapter 5

Lightweight Signal Processing for Wearable

Body Sensor Networks

Hassan Ghasemzadeh, Eric Guenterberg, and Roozbeh Jafari

Use ofmobile sensor-based platforms for human action recognitionis an ever-growing

area of research. Recent advances in this field allowpatients to wear several small

sensors with embedded processors and radios.Collectively, these sensors form a body

sensor network (BSN). AlthoughBSNs have the potential to enable many useful

applications [1], limitedprocessing power, storage and energy make efficient use of

these systemscrucial. Moreover, user comfort is a major issue, which can cause

patients tobecome frustrated and stop wearing the sensor nodes. The interactionbetw-

een the human body and these wearable nodes here is defined as wearability.

This chapter will start by examining wearability constraints in greater detail in

Sect. 5.1, then look at a general signal processing scheme for physical movement

monitoring under these constraints in Sect. 5.2. Finally, two methods are examined

which use this general system for specific movement monitoring problems. The first

technique, which centers around the problem of optimal node placement, aims to

minimize the number of sensor nodes required to classify a predefined set of human

movements Sect. 5.3. The second one is a temporal parameter extraction technique

that leads to an efficient human movement recognition algorithm in terms of

accuracy and simplicity for implementation Sect. 5.4.

5.1 Wearability Issues

Design for wearable BSNs focuses on specific and important issues for developing

wearable computing systems that take into account the physical shape of the sensors

and their active relationship with the human form. In this section, we have outlined

several design guidelines for the creation of wearable BSNs.

Design for wearability requires unobtrusive sensor node placement on the

human body based on application-specific criteria. Criteria for placement can

vary with the needs of functionality and convenience. Functionality criteria
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constrains node placement to regions where relevant data can be sensed. The

number of nodes required to capture all relevant data can vary based on the quality

of information sensed at individual locations. Convenience criteria include:

(1) physical interference with movement, (2) difficulty in removing and placing

nodes, (3) social and fashion concerns, (4) frequency and difficulty of maintenance

(charging and cleaning) [2].

For example, in continuous healthcare monitoring, patients will be expected to

charge the sensors or replace the batteries on a regular basis, as they do with cell

phones and other electronics. However, the frequent need to charge and the bulk of

the battery can frustrate the users, causing them to no longer wear the sensors.

Furthermore, batteries are the heaviest component in the system. By decreasing

power usage, the size and weight of each sensor node can decrease, thus increasing

patient comfort and device wearability.

This makes energy usage a primary constraint in designing BSNs, limiting

everything from data sensing rates and link bandwidth, to node size and weight.

Thus, one of the important goals in designing BSNs is to minimize energy con-

sumption while preserving an acceptable quality of service.

Energy consumption can be decreased by lower sampling frequency, decreasing

processing power, and simplifying signal processing. Another effective technique is

deactivating nodes that are unnecessary for specific tasks that is investigated in

details in Sect. 5.3.

5.2 System Architecture and Signal Processing Flow

The purpose of an action recognition system is to classify transitional movements

into pre-defined actions. Given a set of movements, the system must distinguish

between every pair of motions. These sensors capture inertial information from

physical movements. An example platform used to generate data and achieve

results in this chapter is shown Fig. 5.1a. The system consists of several sensor

units; each has a tri-axial accelerometer, a bi-axial gyroscope, a microcontroller,

and a radio. In this specific setup, the accelerometers are LIS3LV02DQ with 1, 024

LSb/g sensitivity. The IDG-300 gyroscopes have 2mV=�=s sensitivity. The proces-
sing unit of each node, or mote, can sample sensor readings at certain rate and

transmit the data wirelessly to a base station. A common protocol for this transmis-

sion is TDMA. For the purpose of action recognition, authors of [3] use the TelosB

motes [4], which are commercially available from XBow1. The sensor board they

use is predominantly a custom designed with an integrated Li-Ion battery that

powers both sensor board and mote as shown in Fig. 5.1a. The sensor nodes can

be placed on different locations on the body to capture movements of their subjects.

Figure 5.1b shows a subject with nine nodes placed on different body segments.

Figure 5.2 shows several processing tasks typically used for signal processing

and action recognition in BSNs. Each processing block is described as follows.
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Sensor data collection: Data is collected from all of the sensors on each of the

nodes at a specified frequency. The sampling rate can be empirically chosen to

provide sufficient resolution while compensating for bandwidth constraints of the

system [5], or it can be determined to satisfy the Nyquist criterion [6]. Usually, 20

samples per seconds would provide fine details of human movements [7].

Preprocessing: Data is filtered with a small window moving average to remove

high frequency noise. The number of points used to average the signal can be

chosen by examining the power spectral density of the signals. The filter is required

to remove unnecessary motions (e.g., tremors) while maintains significant data.

Fig. 5.1 (a) A sensor node composed of processing unit and custom-designed sensor board. The

motion sensor board has a triaxial accelerometer and a biaxial gyroscopeSensor node and subject

(b) A subject wearing nine sensor nodes
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With these objectives, authors in [8] test several moving average filters with

varying window sizes and choose the filter that best satisfies the aforementioned

requirements.

Segmentation: It determines the portion of the signal that represents a complete

action. For action recognition, usually the start and the end of signal are determined

in segmentation. To enable real-time movement monitoring, an automated method

is required.

Feature extraction: Statistical and morphological features are extracted from

the signal segment. For example, sensor readings can be transformed into a set of

informative attributes, including Mean, Start-to-End, Standard Deviation, Peak-to-

Peak Amplitude, RMS power, Median and Maximum value.

Per-node classification: Each node uses the feature vector generated during

feature extraction to determine the most likely action. Due to its simplicity and

scalability, k-Nearest Neighbor (k-NN) [9] is a widely used classifier [10].

Final classification: The final decision can be made using either a data fusion or

a decision fusion scheme. In the data fusion, features from all sensor nodes are fed

into a central classifier. The classifier then combines the features to form a higher

dimensional feature space and classifies movements using the obtained features. In

the decision fusion, however, each sensor node makes a local classification and

transmits the result to a central classifier where a final decision is made according to

the received labels.

5.3 Action Coverage for Node Placement

Action coverage aims to select the smallest number of sensor nodes that can

adequately distinguish among all expected activities. This selection can be altered

dynamically to disperse power load, route around a failed node, or cover a diverse

set of activities. To address coverage problem in BSNs, a model of local knowledge

Fig. 5.2 Signal processing flow
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provided by individual sensor nodes is required. A compatibility graph is a

powerful model that representns capability of a sensor node in discriminating

between movements.

5.3.1 Compatibility Graph

The amount of knowledge presented by each node determines the node’s ability in

action recognition. An example is shown in Fig. 5.3. Figure 5.3a is an example of two

feature spaces with associated distributions drawn for four classes. The ellipses

represent classification boundaries. In reality, the shapes are not perfect ellipses. For

example, each node in the test systemmay have five data streams (x, y, z acceleration,

and x, y angular velocity) and multiple features per data stream, forming a high-

dimensional feature space per node.

Regions where the ellipses overlap represent potential misclassifications. Any

point in the intersection of A and B or B and C cannot be confidently assigned to

either class. In Fig. 5.3b, overlapping vs. well-separated classes is translated into a

conflict graph. The vertices represent classes, and the edges represent ambiguities

between the classes. Finally, Fig. 5.3c, the so-called compatibility graph, is gener-

ated by complementing the conflict graph of Fig. 5.3b. If a compatibility graph is

not complete, then there exist some movements that the node cannot correctly

classify. A complete graph is equivalent to the capability of distinguishing between

every pair of classes.

One of the most popular class separability measures in the field of pattern

recognition is the Bhattacharyya distance [11, 12]. It is theoretically sound because

it relates directly to the upper bound of classification error the probabilities.

One of the most popular class separability measures in the field of pattern

recognition is the Bhattacharyya distance [4, 17]. This measure is related to

the well-known Chernoff bound and therefore has an explicit expression for a

generalized Gaussian distribution. The Transformed Divergence is another

common empirical measure of class separability, which is computationally simpler

Fig. 5.3 Evolving toward a

compatibility graph

5 Lightweight Signal Processing for Wearable Body Sensor Networks 103



than the Bhattacharyya distance. However, the Bhattacharyya distance is more

theoretically sound because it relates directly to the upper bound of classification

error the probabilities [18]. Both the Transformed Divergence and Bhattacharyya

distance measures are real values between 0 and 2, where 0 indicates complete

overlap between the signatures of two classes, and 2 indicates a complete separation

between the two classes. Both measures are monotonically related to classification

accuracies. The larger the separability value, the better the final classification result.

For action coverage, the Bhattacharyya distance can be exploited as a measure of

separability between pairs of classes. The distance between two distributions i and j
is represented by b(i, j) in (5.1), where mi and Si denote the mean vector and the

covariance matrix associated with distribution i, respectively.

bði; jÞ ¼ 2ð1� e�aði;jÞÞ

aði; jÞ ¼ 1

8
ðmi � mjÞ

0 ððSi þ Sj

2
Þ
�1

ðmi � mjÞ þ
1

2
lnð

jSijþjSjj
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffijSijjSjj

p Þ
(5.1)

5.3.2 Problem Definition

Given a set of sensor nodes S¼ { s1, s2, . . . , sn} placed in a body sensor network to

detect a set of movements M¼ { 1, 2, . . . ,m}, the action coverage problem can be

formulated as follows.

Definition 1. Two movements j1 and j2 are said to be compatible if they have

complete separability based on Bhattacharyya metric indicated by (5.1).

Definition 2. A compatibility graph is an undirected graph Gi¼ (V,Ei) constructed

for a sensor node si, where V is a set of vertices identical to the set of movementsM,

and Ei is a set of undirected edges such that edge (u, v)∈Ei if movements u and v
are compatible at node si.

The action coverage problem is used to find a minimal set of nodes that still

encompasses full coverage within their capacity. The idea behind action coverage is

that a subset of sensor nodes is sufficient to provide accurate detection of every

target action. This subset is referred to as complete set and is defined as follows.

Definition 3. A simple graph G¼ (V,E) is a complete graph if for every pair of

distinct vertices u and v, there is an edge (u, v)∈E.

Definition 4. A subset S
0
of sensor nodes (S

0 � S) is a complete set, if the compati-

bility graphs derived from S
0
altogether form a complete graph. That is, the graph G

0

computed by G0 ¼ [i:si2S0Gi is a complete graph.

Definition 5. Given a finite set of sensor nodes S¼ { s1, s2, . . . , sn} and a set of

movements M¼ { 1, 2, . . . ,m}, Minimum-Cost Action Coverage (MCAC) is the
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problem of finding a subset S
0 � S in which every pair j1, j2∈M are compatible

and j S0 j is minimized.

The action coverage problem defined in Sect. 5.3.2 can be shown to be NP-hard

by exact reduction from the well-studied Minimum Set Cover (MSC) problem. The

following subsections are aimed to provide an ILP formulation of the MCI problem

as well as a greedy approximation. The ILP can be used to obtain the lower bound

of the solution, while the greedy approach provides a fast approximation.

5.3.3 ILP Approach

In this section, an integer linear programming formulation for the action coverage

problem is presented. Since each node is represented by a graph, this problem can

be stated as follows.

Problem 1. Given compatibility graphs G1¼ (V,E1),G2¼ (V,E2), . . . ,Gn¼ (V,En),

and a complete set of all edges E ¼ Sn
i¼1Ei, select a subset of graphsG

0
1;G

0
2; . . . ;G

0
m

taken from G1;G2; . . . ;Gn, such that
Sm

i¼1E
0
i ¼ E and the number of selected graphs

(m) is minimized.

The corresponding ILP formulation is presented as follows.

xi ¼
1; if graph Gi is selected

0; otherwise

(
(5.2)

Min
Xn
i¼1

xi (5.3)

subject to:

X
i:ej2Gi

xi � 1 8ej 2 E (5.4)

xi 2 f0; 1g (5.5)

The variables xi (i¼ 1, 2, . . . , n) indicate whether graph Gi is selected to form

a complete graph. The inequality constraint (5.4) ensures that for each edge ej
in the complete graph, at least one of the compatibility graphs that contains

that edge is selected. The objective function (5.3) attempts to minimize the

number of graphs selected to form a complete graph. This is equivalent to

minimizing the number of active nodes, which suitably leads to energy reduction

in the system.
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5.3.4 Greedy Approach

The greedy approach selects the compatibility graphs as follows: at each stage, it

picks a compatibility graph Gi that covers the most uncovered edges; next it picks

the next graph that covers the most remaining edges; this continues until all edges

are covered. At the end of the algorithm, graph G will be a complete graph.

A detailed description of this approach is shown in Algorithm 1.

5.3.5 Dynamic Design Decision

Static action coverage for a movement monitoring system finds the minimum

number of active nodes that cover all actions. However, the model can be used

for the dynamic deactivation of nodes. Once the action has occurred, each node

classifies it individually. The final classification involves some notion of collabora-

tion between the nodes in real-time. The dynamic sensor selection tends to find even

smaller set of nodes based on current classification results obtained by individual

nodes. In the following, details of this technique are explained through an example,

where the system consists of three sensor nodes with compatibility graphs shown in

Fig. 5.4. This system monitors subjects for the five movements A, B, C, D, and E.

Sensor nodes I, II, and, III classify the movement as A, A, and E, respectively.

These classified movements are shown as shaded vertices. The compatibility graph

for node I indicates that the target movement could be A or B as this node is not able

to distinguish between A and B. The graph for node II indicates that the movement

could be A, D, or E; and for node III, target movement could be one of E, D, or A.

By intersecting these possibilities, global classification would result movement A.

However, not both nodes II and III are required to determine this; one or the other is

sufficient. Therefore, power can be potentially reduced by eliminating one of the

nodes before initiating communication.
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Hence, we propose the following approach: First, select a master node. This is

done by selecting the node whose target movement vertex has the highest out degree.

In this case, in the compatibility graph for node I, movement A has an out-degree of

three, for node II, movement B has an out-degree of two; and for node III, movement

D also has an out-degree of two. Therefore, node I should be the master. Next, add

the master node to the solution space. Then, apply the action coverage problem from

the master node’s point of view and find the minimum number of nodes that will

achieve full coverage of the target movement. In this case, only the edge (A,B) is
missing from the master node, which can be covered by either of the remaining

nodes. Finally, obtain the set of possible classifications from each of the remaining

nodes (including the master), and intersect them to achieve final classification.

Assume the action coverage allows nodes I and II to be the active nodes. The results
issued are {A,B} and {B,E,D}, leaving B as the final target movement.

5.3.6 Experimental Analysis

The results discussed in this section are based on an experiment reported in [3].

Eight sensor nodes are placed on a subject using TelosB with the custom-designed

sensor board in Fig. 5.1a. The location of each sensor node is listed in Table 5.1. For

each of the five data streams (x, y, z acceleration and x, y angular velocity), seven

features including Mean, Start-to-End, Standard Deviation, Peak-to-Peak Ampli-

tude, RMS power, Median and Maximum value are extracted. Three male test

subjects between the ages of 25 and 35 perform the 25 movements listed in

Table 5.2, for ten trials each.

5.3.6.1 Compatibility Graphs

For each sensor node, the Bhattacharyya distance is calculated between all move-

ment pairs, and compatibility graphs are generated. A compatibility graph

E

node I node II node III

A

C D

B A

C D

B A

C D

B

E E

Fig. 5.4 Compatibility graphs for dynamic design decisions
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generated from data collected from the “waist” node is shown in Fig. 5.5. For this

figure, a subset of movements is shown for simplicity. Each vertex corresponds to a

movement as labeled in Table 5.2. The edges represent pairs of compatible move-

ments. For example, there are edges between vertex 10 and all other vertices except

14 and 22. This means the action “turn clockwise 90∘” can be distinguished with a

high level of confidence from all actions except “look back clockwise” and “grasp

an object with two hands.”

Table 5.2 Movements for experimental analysis

No. Description Category

1 Stand to sit Full

2 Sit to stand Full

3 Stand to sit to stand Full

4 Sit to lie Full

5 Lie to sit Full

6 Sit to lie to sit Full

7 Bend and Grasp Upper

8 Kneeling, right leg first Lower

9 Kneeling, left leg first Lower

10 Turn clockwise 90∘ Turning

11 Turn counter clockwise 90∘ Turning

12 Turn clockwise 360∘ Turning

13 Turn counter clockwise 360∘ Turning

14 Look back clockwise Upper

15 Move forward (1 step) Full

16 Move backward (1 step) Full

17 Move to the left (1 step) Full

18 Move to the right (1 step) Full

19 Reach up with one hand Upper

20 Reach up with two hands Upper

21 Grasp an object with right hand, turn 90∘ and release Turning

22 Grasp an object with two hands, turn 90∘ and release Turning

23 Jumping Full

24 Going upstairs (2 stairs) Lower

25 Going downstairs (2 stairs) Lower

Table 5.1 Mote locations No. Description

1 Waist

2 Left-forearm

3 Left-arm

4 Right-forearm

5 Right-ankle

6 Right-thigh

7 Left-ankle

8 Left-thigh
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5.3.6.2 Static Design Coverage

In this section, the ILP and greedy approaches are compared using the experimen-

tal data mentioned earlier. Using both algorithms, the number of nodes needed to

distinguish between all 25 movements is determined. For a more comprehensive

study, the movements are divided into four mutually exclusive subsets, shown

under the “Category” label in Table 5.2. The split is performed intuitively and is

based on the level of involvement of body segments in each movement. This

categorization provides meaningful information for designing a system that is

restricted to monitoring particular movements. The idea comes from the fact that

in many medical applications, only a subset of actions are valid movements with

respect to the temporal and spatial conditions. In the temporal case, the set of

actions that are addressed changes from time to time while in the spatial case,

movements of interest are updated when the subject moves to a new geographical

area. Physicians need to quantify the level of daily activities with respect to certain

movements for their patients. Furthermore, the movements a person might per-

form can significantly change when cooking in the kitchen compared to going to

the gym. We present results for a few categories, but the approach can be used for

any subset of interest. Table 5.3 compares the performance of the two methods on

the full set of movements and on each subset. The nodes that are selected to be

3

6

7

8

1014

1517

20

22

23

25

Fig. 5.5 Compatibility graph based on data from the waist node for 12 movements
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active nodes are expressed by a “1” in the resulting pattern. For example, to

provide distinguishability information for all 25 movements, the ILP technique

chose nodes 3, 4, 6, and 7 while the greedy algorithm chose nodes 1, 2, 4, 6, and 7.

As expected, the ILP generated a slightly smaller set of nodes compared to the

greedy approach. As the results show, the system is capable of providing full

coverage of the movements using only four sensor nodes placed on four different

segments of the body. To test the effectiveness of action coverage, the classifica-

tion accuracy before and after node reduction is compared. The results are shown

in Table 5.4 where the second and third columns represent the accuracy using

original data and the data collected from active nodes respectively. The very small

differences between two cases (e.g., 1.5% for k¼ 1) demonstrate the capability of

action coverage to reduce the number of active nodes while maintaining an

acceptable quality of service.

Table 5.3 also presents the amount of power saving along with the running time

of the ILP algorithm. The power saving shows the total percentage of the power

preserved in the system compared to the case when no power reduction technique is

applied. When running the linear programming optimization problem in MATLAB

on a Dell Laptop with a 1.6GHz Core 2 Duo processor, the execution time for 25

movements is about 6.8 s.

Table 5.3 Solutions to action coverage problem

Movements

Mote #

ILP solution

1 2 3 4 5 6 7 8

Greedy solution

1 2 3 4 5 6 7 8 #Nodes

Power

saving (%)

Execution

time (s)

All 0 0 1 1 0 1 1 0 1 1 0 1 0 1 1 0 4 %50 6.761290

Upper body 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 87 0.082245

Lower body 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 87 0.060753

Turning 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 2 75 0.065421

Full body 0 0 0 0 0 1 1 0 1 1 0 0 0 1 0 0 2 75 0.074850

Table 5.4 Classification analysis

K

(No reduction)

Accuracy (%)

(static)

Accuracy (%)

(dynamic)

Accuracy (%)

(dynamic) #Nodes

1 97.5 96.0 92.2 1.84

2 96.6 95.0 89.9 1.85

3 96.6 94.3 88.9 1.85

4 94.8 95.2 89.1 1.85

5 95.4 92.9 88.2 1.86

6 91.2 89.5 81.1 1.86

7 90.3 90.3 80.8 1.85

8 89.5 88.0 78.9 1.86
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5.3.6.3 Dynamic Design Coverage

Throughout the classification, three of the trials for each subject and movement are

used for training, and the remaining trials were used for validation. This gives a

good division of data set into training and test sets. Since the experiments are

carried out in a controlled environment, this split between training and test data

provides good classification results as will be demonstrated later in this section.

Per-node feature extraction is performed to obtain seven features for each action

across five sensor readings. A data fusion strategy is employed to integrate data

from different nodes at the feature level. Therefore, the final classifier would work

on the same training and test sets, whereas the feature space has been extended by

the sensor nodes. Only the four nodes selected by ILP for all movements are used

for the dynamic analysis (see Table 5.4). Compatibility graphs are generated from

the training set. Classification is performed using a k-NN classifier, where k varies

from 1 to 8. This dynamic technique further reduces the number of active nodes to

an average of 1.84 nodes (for k¼ 1) per classification.

5.3.6.4 Classifier Accuracy

Classification accuracy exhibits how confident 25 movements can be recognized.

Therefore, accuracy can be defined as follows:

A ¼ TPþ TN

N
; (5.6)

where TP is the number of true positive samples, TN represents the number of true

negative samples and N is the total number of test points.

As reported in [3], by feeding all the features from all eight motes into a k-NN
classifier with k¼ 1, an accuracy reading of 97.5% can be obtained. Repeating this

test using data from only the four nodes selected by the ILP (and shown in Table 5.3)

gives an accuracy of 96.0%. The results based on dynamic design coverage solution

provides an accuracy of 92.2%. The complete results are shown in Table 5.4.

5.4 Efficient Temporal Parameter Extraction

Human movement models often divide movements into parts. In walking the stride

can be segmented into four different parts, and in golf and other sports, the swing is

divided into sections based on the primary direction of motion. These parts are often

divided based on key events, also called temporal parameters. When analyzing a

movement, it is important to correctly locate these key events, and so automated

techniques are needed. There exist many methods for dividing specific actions using

data from specific sensors, but for new sensors or sensing positions, new techniques
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must be developed. To address this problem, this section introduces a generic method

for temporal parameter extraction called the Hidden Markov Event Model based on

HiddenMarkovModels. This method can be quickly adapted to newmovements and

new sensors/sensor placements. This method is validated on a walking dataset using

inertial sensors placed on various locations on a human body. The technique is

designed to be computationally complex for training, but computationally simple at

runtime to allow deployment on resource-constrained sensor nodes.

5.4.1 HMEM Training and Use

The Hidden Markov Event Model (HMEM) is the name of the introduced key event

labeling system, which uses an HMM with a specific state structure and a modified

training procedure designed to find key events. The model also adds a feature

selection and model parametrization system based on Genetic Algorithms (GAs).

The HMEM makes several assumptions about the underlying data: (1) there are a

number of different event types, (2) the events always occur in a specific order and for

cyclical movements they repeat, (3) every single event type is represented in every

action, and (4) there are a number of unlabeled samples between two adjacent events.

A traditional pattern recognition technique used for time-varying signals is the

Hidden Markov Model (HMM). A basic HMM describes a discrete-time Markov

process. At a particular moment, the process is in just one state. At fixed time

intervals, the process produces an output and then transitions to another state (or

remains in the current state). The transitions and outputs are probabilistic and based

exclusively on the present state. The process generates a sequence of outputs, and a

corresponding sequence of states. The states cannot be directly observed, and are

thus hidden. An HMM is completely described by initial state probabilities, state

transition probabilities, and output probabilities. Algorithms exist to (1) build an

HMM to describe a given set of output sequences, (2) choose which of several

models best describe an output sequence, (3) find the most likely current state of an

HMMgiven the output sequence up until now, and (4) the most likely state sequence

associated with a particular output sequence for a specified HMM [13, 14].

For a general HMM, it is possible for any state to transition to any other state.

This is called an ergodic model. Another variant is to enforce a specific ordering for

the states: each state can only transition to itself or state to the “right” of it in the

ordering. This is called a left–right model [14].

Each key event can be represented by a unique state. Ideal events occur at a specific

time but have no duration. However, given the idea that the key event might be

associatedwith unique features in the observation sequence, the key event state should

have a one sample duration. The HMEM encodes this concept into an HMM by

removing the self-transition from states associatedwith key events, forcing a transition

after one sample. The samples between key events are represented by transition states,

which support both self-transitions and forward-transitions as seen in Fig. 5.6. States

are grouped into cohorts which start with a key event state and end with the last
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transition state before the next key event state. For any observation sequence in the

training data, the positions of the key event states are known. This means that training

each cohort independently is identical to training the whole system at once.

5.4.2 Overview

There are several stages required to train the HMEM as shown in Fig. 5.7.

5.4.2.1 Preprocessing and Feature Extraction

The signal is filtered with a moving average filter to remove high frequency noise.

Then it is normalized by subtracting a large-window mean and dividing by a

large-window standard deviation. Several parameters representing the action data

inside the signal, referred to as features, are extracted at each sample. These

features are further quantized with a ten-level uniform quantizer based on the

range of the features in the training data.

Fig. 5.6 HMEM model and structure
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Fig. 5.7 HMEM training procedure
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5.4.2.2 HMM Training

The HMM is effectively a finite state machine with probabilistic transitions and

certain emission probabilities. These probabilities must be specified as part of the

mathematical model defining an HMM. The exact locations of all key events states

and what observations they emit are known from the annotations in the training

data. However, the number of transition states and their transition and emission

probabilities are unknown and must be trained. There are several well-known

techniques for training HMMs, including Baum-Welch and Viterbi Path Counting

[13, 15].

The training data is segmented using the canonical annotations. Each cohort is

trained independently using a set of segments that start with a sample that should be

labeled with the cohorts event and end just before the next labeled event. According

to this model, the first state must be the cohort’s event state, and the last sample

must be associated with the last transition state in the cohort. During training, it is

important to make sure that all considered paths meet this constraint. Viterbi Path

Counting produces a single path for each event that can be edited to meet the

constraints if necessary, while Baum-Welch can also be constrained in this way,

VPC is much faster, which is important given the already high training times. This

feature is one of the primary reasons for choosing VPC over Baum-Welch. The

details of the training process are discussed in Sect. 5.4.3.

5.4.2.3 Parametrization and Feature Selection

HMMs are trained to represent a process, not to minimize segmentation error. It is

possible to explicitly attempt to increase classification accuracy by choosing model

parameters with that goal in mind. A genetic algorithm with uniform crossover is

used to train the model. The population fitness is evaluated using the training

model, and then at the end, the model that gives the best results for the cross-

validation data is selected. Further discussion follows in Sect. 5.4.4.

5.4.3 HMM Training and the Viterbi Algorithm

A Markov process has N states S¼ { s1, s2, � � � , sN}, and can emit M observations

X¼ { x1, x2, � � � , xM}. For a given observation sequence OT¼ (o1, o2, � � � , oT) with
T observations, there is a corresponding state sequence Q(T)¼ (q1, q2, � � � , qT).
The Hidden Markov Model l¼ { p,A,B} is defined by three sets of probabilities:

initial state probabilities p ¼ fpijpi ¼ Pðqo ¼ siÞg, state transition

probabilities A ¼ faijjaij ¼ Pðq ¼ sjjqprev ¼ siÞg, and observation probabilities

B ¼ fbjðkÞjbjðkÞ ¼ Pðo ¼ xkjq ¼ sjÞg.
The most common training algorithm is the Baum-Welch algorithm [13]; how-

ever, a newer algorithm, the Viterbi Path Counting (VPC) algorithm is more
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appropriate for this work [15]. Both algorithms follow the training procedure shown

in Algorithm 2. They start with a fixed number of states and an initial set of model

parameters, then extract probabilistically weighted state sequences using the model

parameters. Next, the transition and emission probabilities are updated based on the

transitions and observations associated with each state sequence. The initial model

is updated with these new probabilities. This process repeats until some desired

level of convergence is reached. It will implicitly converge to a local minima.

The key to Viterbi Path Counting is extracting the most likely state sequence.

QðTÞmax¼ argQðTÞ2ST maxP QðTÞ;OðTÞ
� �

(5.7)

A dynamic programing algorithm, called the Viterbi algorithm [13], solves this

problem. Using the most likely state sequence extracted using the Viterbi algorithm,

the transition and emission probabilities are found simply by counting the occur-

rences in all the most likely state sequences for each observation sequence in the

training set. Since we are training one cohort at a time, each observation sequence is

a sequence starting on the key event and ending right before the next key event.

Maximizing the probability is equivalent to maximizing the log probability,

therefore we use log probabilities to prevent numerical underflow and facilitate

faster computing. The order of the Viterbi algorithm for a left–right model with

independent features is O(Viterbi)¼O(TxN) � O(Prest), where O(Prest) is the order
of algorithm required to estimate probability. This order is constant time for the

state transition probability, but based on the number of features for the observation

probability estimation. This means OðViterbiÞ ¼ OðTxNxjFjÞ.
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5.4.4 Feature Selection and Model Parametrization
Using Genetic Algorithms

The choice of whether or not to include each feature and the choice of the number of

transition states for the cohorts are all tunable parameters of the HMEM. The feature

selection C ¼ fckjck 2 f0; 1g; i ¼ 1; . . . ; jFjg represents a choice of which fea-

tures out of an exhaustive list are to be included and which are to be discarded. The

number of selected features is jC j ¼ ∑kck. Feature k is selected if ck¼ 1 and is

discarded if ck¼ 0. The other parameter is the number of transitions states for each

cohort, O ¼ foejoe 2 f1; . . . ; 5g; e ¼ 1 . . .Eg, where E is the number of key

events. The full HMEM model is represented by lHMEM¼ {lHMM,C,O}.
In essence, parametrization consists of choosing several good models based on

one or more objective functions applied to the training set. These models are then

compared against each other using the same objective function(s) applied to the

cross-validation set. The best model on the cross-validation set is chosen. Because

the cross-validation set exclusively contains data from subjects not in the training

set, generalizability of the models to new subjects is improved. Genetic algorithms

are used to generate the list of “good” models.

5.4.5 HMEM Application Procedure

After the HMEM is trained, it can be used to find key events in a data stream for the

movement it has been trained on. The data flow for the algorithm is shown in

Fig. 5.8. First, the data is filtered using the procedure described above, then features

are extracted and quantized. Next, the feature selection is applied, and finally the

most likely state sequence is extracted using the Viterbi algorithm. The annotation

converter finds all the event states in this sequence and outputs an ordered set where

each element consists of a time and event label.

HMEM Parameters

Sensor
Data

Signal
Filtering

Feature
Extraction

Feature
Quantization

Viterbi State
Sequence
Extraction

Event
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State
Sequence

Annotations

Feature
Selector

Feature
Quantizer
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Fig. 5.8 Application of the HMEM as described in Sect. 5.4.5
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5.4.6 Collaborative Segmentation

One of the main properties of a body sensor network is the capability of distributed

sensingandcollaboration.Thedesignof theHMEMsofar hasbeenbasedon individual

sensor nodes labeling the key events. An interesting question is “how much do the

segmentation results improve by allowing collaboration between nodes?” A simple

form of collaboration splits the nodes into a coordinator node and several operator

nodes. It requires each operator node to extract the key events independently, then

transmit the annotations to the coordinator node for final event labeling. This scheme

has a relatively low communication overhead, and the star-topography also introduces

less delay than a more general DAG collaboration scheme might.

HMEM already provides a framework for extracting key events that can be

extended for use in collaborative segmentation. All the operator nodes indepen-

dently label the events using an HMEM, which can observe the features extracted

from their sensors. The coordinator node has an HMEM which not only observes

the data from its own sensors, but also the labels assigned by the operator nodes.

Since the HMEM requires an observation for each sample, samples unlabeled by a

specific operator node receive a label of ‘0’.

5.4.7 Experimental Analysis

The results discussed in this section are based on an experiment reported in [16] and

the node placement as described in Sect. 5.3.6. The results are reported with

precision (P), recall (R), Quality (RMSE). The first and last annotations were

ignored because the algorithm needs context to determine annotations, and we are

interested in the steady-state performance only. We show error for each mote using

just the accelerometer readings, look at per-subject error for a poor performing

sensor node and a well-performing sensor node.

5.4.7.1 Examination of Per-Subject Error

One of the goals of the HMEM system is good generalization to new subjects.

Table 5.5 shows per-subject error for the sensor on the right thigh. Initially subjects

two to four were in training, five to seven in cross validation, and eight and nine in

test. However, subjects five and seven have walking patterns that differ significantly

from the others, but are similar to each other. Therefore, subjects four and five were

exchanged. It is likely that with a larger dataset the system could generalize better

to such subjects. All the results are shown from the portion of the subjects’ data that

was in the test dataset.

The sensor on the right thigh, as shown in Table 5.5, performs well. Subjects eight

and nine perform a little worse than subjects in the training and cross-validation sets.
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The worst per-subject error comes from subjects five and seven. The reason for this

is not entirely clear. The use of the GA does not significantly reduce the discrepancy

in per-subject error. Since the final selection criteria for the solution is minimum

total error, not minimum worst-case subject error, this is not surprising.

Manual partitioning of the data into training, cross validation, and testing sets

can artificially bias the results. Therefore, we performed an experiment for each

subject where the subject was placed exclusively in the testing set, and the training

and cross-validation sets were selected randomly from the remaining subjects. The

results shown in Table 5.6 are the average of three tests after the GA. These results

demonstrate that the model has good generalization to many subjects, but performs

poorly on some. It would be interesting as a future work to investigate the features

of those subjects that cause the model to perform poorly.

5.4.7.2 Exploration of Different Sensor Types

Another goal for HMEM is the ability to use new sensors and combination of

sensors without having to develop new methods to extract the key events.

To simulate this, we examine the HMEM trained with different subsets of sensors,

as shown in Table 5.7. The sensor types considered were (a) Accelerometer

Table 5.6 Cross-validated subject error (R thigh)

Subject P R RMSE Fsel

Sub 2 100 100 1.47 6.7

Sub 3 100 100 1.38 8.7

Sub 4 100 100 1.68 4.7

Sub 5 99.8 99.8 3.55 4.7

Sub 6 100 100 1.20 6.7

Sub 7 100 100 3.09 28.7

Sub 8 100 100 1.52 10.7

Sub 9 100 100 1.59 16.0

Table 5.5 Subject error for R thigh with Accel and TP

Default (132 features) GA (38 features)

Subject P R RMSE P R RMSE

Sub 2 train 100 100 1.44 100 100 1.62

Sub 3 train 100 100 1.33 100 100 1.11

Sub 4 cross 100 100 1.36 100 100 1.38

Sub 5 train 100 100 3.54 100 100 3.43

Sub 6 cross 100 100 1.03 100 100 1.02

Sub 7 cross 100 100 3.25 100 100 3.09

Sub 8 test 100 100 1.74 100 100 1.76

Sub 9 test 100 100 1.55 100 100 1.66
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only, (b) Gyroscope only, (c) All sensors, and (d) just the magnitude from the

accelerometer.

The accelerometer performs better than the gyroscope and a combination of

all the sensors has the best performance. However, the most interesting test is using

just the magnitude of the accelerometer. The magnitude of the accelerometer would

be invariant for any rotation of the sensor. This could be especially important

if the sensor is a cellphone in the subject’s pocket. Even though exclusive reliance

on the magnitude of acceleration gives the worse results, the performance is

still reasonable.

5.4.7.3 Explicit Feature Reduction

Feature selection can be used to explicitly reduce the number of features.

The algorithmic time for the HMEM event annotation algorithm increases linearly

with the number of features, so feature reduction can improve performance consid-

erably. The NSGA framework can be used as described above with the objectives of

global error minimization and feature minimization.

The two objectives imply a two-dimensional pareto front. We take the popula-

tion at the final generation and select the pareto front when the population error is

judged using the cross-validation set. The same trained models are then judged

against the test set. The results from both the test and cross-validation sets are

shown in Figs. 5.9 and 5.10. The error is reported using the training error Z, which
is approximately equal to the square of the RMSE. Figure 5.9 shows the results

where each generation saves just the pareto front for the training data. The GA used

to generate Fig. 5.10 saved several successive fronts so that at least twenty of the

best were saved each generation, resulting in lower error. Further, using just the two

features found in Fig. 5.10 results in performance almost as good as with no feature

reduction. The starting number of features was 132, so this results in a performance

increase of approximately 66 times.

Moreover, while the performance on the cross-validation set and the test set are

different, both have an “elbow” at the same place, where the error increases

drastically with an increased number of features. This suggests that an effective

way of picking the best HMEM is to pick the HMEM right before the cross-

validation error starts increasing significantly.

Table 5.7 Sensor types with TP features on R thigh

Default Genetic algorithm

Set P R RMSE P R RMSE Fsel

Accel (132) 100 100 1.97 100 100 1.92 38

Gyro (88) 100 100 2.14 100 100 2.14 9

All (220) 100 100 1.84 100 100 1.84 33

Acc Mag (44) 99.4 99.8 2.02 99.9 100 1.97 5
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Fig. 5.10 Features vs. error for the right thigh with expansive elitism

Fig. 5.9 Number of features vs. error for the right thigh



5.5 Summary

The focus of this chapter was on signal processing platform for the creation of

wearable BSNs. In this chapter, we investigated the use of BSNs for physical

movement monitoring where body-mounted inertial sensors are embedded in

mobile nodes to detect the movements of the subject wearing the system.

In Sect. 5.1, we started with addressing wearability issues in BSNs. Sect. 5.2

discussed about system architecture and signal processing components required

for human movement recognition. Since batteries are the heaviest components of

the system, reducing power usage leads to smaller batteries and improves wearabil-

ity. Keeping this in mind, the last two sections discussed two recently discovered

techniques for power optimization in BSNs. The first technique, which centered

around the problem of optimal node placement, aimed to minimize the number of

sensor nodes required to classify a predefined set of human movements. The second

one was a temporal parameter extraction technique for accurate movement recog-

nition that is simple to implement.
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Chapter 6

Signal Data Mining from Wearable Systems

Francois G. Meyer

6.1 Definition of the Subject

6.1.1 Introduction

Sensors from wearable systems can be analyzed in real-time on-site, or can be

transmitted to a central hub to be analyzed off-line. In both cases, the goal of the

analysis is to extract from the measurements information about the state of the user,

and identify anomalous behavior to alert the person. The notion of state depends

obviously on the particular application, but in general characterizes a high-level

function: the user is awake (as opposed to asleep), the user is falling, the user is going

to have a heart attack, etc. Data analysis relies on sophisticated statistical machine

learning methods to learn from existing training examples the association between

sensors and high-level states [1, 2]. The first stage of the analysis consists in

extracting meaningful features, and in removing confounding artifacts. This stage

can be achieved using various time-frequency or multiscale methods. The second

stage consists in reducing the dimensionality of the data. Indeed, we know that it

becomes extremely difficult to learn a function of the data, when the data are in very

high dimension. Linear methods to reduce dimensionality include principal compo-

nent analysis (PCA) and independent component analysis (ICA). Recently, nonlin-

ear methods, such as Laplacian eigenmaps, offer powerful alternatives to traditional

linear methods. Finally, one is ready to learn a function of the measurements that

describes the state of the person wearing the devices. The sensors only provide very

coarse and indirect measurements about the state of the user. For instance, one may

be interested in classifying the state of the user into “normal states” or “anomalous

states” (the user fell asleep, or is going to have a heart attack). It is therefore

necessary to learn the state of the user as a function of the measurements using

statistical learning methods.
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This chapter is organized as follows. The current section provides an overview of

the type of data analysis questions associated with wearable systems. Section 6.2

contains a description of the various feature extraction techniques used in wearable

devices. The real-time analysis of data requires that an efficient dimension reduction

be performed. Methods that can provide a faithful representation of the data with

much fewer parameters are described in Sect. 6.3. Finally, statistical machine

learning methods that are used to characterize the state of the user are described in

Sect. 6.4. A glossary of the terms used in this chapter can be found in Sect. 6.6.

6.1.2 Shape of the Data

Sensor data can be one-dimensional (e.g., accelerometer) or two-dimensional

(e.g., video). In this chapter, we will model sensor data as time series of scalars or

vectors. Formally, a wearable system can generate a vector X of measurements inℝP

(to simplify the notations and use the same formalism, we can think of an image as

a vector properly reorganized). As time evolves, we can index each measurement

with a time index, and we denote by xi, j the measurement that sensor j generates at
times ti, i ¼ 1, . . ., N. Clearly, the temporal dimension plays a different role than the

sensor index j in this dataset, and methods of analysis usually take advantage of this

distinction.

6.1.3 Scientific Questions

The data generated by the sensors of a wearable system can be used to answer

questions about the state of an individual or the state of a population of individuals.

6.1.3.1 At the Level of the Individual

Wearable computers can provide information about the environment surrounding

the user, as well as information about the state (e.g., activity and health monitoring)

of the user. In both cases, the information is centered around the individual user and

does not involve a network of wearables. The surrounding, or context, can be

characterized by the location of the user [3], the amount of noise [4], and the output

of several cameras [5]. The detection of the activity of the user [6, 7] is a process

that is intrinsically dynamic and requires real-time computations. Finally, a wear-

able system can be used to monitor the health of the user [2, 8] and diagnose and

detect anomalous events [9].

6.1.3.2 At the Level of a Group of Individuals

Wearable systems can also be used to analyze social interaction between different

users and monitor social networks [10].
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6.1.4 Local vs. Remote Analysis

The analysis of the data collected by the sensors can either be performed locally,

using the limited computation and power resources available on the wearable

system, or be sent to a hub, where remote computations can be performed.

6.1.4.1 Local or On-Site Analysis

This type of analysis can provide an immediate feedback without requiring any

communication to a central hub. An on-site analysis would, for instance, be useful

for the continuous health monitoring of individuals living in remote areas without

access to wireless networks [11]. Wearable devices can be designed around micro-

controllers [12], DSP chips [13, 14, 15], or Field Programmable Gate Array (FPGA)

[16, 17]. In all cases, the complexity of the algorithms that can be programmed is

limited by the computational and battery power available on the device. Such

limitations may prevent the usage of classification methods that require computa-

tionally expensive algorithms and massive amounts of training data. Finally, the

degree of integration of the technology (handheld vs. wearable) may further limit

the amount of computational power.

6.1.4.2 Remote Analysis

The on-site analysis may be supplemented with, or replaced by, a remote analysis.

In this scenario, the data harvested by the sensors may be pre-processed on site to

eliminate artifacts, and then sent to a central computer, where a more complex

analysis is performed. Typically, a wireless connection to a centralized computer

allows the wearable device to send the data to a central hub, where the remote

analysis is performed. For instance, in the case of medical monitoring, medical data

can be sent to a health care center where diagnostic testing and monitoring are

performed [18, 19, 2]. This type of processing makes it possible to use machine

learning algorithms that are computationally intensive and require large amount of

training data [20, 21]. The wireless connection can take advantage of wireless

personal area networks standards such as the ZigBee specification: a suite of high

level communication protocols using small, low-power digital radios based on the

IEEE 802.15.4-2006 standard [20].

6.2 Feature Extraction

The very large size of the time series collected by wearable sensors is a basic hurdle to

any attempt at analyzing the data. Consequently, the analysis of sensors is usually

performed on a smaller set of features extracted from the data [22]. The extraction of
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features serves two purposes: first it reduces the dimensionality by replacing the

time-serieswith amore compact representation in a transformed domain (e.g., Fourier,

or wavelet); second, it separates the artifact and noise from the signal.

6.2.1 Time-Frequency Analysis

Many of the transforms that are used to extract features operate in the frequency

domain. This can be justified by a theoretical argument: if the signals are realiza-

tions of a wide sense stationary process, then the Fourier transform provides the

optimal representation [23]. In practice, many physiological signals are oscillatory

and can be decomposed as a sum of a small number of sinusoidal functions. For

instance, [11] use Fourier coefficients of motion sensors to study gait.

However, in many applications the signals of interest are not stationary: they

contain sudden changes and the local statistical properties of the signals vary as a

function of time. The ability to detect sudden changes in the local frequency content

is essential (e.g., prediction of seizures [24]). One alternative to the Fourier

transform consists in dividing the time series into overlapping segments within

which the signal can be expanded using a Fourier transform. This local Fourier

analysis requires windowing functions to isolate the different time segments.

Formally, we consider a cover of the time axis
Sn¼þ1

n¼�1½an; anþ1Þ, and we write

In ¼ ½an�1; anÞ. The time intervals In can be of fixed or adaptive sizes. To localize

f around the interval of interest In, one can construct a projection of f, P½an;anþ1� f
(see Fig. 6.1). The simplest example of P½an;anþ1� f is obtained by multiplying f by
a smooth window function rn, whose support is approximately In,

P½an;anþ1� : f ! rn f : (6.1)

We can then compute the Fourier transform of P½an;anþ1� f using a fast Fourier

transform.

a
k
−ε a

k
− ε

akak+1

f

ak

ak+1

fP

ak+1ε−ak+1ε−

Fig. 6.1 Localization of a time interval before computing a Fourier transform
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Features are then extracted by computing the energy (estimated from themagnitude

squared of the Fourier transform) present in specific frequency bands. These frequency

bands are determined from prior experiments, or from a priori physiological know-

ledge. For instance, [25] use Fourier analysis to extract relevant features from raw

tremoraccelerationdata arounda small set of frequencies of interest (3 Hz, 4 Hz,5 Hz,

and 6 Hz).

6.2.1.1 Application to Wearable Systems

The authors in [13] use a spectral representation of ECG and respiratory effort signals

to estimate sleepiness and distinguish sleep fromwake activity. The approach relies on

the computation of the energy of the Fourier transform (spectrogram) over time

intervals of length 40 s. The computation of the Fourier transform can be performed

using DSP chips or FPGA, and can be performed on site [26].

6.2.1.2 Available Software

l The Time-Frequency Toolbox, http://tftb.nongnu.org/, is a collection of

MATLAB functions for the analysis of nonstationary signals using time-fre-

quency distributions.
l See also WaveLab in the next section.

6.2.2 Multiscale Analysis

While time-frequency methods can provide good energy compaction, they are not

suited for analyzing phenomena that occur at very different scales (from a second to

a day). One of the main limitations of Fourier-based algorithms is their inability to

exploit the multiscale structure that most natural signals exhibit. As opposed to the

short-time Fourier transform, the wavelet transform performs a multiscale, or

Fig. 6.2 Fast wavelet transform
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multiresolution, analysis of the signal. The wavelet transform is an orthonormal

transform that provides a very efficient decorrelation of many physical signals [23].

Excellent references in the mathematical theory of wavelets and their application to

image compression include [23, 27]. We describe briefly the fast wavelet transform

algorithm. We consider the time series xn n ¼ 1, . . ., N generated from one specific

sensor from time t1 until tN. For simplicity, we assume that N ¼ 2J. The following

algorithm was discovered by [23], and is called the fast wavelet transform. The
wavelet transform of X at scale J is given by the vector of coefficients

s00; d
0
0; d

1
0; d

1
1; . . . . . . ; d

j
0; . . . d

j

2j�JN�1
; . . . . . . ; dJ�1

0 ; . . . . . . . . . . . . ; dJ�1
2�1N�1

h i
: (6.6)

The reconstruction formula is given by the following iteration:

s jþ1
k ¼

X
n2Z

hk�2ns
j
n þ

X
n2Z

gk�2nd
j
n: (6.7)

The fast wavelet transform has an overall complexity of O(N) operations. As shown
in Fig. 6.3, the algorithm organizes itself into a binary tree, where the shaded nodes

of the tree represent the subspaces Wj.

One important parameter in the wavelet analysis concerns the choice of the

filters (hn, gn). In general, biorthogonal wavelet filters with linear phase introduce

less distortion than orthonormal wavelets. While longer filters provide better out of

band rejection with a sharp frequency cutoff, such filters may become a computa-

tional burden if a real-time on-site application is required. Finally, the number of

vanishing moments of the wavelet filter controls the number of significant coeffi-

cients that one should expect when processing smooth signals. Indeed, polynomials

of degree p � 1 will have a very sparse representation in a wavelet basis with

p vanishing moments: all the dk
j are equal to zero, except for the coefficients located

Fig. 6.3 Pyramidal structure

of the fast wavelet transform
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at the border of the dyadic subdivision ðk ¼ 0; 1; 2; 4; � � � ; 2J�1Þ. Unfortunately,
wavelet with p vanishing moments have at least 2p coefficients, thereby increasing

the computational load.

In a manner similar to Fourier analysis, one can decide a priori that certain

frequency bands, which are associated with specific wavelet coefficients, should

beused for the subsequent analysis of the data. Alternatively, one can remove small

coefficients, which are typically generated by the noise, and keep only the largest

coefficients that come from the signal. In both cases, the selected wavelet coeffi-

cients become the features representing the time series.

6.2.2.1 Application to Wearable Systems

A wavelet transform is used in [28, 29] to extract important features from ECG

recordings. Similarly, data from inertial sensors are processed with filter banks

in [25] to quantify tremor frequency and energy. Finally, [26] use a wavelet

transform to remove the noise and smooth accelerometers time series. Wavelet

analysis can be performed on site, since it can be implemented efficiently on a DSP

chip or an FPGA.

6.2.2.2 Available Software

l WaveLab at Stanford University, http://www-stat.stanford.edu/~wavelab/, is a

very comprehensive library of MATLAB software that implement wavelet

transforms, wavelet packets, and other various time-frequency transforms.
l Wavelet toolbox in MATLAB.

6.3 Dimensionality Reduction

The extraction of features from the data effectively replaces long time series with

shorter feature vectors (e.g., Fourier or wavelet coefficients). Often, this dimension

reduction is not significant, and one needs to further reduce the dimension of the

feature vectors. Alternatively, there are cases where standard features are not

available, and one needs to apply methods to reduce dimensionality directly on

the rawsensor measurements.

Methods to reduce dimension exploit the intrinsic correlations that exist in the

feature vectors, or in the sensors’ measurements. Principal components analysis

finds the set of orthogonal components that can best explain the variance in the

observations, while independent component analysis can decompose the observa-

tions into components that are statistically independent. Finally, Laplacian eigen-

maps can provide a faithful parametrization of the sensor data when the data

organize themselves in a nonlinear manner.
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6.3.1 Principal Component Analysis

Instead of using a fixed transform, such as the Fourier or the wavelet transform, one

can often construct a sparser representation by adaptively computing an optimal

transform. Principal component analysis is one such adaptive transform.

We consider a wearable system equipped with several sensors. Let xi, j be the

measurement that sensor j generates at times ti, i ¼ 1, . . ., N. We can organize the

sensor measurements as an N �p matrix

X ¼

x1;1 . . . x1;p
x2;1 . . . x2;p

..

. ..
.

xN;1 . . . xN;p

2
6664

3
7775: (6.8)

We can think of the measurement generated by the sensors at time ti as a vector

Xi ¼ [xi, 1, . . ., xi, p]
T inℝp, and we can write the matrix X by stacking horizontally

the time series of sensor vectors,

X ¼

XT
1

���������
..
.

���������
XT
N

2
666664

3
777775
: (6.9)

As time evolves, the vectors X1, X2, . . .XN form a trajectory in ℝp (see Fig. 6.4).

If the temporal sampling of the sensor is sufficiently fast, we expect that the discrete

trajectory will be smooth, and that the points Xi will be highly correlated. The goal

of principal component analysis (PCA) is to compute a low dimensional affine

approximation to the set X1, X2. . .XN. First, the set of measurements is centered

around the center of mass

X ¼ 1

N

XN
i¼1

Xi:

Then the optimal subspace of dimension r is computed from the singular value

decomposition (SVD) [30] of the centered matrix

X1

X2

Xi

Fig. 6.4 Trajectory of the sensor

vector Xi as a function of time

130 F.G. Meyer



XT
1 � X

T

���������
..
.

���������
XT
N � X

T

2
666664

3
777775
¼
Xp

i¼1

siUiV
T
i ; (6.10)

where the vectors U1, . . ., Up (respectively V 1, . . ., V p ) are mutually orthogonal

[30]. In summary, the optimal affine approximation of rank r is given by

X þ
Xr
k¼1

skUkV
T
k : (6.11)

This low dimensional approximation is guaranteed to maximize the dispersion

(variance) of the projected points on the subspace formed by the vectors

U1, . . ., Ur. Geometrically, the vectors Ui will be aligned with the successive

orthogonal directions along which the data changes the most (see Fig. 6.5). From

a linear algebra perspective, the affine model (6.7) results in the minimum approxi-

mation error – in the mean-squared sense – among all affine models of rank r.

Remark 1. The eigenvalues si determine the shape of the distribution of sensor
measurements. If all the si are equal, then all vectors Ui are equivalent. This is a

degenerate case where PCA offers no gain. If the si are very different, the

distribution is shaped as an ellipsoid. PCA provides a gain by aligning the coordi-

nate axes with the main axes of the ellipsoid (see Fig. 6.5).

Remark 2. If we include all the p components, then we have an exact decomposi-

tion of the measurements,

X ¼ X þ
Xp

k¼1

skUkV
T
k ¼ X þ USVT ; (6.12)

where U ¼ [U1, . . ., Up], V ¼ [V1, . . ., Vp] and S ¼ diag(s1, � � � , sp).

Remark 3. PCA can also be used to “whiten” the data; a step which is often
required before further analysis [14].

Fig. 6.5 Principal components U1, U2 and U3

6 Signal Data Mining from Wearable Systems 131



6.3.1.1 Application to Wearable Systems

PCA cannot be implemented on a DSP chip or an FPGA, but can be implemented

on a small laptop, as described in [4], where a real-time analysis of the sensors using

a time-varying PCA is computed. A clustering algorithm combined with self-

organizing maps is also used to identify the main sensor clusters. The clusters are

then updated in real-time. In [21], the authors combine feature extraction and PCA

to analyze ECG recordings.

6.3.1.2 Available Software

Themain ingredient of the PCA algorithm is the SVD decomposition of the matrixX.

There exist several implementations of SVD in Fortran, and in MATLAB.

6.3.2 Independent Component Analysis

Independent component analysis (ICA) seeks to decompose the data into a linear

combination of statistically independent components [31]. The method assumes the

following mixing model, where the vector of measurements X generated by the

sensors at any given time can be decomposed in terms of p independent scalar

“sources”

X ¼
x1
..
.

xp

2
64

3
75 ¼

a1;1 � � � a1;p

..

. ..
.

ap;1 � � � ap;p

2
64

3
75

s1
..
.

sp

2
64

3
75; (6.13)

or equivalently in matrix form

X ¼ AS: (6.14)

Because the variance of the sources s1, .., sp cannot be estimated, we can assume

that the sources are decorrelated (their covariance matrix is the identity) and the

matrix A is orthogonal. A numerical solution to the estimation of the sources and

the mixing matrix A can be obtained by maximizing the departure from Gaussianity

of the vector S ¼ A�1X ¼ ATX. This can be achieved by maximizing the negen-

tropy of each coordinate si of S [32].

It has been noted [31] that in practice, if the observations are noisy, then it

becomes impossible to separate the components from the noise. In fact, if the

analysis is performed on real data, then the components are not even approximately

independent [31]. Finally, a common problem associated with the usage of ICA is

the interpretation of the components. The interpretation usually relies on post hoc

heuristics, such as visual inspection of the source time-series.
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6.3.2.1 Application to Wearable Systems

ICA suffers from the same computational load as PCA, and cannot be easily

implemented on small portable devices at the moment. Motion artifacts were

identified in pulse oximeter signals using ICA [33]. But see [34] for a discussion

of the validity of the assumption of independence of the motion artifact signals and

the signal generated by arterial volume variations.

6.3.2.2 Available Software

l The implementation of Bell and Sejnowski can be found at http://www.cnl.salk.

edu/~tony/ica.html.
l A fast ICAMATLAB package is available from the Laboratory of Computer and

Information Science (CIS) at the Helsinki University of Technology, http://

www.cis.hut.fi/projects/ica/fastica/

6.3.3 Laplacian Eigenmaps

The methods of reduction of dimensionality described in the previous sections are

linear: each vector of sensor data Xi is projected onto a set of components Uk. The

resulting coefficients serve as the new coordinates in the low dimensional represen-

tation. However, in the presence of nonlinearity in the organization of the Xi in ℝp

(see Fig. 6.4), a linear mapping may distort local distances. These distortions will

make the analysis of the dataset more difficult. We describe in this section a method

to construct a nonlinear map C to represent the dataset X in low dimensions.

Because the map C is able to preserve the local coupling between sensors vectors,

low dimensional coherent structures can easily be detected with a clustering or

classification algorithm.

We describe a low dimensional embedding of the set of sensor measurements

X1, . . ., XN intoℝ
m, wherem � p. The embedding is constructed with the eigenfunc-

tions of the graph Laplacian [35]. First, we represent themeasurements by a graph that

is constructed as follows. Each sensor vector Xi becomes the node (or vertex) i of the
graph. Edges between vertices quantify the similarity of sensor vectors. Each node i is
connected to its nn nearest neighbors according to the Euclidean distance kXi � Xjk.
Finally, a weightWi, j on the edge {i, j} is defined as follows,

Wi;j ¼ e�kXi�Xjk2=s2 ; if i is connected to j,
0 otherwise.

�
(6.15)

The weighted graph G is fully characterized by the N2�N2 weight matrix W with

entries Wi, j. Let D be the diagonal degree matrix with entries di ¼ ∑jWi, j.
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The mapC is designed to preserve short-range (local) distances, as measured by

Wi, j. The map is constructed one coordinate at a time. Each coordinate function ck

is the solution to the following minimization problem

minck

P
Xi�Xj

Wi;j ckðXiÞ � ckðXjÞ
� �2

P
iDi;iC2

kðXiÞ
; (6.16)

where ck is orthogonal to the previous functions {c0, c1, � � � , Ck � 1},

hck;cji ¼
XN

i¼1
Di;iCkðXiÞCjðXiÞ ¼ 0 ðj ¼ 1; . . . ; k � 1Þ: (6.17)

The numerator of the Rayleigh ratio (6.12) is a weighted sum of the gradient of ck

measured along the edges {i, j} of the graph; it quantifies the average distortion

introduced by the map Ck. The denominator provides a natural normalization. The

constraint of orthogonality to the previous coordinate functions (6.17) guarantees

that guarantees that the coordinate ck describes the dataset with a finer resolution:

Ck oscillates faster on the dataset than the previousCj if hCk, Cji ¼ 0. Intuitively,

Ck plays the role of an additional digit that describes the location of Xi with more

precision. It turnsout [35] that the solution of (6.12 and 6.13) is the solution to the

generalized eigenvalue problem,

D�Wð Þck ¼ lkDck; k ¼ 0; . . . (6.18)

The first eigenvector c0, associated with l0 ¼ 0, is constant,

C0ðXiÞ ¼ 1; i ¼ 1; . . . ;N; it is therefore not used. Finally, the new parametrization

C is defined by

Xi 7!CðXiÞ ¼ c1ðXiÞ c2ðXiÞ . . .cmðXiÞ½ �T : (6.19)

The idea of parametrizing amanifold using the eigenfunction of the Laplacianwas first

proposed in [36]. Recently, the same idea has been revisited in the machine-learning

literature [37, 38]. The construction of the parametrization is summarized in Fig. 6.6.

Unlike PCA, which yields a set of vectors on which to project each Xi, this nonlinear

parametrization constructs the new coordinates of Xi Xi by concatenating the values of

the ck, k ¼ 1, � � � , mk ¼ 1, � � � , m evaluated at Xi, as defined in (6.15). The embed-

ding obtained with the Laplacian eigenmaps is in fact very similar to a parametrization

of the dataset with a kernelized version of PCA, known as kernel-PCA [39].

6.3.3.1 Application to Wearable Systems

The authors in [40] embed multidimensional sensor data using Laplacian eigenmaps

and cluster the dataset using the new coordinates. The analysis is not performed

locally, since the Laplacian eigenmaps require computationally intensive algorithms:

nearest neighbor search and eigenvalue problems.
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6.3.3.2 Available Software

l The original MATLAB code of Beilkin is available here:http://manifold.cs.

uchicago.edu/
l A suite of classification algorithms based on Laplacian eigenmaps is available

here: http://manifold.cs.uchicago.edu/manifold_regularization/software.html
l A method related to Laplacian eigenmpas and known as diffusion geometry is

available here: http://www.math.duke.edu/~mauro/code.html
l Finally, the Statistical Learning Toolbox of Dahua Lin available here:http://

www.mathworks.com/matlabcentral/fileexchange/12333 contains code for the

Laplacian eigenmaps.

6.4 Classification, Learning of States, and Detection

of Anomalies

We are now concerned with the final stage of the analysis: the extraction of high-level

information from the wearable system. This abstract information can be an alarm in

the case of a natural catastrophe [41], or a diagnostic for a subject with a risk of heart

disease [24]. We assume that each sensor vector is represented by a p-dimensional

vectorX 2 ℝp. This vectormay be composed of the rawmeasurements of the sensors,

or may be a vector of features (see Sect. 6.2), or the outcome of a dimensionality

reduction algorithm (see Sect. 6.3). At each time ti, we have access to the sensor vector
Xi (the subscript i is a time index). The question becomes: what is the state yi that
characterizes the user at time ti given the sensor vector Xi? Depending on the applica-

tion, the state yi could, for instance, encode the presence of an alarm, or the likelihood

of a heart attack. There are two broad types of approaches to answer this question.

The first approach assumes that there exists a large collection of training data

composed of sensors values X1, . . ., Xl that have been carefully labeled with the

Fig. 6.6 Construction of the embedding
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corresponding state y1, . . ., yl of the user. The labeling is a very time-consuming

process that needs to be performed off-line by the user himself/herself, or by an

expert (e.g., in the case of biomedical data). Machine-learning algorithms can use

the training data to learn the association between the state yi and the sensor

measurement Xi. Support vector machines is an important example of supervised

classification methods; it is discussed in Sect. 6.4.2. This supervised approach may

require significant amounts of training data to achieve good performances.

An alternative approach consists in “letting the data speak for themselves” using

clustering methods that identify similarities in the sensor vectors, and group the

measurements into coherent clusters. Such methods are called unsupervised and do

not require any training data. While they may not provide an answer to our question,

namely, “what is the state yi?”, unsupervised methods can rapidly organize the data

into coherent states that can then be further analyzed. We described in the next

section unsupervised methods.

6.4.1 Unsupervised Methods

6.4.1.1 K-Means Clustering

The K-means clustering algorithm is a method to divide a set of vectors into

homogeneous groups, within which vectors are similar to one another. The goal

is to find the optimal number of clusters, K, the optimal cluster centroids,

C1, . . ., CK, and the optimal assignments of each vector Xi to a cluster k to minimize

the total within cluster scatter [30]

XK
k¼1

Nk

X
Xi2cluster k

kXi � Ckk2; (6.20)

where Nk is the total number of vectors assigned to cluster k. Indeed, the term

X
Xi2cluster k

kXi � Ckk2;

quantifies the scatter of the vectors in cluster k around the centroid Ck. Therefore,

(6.20) quantifies the total amount of scatter within all clusters. Given a specified

number of clusters, K, algorithm 3 (see Fig. 6.7) iteratively partitions the data, and

computes the centroids C1, . . ., CK of all the clusters (see Fig. 6.8). The output of the

algorithm depends onK, which can be further optimized [30], and depends also on the

initial assignment of vectors to clusters.While the algorithmwill eventually converge,

there is no guarantee that it reaches the global minimum of (6.16). One should

therefore repeat the algorithm of Fig. 6.7 with several different initial conditions,

and retain the solution that minimizes (6.20).
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The assignment of a sensor vector to a cluster results in a hard decision. A soft

version of the same idea is provided by the mixture of Gaussian densities model

discussed in the next section (Fig. 6.9).

6.4.1.2 Mixture of Gaussian Densities

The Gaussian mixture model is a generative probabilistic model that assumes that

the joint distribution of the vector of sensor measurements X is a finite mixture of

multivariate Gaussian densities,

Fig. 6.7 K-means clustering

X1

X2

Xi

Fig. 6.8 K-means clustering

of the dataset, with K ¼ 2.

The cluster centroids are

circled in black. The true
boundary is shown as a

dashed lined

Fig. 6.9 Mixture of Gaussian

model fitted to the dataset,

with K ¼ 2. The mean of

each Gaussian distribution is

circled in black. The true
boundary is shown as a

dashed lined
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PðXÞ ¼
XK
k¼1

pkfðX; mk;SkÞ: (6.21)

The mixing parameters pk are positive weights that add up to 1. The density f is the

p-multivariate normal density function. The maximum likelihood estimates m̂k, Ŝk

and p̂k of the mixture parameters can be computed from the measurements using the

expectation minimization (EM) algorithm [42]. The estimation of the number of

components K (which plays the same role as the number of clusters) is often

difficult [42] but can be addressed using model selection criteria [43]. We can use

the estimates m̂k, Ŝk, and p̂k to compute the posterior probability given by

PðkjXÞ ¼ p̂kfðX; m̂k; ŜkÞ
PK
l¼1

p̂lfðX; m̂l; ŜlÞ;
(6.22)

which provides an estimate of the probability that measurement X be generated by

component k.

6.4.1.3 Application to Wearable Systems

Mixture of Gaussians have been used in [44] to segment sensor time series into

intervals associated with distinct activities. We note that clustering algorithms can

be implemented on a personal digital assistant (PDA) [45], where a clustering

algorithm learns to identify the context associated with the usage of the PDA.

6.4.1.4 Available Software

l The open source clustering software contains clustering routines such as

k-means and k-medians, and is available at: http://bonsai.ims.u-tokyo.ac.jp/

~mdehoon/software/cluster/
l PRTools is a Matlab based toolbox for pattern recognition, and is freely available

at http://www.prtools.org/

6.4.2 Support Vector Machine

Among all classification techniques that have been used to analyze sensor data from

wearable systems, support vector machines (SVMs) is one of the most popular

methods [46, 47]. SVM can construct a nonlinear separating boundary between

two classes by implicitly mapping the features to a high-dimensional space, and

performing a linear classification in that space. Our discussion of SVM follows [30].
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We consider the problem of classifying sensor vectors into two classes defined by

the labels y ¼ �1 for class 0 and y ¼ 1 for class 1. Extension to more than two

classes can be easily obtained by using a “one-versus-all strategy,” where each class

is compared to the other remaining classes, and X is assigned to the class that is most

often selected by the different classifications.

6.4.2.1 Support Vector Classifier

Given a training set composed of sensor data X1, . . ., Xl and the associated class

labels, y1, . . ., yl, our goal is to construct a classifier f(X) that assigns a label � 1 if X
belongs to class 0, and 1 if X belongs to class 1. We assume that the training samples

are linearly separable: one can find a hyperplane that divides the training dataset

according to the class membership. The classifier is defined as follows,

f ðXÞ ¼ �1 if hW;Xi þ b<0

1 if hW;Xi þ b>0:

�
(6.23)

where W 2 ℝp, b 2 ℝ and hW;Xi ¼Pp
i¼1xiwi is the inner product between the

vectors X and W. The hyperplane (defined by W and b) that optimally separates

the two classes can be found by maximizing the margin between the two classes for

the training data (see Fig. 6.10). Specifically, we choose W and b such that

2
kWk ; the margin width, is maximized, and

for all the vectors Xi in the training data we have, yi hW;Xii þ bð Þ � 1:

�

This quadratic programming optimization problem can be solved using

Lagrange multipliers and results in the following classifier

f ðXÞ ¼ sign
X
i

aiyihXi;Xi þ b

 !
; (6.24)

where

W ¼
X
i

aiyiXi; (6.25)

and the Lagrange multipliers ai are nonzero only for those vectors that lie at the

boundary of the margin (see Fig. 6.10). Such training vectors are called the

“support vectors”. As shown in Fig. 6.10, the width of the margin is constrained

by the support vectors. The support vectors all satisfy

yi hW;Xii þ bð Þ ¼ 1: (6.26)
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Finally, the offset b can be computed from any such support vector Xi,

b ¼ yi � hW;Xii: (6.27)

If the two classes cannot be linearly separated, it is still possible to apply the

same classification method with the introduction of additional “slack variables”.

These variables allow for some training vectors to be on the wrong side of the

separating hyperplane [30].

6.4.2.2 Support Vector Machines

The linear classifier can be extended to a nonlinear classifier, where the separating

boundary between the two classes is no longer a hyperplane, but can be a surface of

arbitrary geometry. Rather than defining the surface in the original domain ℝp, the

vectors are implicitly mapped to a higher dimensional space (see Fig. 6.11), where

distances and inner products are measured using a kernelK, different from the usual

inner product [30]. The classifier becomes

f ðXÞ ¼ sign
X
i

aiyiKðXi;XÞ þ b

 !
: (6.28)

Popular choices for K include the polynomial kernel KðXi;XjÞ ¼ hXi;Xji þ 1
� �d

and the Gaussian kernel KðXi;XjÞ ¼ expð�kXi � Xjk2=s2Þ.

6.4.2.3 Application to Wearable Systems

Dinh et al. [20] use SVM to classify various sensors measurements to detect near-fall

events in older adults. In [46] the severity of tremor in patients with Parkinson

Fig. 6.10 Maximum margin

linear classifier
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disease is quantified using a multiclass (one-versus-all) classifier based on SVM.

The sensors provide accelerometer data. The computational complexity of the SVM

algorithm requires that the training and the classification be performed remotely on a

central computer.

6.4.2.4 Available Software

Many software packages provide implementations of the SVM. Some of the main

public domain packages are listed below.

l SVM light: http://svmlight.joachims.org
l LIB SVM: http://www.csie.ntu.edu.tw/~cjlin/libsvm
l Additional implementations can be found at: http://www.support-vector-

machines.org/SVM_soft.html

6.4.3 Semi-Supervised

An alternative to supervised learning and unsupervised learning is “semi-supervised”

learning [48]. Semi-supervised can take advantage of unlabeled sensor vectors to learn

the organization of the sensor data in ℝp. Most semi-supervised learning algorithm

assume that the data organize themselves smoothly, and that the geometry of the data

will help construct the classifier. In the case of sensors from a wearable system, it is

X1 Xi
X2

Fig. 6.11 Classification with support vector machines: the original dataset is lifted up into a high-

dimensional space, where a maximal margin linear classifier can separate the two classes

6 Signal Data Mining from Wearable Systems 141



possible to assume that the data from a sensor lie close to a low dimensional manifold

(see Sect. 6.3.3). In this case, it becomes possible to use partially labeled data to

discover the geometry of the manifold, while at the same time constructing the

classifier. In the context of wearable sensors, this approach is very appealing since it

does not require to label a large amount of data.

6.4.3.1 Application to Wearable Systems

Ali et al. [49] combine a PCA decomposition with a semi-supervised learning

approach to construct a classifier that can recognize activities. Similarly, Mahda-

viani and Choudhury [50] and Stikic and Schiele [7] propose an activity recognition

method that only requires very few labeled data. As with SVM, the method can only

be applied remotely on a computer with enough computational power.

6.4.3.2 Available Software

l The group of Partha Niyogi at the University of Chicago has developed some

MATLAB software to perform semi-supervised classification using manifold

regularization. The software is available at: http://manifold.cs.uchicago.edu/

manifold_regularization/manifold.html

6.5 Conclusion and Future Directions

We have reviewed in this chapter some of the dimension reduction and statistical

machine-learning methods to mine and extract information from wearable systems.

Many of these techniques have been borrowed from the existing statistical and

machine-learning literature. In comparison with general data analysis problems, the

on-site, or local analysis of wearable data has a number of well-defined constraints:

limited computational power and limited bandwidth. These constraints require

efficient and fast algorithms for on-line analysis or off-line transmission to a central

hub. As the presence of wearables becomes ubiquitous, and as the sensors become

more integrated, we expect that there will be a need for more efficient data analysis

algorithms. Increasing the speed of current algorithms is clearly not the answer.

Rather, we expect to see that completely new ideas will be required to tackle the

amount of data generated by wearable systems. For instance, it may come as a

surprise that only reading randomly a very small subset of the sensor values (the

principle underpinning “compressive sampling” [51]) yields the same accuracy as

uniform sampling [52], with an enormous saving in power consumption. Other

directions include the development of tailored statistical models [53] that can be

estimated with fewer sensors and less computations than generic probabilistic

models. Clearly, the area of data analysis for wearable systems promises to be

exciting and challenging.
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6.6 Glossary

l Independent component analysis (ICA) A linear decomposition of the data

into statistically independent sources. The sources and the mixing weights are

estimated by the algorithm.
l Karhunen-Loève transform See Principal component analysis.
l Kernel PCA See Laplacian Eigenmaps.
l Laplacian eigenmaps A nonlinear method to parametrize a dataset using the

eigenvectors of the graph Laplacian defined on the dataset. The method opti-

mally preserves the short-range distance while assembling a global parametriza-

tion of the data.
l Multiscale analysisAmethod to decompose a dataset into signals that have well

defined characteristic scales. An example is provided by a wavelet analysis.
l Principal component analysis (PCA) A decomposition of a dataset into linear

components that best capture the variance in the data.
l Semi-supervised learning A classification method that combines unlabeled

data with label data to construct a classifier. The method exploits the underlying

smoothness (e.g., the data lie on a manifold) of the data to estimate the geometry

of the data and compensate for the lack of labels.
l Short time Fourier transform See time-frequency analysis.
l Singular value decomposition See principal component analysis.
l Support vector machine (SVM) A classification algorithm that combines a

maximum margin classifier with a measure of similarity using a kernel.
l Time-frequency analysis A decomposition of a signal in terms of localized

oscillatory patterns with well defined frequency and position.
l Wavelet analysis See multiscale analysis.
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Chapter 7

Future Direction: E-Textiles

Danilo De Rossi and Rita Paradiso

7.1 Introduction

Body worn systems, endowed with autonomous sensing, processing, actuation,

communication and energy harvesting and storage are emerging as a solution to

the challenges of monitoring people anywhere and at anytime in applications such

as healthcare, well-being and lifestyle, protection and safety.

Textiles, being a pervasive and comfortable interface, are an ideal substrate for

integrating miniaturized electronic components or, through a seamless integration

of electroactive fibres and yarns, they have the potentiality to become fully func-

tional electronic systems. The idea of e-textiles being a viable solution to imple-

ment truly wearable, smart platforms as bidirectional interfaces with human body

and functions has emerged as a result of the work of independent groups around the

world almost at the same time. A group at MIT-Media Lab (Post and Orth 1997)

reported about early results using embroidery to realize different interfaces from

human–computer interactions; researchers at Georgia Tech presented (Luid et al.

1997) a shirt using fibre optics for monitoring soldiers conditions in the battlefield;

researchers in Tokyo (Ishijima 1997) reported experimental results on the use of

textile electrodes for cardiopulmonary monitoring and researchers at the University

of Pisa (De Rossi et al. 1997) disclosed the use of thermo and piezoresistive fabrics

for recording thermal and biomechanical parameters in ergonomics and rehabilita-

tion. Since then, diverse commentaries and critical reviews have been made avail-

able in the literature further exploring the viability and potentials of smart fabrics

and interactive textiles (SFITs) (Marculescu et al. 2003; Service 2003). Although

additional progress has been made (Carpi and De Rossi 2005; Coyle et al. 2007), the

realization of viable textile fibres and yarns endowed with active electronic func-

tions has proved to be more elusive and major scientific, technical and economic

limitations still need to be overcome to bring the technology to fulfil the initial

expectations.
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Work performed along this direction for most of the textile-based devices is,

with the sole exception of textile electrodes, fragmented at a very early stage of

development. Besides the great technical challenges to be faced, it is nowadays

difficult to predict if issues such as compatibility with industrial textile technology,

durability, water resistance, cost and user acceptance can be successfully dealt with.

In the following paragraphs, we report on research work disclosed in the

literature aimed at developing microsystem components (sensor, actuators, logics,

energy storage and harvesting devices, keyboards, displays and antennas) needed

for the implementation of full e-textile wearable systems. Finally, we briefly

illustrate some e-textile-based wearable platforms made available in recent years.

As it will be shown, all these platforms rely on integration at various levels of

conventional off-the-shelf microelectronics components with fabrics.

7.2 Fibres and Textiles for Bioelectrodes

Monitoring diagnostics, therapy and rehabilitation in the medical domain are often

based on methodologies and techniques exploiting bioelectrical phenomena. Non-

invasive monitoring of vital signs such as electrocardiogram (ECG), electrodermal

response (EDR), electromyogram (EMG), stimulus-evoked potentials (SEPs) and

others biosignals need electrodes to convert body-generated ionic currents into

electronic signals for further processing.

Injecting electrical currents into the body for therapeutic purposes is also widely

used; functional electrical stimulation (FES) and electrotherapy are good examples.

Supporting the extension and expansion of health services outside the classical

healthcare establishments through wearable systems has evidenced the need for

long-term use of bioelectrodes. Textile electrodes have been developed and have

reached the level of commercial development. Textile-grade fibres made of stain-

less steel, carbon, silver and silver-coated polyester have all been weaved or knitted

to realize fabric electrodes. The inappropriateness of using gel coupling in long-

term monitoring, the difficulty in proper positioning and fixing electrodes on skin

and the susceptibility to motion artefacts still pose problems for the development of

dry textile electrodes, in particular when intended to monitor non-sweating or

elderly subjects.

Most textile electrodes have been realized using commercial stainless steel

threads wound around a standard cotton textile yarns. They have been realized

either through a flat weaving process or knitted using the tubular intarsia technique

to get double face apparels (see Fig. 7.1), where the external part is realized with the

basal yarn, non-conductive, to isolate the electrode from the external environment

(Paradiso et al. 2005; Ctrysse et al. 2004).

Adhesive hydrogel membranes shown in Fig. 7.2, or integrated pushing cushions

have been used to improve electrode–skin coupling. Fabric electrodes have been

proved to offer very good performances in recording either EMG or ECG signals

even also after repeated washing (Scilingo et al. 2005; Xu et al. 2008).
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Non-contact capacitive electrodes have also been developed and disclosed, in

particular, for EMG recording (Gourmelon and Langereis 2006). Their susceptibility

to motion artefacts and power line interference, however, is very high.

The use of active electrodes, which implies the integration of miniaturized buffer

amplifiers (impedance converters) to suppress noise, is well known; a new

embodiment has been recently developed in the form of non-woven fabric, adding

complexity and cost but being more effective in term of front-end electronics

signal-to-noise ratio (Kang et al. 2008).

Fig. 7.1 Knitted intarsia electrodes and textile connections, particularly on the skin side on the

right

Fig. 7.2 Hydrogel membrane coupled with textile electrode
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Existing fabric electrodes still suffer limitations when skin is dry and when

the wearer performs intense physical activity. Minimizing electrical contact imped-

ance between the electrode and the skin, maximizing adhesive properties without

the use of covalent bonding, and mechanical stabilizing the ionic–electronic inter-

face are crucial interventions needed to improve textile electrode performances in

terms of signal-to-noise ratio, motion artefact and power line interference rejection.

7.3 Fibres and Textiles for Sensing

Sensing and monitoring physical and chemical parameters is finding useful appli-

cation in e-textiles. The signals can be endogenous (related to the person wearing

the garment) or exogenous (related to the environment). As an example, vital signs

monitoring can be useful in the wellness, sport or medical domains, while chemi-

cally sensitive fabrics can be exploited for alerting from dangerous chemical or

biological substances as needed by people working in noxious environments or, in

the longer term, to monitor metabolites and biomarker in sweat or in wounds.

7.3.1 Physical Sensing

Many miniaturized sensors have been integrated into fabrics and garments. In this

chapter, however, we focus on fibre and yarn sensors or fabric sensors being

potentially fully compatible with textile technology. In this respect, thermal and

mechanical sensors have been disclosed, relying on thermoresistive, piezoresistive,

piezoelectric and piezocapacitive effects or on various types of modifications of

optical fibres.

Thermo- and piezoresistive fabrics, prepared by coating fibres with conducting

polymers (Gregory et al. 1989), have been proved to be useful in monitoring surface

temperature and surface strain in using body-fitting garments (De Rossi et al. 1999).

Similar work has been subsequently reported (Mattmann et al. 2008; Gibbs and

Asada 2005).

A different technique and methodology for developing textile wearable posture

and gesture monitoring systems has been disclosed, using redundant arrays of

stretch sensors made of piezoresistive rubber, screen printed onto fabrics and

garments (Lorussi et al. 2004). Very recently, textile-based electrogoniometers

have been conceived and tested to further increase the performance of 3D recon-

struction of body kinematics through sensorized garments (Lorussi et al. 2009).

Experimental work to enable clinical applications, mostly related to neurorehabil-

itation, is in progress (Tognetti et al. 2005; Pacelli et al. 2006; Paradiso et al. 2006;

Giorgino et al. 2009). See Fig. 7.3.

Fibres, films and patches of piezoelectric polymers such as polyvinylidene fluoride

(PVDF) and its copolymersmay expand the range of biomechanical and physiological

parameters detected by electronic textiles. Compared to piezoresistive materials,
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piezoelectrics offer higher sensitivity and wider bandwidth in transducing mechanical

to electrical signals. They do not, however, consent the acquisition of static or slowly

varying signals because of the intrinsic nature of the physical principle they exploit.

PVDF narrow strips have been incorporated into fabrics matrices (Edmison et al.

2002), and multifunctional monitoring of cardiopulmonary parameters through a very

wide bandwidth PVDF sensor has been reported (Lanatà et al. 2010).

Piezocapacitive stress-sensitive mats have also been realized (Sergio et al.

2002), which might be useful for body–object contact pressure sensing.

Textile optical sensors making use of fibre optics have also been proposed (El-

Sherif 2000) for sensing a wide range of parameters either through the modification

of the cladding or by incorporating metallic or semiconducting nanoparticles into

the core of the optical fibre (Dhawan et al. 2006).

7.3.2 Chemical Sensors and Biosensors

Synthetic textile fibres (nylon and polyesters) coated with conductive polymers,

polypirrole or polyaniline, woven into fabric mesh have been used for toxic vapour

sensing (Collins and Buckley 1996). Detection limits of parts per million of vapours

such as ammonia and nitrous oxide were obtained.

Conducting polymer-based electrospun polyaniline fibre sensors have also been

shown (Koncar 2005) to enable pathogens detection through exhaled breath analysis.

The large specific surface of this kind of nanofibres may offer potentiality for high

Fig. 7.3 System developed in the frame of MyHeart project for neuro-rehabilitation therapy
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sensitivity and low detection threshold. Humidity sensing by polyaniline fibres is a

further possibility, which has been reported (Norris and Mattes 2007).

More complex textile platforms for sensing chemicals in sweat (Morris et al.

2009) or for monitoring sweat rate (Salvo et al. 2010) have been described,

also including fabric pumps and valves (Coyle et al. 2010). Examples are shown

in Fig. 7.4 www.biotex.it

7.4 Active Fibre Electronics and Woven Logics

A very challenging task resides in the realization of viable textile fibres and fabrics

endowed with active electronic and logic functions.

Organic field effect transistors (OFETs) are commonly used in flexible

electronics. The use of OFETs in a textile substrate has been proposed and different

configurations examined (Bonfiglio et al. 2005). OFETs on fibres have also been

disclosed (Lee and Subramanian 2005; Maccioni et al. 2006), but their realization

onto fibres is a complex process, since precise micropatterning of source, drain and

gate electrodes is needed. A different approach has been disclosed (Hamedi et al.

2007, 2009) making use of micrometre-sized organic electrochemical transistors

(OECTs). Wiring fibre OECTs may prove to be an easier route to weaving

electronics directly into fabrics to implement universal logic operations

(De Rossi 2007), but very major obstacles exist in making these prototypes working

in the real world as all these procedures are incompatible with current textile

technology. In particular, to realize fabric microcomponents, i.e. fibres and yarns

endowed with even simple electronic functions, as electrical conductors, insulators,

semiconductors, material properties must be deeply modified and this modification

must not invalidate other fundamental properties as mechanical flexibility and

robustness, not mentioning the fact that these treatments must be done on large

scale, to pave the way for the future industrial exploitation of these technologies.

Some encouraging reports have recently appeared in the literature: for instance,

carbon nanotubes modified cotton yarns (Shim et al. 2008) and cotton yarns

modified by a metal nanoparticles and conductive polymers (Mattana et al. 2010).

Fig. 7.4 Fabric pump and sweat rate sensor developed in the frame of Biotex project
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Both these examples are extremely interesting as they pave the way to the use of

modified natural fibres as a basis for new active devices, with the tremendous

advantage of preserving their favourable textile properties while modifying their

electrical behaviour in a stable way.

7.5 Fibres and Textiles for Energy Harvesting and Storage

Energy harvesting and storage for wireless autonomous systems is a crucial issue

in particular for wearables when intended to work continuously. Harvesting energy

from motion and vibrations, from thermal gradients, from environmental RF or solar

irradiation is nowadays actively investigated. Besides MEMS and silicon technology,

some effort is also devoted to flexible plastic electronics and textile devices. Similarly,

flexibles, organic batteries and, more recently, fabric batteries and supercapacitors

for energy storage have been disclosed. As long as in the previous paragraphs, we

confine our discussion to truly fibre and textile-based devices.

7.5.1 Textile-Based Solar Cells

Lightweight, portable solar panels are commercially available using polymer-based

organic photovoltaics (www.konarka.com).

The development of dye-sensitized photovoltaic fibres has been recently

reported (Fan et al. 2008; O’Connor et al. 2007) and their mechanical compatibility

with textile manufacturing and weaving operation documented (Ramier et al.

2008). Several technical challenges have still to be solved, but the potentiality of

textile photovoltaic might be substantial, in particular when covering large area and

because fibre devices are less sensitive to light source orientation (O’Connor et al.

2008). Power conversion efficiencies are quite low at present (no more than 0.5%);

the use of more efficient dyes-on-fibres (dyes of this kind are already available) may

well bring efficiency to 5% in the near future (Yadav et al. 2008).

7.5.2 Electronic Textile Batteries

Thin, flat batteries using solid electrolytes are already commercially available

covering the need of flexible, lightweight power sources for smart garments

in which they can be easily integrated. The realization of charge storage

devices directly onto a textile substrate is a more recent endeavour, and limited

experimental work is available in the literature. Early work on the use of polypirrole

and derivatized polytiophene on non-woven polyester as cathode and anode mate-

rials, respectively, to enable construction of textile batteries has been published

(Wang et al. 2005). Capacities of the order of 10 mA h g�1 over 30 cycles have been
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reported (Wang et al. 2008). Two woven, silver-coated polyamide yarns coated

with PEDOT (a conducting polymer) and separated by a solid electrolyte have

been proved to be sufficient to realize a very simple textile rechargeable battery

(Bhattacharya et al. 2009). Although the performances are still poor, the concept

might be useful to enable the implementation of better performing power sources,

which can be seamlessly integrated into fabrics and garments.

7.6 Smart Textiles for Actuation

The term “actuation” refers to the action a system performs on the environment,

usually the external one. Different forms of actuation are possible with reference to

wearable systems. The main ones are heating and mechanical force generation.

Textile-based devices and systems for actuation will be examined in the following.

7.6.1 Textile Heating Systems

Resistive fabrics were early developed for electromagnetic shielding and for body

heating. Several commercial products are nowadays available on the market in the

form of either yarns, fabrics or whole wearable systems (VDC 2007). Metal fibres

embedded in the fabric, metal-coated textiles, textile-grade carbon fibres and

polypirrole-coated fabrics have all been used, and not much research work appears

to be needed in this area. Advances would be required in the development of energy

sources of high specific capacity because of the very inefficient process of resistive

heating.

7.6.2 Thermo and Electromechanical Actuation

Engineering actuative materials and embedding them in fabrics and garments may

provide new design concepts to enhance functionalities of textiles for apparel and

wearables.

Functionalities such as shape recovery, aesthetics, heat exchange and external

motor control functions have been proposed and preliminarily examined. Not much

work in this field is available in the literature and the technology has to be

considered in its early infancy. The use of shape memory alloy fibres have been

embedded into knitted fabrics and shape memory functions have been demonstrated

for design and fashion exploiting thermal memory effects (Winchester and Stylios
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2003). Smart textiles based on shape memory polymers have also been reported for

thermally activating aesthetic functions (Chan Vili 2007).

A comprehensive overview of shape memory polymers and textiles is available

(Hu 2007), where particular emphasis is given on clothes dynamically responding

to changes in temperature and humidity, ensuring greater comfort to the wearer.

The use of dielectric elastomer (DE) electromechanical actuators has also been

proposed to endow fabrics with motor functions in the field of rehabilitation (Carpi

et al. 2009). At this time, integration of DE actuators into garments through a viable

textile technology is simply not feasible. However, recent work aiming at produc-

ing DE actuators in form of fibres (Arora et al. 2007; Cameron et al. 2008) may lead

in the future to electromechanically actuated fabrics.

7.7 Textile-Based Communication Devices

Input and output interfaces for communication play a very important role in

wearable systems. Input–output textile-based communication devices have been

proposed and their practical use already demonstrated.

7.7.1 Textile Keyboards

Since the early proposal of resistive textiles touch keyboards (Orth et al. 1998)

much work has been done in this area and products are available in the market

(VDC 2007). Textile keyboards have initially attracted considerable commercial

interest because their flexibility and compliance make easy the incorporation into

garments and apparels. It is not clear, however, what their impact could be in

wearable systems since other input modalities might be preferable.

7.7.2 Photonic Fibres and Optical Displays

Communication apparel intended for social interaction needs interfaces for optical

information restitution. In many applications, it is necessary to reproduce and

display visual information generated by subsystems integrated into clothing. Textile-

gradephotonicfibresexploiting lasing, interference, lateral dispersionandotheroptical

phenomena have been described (Balachandran et al. 1996; Gauvreau et al. 2008) as

much as the possibility to weave them in the form of textile displays. Textile-based

optical displays are nowadays available only in the formofwoven plastic optical fibres
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(Koncar 2005; Harlin et al. 2003) were pixels are addressed in a matrix and optoelec-

tronic sources can be bulky and expensive.

Electroluminescent fibres, adapting the technology developed to realize flexible

organic-light-emitting devices (OLEDs), have been realized (O’Connor et al. 2007)

eventually enabling the fabrication of light-emitting fabrics. The integration of

LEDs mounted on lightweight flexible substrates into clothing has been success-

fully performed and wearable displays are nowadays commercially available

(www.lumalive.com).

7.7.3 Textile Antennas

The need for long range wireless communication for body area networks has

promoted research in textile antennas design and fabrication (Salonen et al. 2004).

An ultrawide bandwidth (UWB) textile antenna has been designed, fabricated

and characterized (Klemm et al. 2006). The very thin, flexible textile antenna has

proved to possess excellent transient characteristics, although problem still needs to

be solved at the manufacturing level to achieve proper quality and repeatable

performances.

A textile antenna for wireless body area networks working in the 2.4–2.483 GHz

band (industrial, scientific, and medical; ISM) has also been disclosed (Tronquo

et al. 2006). This antenna has been integrated into the outer garment of firefighters

to enable communication under field operations (Hertleer et al. 2009) (see Fig. 7.5).

7.8 Smart Fabrics and Interactive Textiles Platforms

Several attempts to design and build prototypes of wearable integrated platforms

based on e-textiles have been undertaken in the last 10 years. Textronics has

exploited this technology commercially (www.textronicsinc.com). Market studies

Fig. 7.5 Textile antenna
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project fast growth for this segment; however, its present size is marginal.

As already mentioned in the introduction, all these systems are hybrid, exploiting

various degrees of integration between silicon microelectronic components and

clothes, and present technology should be considered transitional.

The first products, both out of market, have been the Philips/Levi ICD+ which

incorporated a mobile phone and a music player (Farringdon et al. 1999) and the

LifeShirt of Vivometrics (Grossman 2003), a wearable system for medical diag-

nostics and monitoring.

At the end of 1990s, Georgia Tech has proposed the wearable Motherboard

(Gopalsamy et al. 1999) for monitoring “the golden hour” in military operations.

It consisted of a shirt into which metal fibres and optical fibres were incorporated to

be reversibly connected to off-the-shelf optoelectronic devices for monitoring wear-

er’s vital signs and bullet penetration. A T-shirt consisted of a breathing-rate sensor, a

shock/fall detector, a temperature sensor and electrodes for ECG recording was also

developed in the course of the VTAM project (Weber et al. 2004). A sensorized baby

pyjama, called Mamagoose, was developed by Verhaert in Belgium as a prevention

tool for sudden infant death syndrome (www.verhaert.com). Heart rate captured by

woven electrodes and respiratory activity recorded through capacitive sensors were

processed and used to provide an alarm at risky situations. A sensorized shirt was

developed by Smartex within the EC funded project Wealthy (Paradiso et al. 2005)

aimed at providing solutions to monitoring cardiopulmonary conditions. The

Wealthy platform has shown a very high level of integration between textile technol-

ogy and a wearable electronic unit endowed with a wearable on-board processing and

Bluetooth and GPS wireless transmission (see Fig. 7.6).

Fig. 7.6 Wealthy system
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Several concepts of SFIT platforms have been designed and prototypes

realized in the EC funded project MyHeart (see Fig. 7.7) in which primary and

secondary prevention, acute intervention, chronic monitoring and rehabilitation in

cardiovascular disease management have been addressed through e-textile-based and

microelectronic solutions (FP6–2002-IST-507816).

Nowadays several research projects are under way to examine the appropriate-

ness of e-textile solutions in different areas, such as neuro and cerebrovascular

rehabilitation, safety and security. A very sophisticated platform, under develop-

ment in the frame of the EC funded project Proetex (FP6–2004-IST-4–026987) is

shown in Fig. 7.8, it addresses the issue of endowing with smart functions both

inner and outer garments for firefighters and specialized personnel for disaster

management.

Fig. 7.7 MyHeart’s prototypes
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Chapter 8

A Survey of Commercial Wearable Systems

for Sport Application

Sergio Guillén, Maria Teresa Arredondo, and Elena Castellano

8.1 Introduction

The aim of this chapter is to provide an overview on wearable systems used in sport

and physical activities. Sportconcept covers many different types of activities and

objectives of its practitioners. The use of ICT technologies in sport, and in particu-

lar of wearable systems, is therefore closely linked with the specificities of the

sportive practice rules, conditions, environments and goals.

Sport is an activity that is characterized by the demand of a physical exertion. It

is usually institutionalized (associations, federations and clubs), implies competi-
tion between individuals or between teams and is governed by a set of rules. Sport is
also referred to as activities where the physical capacity, conditions and training are

the fundamental circumstances that are primordial determinants of the outcome:

win or loss. Nowadays, psychological conditions are of key importance, particu-

larly in high competition where physical conditions are brought to the limit of the

human being capacity. More broadly, the term also includes activities such as mind

sports, card sports, board games or motor sports where mental acuity or equipment

quality is major factors.

Sports that are subjectively judged are distinct from other judged activities such as

beauty pageants andbodybuilding shows, because in the former the activity performed is

the primary focus of evaluation, rather than the physical attributes of the contestant as in

the latter (although “presentation” or “presence” may also be judged in both activities).

Sometimes, the concepts of sport and physical activity/fitness are mixed up.

Physical fitness is considered a measure of the body’s ability to function efficiently

and effectively in work and leisure activities, to be healthy, to resist hypokinetic

diseases and to meet emergency situations. Generally, a fitness practitioner must

follow, what is named as physical fitness programwhich will probably focus on one

or more specific skills, and on age or health-related needs, such as bone health.
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Accordingly, a general-purpose physical fitness programmust address the following

essentials: cardiovascular fitness, flexibility training, strength training, muscular

endurance, body composition and general skill training. (Wikipedia 2010) Physical

fitness can also prevent or treat many chronic health conditions brought on by

unhealthy lifestyle or aging.

Measurement is substantial to the practice of sport and fitness: measurement of

the outcome of the practice, such as time, distance, length, weight, height and

strength, as well as the results of the physical exertion such as oxygen consumption,

heart rate (HR), temperature or biomechanical measurements. Thus, a big number

of measurement systems have been developed and commercialized for use in

almost all types of sport and fitness practice.

Wearable technologies, i.e. clothing and accessories incorporating computer and

advanced electronics, data processing and wireless communication capabilities, suit

very well the needs of having monitoring and real-time feedback for athletes. The

decreasing cost of processing power and other components is encouraging wide-

spread adoption and availability. ABI Research estimates that the market for

wearable wireless sensors is set to grow to more than 400 million devices by

2014. Of course, health and fitness sensors are not the only use case for wearable

sensor but they will likely dominate that market (Dolan 2009).

In the next sections, we will analyze the use of wearable technologies and

systems for three types of measurements:

1. Physiological measurements, which are related to the response of the body to the

demand of the physical exertion during training and competition.

2. Performance measurements, which are related to the outcome of the effort made

by the sportsman/sportswoman, such as velocity, altitude, distance and many

other parameters.

3. Biomechanical measurements, which are focused on the measure of movements

of parts of the body, and are usually related to the study of the way to achieve

optimal outcomes.

8.2 Wearable Systems for the Measurement

of Physiological Parameters

This section will focus on wearable systems used for the measurement of vital signs

from the sportsman/sportswoman’s body. The parameters most extended and used

for athletes are, in all the cases, the HR and the oxygen consumption.

8.2.1 Heart Rate

HR is determined by the number of heartbeats per unit of time, typically expressed

as beats per minute (BPM). It can vary as the body’s need for oxygen changes, such
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as during exercise or sleep. Athletes are interested in monitoring their HR to gain

maximum efficiency from their training. HR is measured by finding the pulse of the

body. This pulse rate can be measured at any point on the body where an artery’s

pulsation is transmitted to the surface. A precise method of determining pulse

involves the use of an electrocardiograph, or ECG (also abbreviated EKG).

Commercial HR monitors are widely available, consisting basically of a chest

strap with electrodes. The signal is transmitted to a wrist receiver for display. HR

monitors allow accurate measurements to be taken continuously and can be used

during exercise when manual measurement would be difficult or impossible (such

as when the hands are being used).

In addition to the HR, current pulse meter usually incorporate the computation of

many parameters associated with the main one, such as HR max, HR min and HR

average, and other measurements associated with the performance, such as lap time,

speed, pace and distance, or environmental information such as temperature and

altitude. Indirect measurements are frequently added to the features of the most

advanced devices: the maximum oxygen uptake (VO2max), based on HR and HR

variability at rest and personal information, and the number of kilocalories burned

during an exercise session (Polar 2010)

Based on the same product components, Polar has launched a product to help

monitoring training into collective sports: “The Team Pro system,” which allows

gaining a unique insight into the fitness capabilities of the team, includes base

station, transmitter charger, ten transmitters and Team WearLink þ straps, USB

dongle and the software for PCs and PDAs. It adjusts and optimizes training

intensities, records and studies fitness data (this is HR monitoring) in real time

for 28 players and analyzes training intensity and recovery time using the Polar

Training Load parameter.

8.2.2 Using Smart Clothes for Body Signal Measurements

Intelligent biomedical clothes are based on conductive and piezoresistive fabric

developed to work as textile sensors, i.e. working as transducer of vital signs to

electrical signals to be sent to a unit of microprocessors. (My Heart Project 2009)

From the textile point of view, different yarns and material are used to realize the

textile interface: the ground yarn has to be elastic, light, comfortable, and breath-

able and antibacterial since the garment may be required to be worn during sporting

activities. Another aspect is that yarn has to be conductive for the electrodes, such

as silver-plated polyamide fibre and staple spun stainless steel yarns and stainless

steel continuous filaments. On the other hand, to detect the body respiration move-

ments, fabric sensors are knitted from piezoresistive yarns.

First commercial products are now offered in the market. Most of them are direct

replacement of the chest strap by a sensitized garment, such as the NuMetrex® HR

monitoring sports bra and men’s T-shirt by Textronics, Inc. (Numetrex 2010).
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Numetrex is a kit composed by a garment that incorporates the sensor for HR

measurement, a data processor and transmitter and a watch for monitoring in

real time.

Another example in this field is the Addidas-Polar (Adidas-Polar 2010.) product
that consists of a T-shirt that incorporates a knitted strap with a sensor for HR

measurement and a detachable electronic unit. The sensor part works with the

Polar’s wrist watch computer family.

8.2.3 Cardiopulmonary Response

Runners, cyclings, skaters and athletes can be interested in testing cardiopulmonary

response. The ergospyrometry system allows the determination of a subject’s

metabolic response while exercising or working. One example of such a system

is a wireless portable ergospyrometry system, Oxycon Mobile (Carefusion 2010.)

by Sensormedics. The system has a light battery operated portable ergospyrometer

that is mounted onto the subjects’ body via a comfortable vest. The breath-by-

breath data is collected through a facemask or mouthpiece and is sent to a host

computer system via wireless transmission (telemetry), making the device suitable

for use in a non-laboratory environment. Specific software allows the on-line and

post-processing of data. Figure 8.1 shows the portable system.

8.3 Measuring Performance

In addition to vital signals measured from the athlete’s body, there are plenty

of devices in the market that help the user to control other different useful para-

meters during the sport practice, such as: time, altitude, speed, distance, cadence,

stride, etc.

Different devices are used to assess and improve the running techniques and

analyze individual performance. The basic device uses a 3D accelerometer to detect

movement onto the three axes. These signals are further processed to detect

activity, pace counting, speed and distance. For example and to mention a few, a

complement that Polar commercializes for runners is a small device that can be

mounted securely onto training shoe laces, which transmit data to the wristwatch

computer. In conjunction with Apple Computers, Nike commercializes a similar

device specially designed to fit in a mid-sole cavity in running shoes. The Nike

sensor transmits data to an Apple’s iPod mp3 player, which acts as user interface.

For cyclists, the same concept exists but in this case, the wireless sensor transmits

current, average and maximum speed readings so that cyclist can get it right in

training and ultimately, right on the big race day. Additional parameters that can be

obtained are cadence, turn-by-turn directions, power data, speed, distance, time,

calories burned, altitude, climb and descent. For extra-precise climb and descent

data, a barometric altimeter is incorporated into pinpoint changes in elevation.
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For golf sport, Garmin offers a GPS packed with thousands of preloaded golf

course maps. Approach uses a high-sensitivity GPS receiver to measure individual

shot distances and show the exact yardage to fairways, hazards and greens.

It measures the golfer position through GPS signal and the map shows an overview

of the current hole that will be played. It can be mentioned, as well, that Suunto G6

is a watch worn on the wrist, which consists basically of three motion sensors that

allow, after each swing, to check the main movements in golf: tempo, rhythm,

backswing length and speed. This feedback helps identify the best shots, developing

muscle memory to repeat only the good shots and analyze overall consistency.

The measurement of calories burned both during sport practice and during daily
normal activity is a matter of interest of wearable systemsmanufacturers. In addition

to the indirect calculator included as a feature in most of the pulse meter devices,

there are special devices such as Bodybugg (24 Hour Fitness USA 2010), which is a

calorie management system that combines four types of sensors in an arm band:

Fig. 8.1 Oxycon mobile system. Photography yielded by Sensormedics
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1. A motion/steps counter, which uses a three-axis accelerometer to measure the

distinct patterns created by running and walking.

2. A galvanic skin resistance, which is sensitive to the sweating condition and

detects the constriction or dilation of the vascular periphery.

3. A skin temperature that measures the surface temperature of the body.

4. Heat flux that measures the heat flowing from the body into the environment.

For swimmers and triathletes in training or racing, keeping a tab on laps is

tedious, but it can also be easy to lose track at times, especially as the athlete gets

tired. The British company Swimovate (Swimovate 2010) has a swimming com-

puter, worn like a wristwatch, which takes the mental work out of keeping a lap

count.

Other technique for measuring swimmers performance and technique is: using

motion-sensor technology based on MEMS accelerometers to measure the acceler-

ation of the wrist during the swim stroke. Advanced digital signal processing

techniques and software algorithms have been developed that detect the arms

moving through the water and analyze the data, giving read-outs for speed, distance

and calories (Ohgi 2005).

The computer works for the four major strokes – freestyle, breaststroke, back-

stroke and butterfly – tumble-turns and straight out of the box – with no need for

individual calibration.

In underwater sports, a diver must monitor several gauges to receive the crucial

information about the dive: depth, time, tank pressure, decompression status and

direction to name just a few. In this case, it is for security reasons. These parameters

are crucial for making the diving security a reality. There are many manufacturers

of dive computers, such as Suunto (Suunto 2010). Taking as example one of these

products, Suunto D9 combines all dive-critical information in one instrument,

conveniently mounted on the wrist. It incorporates a digital compass, which

shows the general direction with a graphical compass rose, as well as the exact

bearing with a numerical display. By using a wireless transmitter, the diver can also

monitor tank pressure and air consumption data. An estimation of the remaining air-

time is given throughout the dive along with the continuous depth monitoring,

immersion time and decompression status.

8.3.1 Sensors over Sport Equipment

Another set of measurements is not taken from devices located on the body but on

the equipment used for the sport practice, bike and even in the ambient in which

sport is practiced, as in velodromes.

BAE Systems has installed a sophisticated performance monitoring system at

the Manchester Velodrome to give British cyclists a further edge in training.

(systems 2010.) The laser-timing technology, derived from a battle space identifi-

cation system, represents an entirely new approach for monitoring performance in

cycling, improving on previous break-beam systems, which are unable to
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differentiate between individual athletes. Up to 30 cyclists will be able to train

simultaneously with the new timing system, which uses a laser able to read a

personalized code from a retro reflective tag attached on each bike. Installed at

multiple points around the track, the system gives individual recordings for each

cyclist with millisecond accuracy.

Another field using wearable systems is the sports racing, as marathons. A small

chip is provided to each marathon participant. This chip can be placed anywhere on

the athlete’s body, e.g. in a shoe, inside the pocket, in a helmet. The chip (Fig. 8.2),

which basically consists in a tag, is read by a series of antennas which are allocated

overhead or of the site of the start, split or finish lines. Figure 8.3 shows the full

systems, with the runners and their timing ships, antennas, station where the signals

are transmitted and treated and a screen where a race classification can be seen.

As a marathon can be run from 50 to 500,000 participants, dimensions of the

system are crucial. Antennas read each chip and send the signals to the base station

where the signals are processed through specific software and make timing data

accessible to all participants (Innovative 2007).

Mechanical (no ICT) wearable systems have been designed to support the users

in realization of sport activity, for the improvement of both performance and

physical safety during the practice. One example of this type of system is Ski-

Mojo from Kinetic Innovations Limited (Innovations 2010). This is a mechanical

system that is wore by ski practitioners to support in the correct posture, helping to

reduce back pain and making the manoeuvres easier to perform for beginners. The

device acts as a shock absorber, reducing the shock to the whole body caused by

uneven terrain, improving stability and protecting the joints. In Fig. 8.4 Ski Mojo is

showed.

Researchers of the Department of Mechanical Engineering, University of

Padova, had been carried out an evaluation of muscular EMG activity variations

wearing Ski-Mojo on a skiing treadmill (Petrone and De Bettio 2009). The aim of

the investigation was the evaluation of the muscular activity patterns on a skier

equipped with a Ski-Mojo device. Tests were performed on a skiing treadmill by an

Fig. 8.2 Marathon chip. Photography yielded by Innovative Timing Systems
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experienced skier wearing the Ski-Mojo for the first time. He skies performing

narrow slaloms turns (SLALOM) and wide slaloms turns (GIGANTE) with

Ski-Mojo OFF and ON.

EMG signals were consistently lower when the Ski-Mojo was activated (ON).

The average reduction of the EMG activation signal is reported for each muscle in

the two conditions of Special Slalom (SS) and Giant Slalom (GS). Figure 8.5 shows

the reduction per muscle considering Special Slalom (SS) in four muscles, rectus

femoris, vastus medialis, tibialis anterior and biceps femoris. Red curve shows the

Fig. 8.3 Jaguar’s marathon system. Graphic taken from Innovative Timing Systems’ website

Fig. 8.4 Ski-Mojo. Photography taken from press pack on the website
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signal with ski mojo activated and black curve with the ski mojo off. Reduction of

muscle activation levels is ranging from �17% to �37%.

Another sport that is applying wearable computing systems is taekwondo com-
petition sparring. Taekwondo is pushing energy into wearable systems which allow

to ensure fairness in judging and to make the sport friendlier to spectators. The

problem in achieving accurate scoring is the subjective judgement of what consti-

tutes a valid scoring kick on the body. A valid scoring kick must be delivered

“accurately and powerfully to the legal scoring of the body.” This system is called

“SensorHogu System” (Chi et al. 2009) and uses piezoelectric force sensors in body

protectors to sense the amount of force delivered to a competitor’s body protector,

and wirelessly transmits the signal to a computer that scores and displays the point.

For security reasons, the signal is encrypted using a military grade to ensure no

competitors can tamper with the wireless data packets. For robustness in terms of

noise, the data stream is encoded using FrequencyAgile Spread Spectrum technology.

In addition to the sensors body protector, SensorHogu contain three handsets,

one for each of the judges who scores the match. There are two handsets for each

judge, one for scoring the red player on the left hand, and the other for scoring the

blue player on the right hand. Handset has two buttons, a trigger button scores a

point for the body, and a side button scores two points for a head blow. According to

scoring rules, at least two judges must press the same button on their handsets

within a 1-s window for the point to score.

Concerning the architecture, SensorHogu uses a distributed architecture as it

allows multiple signals to be processed in parallel at each device before the

processed data is transmitted to a base station. The base station then forwards the

data to the computer running the operator interface and score display. Base station

collects the signals from the two SensorHogu and the three judges’ handsets, and a

monitoring laptop is used to collect, display and log the data. The time-stamped log

tells how hard each player has been hit, and whether any of the judges’ handset

Fig. 8.5 EMG signals from rectus femoris, vastus medialis, tibialis anterior and biceps femoris

muscles. RED curve with Ski Mojo ON and BLACK curve with Ski-Mojo OFF. Adapted from

Petrone and De Bettio (2009)
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buttons is depressed. The laptop interprets these signals and updates the score board

accordingly. The laptop is connected directly to a score display (an off-the-shelf

LCD or CRT monitor).

This idea can be applied in many other fields in the future, for instance fitness

innovations, such as “Dance Dance Revolution,” games in which the players must

have direct contact. Other applications could be for example: military use or police

or self-defence training.

8.4 Biomechanical Measurements

Wearable systems are used in the study of the movements of different parts of the

body. Usually, the applications are addressed to understand and to design models of

spatial dynamics of the body.

One example is BIOFOOT/IBV (Instituto de Biomecánica 2002), a device

dedicated to the research of the pressure patterns on the foot sole under different

condition of activity. The basic system consists of the following components: A set

of instrumented insoles of four different sizes, two signal amplifiers, transmitter,

data receiver card and software license (Fig. 8.6).

Each insole has mounted 64 small size piezoelectric ceramic sensors, distributed

selectively. The output signal is performed and sent to the amplifier, which is

attached to the leg. The amplified signal is the input to the wireless transmitter.

Wireless transmitter is located over a belt wearer in the waist. Signal is transmitted

to the PC card wirelessly through a wide bandwidth channel (11Mb/s) and it

is converted in data and graphics useful for interpretation using a proprietary

software. BIOFOOT allows taking measures until 200 m of distance.

BIOFOOT has a large number of applications, such as:

l Ortho – prosthesis: design of footwear, orthosis and prosthesis.
l Surgery of the foot: pre-operative evaluation and functional post-operatory

control.
l Sportive Medicine: study of the footwear and sports complements.

Fig. 8.6 BIOFOOT system.

Photography taken from

reference Instituto de

Biomecánica (n.d.)
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l Rehabilitation: follow-up and control of treatments.
l Dermatology: study of pressures on fabrics.
l Diagnosis of neuropathies and ideal design of insoles and worn for the preven-

tion and the treatment of sores.

8.4.1 Rehabilitation

Determination of the exact foot pressures during the phase of walks is considered to

be an essential component in the diagnostic evaluation and planning of the patients’

treatment by location of pain, or by problems of insensibility in the feet, which can

be caused by diverse types of diseases.

This application will let, during clinic practice: register in situ the distribution of

pressures, to realize quantitative analyses of the human normal and pathological

march. To evaluate the effect of prosthesis and orthosis of lower limb, to help the

specialist in the detection and correlation among painful areas and areas of mechan-

ical overcharge, to realize a detailed follow-up of the evolution of the patients’

pathology, to help the specialist in the planning of the treatment most adapted for

the patient, to document graphically the exploration and, in case of conservative

treatments, to accompany the prescription on this information to attend the techni-

cian in the prosthesis confection.

8.4.2 Corporal Pain Detection

In this area, the system Biofoot/IBV allows to evaluate those pathologies, structural

or functional, that reverberate in the support of the foot and in the distribution of

pressures of contact during the different phases of the walk.

The dynamic evaluation of pressures supposes an advance opposite to the optical

static traditional methods of exploration of the support planting. The deficits or

alterations of support are established in graphical form and are correlated by the

associate pathology.

8.4.3 Technical Orthopaedics

In the majority of the orthopaedic treatments, the design and construction of

orthosis, including the selection of materials, is based on an iterative testing method

“trial and error,” using the static mold of the sympathetic foot as information. With

these areas, the final adequacy of the orthosis to the patient depends, in very high

degree, on the experience of the technician and on the capacity of the patient to

transmit the problems of adequacy to the technician in charge of the confection.
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This system will allow to analyze the effect of unload achieved with different

materials, to study the effect of diverse insertions and complements, etc.

8.4.4 Sports Analysis

The analysis of the rapid gestures allows obtaining conclusions directly applicable

to the training, to the evaluation of the sports technology (skill) and to the behaviour

of the sports footwear and accessories.

The distribution of pressures is a determinant factor of the comfort of the

footwear. A potential field of application of Biofoot/IBV is to evaluate the design

of all kinds of footwear, which allows checking the adequacy in use, of the

materials selected [of the sole and of the insole (staff)].

As an example in sports analysis, IBV has developed a methodology to analyze

the influence of football boots design in the instep kick. A measuring system

together with analysis software was designed and validated combining pressures

and high speed video cameras able to quantify the pressure pattern on the foot

dorsum and its relationship with ball behaviour (deformation and velocity) during

the instep kick event (Ripoll et al. 2009a, b). Results demonstrated the influence of

ball velocity and of the intention of precision in the impulse provided to the ball and

the pressure pattern applied by the foot dorsum on the ball. These results are useful

for kicking skill improvement techniques. Results also suggest that foot anatomy

and footwear play an important role on the pressure patterns. This could have

implications in injury prevention and soccer-specific footwear design (Ripoll

et al. 2009a, b).

8.4.5 Sports Using an Implement: Bat, Club, Racquet

A similar idea has been developed to analyze grip forces in sports such as golf,

tennis, cricket, baseball where the participant needs to use an equipment – bat, club,

racket, etc. – to strike a ball or similar object. In such sports, the only point of

contact that the participant has with the equipment is at the grip. Balance must be

found between the force used to secure the object in the hand and wrist range of

motion. Furthermore, grip and pinch strength vary based on wrist angle (Komi et al.

2008). In the cited study, the measure of grip force during a standard golf tee shot is

done using two different measurement techniques. The first utilized a matrix type,

thin film sensor applied to a golf grip. The second method involved 31 individual

thin film force sensors strategically placed on two golf gloves (Fig. 8.7).

In this case, the system is built using pressure sensors by Tekscan using piezo-

resistors.

As a result, it was found that the forces produced by an individual golfer were

very repeatable but varied considerably between golfers (force “signature”). Such
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investigation of grip force can aid in future grip design, the creation of training aids,

injury evaluation and prevention and answer existing questions about how elite

players actually grip the club.

8.5 Conclusions

Technology used for monitoring vital signals from athlete while practicing sports is

focused on the measurement of the HR using a sensor, which is located on the chest.

The simplest case and the most used is a band that transmit sensored data signal to a

wearable receiver, i.e. a wristwatch computer. Alternatives to this basic sensor

system is now offered by smart sport clothes that are opening new opportunities for

physiological parameter measurements by including other vital signs such as

respiration, body temperature and ECG, and motion monitoring.

Measurement of performance is of similar interest for athletes, both during the

training and during the competition. There are wearable instruments for this

purpose for almost any kind of sports practice. In this article, we have identified

some examples such as cycling, running, golf, swimming, underwater sports, or

skiing, but it is far to be a completed list of instruments offered in the professional

sport market that meet the practitioners’ necessities.

Finally, the last groups of measures that can be taken are the biomechanical

measurements which allow the sportsmen/sportswomen to detect wrong move-

ments in their practice and help to correct them and improve their styles, avoiding

possible injuries. Actually, this field is the most experimental one, and it is a subject

of further research.

Fig. 8.7 (Left) Golf grip matrix sensor. (Right) Golfer gloves matrix sensor. Photographies are

taken from reference Komi et al. (2008)
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Chapter 9

Wearable Electronic Systems: Applications

to Medical Diagnostics/Monitoring

Eric McAdams, Asta Krupaviciute, Claudine Gehin, Andre Dittmar,

Georges Delhomme, Paul Rubel, Jocelyne Fayn, and Jad McLaughlin

9.1 Introduction

The combination of an ageing population and the increase in chronic disease has

greatly escalated health costs. It has been estimated that up to 75% of healthcare

spending is on chronic disease management (mainly cardiovascular disease, cancer,

diabetes and obesity) (World Health Organization 2010). It is now widely recog-

nised that there is a need to radically change the present Healthcare systems,

historically based on costly hospital-centred acute care, and make them more

appropriate for the continuous home-based management of chronic diseases. The

goals of the new approach are the improved management of the chronic disease

through encouraging lifestyle changes and the effective early detection and treat-

ment of any problem before it necessitates costly emergency intervention.

The most recent European technology and innovation funding programme

initiative using such an approach is termed Ambient Assisted Living (AAL). AAL
aims to prolong the time people can live in a decent more independent way by
increasing their autonomy and self-confidence. . .by improved monitoring and care
of the elderly or ill person. . .while ultimately saving resources. The main objective
is to develop a wearable light device able to measure specific vital signs of the elder
or ill person, to detect falls and to communicate autonomously in real time with his/
her caregiver in case of an emergency, wherever they are (ICT for health 2007).

There is, therefore, an urgent need of novel monitoring systems, which include new

sensor technologies, mobile technologies, embedded systems, wearable systems,

ambient intelligence, etc., which are capable of conveniently, discreetly and

robustly monitoring patients in their homes and while performing their daily

activities without interfering significantly with their comfort or lifestyle (McAdams

et al. 2009; Fayn and Rubel 2010).
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To develop optimally designed, clinically viable monitoring systems, it is

important to learn the lessons from healthcare innovations in the past, to be aware

of the potential clinical applications of such technologies and to fully understand

the technical constraints and possibilities which exist.

9.2 Historical Perspective

Those who cannot learn from history are doomed to repeat it. George Santayana

It can be said that “the history of diagnostic medicine is the history of its tools” to

modify slightly a quote attributed to Lars Leksell. To fully appreciate the key

factors influencing the successful development of wearable monitoring/diagnostic

systems and the resulting changes, desirable or otherwise, to clinical practice and to

the roles of the clinicians, hospitals and patients, it is important to learn lessons

from the previous decisive periods in the history of medicine.

The history of diagnostic medicine can be loosely, but rather productively

classified into periods characterised by their use of sensors vis-à-vis the use of

human senses (Bynum and Porter 1993) see Table 9.1. Obviously, sensors are not

the sole component in a monitoring system, but they do form the problematic first

stage in biosignal measurement. The veracity of this comment is evidenced in the

present paucity of successful clinical uptake of the many published wearable

monitoring systems. In addition, given the interest of several of the authors in the

area of Medical Sensors, this approach to the history of diagnostic medicine is

admittedly appealing.

The “Non-Sense” period in Diagnostic Medicine (please excuse the deliberate

pun): In this classification, the non-use of human senses is generally attributed to

earliest man, at any rate before Hippocrates the so-called Father of modern medi-

cine. However, rational use of human senses predates Hippocrates who along with

Galan freely admitted that a large part of their medical knowledge came from

earlier Egyptian works. Since, then, Egypt and not Greece must be considered the
original home of the medical art, we ought not to set up the Greek Aesculapius as
the patron genius of medicine, but rather the physician whom the Egyptians gave
this dignity, viz Imhotep (Cumston 1936). As in the present day, rational “scientific”

diagnosis based on astute observation has always co-existed with less rational

Table 9.1 The history of diagnostic medicine classified according to their use of sensors

Period in medical diagnostic history Approximate historical dates

“Non-sense” Earliest times – present

Human senses “Hippocrates” – present

Augmented human senses Nineteenth century – present

Replaced human senses Mid-nineteenth century – present

Remote sensors Late twentieth century – present

Wearable sensors Twenty-first century
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approaches. In the latter, the cause of disease was considered to exist outside the

patient – an evil spirit or an angry god – and hence there was little need to study the

patient’s body in any great detail. A spiritual leader, such as a priest or shaman, was

called upon to use one of a range of divination techniques (observing the stars,

flights of birds, animal entrails, etc.) to diagnose the source of the problem and

prescribe some cure or gift of appeasement to the offended deity.

The “Human Senses” Period in Diagnostic Medicine: As noted above, the belief
that disease has a physical cause that can be diagnosed by careful observation of

the patient, his/her diet, lifestyle, etc. is generally, but wrongly, attributed to

Hippocrates and his followers. In this approach, a physician was encouraged to

use all of his/her human senses (sight, hearing, smell, taste and touch) in making a

prognosis/diagnosis (Fig. 9.1). He/she had little or no diagnostic technology and

based his/her diagnosis largely on interview and a visual inspection of the clothed

body. He/she (or more likely his/her unlucky assistant) would also smell and/or

taste wounds, breathe, sweat and urine.

In crude engineering terms, human senses are based on a range of human sensor

cells, which respond to differing inputs by generating an electrical signal which is

sent to specialised areas of the brain for interpretation. It is important to grasp the

view that the breakthroughs in diagnostic medicine are due to the augmentation and

eventual replacement of these human senses, with their inherent limitations, by the

development of less subjective and more accurate sensors. Each time a new

generation of sensors has been developed, the role of the clinicians and their

Fig. 9.1 Early physician using human senses
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patients changed and the form of healthcare provision, for example the role of the

hospital, changed dramatically – and will continue to do so.

The “Augmented Human Senses” Period in Diagnostic Medicine: This period
could most probably be best exemplified by the invention of the stethoscope

(Fig. 9.2) by Laënnec in 1819. Laënnec was able to describe, classify and correlate

symptoms detected by his stethoscope with subsequent lesions detected at autopsy.

As a result, he was able to present physicians with a complete diagnostic system for

pulmonary and cardiac complaints, a key factor in the successful update of any new

system. This period involved the developments of a range of other “scopes”

including microscopes, ophthalmoscopes and endoscopes enabling the physician

to “see into” the patient (before or after death) in ways he was never able to do

before. The evolving fields of histology and cytology were made possible through

the improvement of microscopes, started in the 1600s, and in the 1860s Pasteur

discovered that bacteria cause disease. These advancements in optical techniques

lead to an anatomical model of disease, with illness being attributed to defects in

body architecture. Much of the advances in this period were made possible by the

improvement in the status of hospitals at the time. With a concentration of patients

with the same disease, it was possible to specialise, to follow the progression of a

disease and to carry out post-mortems to locate disease loci.

As a result of these advances, visual and manual examination became more

thorough and invasive and there was less emphasis placed on the patient’s views.

Physicians started to treat diseases not patients. The physician now felt the pulse,

sounded the chest, measured blood pressure, peered into eyes, inspected the

tongue and throat, etc. and, if necessary, laboratory tests were carried out. Not

Fig. 9.2 The introduction of the stethoscope
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unsurprisingly, there was considerable resistance to this change from patients, the

media and even physicians themselves.

Even though these novel sensing systems greatly extended the diagnostic possibi-

lities for the physician, it must be noted that all these tools were still connected at one

end with a particular sense of the physician. As such, these measurements remained

qualitative, subjective and hard to communicate or teach to others.

The “Replaced Human Senses” Period in Diagnostic Medicine: During this

period the physician’s senses were progressively replaced by sensors, first by

those that measured/recorded the same parameters in a more reliable fashion

(such as temperature and pressure) and later by sensors that detected phenomena

indiscernible to human senses [such as the electrocardiogram (ECG) and X-rays].

These innovations resulted in the presence of the physician no longer being needed

during a diagnostic measurement and the subsequent creation of new healthcare

professionals, such as clinical scientists and radiographers, whose role it was to

carry out the ever-increasing number of diagnostic measurements. As diagnostic

systems such as ECG and X-ray were cumbersome, expensive and difficult to

operate, they were initially centred in large teaching hospitals with newly formed

medical physics departments, further increasing the status of the hospitals and

creating roles for medical physicists and biomedical engineers. A century earlier,

hospitals were often places where patients who could not afford the services of a

private physician were forced to go and conditions were often very primitive.

Throughout the 1900s, the healthcare system’s dependence on medical technology

grew continuously and the modern hospital emerged as the centre of a sophisticated

health care system, serviced by technologically sophisticated staff.

The “Replaced Human Senses” Period was characterised by the development of

the study of human physiology and its application to the diagnosis of disease.

Claude Bernard, who took nothing for granted, helped established the use of

objective scientific measurements in physiology and medicine. Etienne-Jules

Marey, a versatile and gifted engineer, was one of the pioneers of the graphic

approach, laying much of the foundations of physiology and for Einthoven’s later

development of the ECG machine. Marey believed that in the laboratory, as at the
bedside of the patient, the skill of the individual, his practised tact, and the subtlety
of his perceptive powers, played too large a part. To render accessible all the
phenomena of life-movements which are so light and fleeting, changes of condition
so slow or so rapid, that they escape the senses - an objective form must be given to
them, and they must be fixed under the eye of the observer, in order that he may
study them and compare them deliberately. Such is the object of the graphic method
(Reiser 2000).

In the physiological approach to disease diagnosis, illness is evidenced by

changes in body function, which may not show up at post-mortem. The new

physiological techniques were initially introduced into medical schools to help

train physicians in the use of their senses. However, eventually the new equipment

was wheeled out onto the ward to carry out the measurements/recordings directly.

The physician’s senses had been replaced by the new sensing systems. Objective

data could now be recorded, analysed and compared with those of the past or future
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thus facilitated training and communication Every EKG when and where it may
have been recorded, is immediately comparable with every other EKG (Bynum and

Porter 1993). The successful uptake of the new technology was due to the tenacity

of a few key researchers, such as Willem Einthoven, who laboured to improve the

devices and establish the clinical usefulness of the measurement techniques.

The “Remote Sensors” period in Diagnostic Medicine: With the widespread

introduction of telemetry, it has become common place for a physician to observe

and interview a patient located at a distance from the clinic. Such exchanges are

often termed “Telemedicine.” This term has been defined by the World Health

Organisation as the practice of medical care using interactive audio visual and
data communications. This includes the delivery of medical care, diagnosis, con-
sultation and treatment, as well as health education and the transfer of medical
data (Mandil 1996).

Of more interest to the present discussion is Telehealth monitoring (or Tele-

monitoring), which involves the remote exchange of physiological data between a
patient at home and medical staff at hospital to assist in diagnosis and mon-
itoring.. . . It includes (amongst other things) a home unit to measure and monitor
temperature, blood pressure and other vital signs for clinical review at a remote
location (for example, a hospital site) using phone lines or wireless technology
(Curry et al. 2003). Many examples of simple home-based, telemonitoring sensor

technologies now exist. For example, basic blood pressure cuffs, glucose meters,

pulse oximeters and heart monitors are available and patients with heart disease or

diabetes, for example, can transmit their “vital signs” from the comfort of their

homes to their health care professional and get feedback or other follow-up, when

appropriate. These basic home-based “Telemonitoring” systems are already

enabling leading medical centres around the world to more effectively keep patients

healthy and out of the hospital – and to decrease costs.

The Present/Future “Wearable Sensors” period in Diagnostic Medicine: For
certain medical conditions, it is necessary to monitor a patient “continuously” or

“on demand” while going about their everyday business. In such cases, the periodic

use of basic home-based “Telemonitoring” systems is not sufficient and in most

cases body-worn sensing systems are required.

It is interesting to note that, in contrast with much of the past, the present

evolution is due more to governmental-pull than to (solely) technological-push.

Although it is sometimes claimed that the technologies required for this clinical

revolution already exist and that it is other aspects such as device interoperability,

financial reimbursement and clinical uptake which are holding back progress, the

authors, as sensor specialists, firmly believe that the key sensor-related technologies

are not as advanced as widely believed. This misconception is probably due to the

positive descriptions in the literature of prototype monitoring systems, which are

clinically untested. It is one thing to wear a prototype device with all its attached

leads and sensors for a few minutes to harvest a suitable, short, artefact-free trace

for an attractive publication, it is another for the system to be accepted by a patient

and to work robustly for an extended period as they go about their daily lives. This

problem is partly due to the difficulty in organising and carrying out clinical trials.
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As a result, scientists often tend to focus on the use of models, phantoms, patient

simulators, etc., standard tools of their trade but which ignore the key component in

the problem to be solved – the patient, particularly the patient– device interface.

The authors firmly believe that when the other aspects are in place, enabling the

rigorous real-live assessment of “wearable” systems, many of those published will

be found wanting and the apparent complacency concerning the level of the

technological readiness, in particular that of the sensors, will evaporate.

If truth be said, academics tend to apply for funding so that they can continue

their fundamental research, with often little real understanding of the clinical need

they are supposed to be addressing. As a consequence, they tend to continue their

on-going fundamental research and successfully publish but rarely reach the stage

of clinical transfer of relevant solutions to clinical problems, as hoped for by

funding bodies. This is not solely due to the academics’ alternative focus or lack

of clinical awareness. There is very often a lack of adequate clinical representation

in funding body panels and as reviewers. This is probably due to a combination of

factors, not least of which is the clinician’s workload and lack of motivation at

being involved in such “scientific” programmes. Projects are therefore most often

assessed by other engineers and scientists who may intuitively think that they are

great ideas and are impressed by the quality of academic research and publications.

However, they are not best suited at assessing the clinical relevance and feasibility

of the work.

The comments made above do not only apply to academics, similar shortcom-

ings exist within industry, especially within small and medium enterprises (SMEs).

It has been claimed that 70–80% of new products that fail do so, not for lack of

sufficiently advanced technology, but because of a failure to understand real users’

needs (Von Hippel 2006). There is therefore a great need for a “one-stop-shop” to

arrange and manage clinical trials for companies, especially SMEs, and for aca-

demics. However, developers need to do more than just bring new technologies to

end-users to ask them what they think. Additionally, clinicians and end-users need

to be involved at the very start of the innovation process to suggest, assess and give

rapid feedback on the clinical need for a product and the relevance/robustness/etc.

of the proposed device. The involvement of clinicians (and patients) in the innova-

tion process will sensitise them to the technological possibilities and motivate them

to be actively involved in the innovation process rather than being the passive

recipients of the latest technological “gadget.”

9.3 Present and Possible Clinical Applications

It is often vital to monitor in an ambulatory situation the following parameters:

Heart activity (ECG, heart rate, blood pressure, pulse); Lung activity (respiration

rate, respiration depth, tidal volume, oxygen saturation); Brain activity (EEG,

vigilance, relaxation); Digestion (gastric emptying); Emotions and stress levels;

Body characteristics (temperature, posture, position, activity), etc. Some of these
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parameters are already catered for to some degree, e.g. Holter systems for Cardiac

activity have been widely used for many years and, as a result, have greatly

increased understanding of heart disease and have led to significant improvements

in patient care. Other important physiological functions have not benefited to the

same degree due to the difficulties in obtaining accurate measurements outside of a

laboratory, for example for assessing breathing or stress. One apparent area for
application of this new technology is the monitoring of breathing patterns over
extended periods in the study of respiratory disorders such as chronic obstructive
pulmonary disease, pulmonary emphysema, restrictive lung disease, or asthma
(Wilhelm et al. 2003). Hitherto unexplored parameters should therefore not be

ignored by scientists; however, the situation is something of a “catch 22.” If the

sensor systems do not as yet exist, there is often little clinical demand for them until

they do and their relevance established by a pioneer.

The design and relevance of wearable sensing systems will depend on, and will

determine, the ambulatory monitoring applications.

9.3.1 “Holter-Type” Monitoring

In many clinical areas, it is important to record measurements on patients over

extended periods (generally for a maximum of a few days) as the patient goes about

their every-day-life to accurately diagnose their condition. Again, the ECG Holter

monitor would be the best known example. Often symptoms do not present

themselves “on cue” in the doctor’s surgery and hence the need for ambulatory

monitoring, for example to detect periodic arrhythmias, to detect the location of an

epileptic focus, or to study breathing difficulties. Such continuous recording fur-

nishes clinicians with a much clearer picture than the occasional “snapshot”

collected during a patient visit. Multi-parametric continuous ambulatory monitor-

ing helps quantify the number of events, differentiate between several possible

causes and helps identify any contributing factors such as stress, sleep, food,

medications, activity, etc. For example, emotions and stress can affect a wide

range of conditions and hence the concurrent monitoring of the former helps assess

their contributions much more effectively than the usual patient diaries or retro-

spective reports. [An additional advantage of unobtrusive ambulatory monitoring

systems is the avoidance of the well known “white coat” syndrome in which

patients exhibit elevated blood pressures in clinical settings due to their increased

anxiety in a clinic environment.] Multi-parametric monitoring which includes

measures of posture and activity also help identify and possibly compensate for

the effects of movement-induced artefacts on the other parametric traces.

In “Holter-type” diagnostic recording applications, it is not always necessary to

transmit the monitored data continuously to a remote monitoring station. Often the

recorded data is accessed at the end of the recording period and/or transmitted

periodically.

186 E. McAdams et al.



9.3.2 “Post-Intervention” Monitoring

In post-intervention monitoring, such as that of a heart attack victim recovering in a

coronary care unit, there is a role for “Holter-type” monitoring systems to progres-

sively “un-tether” the patient from their bed and to encourage them to take part in

some closely monitored movement and recreation for their physical and mental

well-being. In such applications, the sensors will be accurately applied by clinical

staff and the parameters monitored continuously. Such monitors are vital in

assessing the efficacy of on-going treatment and in the planning of subsequent

medication/treatment.

As patients heal, there is a continued need for their monitoring as they gradually

re-integrate into normal everyday life. As they do, the design of the monitoring

systems, the sensors and positions used and the handling of the data will alter. As

part of their rehabilitation, cardiac patients, for example, are encouraged to exercise

while still in hospital or later on an out-patient basis. Patients are generally wary of

doing so due to the fear of having a further heart attack. Apart from the use of

stationary treadmills and exercise bikes, many exercise regimes do not lend them-

selves to the continuous monitoring of patients and there is therefore a need of

ambulatory monitoring systems, if only to reassure the patient. The design of such

systems would more optimally be in the form of a suitable wearable “smart

garment” or “smart patch” (see next section). It would be preferable, given the

vulnerability of the patient, that the measured data be monitored continuously;

either remotely by a member of clinical staff or through onboard data processing

coupled with the capability of alerting supervising staff.

9.3.3 “On-Demand” Monitoring

As patients recover and return home, they may still require medical assessment of

their condition from time to time. The same applies to those diagnosed with chronic

diseases or perhaps to the “worried well” (Continua Health Alliance 2009) with a

significant family history of a serious disease. In some cases, “continuous” mea-

surement may be required, for example in the continuous measurement and control

of glucose concentrations in diabetics, enabling the provision of better adjustment

of insulin dosage. In this case, however, a clinician does not need to be involved, or

at least only on an intermittent basis. Regular checks can be arranged with a

patient’s general practitioner or, more conveniently, can be carried out remotely

using home-based monitoring systems. In the next section, for example, a cancer-

detecting bra is presented which incorporates temperature sensors to detect cancer-

related changes in breast tissue. The question arises, however, does the patient

really need to have such a system incorporated into an item of clothing or would it

not be more appropriate to simply have some form of monitoring system housed,

for example, in the patient’s bathroom?
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There exists a significant need for “on-demand” (rather than continuous) “clini-

cal support” for patients on the move. For example, a recovering heart attack victim

may feel the occasional chest twinge and desire urgent medical feedback. “Smart

garments” are generally not appropriate for such applications as the patient cannot

be expected to wear such a system everyday if the need is only very occasional.

However, a small, portable monitoring system, a sort of “professional-in-my-

pocket” would be more suitable and patient-compliant, especially if it is integrated

into a standard accessory such as a wallet, watch or mobile phone. Depending on

the condition, such an “on-demand” system could give direct feedback to the

patient and/or send the information to a remote monitoring station. Some portable

devices already exist, for example the Personal ECG monitor (PEM) from

the European IST EPI-MEDICS project includes a reduced easy to place lead

set that allows reconstruction of the standard 12-lead ECG and embeds intelligence

that decides when and where to send the ECGs, when needed (Rubel et al. 2005).

A further example is SHL Telemedicine’s CardioSen’C™ personal cellular-digital

12-lead ECG monitor capable of transmitting to their Telemedicine monitoring

centre via any type of phone connection, including regular fixed lines and cellular

phones. The healthcare team at the SHL monitoring centre evaluates the transmitted

data and provides immediate feedback and reassurance to the patient/subscriber.

When necessary, they will instruct the patient on what action to take and/or contact

emergency medical services, providing them with all the available medical data,

thus saving critical time and ensuring rapid diagnosis and treatment.

The success of such an approach obviously depends on the ability of the patient

to apply the sensors in the correct anatomical positions. This will in turn depend on

the design of the system and on the circumstances of the patient. From a design

point of view, the accurate location of the sensors for the recording of many “vital

sign” parameters is not trivial and warrants much research as misplaced sensors can

give rise to misdiagnoses.

Medical conditions which require the relatively straightforward application of

sensors can enable the direct feedback to patients to reassure them or to encourage

lifestyle changes. Such direct feedback to patients can be used to empower and

motivate them, improve their awareness and potentially allow them to better control

their condition.

9.3.4 “Emergency/Disaster” Monitoring Systems

There also exists a significant market for “victim patches” (Bonfiglio et al. 2007) to be

applied by “first responders,” such as ambulance staff, fire-fighters, and by a ship’s or

aircraft’s crew, to victims at the scene of an accident, disaster, fire or in a remote

location. The parameters monitored by the “victim patch” can be viewed by the staff

on site, if appropriate, or by qualified clinicians at a remote monitoring station or

a local casualty department with the aim of optimising their survival management.

Potentially suitable, disposable and/or reusable “Smart Glove” systems are marketed
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by Ineedmd and Commwell containing embedded pre-positioned electrodes,

miniaturised electronics and transmitters. Alternatively, Tapuz Medical markets a

flexible ECG chest electrode belt, which hooks under the arms of the victim, and it is

claimed that it correctly locates the electrodes irrespective of victim’s chest size.

Several “victim patches” are being developed as part of the EU project Proetex,

including one based on Intelesens’ vital signs patch. The monitoring system is a

small, disposable, chest-worn, adhesive sensor patch and a small potentially reus-

able transmitter module which is clipped on to the patch. The advantage of such a

system is that the devices can be rapidly applied by “first responders” to many

victims without the need to undress them or to hold the systems in place. By linking

the systems to a local hospital, the devices could enable seamless admission of

the victims to the causality department and enable triage before, during and

following admission.

9.4 Sensing Constraints and Possibilities

The essential characteristic of a biosignal is that of change as a function of time

or space. Biosignals can be classified in many ways, for example in terms of

their medical application, the transduction mechanism used (e.g. for Temperature

Sensors: Thermistors, thermocouples. . .), etc. Biosignals are associated with vari-

ous forms of energy and can be thus divided into the six important groups listed in

Table 9.2. Some of these biosignals are intrinsic to the body (for example, biopo-

tentials emanating from the heart or brain), whereas others are modulated when

external energy sources are applied to the body (for example, stress levels detected

via changes in the skin’s electrical impedance).

In a biomedical sensor, a physical quantity that has been found to correspond

with a physiological phenomenon of interest to the clinician is detected and

transduced into another form of energy, generally an electrical signal that can be

transmitted, processed and/or recorded.

Table 9.2 Classification of biosignal according to associated form of energy

Form of energy Parameters Examples of biosignals

Electrical Voltage, current, resistance,

capacitance, inductance, etc.

ECG, EEG, EMG, EOG, ENG

Mechanical Displacement, velocity, acceleration,

force, pressure, flow, etc.

Blood pressure, pulse wave

velocity

Thermal Temperature, heat flow, conduction,

etc.

Body core temperature, skin

temperature

Radiant Visible light, infra-red radio waves,

etc.

SpO2, photoplethysmography

Magnetic Magnetic flux, field strength, etc. Magnetoencephalography, flow

meters

Chemical Chemical composition, pH (derived

from several forms of energy), etc.

Glucose, cholesterol, creatine

kinase
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The clinical usefulness of such biosignals lies in the historic observation that a

given signal measured, for example on the skin’s surface reflects an inaccessible

organ’s behaviour, for example, and that certain changes observed in the biosignal

indicate a dysfunction in the biological processes involved. It must be remembered

that the choice of such signals, the sensors (transduction mechanism) and positions

used are not “set in stone” but are often “accidents of history.” For example, ECG

electrodes are placed on the arms and legs because these were the only body parts that

could realistically fit into Einthoven’s large saline-filled bucket electrodes, required to

decrease the contact impedance as the input impedance of his galvanometer was so

low. It was only when the amplifier was improved that the area of electrodes could be

decreased and the buckets replaced by limb plates, still in use today in some circles.

Further improvements in amplifier design in the 1920s and 1930s enabled the minia-

turisation and “transportability” of the device and the further decrease in electrode

area. The latter point enabled their attachment to the patient’s chest and, eventually

once the clinical usefulness of such additional measurements was established,

the precordial leads V1–V6 were internationally accepted and standardised. The
monitoring device and amplifier determined the electrode size, design, and location
of the electrodes, which in turn determined the clinical application and the presenta-
tion of the physiological data (McAdams 2006).

The clinician will therefore have to choose from the evolving possibilities

which signal or set of signals is the most appropriate for the physiological

phenomenon he/she wishes to study. As a further example, in the monitoring of

glucose in diabetes there are a wide range of possible sensing systems including

those based on amperometric, potentiometric and impedimetric measurments on

blood, sweat and interstitial fluid, to mention only some of the possibilities vying

for clinical and commercial success. Often several signals are necessary to assess

the various aspects of, say, an organ’s function/dysfunction and thus gain a

more complete picture. For example, in assessing the activity of the heart it is

possible to measure signals related to bioelectricity, flow, motion, volume, pres-

sure, and/or biochemistry. Each signal will necessarily describe a different aspect

of cardiac activity.

Part of the evolving nature of biomedical engineering research and development

is the discovery of new sensor transduction mechanisms and associated instruments

(Lovell 2007). To meet the challenge and to fully harness the potential of wearable

health monitoring, it is important to develop a new generation of sensor-driven

technologies (Vodjdani 2008).

The sensor platforms required for approaches such as “wearable” monitoring

(Fig. 9.3) can be divided into the following four groups for the purposes of this

review:

l “Holter-type” systems with standard sensor designs and locations
l Body-worn sensor patches and bands
l Body-worn bands and harnesses
l “Smart garments” for long-term applications
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9.4.1 “Holter-Type” Systems

Many of the multi-biosignal systems presently envisaged by a range of

organisations resemble standard Holter monitoring systems (Fig. 9.4a). They

involve a recording/transmitting device which is attached to the patient’s belt, a

necklace or located in some form of waistcoat. The device is connected to standard

sensors placed in standard locations and thus involves unwieldy leads. Such

systems (Fig. 9.4b–d) are best suited for monitoring applications similar to those

involving Holter monitoring (for research purposes and/or on concerned and thus

motivated patients for a few days to help diagnose their arrhythmias or other health

concern) but are generally too obtrusive and cumbersome for elderly patients,

especially those with physical disability. The multiple wires connected to the

sensors spread across the body will limit the patient’s activity and level of comfort

to the detriment of patient compliance. In addition, the long connecting wires and

traditional sensor designs can give rise to large amounts of motion-induced bio-

signal artefacts (McAdams et al. 2009).

9.4.2 Sensor Patches and Bands

Adhesive patches (Fig. 9.5) with totally integrated sensors and a mounted minia-

turised telemetry device can be worn by patients for short- to mid-term monitoring
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Fig. 9.3 Some sensing possibilities (Dittmar et al. 2005)
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applications (up to one week or intermittently over an extended period). To develop

such monitoring patches for a given patient’s condition, one must be able to

monitor, with sufficient accuracy and with a minimum of artefact, the key bio-

signals and parameters of interest from within the small patch “footprint” located

on a discrete, comfortable and convenient site on the body. This will generally

require a major change in the transduction mechanisms, the sensor designs and

locations traditionally used. One must move away from (literally in this case) the

standard anatomical locations and sensor types (McAdams et al. 2009).

Intelesens, for example have developed a range of Wireless Vital Signs body-

worn patch systems (see basic system on Fig. 9.5b). The systems include a

miniaturised short range body-worn wireless monitor with on board intelligence

to monitor for and trigger on medical events, e.g. cardiac arrhythmias; a matching

belt-worn device using cellular links to send data immediately to the clinician and

an easy to apply, disposable sensor patch for high quality collection of the vital

signs which include ECG, respiration, temperature, accelerometers and, it is antici-

pated, blood oxygen.

There are only a limited number of body sites that lend themselves to the

comfortable detection of most key biosignals using an adhesive sensor patch.

Suitable sites will most likely be on or near the torso and located on sites, which

will not experience significant twisting or stretching of the skin, otherwise the patch

Fig. 9.5 Sensor patches

Fig. 9.4 Holter-type systems
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will cause shearing of the skin layers. Gemperle et al. indentified spaces on the

human body where solid and flexible forms could be comfortably and unobtrusively

located without interfering significantly with human movement (Fig. 9.6)

(Gemperle et al. 1998). Although they were interested in wearable computing,

their guidelines are also relevant to the positioning of sensor patches and bands.

9.4.3 Body-Worn Bands and Harnesses

Gemperle et al.’s sites for comfortable “wearability” can and have been used to

locate devices with sensors integrated into bands strapped around the torso or a

limb, thus avoiding, to some extent, the problems of skin irritation associated with

adhesive patches. Gloves (not shown on Fig. 9.6), wrist/forearm bands, arm bands,

torso belts and harnesses and head bands/hats (not shown) are all possible areas for

sensor attachment.

A “Smart Glove” can readily be envisaged for use in periodic “Home-based”

monitoring, in which case the patient simply puts on an appropriately designed

sensor-embedded glove to their hand once or twice a day for the measurement and

transmission of their vital signs. Sensors can be built not only into the inside of the

glove, e.g. to measure skin blood flow, but can also be placed on the outside of the

fabric and then held by the patient against their skin in the desired location. In

the simplest case, an ECG monitoring electrode can be located, for example on

the inside of the right-handed glove, in contact with the skin, and another electrode

be located on the outside of the glove, for example on the palm of the glove. By

simply bring the hands together, a one lead (Lead I) ECG can be obtained. If further

ECG (and other information) is required, additional sensors can be integrated into

the exterior surface of glove and the glove pressed against the chest in the appro-

priate locations. Several years ago, Ineedmd Inc. patented a glove platform

(Fig. 9.7a) in which were embedded miniaturised electronics, sensors and

Fig. 9.6 Body sites for comfortable “wearability” (# 1998 IEEE)
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transmitters (Ineedmd Homepage 2009). Wires and sensors were built into a glove

that, once fitted on the right hand, was then positioned on the left chest for

registering vital signs data. Commwell has introduced a similar concept called the

“PhysioGlove” which, it is claimed, assures the performance of diagnostically
accurate and reproducible 12 Lead ECG recordings by the patients themselves or
by minimally trained personnel, within less than a minute (Commwell Home-

page 2005). Such “Smart Gloves”, however, are less than optimal for “continuous”-

monitoring applications but could be used for short-term monitoring of motivated

patients or in professions where the wearing of gloves is acceptable, e.g. military,

firemen, pilots, racing car drivers, cyclists.

The wrist is a promising location for monitoring systems and tends to benefit from

enhanced patient compliance. The Biomedical Sensors Group of the Nanotechnolo-

gies Institute of Lyon at INSA Lyon, France initially developed a prototype “smart

glove” for neuro-physiological investigations. This has since evolved into a wrist-

worn device called Emosense (Fig. 9.7b). It is an ambulatory monitoring and record-

ing system comprising sensors, amplification and wireless data transmission. The

device includes a range of integrated sensors for the measurement of skin blood flow

(the Hematron sensor), skin temperature, skin conductance, skin potential and heart

rate. These parameters have enabled the monitoring and study of autonomic nervous

systemactivity, providing information on emotional and sensorial reactivity, vigilance

and mental state. It has been used to assess the reactions and abilities to cope of car

drivers, the elderly, athletes and the visually impaired under a range of conditions.

A similar system is marketed by Exmovere (formerly Exmocare). The bluetooth-

enabled biosensor wristwatch service, apparently now called the Telepath

(Fig. 9.7d), monitors its wearer’s pulse, heart rate variability, skin conductance

and activity level and can send a report regarding the wearer’s emotional and

physiological state to a loved one or caretaker, via email, SMS or instant messaging

(Exmovere Holding Homepage 2010).

Although there has been much research throughout the world aimed at develop-

ing an “ambulatory blood pressure” monitoring system for hypertension and similar

studies, the basic approach of measuring oscillometric blood pressure with an

inflatable arm cuff has hardly changed. The most promising “wearable” monitor

to date is the Advanced care and alert portable telemedical MONitor (AMON)

system (Fig. 9.7c), which effectively incorporates a standard automatic inflation

Fig. 9.7 Examples of wrist-worn devices
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wrist-based blood pressure meter (Anliker et al. 2004). (It also measures pulse rate,

oxygen saturation, body temperature and an ECG.)

However, an alternative (or preferably, an additional), more convenient continuous

measurement is required to assess hypertension in the home or mobile environment.

Pulse wave velocity (PWV) is a likely candidate and researchers around the world are

developing systems based on this biosignal. Arterial stiffness is a major cause of

cardiovascular disease and PWV is a well-established technique for obtaining a

measure of arterial stiffness between two locations in the arterial tree. Intelesens has

been researching a wireless, forearm-mounted PVDF sensor system (Fig. 9.8a) for the

measurement of PWV enabling the reliable and inexpensive measurement of arterial

stiffness associated with not only hypertension but also serving as a useful index in

assessing atherosclerosis – now regarded as an early warning for cardiac dysfunction

and diabetes (Intelesens Homepage 2010). It is envisaged that wrist-worn systems can

be extended further up the forearm to enable discrete, comfortable monitoring of this

vital parameter. Not only is the forearm suitable from a wearability point of view, it is

also potentially suitable as a monitoring site for skin temperature, galvanic skin

response, accelerometers, etc.

BodyMedia has developed the BodyMedia FIT1 armband monitoring system

(Fig. 9.8b) for the health and fitness market. The armband platform includes sensors

thatmeasure heat flux, galvanic skin response, skin temperature, near body temperature,

and contains a three axis-accelerometer to enable users to gauge the intensity of their

workouts andestimate their energyexpenditure.Although thepresent system is designed

for the fitness and weight loss market, BodyMedia also develops a professional product

line, called SenseWear1, that may be used in research or medical applications.

Simple bands/straps around the chest with embedded sensors are already com-

monly used in sports monitoring and generally involve heart rate sensing from a

basic 1 lead ECG from non-standard locations. Further sensors can be and have

been added to chest/limb bands.

Electrode arrays built into straps can be used for electrical impedance tomography

(EIT), the imaging of the distribution of the electrical properties throughout the

Fig. 9.8 Examples of arm-worn devices
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encircled body segment. EIT has been used to study the heart, lungs, gastric emptying,

breast cancer, etc. (Jossinet 2005). Similar arrays of electrodes built into chest bands

can be used for impedance plethysmographic studies of, for example, blood volume,

cardiac output, lung water content and even body composition. The use of several

electrode-embedded bands in parallel around the thorax or a limb can be used formore

advanced impedance plethysmographic studies. The extension or deformation of the

band can be used to furnish information on respiration. VivoMetrics’ LifeShirt System

uses inductive plethysmography to measure changes in the cross-sectional area of the

rib cage and abdomen over time by means of two parallel, “sinusoidal” arrays of

insulatedwires woven into the garment (see next section). The data is used to calculate

the amount of air inhaled/exhaled during respiration.

VivoMetrics recently created a mini, harness-version of their traditional full

garment “LifeShirt” called “VivoResponder” (Fig. 9.9a) to meet the needs of first

responders, fire-fighters, etc. It is a lightweight chest harnesswith a range of embedded

sensors that continuously monitor breathing rate, heart rate, activity, posture and skin

temperature. VivoMetrics have developed a similar system called “VivoChampion

Trainer” tomonitor athletes. The harness makes it possible to ensure firm contact with

the torso over a range of promising skin sites. Depending on the designs of the sensors

used, the systemwould appear potentially very well suited to the monitoring of a wide

range of parameters over extended periods of time. A similar, bra-like system for

women would also be very promising and enable the positioning of many sensors and

sensor types in firm contact with the skin. The “cross-your-heart” design of bra would

appear be the most appropriate, increasing the contact area with the thorax. A heat-

sensing bra was pioneered a decade or so ago by Hugh Simpson, M.D. (Simpson and

Griffiths 1989). Chronobra (Fig. 9.9b), as it was dubbed, measured the deep tempera-

ture of the breasts using an array of built-in heat sensors. It was believed that such

measurements could detect the early signs of breast cancer and that the bra could

become an accurate breast cancer screening technique that women could use at home.

Amore recent example is the so-called Cancer bra being developed by scientists at the

Fig. 9.9 Examples of chest harnesses
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University of Bolton (Bolton University News 2007). This smart bra concept will

incorporate a microwave antennae system woven into the fabric, which will detect

temperature changes in breast tissue. It is claimed that the bra will not only detect

cancers before tumours develop, but will also be able to assess the effectiveness of

ongoing cancer treatment.

With the appropriate design of sensors, hats and head-bands could be used for a

range of measurements including EEG, EMG, EIT, brain core temperature and

perhaps even ECG if necessary.

There are a wide range of applications within the EEG monitoring area for an

ambulatory system that includes a suitable hat or cap incorporating electrodes located

in Standard “10–20” electrode placement, for example for the study of epilepsy over

prolonged periods and during everyday life. Even for routine clinical use, such an

electrode system would be highly desirable. Many efforts have been made to develop

an electrode “cap,” for example Neuroscan’s Quik-Cap (Fig. 9.10a); however, the

correct application of a large number of electrodes on a hairy scalp is exceedingly

difficult and still awaits an optimal solution. Nonetheless, there are possible EEG

applications for systems involving a reduced number of electrodes, possibly posi-

tioned onmore convenient sites, and accessible under a simple head band or hair band.

These include the study of relaxation, vigilance, sleep patterns and the use of EEG in

biofeedback and brain–computer/machine interfaces.

Due to the location of the hypothalamus, the thermoregulatory control centre in

the brain, cerebral temperature is one of the most important markers of fever,

circadian rhythms and of physical mental activities (Benzinger and Taylor 1972).

Unfortunately, it is difficult to measure. The Biomedical Sensors Group at INSA

Lyon has developed a brain core thermometer (BCT) sensor (Fig. 9.10b), for non-

invasive ambulatory and non-ambulatory applications, based on the Zero heat flow

principle (Fox and Solman 1971; Dittmar et al. 2006).

Fig. 9.10 Examples of head bands and caps
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9.4.4 Smart Garments

For short monitoring applications, the “Holter-type” systems can be used by highly

motivated patients, for example those with a health problem seeking diagnosis and

treatment. Longer term monitoring, up to one week of continuous monitoring can

be accommodated with an adhesive patch system, obviously with the development

of the appropriate sensors. However, patches worn for over a week, even for less

with many subjects, will cause skin irritation problems due to the adhesives used.

For longer term monitoring applications, suitable wearable “smart garments” are

therefore required.

At first glance, “smart garments” appear very promising. The device and leads

could be easily integrated into seams and pockets in the clothes. As the body’s

surface area is relatively large, around 1.5 m2, and approximately 90% of it is

covered with clothing, the clothing could conceivably contain sensors in close

proximity with the skin and thus over the key organs, etc. one may wish to monitor

(Dittmar et al. 2004). In theory, one could locate sensors almost anywhere on the

clothed body, even over body sites traditionally used in standard monitoring, e.g.

the sites for standard 12-lead ECG monitoring (McAdams et al. 2009). However,

the relative movement between loose fitting clothing and the skin would give rise

to problems associated with quality of contact, motion artefacts and patient

comfort and hence only a very limited proportion of the body surface is suitable

for the application of sensors via tight-fitting clothing or elasticated bands/sections

in otherwise “normal” clothing. As a result, it is generally not possible to make firm

sensor contact with many traditional monitoring sites and, much like traditional

Holter monitoring, sensors have to be repositioned in non-standard sites to enable

firm, comfortable contact with the skin which do not give rise to artefacts due to,

for example, excessive body hair, muscle noise (i.e. EMG), and body flab (i.e.

motion artefacts in ECGs). Novel sensing technologies are therefore required

which will enable the monitoring of vital signs from novel locations if the full

potential of such wearable garments is to be realised. The “smart garments”

available commercially or reported in the literature can be loosely grouped accord-

ing to the level of integration of the sensors, leads, etc. into the textiles (Van de

Velde 2010).

l Garment level: “Late-stage integration”
l Fabric level: “Integrated sensors”
l Fibre level: “Ubiquitous sensors”

However, the categorisation of smart garments is not that clear cut. As compa-

nies seek to develop multi-sensor garments with completely integrated sensors at a

fibre level, inevitably some of their sensors are more integrated than others and their

garments tend to straddle the above categories.

In “late-stage” integration, existing sensors and associated hardware are “retro-

fitted” into “regular” clothes at the garment level. Pockets are formed to hold the

various parts of the hardware and thus the garment often resembles a multi-pocketed
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waistcoat. Standard sensors or their connectors are anchored on the inside of the

garment so that they are held in the appropriate position against the skin once the

garment is applied. In many respects, these systems resemble the “Holter-like”

systems reviewed above, with the same limitations involving patient comfort and

compliance. Most “smart garment” projects tend to start with this approach, possibly

reflecting the researchers’ primary interest in their monitoring and telemetry hardware

rather than on the sensor–patient interface. Unfortunately, few projects progress past

this stage as it involves solving the thorny patient compliance and signal artefact

problems, problems that are not readily solved by the typical electronic engineer and

which do not yield a high publication-effort ratio. It could be argued that many of

today’s inventions fail due to the lack of motivation in the inventors to see the process

through to completion. Academics, once they have their publication and an attractive

photo or two of the concept for presentations to come, have little inducement to

continue developing the system over many years until it is clinically viable.

Early versions of VivoMetrics LifeShirt resembled the “waistcoat” design

described above. However, VivoMetrics is one of the few companies that have

been in the area for a considerable period of time, over 10 years and the design of

their garment and sensors has evolved. At present, the core of the system involves

an array of sensors embedded in a lightweight, washable, sleeveless undergarment

(Fig. 9.11a) made of highly stretchable material. Inductance plethysmographic

sensors for pulmonary monitoring are woven into the fabric and the system

has electrodes for a single channel ECG to measure heart rate and a dual-axis

accelerometer to record patient posture and physical activity. Additional peripheral

devices can be attached to the shirt to enable the measurement of blood pressure,

blood oxygen saturation, core body temperature, skin temperature, etc.

Fig. 9.11 Examples of “smart garments”
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Sadly, VivoMetrics ceased operations in July 2009 and filed for bankruptcy

protection in October 2009. The LifeShirt® is currently not being marketed, though

their technology portfolio is apparently being offered for sale. Vivometrics was

working on a new, remote monitoring version of their system, capable of monitor-

ing the wearer’s skin temperature, respiration, activity/posture, and heart rate

(ECG) and wirelessly report these parameters to a remote monitoring site via the

Internet or directly via GSM wireless. The system consists of ECG and Respirome-

try (magnetic coils) sensors distributed throughout a shirt that communicate with a

central electronics pod that attaches to the garment. Within the pod itself, there are

actigraphy sensors (3-axis accelerometers) and a temperature sensor, as well as the

amplifier, etc. Development of the new shirt, sensors and communications network,

and system architecture was done by Tronics MedTech, Inc. (Tronics MedTech

Homepage 2009).

Smartex has also been around for over 10 years and is pioneer in the area of

electronic textiles; fabrics where sensor function, electronics and interconnec-

tions are woven into them using circular and flat bed knitting technologies.

They have been involved in numerous EU projects including “WEALTHY,” a

wearable fully integrated system (Fig. 9.11b), able to simultaneously monitor

ECG, respiration, posture, temperature and a movement index. The stretch gar-

ments have integrated fabric ECG electrodes (leads I, II, III, V2 and V5), four

fabric impedance electrodes (impedance pneumography), four piezoresistive

fabric sensors (thoracic and abdominal respiration and movement) and embedded

temperature sensors. The connecting conductive fibres are woven with stretch-

able yarns.

Other systems include RBI’s Visuresp, Biodevices’ Vital Jacket, Sensatex’

Smartshirt, and SmartLife’s HealthVest

The recent and continuous trend toward home-based and ambulatory monitoring for
personalized healthcare, although exciting and potentially leading to a revolution in
healthcare provision, necessitates even more demanding performance.. . .. Electrodes
must, therefore, (1) require no prepping, (2) be located in the correct location once the
smart garment is put on, (3) make good electrical contact with the skin, (4) not give rise to
motion artifact problems, (5) not cause discomfort or skin irritation problems, and (6) be
reusable and machine-washable. Although much work has been carried out in this novel
area, it is not surprising given the above list of required performance criteria that the
electrodes/sensors tend to form the bottleneck in the success of the overall monitoring
systems (McAdams 2006).

While truly long-term monitoring awaits the successful development of totally

integrated “smart garments,” one potential solution is the use of implanted

devices similar to an implantable event (Holter) recorder (also known as an

implantable loop recorder). The small monitoring device and associated sensors

are placed under the skin during a minor operation and are commonly used to

monitor heart rhythms for up to a year or more (Medtronic Homepage 2010).

Such devices are increasingly embedding additional sensors such as blood pres-

sure and/or accelerometers to improve the monitoring of heart failure and their

use for other applications could be envisaged.
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9.5 Discussion and Conclusion

History has shown that if a new monitoring system is to be successful, it must be

pioneered by a product champion who tenaciously presses on beyond the crude

prototype stage, at which most would-be innovators stop, and develop a clinically

viable product and firmly establish its clinical relevance through clinical trials and

publications in the relevant clinical journals and conferences. The innovator must

therefore have knowledge of the clinical needs, environment and procedures which

will affect the success of the new system; preferably being a scientifically compe-

tent clinician or a scientist working closely with clinicians. In this regard, it would

be of great benefit if governments would act to simplify the procedures required to

organise and manage the vitally required clinical trials of promising and much

needed healthcare products. The creation of “living labs” should also be continued

so as to encourage the involvement of clinicians and patients in the earliest phases

of the innovation process.

Many of the systems which do not get passed the prototype stage fail because the

inventors have not considered the clinical requirements nor those of the patient. It

has been pointed out that most new products that fail do so because of a failure to

understand real users’ needs, not for lack of sufficiently advanced technology. As

Abraham Maslow pointed out “to the man who only has a hammer in the toolkit,

every problem looks like a nail.” Very often, the scientists and engineers involved

in the “wearable” monitoring arena, concentrate on the sophistication of their

hardware with little attention paid to the less-glamorous, problematic sensor–pa-

tient interface, with the “simple” sensors being added on at the end of the project.

The problem is compounded by the fact that scientists tend to use bench tests,

models, patient simulators, etc., which all ignore the key component in the problem

to be solved. Not surprisingly, the devices appear to work well until they are

attached to real patients under real-life conditions. It must be added that these

sensor-related problems will not necessarily be miraculously solved by making

sensors smaller, as appears to be widely believed.

The technology must accommodate the needs of the patient, not the other way

round. It is therefore important to develop new generations of sensor-driven

technologies (Vodjdani 2008). One should therefore start with the (potential)

clinical need, identify key biosignals related to the physiological processes of

interest and seek to develop a platform of novel sensing technologies capable of

monitoring the physiological processes from convenient locations using novel

transduction mechanisms. The appropriate hardware should then be developed

around these constraints/requirements. This alternative approach should lead to

systems which actually work under real conditions and should lead to novel,

patentable innovations.

There are many possible monitoring scenarios, some of them reviewed in this

chapter, and it is not possible to optimally address them all with the same “wear-

able” technologies. It is important to recognise the (present) limitations and advan-

tages of the various approaches. Basic “Holter-type” devices are still often the best

9 Wearable Electronic Systems: Applications to Medical Diagnostics/Monitoring 201



compromise for the short-term monitoring of a motivated patient to diagnose his/

her illness. Adhesive patches appear well suited for “victim patches” and many

monitoring applications for up to one week. Sensor belts and harnesses have

applications in longer term monitoring situations while truly long-term monitoring

awaits the successful development of totally integrated “smart garments” or

implantable systems. Portable systems exist which are suitable for certain long-

term “on-demand” applications.
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Chapter 10

Emergency and Work

Annalisa Bonfiglio, Davide Curone, Emanuele Lindo Secco,

Giovanni Magenes, and Alessandro Tognetti

10.1 Introduction

In most recent years, technological advances have brought in consumer electronics

many portable applications that have become part of our daily life. Miniaturized

headphones, mp3 players are only an example of this trend. Leveraging on the low

cost and versatility of these devices, some companies have launched new products

combining the portability of these systems with the possibility of using these

devices as support for some common human activities. In parallel with this techno-

logical and market evolution, awareness raised among public opinion about the

need of contrasting accidents occurring to those people who work in harsh condi-

tions and need to increase safety and possibly efficiency of intervention. This need

is particularly enhanced for professional categories such as fire-fighters and Civil

Protection rescuers. In scenarios such as large fires, earthquakes, floods, terrorist

incidents or large industrial accidents, professional rescuers must intervene max-

imizing efficacy whilst minimizing their own risks; presently, they are only

endowed with protection devices that act as purely passive shields or, as for

emergency radios, necessarily need to be activated by the person in danger.

Unfortunately, this is not always possible, and it is clear that a system that allows

the automatic detection of potential dangers and reaction of the single operators

would be highly desirable. Therefore, times are now mature for the emerging

branch of wearable electronics (Lukowicz 2005; Lymberis 2004; Marculescu

et al. 2003), together with advances in information processing technology and

telecommunication (Jovanov 2008) could become part of a system for improving

the safety and the efficiency of emergency interventions. A necessary requirement

for such a system is that the person and the whole operational procedure employed

in emergency scenarios should not change significantly their normal situation and,

in particular, for the persons involved, the system should not divert their attention
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from the potentially dangerous scenario in which they operate. For these reasons,

the idea of realizing a wearable system with these characteristics is particularly

attracting. Thanks to the aforementioned technological advances, it is possible to

develop information infrastructures fully integrated in garments that collect, pro-

cess, store and transmit information about the wearer (Binkley 2003; Park et al.

2003) and about the surrounding environment collected by sensors embedded in the

garments too. In this way, the garment, so far a passive protective device, becomes

an active equipment, able to detect in a short time possible dangers for the wearer

and to automatically activate an assistance procedure. Rescue for rescuers, but not

only: also the efficiency of the operation may be improved thanks to the fact that the

single operator becomes part of a network continuously controlled by a central

station which, at any time, is able to know location and any other useful information

concerning the single nodes of the network and may therefore intervene to adapt the

procedure to the needs of the occurring operational scenario. These concepts that

are being developed for a special category of workers, namely the professional

rescuers, may be easily extended to the much wider field of technical garments for

workers, as there is a number of professional figures that potentially can gain not

only in safety but also in productivity from being equipped with wearable informa-

tion/monitoring systems. This kind of approach (Lukowicz et al. 2007; Klann 2007)

has been chosen in one of the first European projects dedicated to the application of

wearable systems to work. Wearit@work (and its continuation Profitex) (http://

www.weariatwork.com; http://www.project-profitex.com) is a project dedicated to

the development of wearable computing applications for special categories of

workers. The main concept behind these projects is the idea of endowing the wearer

(being a fire-fighter, or an airplane technician, or a healthcare or production

management staff member) with a wearable device able to provide him/her with

the essential information at any stage of the operation. Although not specifically

addressing all technological issues concerning the wearable system in itself (for

instance, ergonomics, power autonomy, etc.), this project underlined the impor-

tance of some crucial requirements that these architectures must possess: in fact, to

be really useful, they must provide only the necessary information (nor more, nor

less) in the easiest and most useful way, without interfering with the capability of

the worker to pay attention to the external, often potentially dangerous, events. All

these issues have been investigated directly with the end-users to define a precise

role for the wearable devices into the normal operational procedures followed by

these workers. Only following this approach the wearable device can really become

an enabling technology that improves the safety and efficiency of the operator and

can be easily accepted in the normal working practice.

Some examples of wearable devices have also been recently developed in other

projects, mainly in Europe. Some of them are already being produced as, for

instance, the Viking Fire Jacket (http://www.vicking-life.com). In this garment, a

simple sensor-alarm system has been inserted: a heat sensor is placed on the jacket

shoulder (with temperature sensors in the outer and inner layers) and a series of

LEDs placed in well visible sites in the garment are activated when potentially

dangerous heat levels are detected. In this way, both the wearer and the other team
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members around him/her can be warned about a possible anomalous increasing

temperature, before it results in injury for the fire-fighter.

Safe@Sea (http://www.safeatsea-project.eu/index.html) is a recently funded

European Project that aims at producing a smart uniform for fishers and people

who work aboard. In addition to the investigation of the best materials for endowing

this uniform with the finest characteristics in terms of thermal insulation, resistance

to tears, buoyancy, also ICT systems for localization and overboard detection and

communication are among the objectives of this project.

For the first time, a European Project named PROETEX (http://www.proetex.

org) (started in 2006) has aimed at building a whole wearable monitoring system for

emergency operators. The system includes sensors, actuators, energy storage and

scavenge equipment, telecommunication and signal processing units. The project

output is a set of progressively more advanced versions of the future, smart,

rescuer’s uniform. The global system consists of three components: an inner

garment (IG) aimed at measuring cardiac activity, breathing rate, temperature and

dehydration; an outer garment (OG), i.e. a jacket that hosts systems that provide

measurement of the external temperature, of the heat flux through the jacket, toxic

gases’ detection, GPS coordinates determination, wearer’s activity monitoring; a

pair of boots that host a toxic gas detector and an activity detection system

wirelessly connected to a central electronic terminal, also hosted in the OG, that

collects all the data and transmit them to a remote monitoring station.

10.2 Designing a Wearable Systems for Emergency

and Work: Main Problems and Constraints

There are several constraints that must be taken into account for designing such a

complex system: on the one hand, those related to the user needs, meant as comfort,

easy maintenance of the systems, adaptation to the different scenarios of interven-

tion; on the other hand, those related to each of the different and heterogeneous

technologies involved in the system; finally, those related to both, for instance,

power autonomy that is for sure a constraint imposed by the technology, but also a

requirement related to the kind of intervention in which the system has to be used.

For all these reasons, design is a crucial activity in this kind of projects, and must be

done not only at the engineering level; it unavoidably needs the intervention of

many other professionals: first of all, the end-users of the systems, the representa-

tives of medical staff specialized in emergency interventions, and experts in bio-

ergonomic design that take into account both the comfort needs and the best

location of the monitoring systems for physiological measurements. Only the

combination of these different professionals and skills ensures achieving the goal

of obtaining a really useful system, where the sensors systems guarantee the

complete monitoring on the person and of the external parameters without being

consciously perceived by the users.
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10.3 Components of the Wearable System

10.3.1 Sensors

Many different sensors can be presently embedded in garments. A panoramic view

of the main sensors embedded in garments may be found in Chap. 1. They can be

classified according to several criteria. For instance, the measured parameter, the

sensor location and the possibility to be directly integrated in the textiles. The first

point is the starting base for the whole design. Depending on the application, there

may be many different, possibly interesting, parameters. It is important to define

them with the help of the end-users and to establish a list of features that the

appropriate sensors should have: sensitivity, time of response, repeatability of

measurement, duration of the measurement (for single and periodic measures),

energy requirements, bio-compatibility. Considering the measured variable, sen-

sors can be divided into two classes: those that measure the operator’s physiological

parameters, and those that detect variables related to the surrounding environment.

Based on this classification, the decision about where locating the different sensors

can be more or less straightforward, i.e. sensors for external variables generally

need to be put in the external layers of garments, while those for body monitoring

normally require to be put in the inner layers. The issues of comfort and protection

must be taken as a primary priority. In any case, embedding sensors within a

garment must not compromise the integrity of protective layers nor adding a

possible source of danger for the wearer. A typical example is the fire-fighter

jacket: as it is the main fire-protecting shield, no holes or any other heat conductive

paths should be generated due to the insertion of sensors in the garment.

For those parameters that are measured by sensors directly in contact with the

skin, the right location results from a proper compromise between comfort and

sensitivity of the measurement to the natural status of the body. For instance, some

sensors are very sensitive to body motion, and for this reason the sensor output may

be affected by motion artifacts. It is obvious that artifacts should be minimized but

this cannot be simply done by reducing the human motion (for instance, by

increasing the pressure between the sensor and the body) because this could

compromise the whole comfort. Bio-ergonomic design gives a relevant contribu-

tion for solving this kind of problems: interesting applicative examples can be

found in Chap. 12 where the astronauts’ future suit is presented.

Finally, it is important to underline that fusion of data coming from different

sensors may provide additional useful information related to the particular applica-

tion (Curone et al. 2010). For instance, the evaluation of the person’s activity,

useful in emergency scenarios to prevent dangerous situations, can be typically

done by accelerometers. Fusion of accelerometers and physiological data may

enable the feasibility of an activity classifier able to generate an automatic identifi-

cation of conditions that may imply potential dangers for the monitored subject

over extended periods of time. In addition to easily detectable conditions directly

provided by the accelerometer signals (i.e. “resting motionless lying down”), a data
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fusion algorithm identifies conditions such as “resting with high heart rate (HR)”

(which is potentially abnormal if not preceded by any physical activity or if kept for

too long after an intense physical activity), which requires a simultaneous analysis

of both signals.

10.3.2 Energy

Power autonomy is one of the main constraints to consider in designing a wearable

system. This can be achieved by combined consideration of different aspects: energy

storage, energy generation and energy management. All these aspects contribute to

solve the problem of giving the system the necessary energy to perform at the best

level for the longest time, compatible with the requirements of the application. For

storage, many different kinds of efficient batteries are commercially available. The

only criterion for the choice is to cope with the need of power autonomy and

maintenance of the system. Batteries should last for a reasonable amount of time

and if there are many different systems embedded in the textile with a dedicated

battery, it is not feasible to recharge each of them every time they are used. Automatic

recharging systems should be used, as for instance, inductive charging: this kind of

system may be “hidden”, for instance, in the coat rack that holds the garment when it

is not worn. Another issue is the battery weight. Recently, some interesting example

of flexible battery has been developed (Bhattacharya et al. 2009). The great advan-

tage is the weight reduction and the possibility to obtain a flexible device that can be

directly embedded within the garment.

Energy generation is another piece of the puzzle: ideally, a large amount of

energy could be derived from the human body and from its interaction with the

surrounding environment. Practically speaking, so far any attempt to derive reason-

able amounts of energy from human motion (with piezoelectric elements) has not

been really satisfying. To increase the efficiency of piezoelectric generation,

ceramic materials should be used and these are not really compatible with wear-

ability. Thermogeneration is another possible source of energy and so far it gave the

most promising results. A complete description of the application of thermogenera-

tors in wearable systems is available in Chap. 2.

Another potentially interesting technology is photovoltaic cells. Clearly, it puts a

constraint as the cells must be positioned in the external layer of the garment. In

addition, as the amount of energy that can be derived by these systems is propor-

tional to the surface of the solar cell, this must be as large as possible. This poses

two problems, concerning the application to garments. First, cells must be flexible

to cope with the drapability of the garment, and second, depending on the applica-

tion and on the employed materials, a large cell module could compromise the

transpirability of the garment. Recently, relevant progresses have been made in

Organic Solar Cells (Hoppe et al. 2008), whose main characteristics is flexibility

and low cost. So, potentially, they are the best candidates for obtaining the desired

features for a power autonomous wearable system. Unfortunately, the main issue to
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solve before ensuring a wide applicability of this technology is the need of a robust

but still flexible encapsulation that preserves organic semiconductors (that consti-

tute the active layer of the cell) from the contact with oxygen and humidity.

The last but not least issue to consider in designing a power system for wearable

devices is energy management. Normally, the highest power consume is due to

transmission system. Therefore, it is essential to limit as much as possible the

transmission frequency and the amount of time during which the transmission system

is active. This must be done without forgetting to take into consideration the applica-

tion constraints, both in terms of the sampling frequency of the signals to transmit and

of the total time of autonomy that the system has in certain applications.

10.3.3 Communications

Communication systems in a wearable application normally provide two types of

connections: (1) a Personal Area Network (BAN), whose peripheral nodes provide

information from the different sensors and systems embedded in the garment to a

central node and (2) a long range communication system (LRS) whose task is to

assure a reliable link between the person and a remote Network Coordinator Node

(NCN). For emergency scenarios, the appropriate distance between the operator

and the Node generally varies between 1.5 and 2 km. An intermediate Router at a

shorter distance should be carried by an operator and installed near the border of the

disaster area, possibly in line of sight with the NCN: the router should have an

interface for long range communications towards the remote NCN and another for

medium range towards the operator node. A directional antenna and a power

amplifier are needed to face problems arising from the environmental propagation.

Concerning the communication protocols, the choice is driven by different

possible criteria. For emergency applications, power consumption and adaptability

of the protocol to the particular application are the main ones. For instance, in the

PROETEX project, described in the following chapters, Tetra, WiMAX and WiFi

were taken into consideration. At the time of the project, Tetra was extensively used

in emergency scenarios, but the bandwidth it can offer is quite narrow, so it has not

been considered further for the particular application. On the other hand, WiMAX

has been designed to provide broad band access to a wide area with mobility

support. At the time of the project, most of the available products were mainly

thought for fixed access while small devices were not optimal under the point of

view of power consumption. Therefore, finally WiFi was chosen as it represented

the best compromise between link capacity and power consumption, being usually

employed for notebooks, PDA and cellular phones.

10.3.4 Electronics and Data Processing

In a standard wearable monitoring system, all data coming from different sensors

must be interfaced with an electronic box, which provides communications with the

single systems (including sensors, actuators and communication modules). A bus
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connection (for instance, RS-485) allows reducing the number of wires and can also

support the extension in the number of modules that can be connected to the

electronic box by linking them in parallel in any point of the bus cable.

Each sensor/actuator module is based on a microcontroller that provides A/D

conversion and signal storage. It also implements a reduced set of the bus com-

mands, with fully functional communication and error control.

To reduce the communication traffic on the bus, it is wise to implement on board

signal pre-processing routines to send on the bus only small amounts of data

extracted from the raw signals recorded by the sensors.

10.4 The Proetex Wearable System

The full set of PROETEX prototypes consists of three uniforms addressing Civil

Protection’, urban and forest fire-fighters’ requirements, integrating sensors and

electronics inside a T-shirt or Inner Garment (IG, see Fig. 10.1), a jacket or Outer
Garment (OG, see Fig. 10.2) and a pair of Boots (see Fig. 10.3). Data collected from
sensors of the IG and OG (Body Area Network) are transmitted real-time to a self-

powered Professional Electronic Box (PEB, hosted in the OG) through a serial

RS485 protocol. In the meanwhile, data coming from the sensors in the boots are

transmitted wireless to the PEB by means of a Zigbee protocol. Finally, all data are

sent out to the NCN of the operations, far away from the disaster area (Operation

Area Network). This communication is performed with a Long Range Communica-
tion System working with a Wi-Fi protocol.

All equipments are identified by a unique device number allowing to

manage data flow between each operator and the NCN. A Monitoring Software

Fig. 10.1 The inner garment. On the left the prototype developed for Civil Protection rescuers, on
the right the one for fire-fighters
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visualizes real-time all sensors’ data to the NCN, automatically activating

alarms when dangerous contexts are detected. Three, progressively optimized,

versions of the prototypes have been produced and tested during the 4-year project.

10.4.1 Inner Garment

The IG is the subsystem devoted to monitor the health status of the emergency

operators without interfering with their activities.

Textile electrodes and fabric piezoresistive sensors have been integrated, in a one

step process, in a comfortable shirt to reveal cardiopulmonary parameters (namely,

Fig. 10.2 The outer garment (OG) with a list of all embedded systems

Fig. 10.3 The fire-fighter

boot that included a gas

sensor in the side pocket and

an activity sensor under the

internal sole
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Heart Rate and Breathing Rate), whereas non-textile sensors have been embedded in

the shirt for Body Temperature and Oxygen Saturation monitoring (see Fig. 10.1).

The textile electrodes (as well as the piezoresistive sensor) have been realized

using SMARTEX technology (Paradiso 2005): a stainless steel based yarn has been

knitted together to a ground yarn by using a tubular intarsia technique to get a

double face, whereas the external part is not conductive to insulate the electrodes

from the environment. For the piezoresistive sensor realization, a Belltron® 9R1

yarn from Kanebo has been used. As ground yarn of the first IG prototype, a cotton

yarn has been used; for the prototype release, the ground yarn was realized using a

fire resistant yarn based on meta-aramid fibres. This solution was adopted for

complying with the new trend of the market of the underwear for emergency

operators.

The architecture of the 2nd IG prototype is based on a T-shirt having two main

areas devoted to specific tasks:

l an elastic region including all the sensors;
l a region containing a detachable on-board electronics (Vital Signs Board –

see Fig. 10.1);

The textile sensors and electrodes are connected to the electronics modules

through textile conductive cables integrated in a one-step process in the shirt.

Apposite textile compatible connectors (developed by Ohmatex, Denmark, subcon-

tractor of the project) are encapsulated in the fabric and allow the physical connec-

tion between the cables and the electronic components.

In the final IG prototype, the Vital Signs Board has been connected to the PEB

(placed in the OG) by means of a wireless connection.

Heart rate sensor – HR is detected by acquiring an ECG lead through two textile

electrodes integrated in the IG. An algorithm, implemented in the microprocessor

of the Vital Signs Board, extracts HR value from the raw ECG signal. Hydrogel

membranes have been chosen in the first IG prototype to improve the signal quality

whereas in the following prototypes specific textile solutions have been adopted to

improve the contact electrodes-skin without hydrogel membranes.

Breathing rate sensor – The first IG prototype has been realized in two versions,

which are characterized by a different approach to monitor the respiratory activity

(Lanatà et al. 2010):

l Version 1 includes a fabric piezoresistive sensor that changes its electrical

resistance when stretched. This sensor is sensitive to the thoracic circumference

variations that occur during respiration.
l Version 2 is based on four textile electrodes able to carry out an impedance

pneumography. This methodology consists of injecting a high frequency

(50 kHz) and low amplitude current by means of the outer electrodes and

measuring the impedance changes on the thorax by the inner ones: a relationship

between the air flow through lungs and the impedance variation allows the

respiratory cycles monitoring.
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Two different versions of Breathing Rate sensor have been realized for the

second IG prototype: a new piezoelectric sensor in wire form has been implemented

on one shirt (version 1). This passive sensor shows a high signal-to-noise

ratio together with low sensitivity to motion artifacts. This device replaces the

impedance pneumography. A specific module has been realized for the piezoelec-

tric sensor: the front-end converts the charge variation of the piezoelectric sensor

through a charge amplifier and the microcontroller performs the necessary opera-

tions to extract the breathing rate from the raw signal.

The other version includes, as for the first prototype, a fabric piezoresistive

sensor (version 2).

Body temperature sensor – An LM92 temperature sensor has been sealed in a

Polyamide Foil and then it has been embedded in the shirt in a proper pocket at the

left armpit level. Insulation textile layers have been foreseen to shield the body

temperature measurement from the effects of the environmental temperature.

SpO2 sensor – An optical transducer based on a proprietary technology, made of

several couples of optical emitters and receivers, has been integrated in a unit at

breastbone level. A built-in processor triggers the best located transmitters to

dynamically select the highest signal levels; a processor selects samples, stores

values in memory and sends them to PEB through the RS485 bus.

10.4.2 Outer Garment

The jacket or OG is the subsystem devoted to protect the rescuer, monitoring his/her

activity and surrounding environment.

The OG has been produced in three different configurations, depending on the

application: specifically, the prototype for Civil Protection is based on the official

uniform of the Italian Civil Protection operators. Urban and forest fire-fighters

prototypes use fire-proof jackets adapted from the uniform for French fire-fighters.

All OG configurations include two tri-axial accelerometers and an external tem-

perature sensor: furthermore, a newly developed textile motion sensor and a commer-

cial carbon monoxide monitoring sensor have been added. Forest fire-fighters and

Civil Protection operators have also an integrated GPS module, whereas urban fire-

fighters do not, since they operate inside buildings where reliable GPS signals are

rarely available. Moreover, a Heat Flux Sensor has been included in both urban and

forest fire-fighters OG, to prevent operators from skin burn when facing flames.

Regarding data transmission, all OGs incorporate a LRS. The Civil Protection

system has also an Alarm Module, which is a subsystem launching visual and

acoustic warnings when one or more sensors detect operator dangers beforehand.

Even if all sensors are powered by an embedded Lithium–Ion Polymer (LiPo)

battery inside the PEB, a new flexible battery has been experimented in urban fire-

fighter OG to increase functionality and ergonomics of garment. The battery allows

a working time over 2 h with a nominal voltage of 3.8 V.
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External temperature and heat flux sensors – The External Temperature Sensor

is placed under the OG external coating at shoulder level; this set-up avoids

environmental disturbances and optimizes higher temperature detection as

requested by the French fire-fighters (partners of the project). The initial require-

ment of measuring up to 1,200�C was proven to be over-dimensioned, therefore, a

5.9 � 2.1 � 0.9 mm ATEXIS (http://www.atexis.fr) platinum sensor with a �70�C
to þ500�C range and platinum-coated nickel wires has been finally chosen. The

Heat Flux sensor is placed in the proximity of the platinum sensor, inside the third

comfort layer of the OG at shoulder level as well. The sensor has a 50 mm diameter,

420-mm thickness and a sensivity of 75 mV/W/m2. The presence of the Heat Flux

sensor is necessary because the very efficient protection provided by the OG textile

equipment makes difficult the feeling of thermal environment (Oliveira et al. 2009).

GPS module – An ANN-MS-0-005-0 Active GPS Antenna from U-Blox (http://

www.u-blox.com) was chosen. It provides an accurate measure of the absolute

position of the user, when in open space (outdoor and far from buildings or high

obstacles). Unfortunately, sensor’s performance drastically decreases when

approaching or entering into buildings. In any case, this information is considered

as really important by rescuers working in large operative areas, where they cannot

be directly visually monitored.

Alarm module – The alarm module consists of a power red led driven by a

microcontroller, which makes the led flashing at different frequencies depending on

the type of alarm. It includes also an audio alarmboardwith a buzzer control. Two self-

powered alarm modules have been integrated in the Civil Protection OG on the front

side of the trunk and in the back face at shoulder level. Redundancy guarantees higher

visibility in case of structure collapse or flooding.An alphabet of coded blinking can be

defined to distinguish the seriousness of danger as detected by the system.

Accelerometers – Motion sensors have been designed to detect posture, acciden-

tal falls to the ground and immobility of the operator (Anania et al. 2008). They are

realized by means of two accelerometer modules, one placed in the jacket collar

(for monitoring trunk movements) and the other in the right sleeve (to achieve more

accuracy in activity detection since an operator can move his arm while not moving

trunk). Each module is based on a tri-axial accelerometer (ADXL330 by Analog

Devices (http://www.analog.com)) and a low power microprocessor (Texas Instru-

ments MSP430F149) for A/D conversion, real-time signal processing and trans-

mission of the extracted information (activity and fall detection flags) to the PEB.

Textile motion sensor – It is applied to the external part of the OG insulation

layer, and it is used to detect immobility. The transducer is made of conductive

elastomeric strip (200 � 20-mm wide) printed on an elastic fabric and integrated in

the sleeve’s elbow region. Since elastomer shows piezoresistive properties, move-

ments can be detected by analyzing sensor signal. The processing algorithm is

implemented in the microcontroller (Texas Instruments MSP430F149) of the sen-

sor’s module (Tognetti et al. 2007) that is used to send the information (an activity

flag) through the RS485 bus.

CO sensor – Carbon monoxide is an extremely toxic gas with density compara-

ble to air; therefore, a CO sensor is placed in the OG lapel near the user’s mouth and
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nose. The sensor is integrated in the outer shell layer of the OG, while electronics is

protected from the heat by fixing it under the insulated layer. A waterproof and gas

permeable coating protects the sensor. The device (CO-D4 by Alphasense

(http://www.alphasense.com) electrochemical) is selective and sensitive for CO

range between 0 and 1,000 ppm; its output is fed through a transimpedance

amplifier to convert current to voltage so that it can be read by the analog port of

a microprocessor (Texas Instruments MSP430F149). The microcontroller performs

data conversion, extracts CO concentration and implements the protocol routines

required to send the information (CO concentration in ppm, a warning flag if

concentration is more than 50 ppm and an alarm flag if more than 100 ppm) through

the RS485 bus.

10.4.3 Shoes

Boots prototypes have been developed and tested both for Civil Protection and fire-

fighter brigades. From a textile and structural point of view, the prototypes already

respect UE standards and are already arranged for integrating sensors and energy

harvesting elements in the sole. The heel zone is wide to guarantee the stability of

the users, the upper part is made with leather and materials resisting to fire and heat,

elastic flex points have been inserted in the upper part to allow high flexibility and a

new lacing system has been realized to improve functionality. Furthermore, to

avoid abrasion and increase comfort, breathable and waterproof lining have been

added inside.

CO2 sensor – Since CO2 is heavier than air and starts to accumulate at ground

level, the Boots have been equipped with a CO2 transducer, which enables faster

detection of toxic gas before it reaches the respiratory tract. A specific housing has

been created in the upper part of the boot, capable of maintaining the sensor in

contact with air. Due to this positioning, the sensor must be compact, robust, low

power consuming and with electronics insulated from extreme condition at floor

level. A CO2 D1 sensor by Alphasense has been chosen and tested. Power supply is

furnished by a rechargeable battery whereas communication with PEB is realized

by means of a Zigbee module connected with the sensor: finally, the whole system –

sensor, electronics, battery and Zigbee module – is hosted in a 58 � 48 � 16-mm

box inserted in the boot housing.

Activity sensor – Two organic semiconductor transistors printed on top of a thin

plastic layer have been put under the shoe sole and act as pressure sensor (Manunza

et al. 2007). Their signal is sent to an electronic module put in a side pocket of the

boot. Power supply is furnished by a rechargeable battery whereas communication

with PEB is realized by means of a Zigbee module connected with the sensor.
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10.4.4 Communications and Electronics

Besides wearable technologies for sensing and data processing, as mentioned

before, a remote communication infrastructure (between the rescuers and the

local coordinator) has been developed within the project. This is realized by

means of a software interface and a LRS (Magenes et al. 2009).

Monitoring software – It manages data received by PEB; data detected by

sensors and collected by PEB are asynchronously wireless transmitted to the remote

software. Data exchange is based on “query-answer” protocol. Queries, generated

by the software, request data from the device: then PEB generates answer strings

and sends them to the PC, where data are displayed in text and graphical form

and saved in files for further off-line analysis; in the meantime, an on-line proces-

sing generates automatic alarms when the variables overcome previously set-up

thresholds.

Long range communication system – Communication between the PEB and the

PC is set up by means of a Wi-Fi-based communication system, allowing the

communication of data up to 1 km far from the operator. Wi-Fi protocol was

selected as a good compromise between portability, lightness and performance. In

essence, the LRS is made of three units or nodes: the NCN, placed near the PC

hosting the monitoring software (node 1); the Router node, next to the border of the

disaster area (2), and the operator’s equipment (3). To have a high modularity,

the key unit of the network is a unique single board computer placed in all the

three nodes: this is an ALIX3c2 board (http://www.pcengines.ch) embedded in a

113 � 163 � 30-mm aluminium box; the board runs LINUX operating system and

is powered by a high performance rechargeable LiPo battery integrated in the box

(7.4 V, 1,600 mAh). Each board has one mini-PCI slot with an installed Wi-Fi LAN

card: card repeats queries and answers between PC and PEB. Specifically, on node

3, the module links with PEB by using the RS485 bus and wireless transmit data

using two 52 � 48-mm wide planar textile antennas (placed in the front and back

sides of the jacket) (Hertleer et al. 2009). The bandwidth of the antennas is more

than 280 MHz, whereas return loss and influence of humidity have been analyzed;

the interaction between electromagnetic field radiation and operator body was

investigated too, and it was found below SAR limits as requested by EU regula-

tions. On node 1, the board interacts with the PC and the monitoring software

through the Wi-Fi card of the PC. Node 2 behaves like a relay station in between

nodes 1 and 3: the embedded computer is placed on a tripod in the middle of the

operation area, collecting data from all three nodes of rescuers and sending data

to node 1. To cover a communication range of more than 1 km, a 13.5 dBi sector

antenna with a 3 dB pattern equal to 90� � 15� (http://www.stelladoradus.com) is

adopted between the farthest nodes (1 and 2).
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10.5 Conclusions

In summary, this chapter deals with the application of wearable electronics systems

to work in emergency. These systems may provide operators with a powerful mean

for increasing safety and efficiency.

This kind of systems requires a huge design effort not only in terms of single

components of the system, but also for their integration in a system that must have,

as main features, comfort, robustness, easy maintenance and power autonomy.

Integration is a concept that refers not only to the hardware design, but also to the

signals generated by the whole system: signals constitute information in itself, but

the fusion of multiple, heterogeneous signals provide a new information referred to

context recognition. For the first time, the wearable system allows to have a

simultaneous, remotely controllable, wide range (physiological, external) informa-

tion without interfering neither with the human operation nor with the human

attention (on the contrary, enriching context awareness). New investigations of

automatic detection of dangerous conditions are uniquely enabled by this innova-

tive technology.

These concepts that are being developed for a special category of workers,

namely professional rescuers, in a European Project named PROETEX (EU VI

FP), may be easily extended to the much wider field of technical garments for

workers, as there is a number of professional figures that potentially can gain not

only in safety but also in productivity from being equipped with wearable informa-

tion/monitoring systems.
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Chapter 11

Augmenting Exploration: Aerospace, Earth

and Self

Diana Young and Dava Newman

11.1 Introduction: Exploration and Discovery

Advances in robotics technology, computer technology, and materials science are

enabling the development of hybrid human–machine system designs that allow

humans to perform at higher levels, to function in extreme environments, and to better

recover from or compensate for injury. The design goals of these human–machine

systems are presented,with particular emphasis onwearability and reliability.Accom-

panying challenges of sensing, actuation, and control are also discussed. We also

explore the innovative and interdisciplinary design process, which includesmodeling,

experimentation, and prototyping.

As an example of the potential impact that human–machine systems may have in

the areas of assistive mobility devices, athletic performance, and the exploration of

space and other extreme environments, the BioSuit™ System is discussed as a case

study. Using mechanical counter pressure (MCP) to keep astronauts alive, the

BioSuit™ presents an attractive alternative to conventional gas-pressurized space-

suits. The BioSuit’s soft, compliant architecture and actuation may enable signifi-

cantly greater mobility for astronauts during future exploration missions to the moon

or Mars. We believe the principles of design used in the BioSuit™ System, based on

the concept of soft exoskeletons, may offer new solutions for rehabilitation here on

Earth. A new generation of soft architecture exoskeleton suits, which will include

embedded sensing and actuation, is proposed as promising hybrid human–machine

medical devices for the treatment and rehabilitation of gait disorders.

Exploration in outer space has enabled the creation of wearable technology con-

cepts for extreme environments. For astronaut explorers in either the cold or the hot

extremes of space (�150�C), wearable technology concepts not only provide

enhanced information to aid in missions, but also are essential for safety and survival.

The spacesuit is essentially theworld’s smallest spacecraft, and is designed to keep the
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astronaut alive by providing pressure, atmospheric life support that includes oxygen

supply and carbon dioxide removal, maintaining thermal comfort and humidity

control, and providing environmental protection andmobility. All elements necessary

to survive the harsh environment of space are provided by the spacesuit (including

power and propulsion), thus, allowing astronaut explorers to perform extravehicular

activities (EVAs) outside of their spacecraft or planetary base.

The first human to experience spaceflight was Yuri Gagarin, a Russian cosmo-

naut, who made a single orbit of the Earth on April 12, 1961 in the Vostok 1

spacecraft, and the first woman in space was cosmonaut Valentina Tereshkova, on

June 16, 1963 in the Vostok 6. OnMay 5, 1961 the United States became the second

nation to put a human in space, when Alan Shepard performed a suborbital flight in

the Freedom 7, as part of the Project Mercury. Due to the requirement to maintain

an adequate balance of thrust from rocket boosters and spacecraft mass, the early

spacecrafts used in Project Mercury were quite cramped, containing a habitable

volume of only 1.6 cubic meters (Nasa 1959). On July 20, 1969, the Apollo 11

mission landed the first humans on the Moon. This historic event was immortalized

in astronaut Neil Armstrong’s famous photo of Buzz Aldrin walking on the Moon

surface (shown in Fig. 11.1). Later, with the creation of Skylab (1973–1979), the

United States’ first space station, habitability, and human factors for longer mis-

sions would become a greater priority (Shayler 2001).

11.2 A Brief History of Wearable Technology for Space

A spacesuit contains many functions required for sustaining life for several hours

during EVA, or space walks (Newman and Barratt 1997). The breathable air supply

is maintained at about 95% oxygen, with the ability to expel carbon dioxide through

Fig. 11.1 Astronaut Buzz

Aldrin walks on the surface of

the moon near the leg of the

lunar module (LM) “Eagle”

during the Apollo 11

extravehicular activity

(EVA), photo taken by

Astronaut Neil Armstrong

using a 70-mm lunar surface

camera (photo courtesy of

NASA)
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a lithium hydroxide filter and water (NASA 1998). In preparation for an excursion

into space, astronauts spend 1–4 h in a high oxygen environment within a spacecraft

or space station to wash out, or remove, dissolved inert gas (nitrogen) from the

blood stream, to prevent decompression sickness (the “bends”) when donning

(putting on) their spacesuits. The air supply is compensated by a pressure control

system, designed to maintain a nominal pressure of 30 kPa, or the equivalent of

being 8.4 km (27,480 ft) above sea level on Earth. This is a very high altitude, but

since the total oxygen concentration and partial pressure are adjusted, astronauts

can perform useful work in spacesuits operating at this nominal pressure. If suits

operate at higher pressures, in the range of 56 kPa, then pre-breathe times can be

reduced to 30 min, and even higher pressures would offer a “zero prebreathe”

option, but currently, the limited mobility in gas-pressure suits keeps the operating

pressure around 30 kPa. For the pressure system, redundant bladder layers are used

to provide a flexible system that can prevent catastrophic or critical failure.

Despite the extreme cold temperatures of space (approximately 3 K), cooling the

interior of the spacesuit is a critical requirement, as the heat generated by the astronaut

inside the suit cannot be easily removed. In early missions, such as the American

Gemini program, the challenges imposed by thermal regulation were too great and

resulted in the abrupt termination of missions (Nunneley 1970). In a spacesuit, heat

may only be removed by means of thermal radiation and conduction (as convection is

not possible in a vacuum), but since the suit is thermally insulated to manage extreme

cold and hot temperatures of sunlight and shadow (approximately �150�C), respec-
tively, temperature regulationmust be achieved through cooling. TheApollomissions

pioneered the use of the liquid cooling and ventilation garment (LCVG) that circulates

cool water throughout a tubular network close to the skin (NASA 1971). In addition,

current spacesuits also implement technology to heat the gloves: each finger has a

small heating element tomaintain thermal regulation in the hands (Grahne et al. 1995).

The first level of environmental protection for the astronaut is shielding against

ultraviolet radiation. This is most important in the visor, through which light in

the visible spectrum passes. To address this need, the Apollo spacesuit visor used

an ultraviolet-stabilized polycarbonate shield (NASA 1971). Micrometeoroids

(particles of meteoroids), which may have mass up to 5 g and travel up to 1 km/s

(generating impact forces equal to or greater than those generated by a bullet on

Earth), are also an important concern. Therefore, current suits include a hard upper

torso composed of fiberglass, metal and fabric, as well as soft components com-

prising up to 14 layers of materials such as aluminized Mylar®, Gor-Tex®, Kevlar®

and Nomex®, as shown in Fig. 11.2 (ILC Dover, Inc 1994). (These advanced

spacesuit materials have enabled numerous protective clothing and outerwear

products on Earth today, as discussed later in this chapter.)

Spacesuits also incorporate electronic and computational systems to manage and

control the following functions (NASA 1971; Skoog 1994):

l System monitoring of oxygen, carbon dioxide, and water content.
l Biomedical monitoring of crewmember vital signs, such as heart rate, body

temperature, breathing frequency, and radiation exposure.
l Information display of gas levels and power supply to astronaut.
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l Fault detection, isolation, and recovery. (In many spacesuits, no single system

can lead to a catastrophic or critical state. This means power supplies, pressure

regulators, and data communication systems typically have redundancy.)
l Power supply. A spacesuit is designed to operate for seven continuous hours,

with emergency backup capacity of 30 min. The average metabolic capacity of

the entire system is 300 W, supplied by a silver–zinc battery system. (This

represents an energy capacity of about 7.5 MJ, or almost 30 times the capacity

required by a standard notebook computer on Earth.)
l Wireless communication system, equipped with an audio (including microphone

and earphone links) and data link (transmitting the astronaut and suit diagnostics

above).

Included in the life support system within a spacesuit, approximately 0.6 L of

water is available to the astronaut, and hygienic slips are present to contain human

waste. The combined suit has a mass of approximately 125 kg (about 275 lbs on

Earth), and takes about 15 min to put on or take off with two people (Skoog 1994;

Newman and Barratt 1997).

A spacesuit is not only a wearable, protective life support system for the extreme

environment of space, but may also even be viewed as the world’s smallest

spacecraft. Current spacesuits contain a propulsion backpack, or Simplified Aid

Fig. 11.2 A cut-away of the extravehicular mobility unit (EMU) spacesuit arm depicting the

numerous layers and functions (photo courtesy of NASA)
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for EVA Rescue (SAFER), for use only during emergencies. Onboard space

propulsion systems historically provide compressed nitrogen as a propellant, and

a control mechanism in the hands providing six degrees of freedom control. The

initial system, the Manned Maneuvering Unit (shown in Fig. 11.3), was retired in

1984 (NASA 1998). Despite the vision of spacesuits as spacecraft, in practice,

EVA, or spacewalks should be appreciated for the high risk exploration activity

they represent – most space missions tasks today are accomplished with an astro-

naut achieving mobility by means of a large robotic arm, as exists on the Space

Shuttle and International Space Station (ISS) (Hoffman 2004).

11.3 Recent Technological Advances in Technology

for Space Exploration

11.3.1 Navigation Systems

Today, human spacesuit research benefits from innovations being developed on

Earth for enhanced navigation, wearable kinematics, and assistive locomotion

technologies. In consideration of future planetary missions, key challenges for

mission success and safety include: greatly enhanced mobility (Newman et al.

2007); real-time navigation aids (Johnson et al. 2009, 2010); and maintenance of

spatial orientation on the lunar surface for surface-based astronauts (Oman 2007).

The reduced gravity on the moon (one-sixth that on the Earth) and the lack of visual

cues and landmarks make judging distances difficult. NASA and researchers at MIT

and the Ohio State University are developing mission planning and support tools.

The Surface Exploration Traverse Analysis and Navigation Tool (SEXTANT)

Fig. 11.3 US Astronaut

Bruce McCandless

demonstrates the manned

maneuvering unit for

propulsion in the weightless

environment of space in 1984

(photo courtesy of NASA)
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developed at MIT used in conjunction with the Individual Mobile Agents System

(iMAS) developed at NASA Ames, provides a system to assist with pre-mission

planning, exploration scenario simulation, real-time navigation, and contingency

planning during planetary EVAs. Data sources include digital elevation models,

metabolic cost prediction, traverse waypoints, landmarks, and sun ephemeris data.

Constraints, such as maximum slope to traverse, maximum metabolic rate, or walk-

back distance, are implemented. Users select output metrics to be displayed,

including metabolic cost, maps of surface slope, accessibility or visibility, a low-

energy-cost direction of travel heuristic, sun-relative angles, and lunar sun illumi-

nation to better sense surface features and assess distance as determined by surface

contrast differences due to the sun angle. The goal of the combined SEXTANT/

iMAS system is twofold: to allow for realistic simulations of traverses to assist with

hardware design, and to give astronauts an aid that will allow for more autonomy in

EVA planning and re-planning. The user can specify traverses on an elevation

model generated from topography data from the Lunar Orbiter Laser Altimeter

(LOLA) instrument aboard the Lunar Reconnaissance Orbiter. SEXTANT calcu-

lates the sun position with respect to points along the traverse and the time the

explorer arrives at each of them. A pre-built horizon elevation database is used to

determine whether the explorer is in shadow or sunlight. This data is then used to

compute the thermal load on suited astronauts, or the solar power generation

capacity of rovers for the entire EVA. Furthermore, the display of shadows on

SEXTANT’s 3D mapping interface helps to increase situational awareness by

giving astronauts or rover operators a view of the terrain as it actually appears.

The sun position calculation in SEXTANT also directly influences the computation

of the most efficient traverse path. The combined SEXTANT/iMAS system pro-

duces auditory alerts when certain traverse parameters have been exceeded or when

the explorer deviates sufficiently from the planned traverse (Fig. 11.4).

The Lunar Astronaut Spatial Orientation and Information System (LASOIS)

developed at the Ohio State University aims to enhance the spatial orientation of

astronauts during exploration missions (Li et al. 2009). Since there is no satellite

network around the moon providing absolute coordinates as we have on Earth with

the Global Positioning System (GPS), it is important to enable absolute orientation

in the lunar environment through a limited set of satellite coverage, lunar markers,

Fig. 11.4 SEXTANT 3D mapping interface (left). Determination of relative heading between

explorer and waypoint (middle). A geologist using iMAS during simulated EVA (right)
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and inertial measurements. Future suits will be equipped with MEMS IMUS,

lightweight stereo cameras, step sensors, and displays within the spacesuit. Spatial

localization is to be accomplished by fusion of these multiple sensors using and

complemented by an imaging system capable of tracking terrain targets. The

system will be simulated in a lunar-like desert environment on Earth using satellite

and airborne imagery coupled with the local sensors on the spacesuit (Fig. 11.5)

(Li et al. 2008).

Human–machine navigation systems, predictive parametric analysis tools, and

real-time decision aids for astronaut explorers should be implemented using wear-

able computers, and perhaps synthetic vision capability in the EVA spacesuit

helmet, into advanced spacesuit and planetary mobile rover designs (Carr et al.

2003; Marquez et al. 2005).

11.3.2 BioSuit™ Development: A Wearable Second Skin

One of the key requirements of human planetary surface exploration is a spacesuit that

enables astronaut locomotion. Unlike microgravity EVA, which involves limited

translation that is performed almost entirely with the hands and arms, future planetary

surface EVA requires locomotion, long traverses, climbing, and extensive bending

(Fig. 11.6). These activities place new demands on spacesuit mobility and dexterity

that can only be attained through implementing designs that facilitate natural locomo-

tion and minimize energetic expenditures. The mobility permitted by future planetary

spacesuits must therefore greatly surpass the mobility provided by current and previ-

ous spacesuits. High joint torques in the Apollo lunar suits forced astronauts on the

Moon towalkwith a considerably altered “bunny hop” gait to compensate for reduced

knee and hip mobility. The current NASA EMU and Russian Orlan spacesuits

(Abramov 2002) are designed for work in weightlessness, where lower body rigidity

is actually beneficial in reducing the metabolic cost of producing counter-torques for

body stabilization given the nature of the microgravity environment; however, this

lower body rigidity and the substantial mass (approximately 125 kg) of the EMU or

Fig. 11.5 On the left: Integrated sensor network concept for LASOIS (photo credit: NASA/OSU).

An astronaut that is part of this network would use an IMU and other sensors to orient themselves

on the lunar surface. On the right: a simulated astronaut path (photo credit: NASA/OSU/Google)
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similar gas pressurized spacesuits make these systems inadequate for planetary

surface locomotion and exploration mission tasks.

Mechanical counter pressure (MCP) has been proposed by Annis and Webb

(1971) and Clapp (1983) and others to greatly enhance astronaut mobility and

dexterity as well as offer improved safety and other advantages for planetary

EVA. In an MCP suit, the body is pressurized using elastic tension in a skin-tight

garment rather than the gas in a traditional spacesuit. The conceptual elegance of

this approach has the potential not only to increase mobility, as will be discussed in

greater detail, but also to simplify life-support system design, to reduce the astro-

naut’s energy expenditure in using the suit for exploration, and to diminish the risk

of depressurization and other EVA hazards.

The first MCP design, the Space Activity Suit (SAS) proposed by Webb (Webb

1968; Annis and Webb 1971), was a very creative idea before its time. The SAS

used seven layers of highly elastic material to squeeze the wearer while a bubble

helmet and chest bladder provided adequate breathing pressure. While the SAS

initiated the MCP concept and demonstrated advantages of mobility, low energy

costs, and a simplified life support system, the difficultly in donning/doffing the

SAS was the largest limitation. NASA did not pursue MCP suit development for

flight operations. A few additional MCP investigations such as those by Clapp

(1983), Korona and Akin (2002), Tourbier et al. (2001), and Waldie et al. (2002)

have advanced the state of the art of MCP glove design. These studies have

investigated elastic materials or low-modulus MCP. The work of Tanaka et al.

(2003a, b) investigated important physiological issues, such as blood flow and fluid

distribution, as well as pressure distribution, and has provided preliminary evidence

that MCP can be realized with no adverse physiological effects.

Fig. 11.6 The BioSuit™ system offers the potential to be significantly lighter and much less bulky

than current gas-filled spacesuits while facilitating joint mobility, which permits astronauts to

perform unprecedented extreme exploration EVA
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Given the performance characteristics of our biological skin, we envision a

“second skin” suit capable of augmenting our biological skin to withstand the

absence of a pressurized environment. If designed properly, Webb showed that an

MCP suit could expose regions of skin no larger than 1 mm2 to vacuum. There are

two major advantages suggested by this result, namely, improved safety and

thermal cooling. Especially on planetary surfaces, where the astronaut will be

exposed to highly abrasive environments and activities, tears become an issue of

increased concern. In a gas-pressurized suit, a small tear means not only the loss of

pressure, but also the loss of breathable oxygen. In an MCP suit, however, this

would not be the case, as Webb’s result suggests that should a small hole appear in

an MCP suit, the user would be unharmed. There would be no loss of breathable

oxygen, and the skin would not suffer any damage. Should the hole be larger than 1

mm2, the wearer would still have sufficient time to return to a pressurized environ-

ment due to the fact that the effects of the reduced pressure would be highly

localized. Thermal cooling is the second advantage suggested by Webb’s research.

In an MCP suit, an air-permeable fabric enables normal thermal cooling, including

evaporation of sweat. The MIT BioSuit™ System leverages new concepts and

technologies to overcome obstacles encountered in previous MCP designs. Designs

are conceived to allow the explorer the same speed and comfort of donning as

clothes by separating the don/doff and pressure production processes: the suit

would gradually shrink around the user in a controlled manner utilizing active

materials only after it is donned. We envision the BioSuit™ to eventually provide a

“second skin” capability incorporating biomechanical and cybernetic augmentation

for human performance. By working at the intersection of engineering, design and

physiology new emergent capabilities and interrelationships are sought. Radiation

exposure and shielding as well as micrometeorite protection deserve significant

consideration and novel solutions to realize future exploration missions.

In attempting to maximize the flexibility of the BioSuit™ System design to cope

with the inevitable requirements and design changes inherent in all complex

systems, we investigated the evolution of requirements for the extravehicular

mobility unit (EMU) as a case (Saleh et al. 2004). We explored a fundamental

environmental change, namely, using the Shuttle EMU aboard the ISS, and tracking

the resulting EMU requirements and design changes. The EMU, like most complex

systems, has faced considerable uncertainty during its service life due to changes in

the technical, political, and economic environment. These have resulted in require-

ments changes, which in turn have necessitated design modifications or upgrades.

Results suggest that flexibility is a key attribute that needs to be embedded in

the design of long-lived systems to enable them to efficiently meet the inevitability

of changing requirements after they have been fielded (Jordan et al. 2005a, b).

Table 11.1 summarizes implemented design requirement changes for the EMU

stemming from the political decision to use the Shuttle EMU aboard the ISS (Saleh

et al. 2004). Table 11.2 lists the requirements that should serve as the guiding

principles in the design of an advanced locomotion MCP spacesuit (Bethke et al.

2004; Newman et al. 2004).
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11.4 Modeling the Human Body in Motion

The BioSuit™ System and future, wearable soft exoskeletons for children with

cerebral palsy (CP) are both envisioned to provide a second skin capability.

Therefore, it is critical to understand the detailed stretching and deformation of

Table 11.1 Summary of extravehicular mobility unit (EMU) design changes

Environment change – use shuttle EMU aboard ISS

Requirement change or procedure change Design or procedure change

Make EMU sizable on-orbit Adjustable cam sizing in softgoods; Sizing rings in

arms and legs; HUT replaceable on-orbit; HUT

redesign from pivoted to planar

Increased EMU life Recertification of EMU components; Change in static

seal material; Noise muffler redesign; Flow filter

redesign; Coolant water bladder material change

Environment change – physical environment of ISS

Requirement change Design or procedure change

Min. metabolic rate lowered LCVG bypass designed; Heated gloves redesigned

PNP < 0.995 over 10 years Track orbital debris; Define Allowable Penetrations

Different radiation exposure Carefully plan all EVAs

Risk of propellant exposure 1-h bake-out procedure; Lengthen SCU

Environment change – technical environment advances

Requirement change Design or procedure change

Advance in joint technology Joint patterning and materials changed; Bearing design

and materials changed

Delicate assembly tasks Glove design and materials changed

Increased EMU life Battery redesign; CCC upgrade to regenerable

canister; Carbon dioxide sensor upgraded

Secondary system in case of

crewmember separation

SAFER

Table 11.2 Requirements for an advanced locomotion mechanical counter pressure (MCP) suit

Spacesuit

function Requirement

Pressure

production

Continuously maintain fabric tension to apply at least 23 kPa (170 mmHg) of

pressure at body surface

Pressure

production

Locally expose no more than 1 mm2 surface area of the skin (Webb 1968)

Pressure

distribution

Distribute pressure evenly, with no more than 2.67 kPa (20 mmHg) spatial

variation in pressure (Carr and Newman 2005)

Mobility Require no more than 2 N-m of extra work (joint torque) against the suit to flex

the knee to 90� (current EMU requires 3.74 N-m to bend the knee to 72�

(Schmidt et al. 2001))

Mobility Allow full unsuited range of lower body joint rotations

Operational Feasibility don and doff times of less than 10 min

Operational Feasibility don and doff by an individual wearer
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human skin as well as the changes in volume, surface area, and shape that occur

during body movement and locomotion. Human body skin strain-field maps can be

produced from laser scan imaging and precision motion analysis, then eigenvector

analysis based on the principle of the skin structure exhibiting lines of nonextension

(LoNE), or a natural 3D geometrical pattern, is revealed during limb motion, or

during different flexion/extension static postures (Bethke et al. 2005; Sim et al.

2005; Wolfrum et al. 2006; Newman et al. 2007). Originally proposed by Iberall

(1958, 1964, 1970), the LoNE concept represents skin contours, or topography, that

neither elongate nor shrink during body motions. Simply stated our skin strain-

fields reflect the tension, compression, and associated strains of skin as the body

moves. Identification and modeling of skin strain-fields and nonextending 3D

patterns of the skin during motion allows us to consider a true second skin design

for assistive actuation technology, i.e., a “smart” soft exoskeleton that moves with

the body. The set of minimum normal strain directions suggests the orientation, or

“weave” direction, of the tensile fibers for a wearable second skin suit design

(Bethke et al. 2004, 2005; Wolfrum et al. 2006). Newman determines the strain-

fields by placing passive markers on the skin. Then, the distance between the

markers can be determined during limb motion. The current 3D digital design

capabilities include MATLAB (Natick, MA) and a graphical user interface (GUI)

designed to take laser scan point cloud data from a Cyberware WB4 scanner or

precision video-basedmotion analysis data as inputs and provide the LoNE as output

(Fig. 11.7). Once the directions of zero stretch are calculated, they can be connected

with other directions of zero stretch to form the LoNE for the human body. Cases

with minimal compression or extension can also be connected when appropriate.

This technique, while developed for optical strain-field calculations, can bemodified

for use with strain gauges and has applications to the design of second skin suits for

Earth applications as well as space. For instance, a soft exoskeleton design to enable

assistive locomotion for children with CP is currently being developed. Figure 11.8

illustrates an implementation of the LoNE in Newman’s work on developing

advanced spacesuits for NASA astronauts, and Fig. 11.9 displays the current state-

of-the-art BioSuit™ mockup spacesuits based on this second skin design.

Fig. 11.7 Digital design procedure for second skin design: 3D laser scans, skin-strain field map

showing up to 40% (0.4) positive and negative strains at the knee and behind the knee, and

resulting pattern of suggested weave
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Fig. 11.8 An implementation of second skin lines of nonextension (LoNE) advanced spacesuit

design. Thorax pattern (top left), thigh pattern (bottom left) (credit: Dainese), BioSuit™ concept,

LoNE superimposed on musculature

Fig. 11.9 MIT BioSuit™ mockup spacesuits implementing mechanical counter pressure (MCP)

and patterned maximum mobility designs (invention and engineering by Prof. Dava Newman;

design by Trotti and Associates, Inc.; fabrication by Dainese; photo credit: Donna Coveny and

Doug Sonders)
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11.5 BioSuitTM: Inspired Technology Roadmap for Space

and Earth Applications

A Technology Roadmap, as well as recommendations for investment in 10

technological areas for future EVA planetary systems and Earth applications of

wearable systems and second skin designs, is suggested (Newman 2005). The

roadmap suggests further research and investment in the categories of design,

pressure production, and wearable technologies. To realize advanced concepts,

four design areas are highlighted: 3D laser scanning, 3D and conductive textiles,

electrospinlacing, and biomimetics (or nature-inspired design). 3D laser scanning is

currently available, but further implementation of the described skin strain-field

mapping is recommended. Currently, there exist state-of-the art 3D knitting

machines, but none incorporates active materials. The capability to weave in 3D

conductive textiles and wearable technologies is recommended in the near term.

Electrospinning, or electrospinlacing, is currently demonstrated in research labs,

but further investment is recommended to realize stable spun 3D nanofibers with

anisotropic properties (Krogman et al. 2009). Nature is often a powerful teacher –

for example, one promising research direction is to study how the cardiovascular

and musculoskeletal systems of the giraffe provide sufficient counter pressure to

maintain proper supply of oxygenated blood to the head throughout its large range

of movement (4–5 m, from ground level to full height). This capability, which

essentially relies on an “anti-gravity” capability incorporated into the giraffe’s neck

musculature, is a marvel of nature’s design.

Pressure production is the next category for technology investment, and

promising technologies include smart materials (shape-changing polymers), ferro-

magnetic shape memory alloys (FSMAs), and smart gels or fluid-filled bladders.

Smart materials offer a suit design solution to decouple the don/doff and pressure

production processes. The wearer could activate the suit to stretch into a loose-

fitting suit for donning, and once donned the material would be deactivated to

shrink around the user, thus creating MCP; or vice versa, i.e., the suit is originally

pressurized to about two-third the desired MCP and then smart materials are

activated to further shrink the suit around the body to attain the specified pressuri-

zation. Of the numerous smart materials considered to date, shape memory poly-

mers (SMPs) appear to be a promising candidate for MCP garments for the former

application because of their large maximum strain (typically greater than 100%),

which could facilitate easy donning and doffing; whereas FSMAs might be the most

promising active materials for the latter application, where once activated the

FSMAs can provide additional constant pressure around the body and are the best

candidate to provide human force and torque levels, hence their nickname of

“muscle wires.”

There exists potential for the BioSuit™ technology to be used as a countermea-

sure for astronaut deconditioning and for musculoskeletal rehabilitation on Earth for

pathology (i.e., multiple sclerosis (MS), CP, and osteoporosis). An intriguing con-

sequence of using electroactive materials may be the ability to send biomechanical

11 Augmenting Exploration: Aerospace, Earth and Self 233



signals to the body’s tissues. This ability could allow a second skin design to provide

a countermeasure for the degenerative effects of microgravity or certain pathologies

on the musculoskeletal system. Research in Rubin (2001) indicates that bone cell

deposition in the leg may be stimulated by longitudinal vibration at a much higher

frequency (30 Hz) and much lower amplitude (5 microstrain) than experienced

during normal walking on Earth (1 Hz and 3,000 microstrain). If high frequency

and low amplitude signals can be generated by active polymer materials, then these

wearable materials could be incorporated into the boots or legs of a second skin suit,

and an electrical forcing function could drive them to vibrate the leg and mechani-

cally stimulate bone growth. Low-strain mechanical inputs may compensate for the

absence of gravity on bone, which suggests using waves to focus electromechanical

signals of a desired frequency and amplitude longitudinally throughout the skeleton

and/or at specific bone sites.

The final category for technology investment is in wearable technologies,

specifically, the development of wearable bioinstrumentation and actuation based

on a network of integrated fabric sensors and advanced signal processing techni-

ques, on a textile platform. Three design goals include: to provide a comfortable

and reliable health monitoring system, to measure multiparameter data, and to

improve safety. Biosensors embedded in textiles should measure electrocardiogra-

phy (ECG), pulse oximetry, temperature, and other biomedical signals; biochemical

sensors that monitor body fluids; and finally, dosimeters used to measure the local

radiation environment. Technology development to enable the envisioned wearable

network includes: ultra low-power concepts, data processing, and display modules

for reliable diagnosis suitable for extreme environments, and intelligent, real-time

decision support and navigation systems (Johnson et al. 2009, 2010). The BioSuit™
wearable sensor network is shown in Fig. 11.10 (Canina et al. 2006).

11.6 Transitioning Spacesuit Technology

for Earth Applications

Although spacesuits are designed to enhance the physical capabilities of humans

during space exploration, the wearable technologies developed for this goal have

led to innovative garment designs to enable exploration and to improvement of our

quality of life here on Earth. Selected examples are discussed below.

11.6.1 Current Applications

Insulating and protecting astronauts from the extreme temperature conditions

encountered during space flight is a primary requirement in spacesuit technology.

The importance of this requirement was underscored on January 27, 1967, when, in
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the first trials of the Apollo space program, a flash fire occurred during a launch pad

test that resulted in the death of three astronauts (Virgil “Gus” I. Grissom, a veteran

of Mercury and Gemini missions; Lieutenant Colonel Edward H. White II, who

performed the first U.S. space walks (Gemini); and Roger B. Chaffee) (NASA

2009). This tragic event spearheaded extensive research and development into fire-

resistant textiles for spacesuits and vehicles. In particular, NASA began collabora-

tion with the U.S. Air Force, which in the late 1950s began synthesizing polyben-

zimidazole (PBI), a high-temperature stable polymer. Together, they spent

considerable effort developing nonflammable and thermally stable textiles using

PBI, which are now used extensively in astronaut flight suit and clothing. In

addition, since becoming commercially available in the early 1980s, PBI fibers

have been integrated into specialized garments for performance in extreme temper-

ature scenarios here on Earth, such as those encountered by firefighting and

emergency response crews (Raheel 1994).

In addition to the development of thermal insulation materials, technology first

developed for space exploration has been extended to create wearable cooling

systems for Earth (Flouris and Cheung 2006). For instance, a specialized cooling

suit, which includes 50 m of 2-mm wide tubing used to circulate cool liquid within

the garment, has been developed to help maintain comfortable working

Fig. 11.10 BioSuit™ system wearable sensor network
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temperatures for the mechanics of the McLaren Formula 1 racing team (Raitt 2008).

This method of cooling, used in the LCVG (discussed earlier in the chapter), has

also been extended for the treatment of MS. MS, a chronic disease that affects both

cognitive and physical ability, is caused by the loss of myelin, a coating around the

nerves that enables signal propagation, which therefore inhibits proper communi-

cation within the brain. By cooling the core body temperature, nerve conduction

can be temporarily restored to demyelinated nerves. However, direct cooling

methods, such as immersion in a pool, are inappropriate for severely disabled

patients, and homeostatic mechanisms, such as vasoconstriction and shivering,

may prevent the lowering of core body temperature. Developed from LCVG

technology, cooling garments, such as a head cap and/or torso vest (Ku et al.

2000), have been developed that overcome the homeostatic mechanisms, and

alleviate MS symptoms (Schwid et al. 2003). By circulating a 45�F water-based

fluid through the tubing integrated within the garment, efficient heat transfer

enables lowering of the core body temperature, and has been shown to reduce

MS symptoms for up to 3 h after a 45-min cooling session (Beenakker et al. 2001).

Much of the research conducted to help astronauts adapt to the effects of gravity

in space has given rise to many applications designed to improve health here on

Earth. To help prevent bone loss and muscle atrophy during long space flights,

NASA astronauts exercise with added resistance during treadmill activity in space

(NASA 2009). In preparation for the weightless conditions of EVA in space, while

still on Earth NASA makes use of extensive underwater (pool) training for space-

suited astronauts (Pollock and Fitzpatrick 2002). The athletic and rehabilitative

benefits of temporarily reducing the ground reaction load (or body weight) have

been demonstrated in water training (Gehlsen et al. 1984; Newman et al. 1994;

Broman et al. 2006), as well as treadmill training using suspension harnesses

(Newman et al. 1994; Jackson and Newman 2000; Colombo et al. 2000; Carr and

Newman 2007) and pneumatic bladders (Macias et al. 2007).

Innovations in spacesuit design to help counteract the long-term musculoskeletal

physiological deconditioning effects of weightlessness while in space (Kozlovs-

kaya et al. 1995) have also contributed to the development of new therapeutic

garments for motor control disorders. In particular, a modification of the Russian

Pingvin (or Penguin) Suit, known as the Adeli Suit, has been developed. This

garment, which relies on internal elastic bands and pulleys to exert force against

the body, holds promise as a tool for rehabilitation in the treatment of those who

suffer from CP (Bar-Haim et al. 2006; Turner 2006). Another suit design, the

Gravity Loading and Countermeasure Suit™ (GLCS), recently developed at MIT,

features high-tension elastic vertical fibers, to simulate the load of Earth’s gravity

on the body, as well as low-tension elastic circumferential fibers to enable easy

donning and doffing (Waldie and Newman 2010). In addition to its potential

contributions to future space missions, the GLCS may also find important applica-

tion to counteract gravitational forces to improve postural development and volun-

tary movement of CP patients on Earth. Also, given its lightweight and comfortable

design, it may be of particular benefit to the treatment of children. Figure 11.11

shows the Adeli Suit and the GLCS systems.
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11.6.2 Wearable Future Second Skin Suits

The development of suit technologies for exploration and rehabilitation suggest

promising research opportunities to explore the development of orthotic suits that

incorporate both soft architectures and active elements. Such orthotic suits, or

second skins, may be especially beneficial for the treatment and rehabilitation of

decreased motor function in children, such as those suffering from CP, for whom

lower limb orthotic devices are beneficial to improving gait (Radtka et al. 2005). To

realize the appropriate time-dependent mechanical control for these active orthotic

suits, sophisticated actuation and sensing are required.

11.6.2.1 Actuation

Future active orthotic suits will utilize actuation to improve biological muscle

function. Currently, many active orthoses use high torque, brushless DC motors

(Blaya et al. 2003; Blaya and Herr 2004) (see Fig. 11.12) or pneumatic bladders

(Davis et al. 2003; Ferris et al. 2005, 2006). By using DC motors, high strain and

Fig. 11.11 Adeli Suit (left) and Gravity Loading Countermeasure Suit™ (GLCS) (right) systems
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efficiency may be achieved, but obtaining high power density, high-energy storage

capacity, and small size (compared to normal mammalian skeletal muscles) are

remaining challenges. Pneumatic bladders address many of these aforementioned

issues, but at the expense of slow, low-bandwidth responses (Davis et al. 2003).

Much effort has been invested to explore the potential of other technologies for the

design of artificial muscle in active orthoses, but many of these have well understood

shortcomings: shape memory alloys, such as SMPs and FSMAs (poor energy conver-

sion efficiency); piezoelectric materials (low strain percentage); and magnetostrictive

materials (low strain percentage, low power density, and elastic energy density).

Several new classes of actuators are currently under investigation for implemen-

tation of artificial muscle. The first class comprises various types of electroactive

polymers (Pelrine et al. 2000). Within the dielectric elastomer family, these poly-

mers exhibit characteristics of strain, energy density, and response time that com-

pare favorably to those found inmammalian skeletal muscles. This technology holds

promise for the design of large artificial muscles (Herr and Kornbluh 2004), such as

those required for the development of prosthetic arms (Carpi and Smela 2009), and

testing of its application for small muscles (Senders et al. 2010) has already begun.

One additional class of materials, carbon nanotubes (CNTs), shows potential for

application to artificial muscles. CNT actuators may yield order of magnitude

improvements over commercial actuators if a bulk material can be made that

achieves performance comparable to individual nanotubes (Baughman et al.

2002). To date, no bulk material has achieved a strain over 0.2% (Baughman

et al. 1999), a value that is over three orders of magnitude lower than mammalian

muscle. Nevertheless, with so much innovation occurring in the research areas of

actuation and artificial muscle, over the coming years it is expected that some of

these technologies will enable a variety of new actuation materials that will be

applicable to the development of second skin orthoses.

Fig. 11.12 A variable

impedance ankle-foot

orthosis to assist for drop-foot

gait. An electronically

controllable spring controls

the joint angle using

capacitive force transducers

and a rotary potentiometer to

measure ankle angle (Blaya

et al. 2003; Blaya and Herr

2004)
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11.6.2.2 Sensing

There are several primary sensing schemes that may be used in conjunction with

appropriate control and actuation elements in second skin orthotic devices. These

include sensing systems that measure neural activity in the brain, muscle activation,

and “intrinsic” sensing, i.e., sensing that is confined to the device (with no direct

connection to the user).

Direct cortical control, in which neural activity is used to control artificial devices

to replace biological function lost through disease or injury, is perhaps the most

ambitious strategy for control of future orthotic devices. It has been shown that

accurate predictions of arm movement can be generated from the recorded activity

of a set of cortical neurons (Georgopoulos et al. 1986; Schwartz and Moran 1999).

Recent work demonstrates that accurate real-time control of neuroprosthetic devices

using such cortical signals is possible, and when the subjects (rhesus macaque

monkeys) are given visual feedback of their movement trajectories (Taylor et al.

2002), accuracy may be improved with daily practice. Also, by using microelec-

trodes chronically embedded in the cerebral cortex and extraction algorithms,

promising results have been achieved in the control of prosthetic arms (Schwartz

2004; Hochberg et al. 2006; Jackson et al. 2006). For humans with tetraplegia,

correlations between spiking activity and intendedmovement have been observed in

the primary motor cortex, indicating a promising future for the control of devices

when movement is imagined by the patient (Truccolo et al. 2008).

Control of active assistive devices may also be achieved through direct mea-

surement of muscle activation using electromyography (EMG), a technique for

measuring the electrical activity of skeletal muscle as it is stimulated, using

temporary electrodes mounted on the surface of the skin or wire electrodes installed

in the tissue through surgical means. Using EMG, the control of a powered orthosis

may be directly linked to existing biological control of muscle. Exploration of this

approach for application to active ankle-foot prostheses (Au et al. 2005) and

orthoses (Ferris et al. 2006) has already yielded promising results.

Although the above sensing techniques are extremely promising, as they provide

means for directly connecting the operation of an orthotic device to the intended

movement of its user, given their necessary physical connections to the human

body, they pose great practical challenges to the design of mobile, wearable

devices. Therefore, in many cases intrinsic sensing is desirable. In particular,

sensing relevant force and/or strain profiles, as well as the kinematics of a user’s

motion, is useful for many assistive mobility applications. In the following discus-

sion, the current state of the art in force/strain measurement and wearable kinemat-

ics systems is briefly reviewed, with a focus on capturing lower limb movement.

Force and Strain Measurement

In the design of second skin orthoses for the rehabilitation of gait disorders, embedded

force and strain sensors may be used to detect relevant parameters of movement, such
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as ground reaction force and center of pressure, as well as measuring strain-fields

within the second skins themselves (with strain information of sufficiently high

resolution, it may be possible to infer kinematics of motion). Although there are

many ways to capture this information, only methods that may be easily implemented

and customized within the construct of the suit itself are of interest here.

Force and/or strain can be measured by means of capacitive sensors (force

applied to the plates of a capacitor changes the distance between the plates, thereby

changing the capacitance), as implemented for the detection of ground reaction

force (created by the foot contact with the ground) (Blaya et al. 2003; Blaya and

Herr 2004). This method has great applicability, but does require more complex

signal conditioning than those described below – since a capacitor cannot pass a

current at 0 Hz (DC), the signal must be modulated at an intermediate frequency,

usually less than 1 kHz, and therefore has relatively low bandwidth.

There are several technologies used to detect changes in force and/or strain with

high bandwidth, in particular, polymer thick film (PTF), piezoresistive materials,

and conductive rubbers can be used to make force sensitive resistors (FSRs).

In addition, foil strain gauges are commonly used for force and strain sensing.

These devices, which are commercially available for installation on a variety of

substrates, have large bandwidth (they are essentially resistors with very small

capacitance and inductance), negligible hysteresis, and small form factor. These

features are highly desired, especially for measurement of lower limb movement, as

human locomotion exhibits rapid changes in force that must be accurately recorded.

(Optical strain gauges are interesting alternatives, but are not yet available in small

form factors.) The use of foil strain gauges to measure tension of artificial pneu-

matic muscle has also been demonstrated (Ferris et al. 2005).

However, the most promising strain gauge technologies for application to

second skin orthoses are those that are fabric-based, such as those described in

Scilingo et al. (2003), Lorussi et al. (2004), Wu et al. (2005), and De Rossi et al.

(2005). These fabric implementations utilize polymer coatings that demonstrate a

change in resistance in response to strain. (For detailed discussion on strain-sensing

fabrics, see Chap. 7.)

Wearable Kinematics Systems

With the advent of small inertial measurement units (IMUs), composed of accel-

erometers and/or gyroscopes, local sensing may be implemented in small wearable

devices to measure human motion, without the encumbrances of wires and heavy

electronics. For many applications, such as counting steps or measuring stride

length, detecting changes in acceleration (Schneider et al. 2003) or angular velocity

(Miyazaki 1997; Aminian et al. 2002), respectively, may be sufficient indicators of

motion.

For many applications, more quantitative information describing human motion,

such as orientation, velocity, and position, is required. Over short periods of time,

relative orientation may be obtained through direct integration of the gyroscope
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measurements, and relative velocity/position may be obtained by integrating

the accelerometer measurements. However, estimation with respect to an absolute

reference frame is often much more useful than relative measurements. Further-

more, over longer periods of time, the drift inherent in these commercial sensors

presents a significant obstacle to this direct calculation of orientation and velocity

and position. Fortunately, information from other sensors, such as magnetometers

and GPS, and appropriate sensor fusion algorithms may be used to combine

measurements and obtain these parameters in absolute units, relative to the absolute

reference frame of the Earth. These methods offer tremendous opportunities to

study the biomechanics of human motion outside of laboratory and clinical settings,

such as those required when using state-of-the-art optical motion capture systems

(Brodie et al. 2008; Lapinski et al. 2009).

In particular, tilt and orientation may be accurately estimated using gyroscopes,

accelerometers, and complementary filtering, as has been achieved for implemen-

tation in assistive devices to improve balance (Weinberg et al. 2006). To address the

accumulating error produced by integrating the gyroscope measurements to obtain

angle, and/or integrating the accelerometer measurements to obtain velocity and

position information, additional sensing may be employed. For example, Schepers

et al. (2007) demonstrated absolute estimation of ambulatory foot orientation and

position using accelerometers and gyroscopes, in conjunction with force sensors

that detect foot-ground contact and force. By detecting when the foot is on the

ground, the bounds of integration can be appropriately reset (when the foot makes

contact with the ground, the height (normal to the ground) of the sensor is approxi-

mately 0 m, and the velocity is 0 m/s). Similarly, the bounds of integration may be

reset using measurements from the accelerometers, for cyclic walking (Dejnabadi

et al. 2006; Moreno et al. 2006). The accuracy of integration may be further

improved with fusion algorithms that use quaternion-based representation of orien-

tation. Such algorithms allow for efficient real-time operation while effectively

preventing “gimbal lock,” a problem seen when Euler angles are used (Favre et al.

2006). In particular, this technique has been shown to be useful for estimating knee

joint angles during walking (Favre et al. 2008).

Other related work includes the use of accelerometers and gyroscopes to mea-

sure the kinematics, in particular the angles and angular velocities of the thorax,

pelvis, and upper leg, during the activity of rising to standing from a seated position

in a chair (Boonstra et al. 2006). A similar method investigated the efficacy of using

these inertial sensors to track the orientation and position of the torso during several

locomotion tasks, including transitioning from standing to sitting and the initiation

of gait (one step) (Giansanti 2005). It is important to note that these demonstrations

focus on well-defined movements that produce relatively low accelerations and

angular rates. To extend estimation of kinematics to a broader set of human

motions, including those that feature high accelerations and angular velocities,

more complex sensor fusion algorithms are required.

Nonlinear Kalman filters, such as the extended Kalman filter (EKF) (Brown and

Hwang 1997) and the unscented Kalman filter (UKF) (Julier and Uhlmann 1997),

represent a class of sensor fusion algorithms that can correct for the drift exhibited
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by commercial inertial sensors, while providing absolute unit estimation. The EKF/

UKF uses a nonlinear model of the dynamics (including noise) of the state to be

estimated. The EKF/UKF evolves the state according to this model and then

updates the state based on observations from the appropriate sensors to minimize

the error of the estimated state. For example, using gyroscopes and accelerometers,

the EKF may reliably reduce the error generated by integrating the angular

velocities by using observations of the acceleration measurements (include

contributions from gravity and inertial movement), enabling robust estimation

of 2D orientation with the lowest error, relative to the absolute reference frame of

the Earth.

Recent work has demonstrated the effectiveness of this technique for tracking

orientation of the torso (during crate-lifting tasks) (Luinge and Veltink 2005) and

orientation of the hand (Sabatini 2006). Similarly, this method may be extended to

estimate joint angle, as in Luinge et al. (2007), in which data from two IMUs, one

mounted on the upper arm and the other on the lower arm, were input to an EKF to

obtain elbow joint angle. A common variation of this method includes magnet-

ometers, in addition to accelerometers and gyroscopes, to obtain 3D orientation.

(Because rotation about the normal to the surface of the Earth is invariant in the

gravitational field, accelerometer measurements alone are not adequate to correct

the angle about this normal.) Recently, Schepers et al. (2010) demonstrated the

use of local magnetic fields (generated by the wearable electronics system) to

improve the reliability of magnetometers in the EKF estimation of hip and shoulder

joint angles.

In addition to the above applications, the EKFmay also be applied to the study of

human gait, for which accurate measurement of lower body kinematics is essential.

Fig. 11.13 One inertial

measurement unit (IMU),

which captures 3D

acceleration and 3D angular

velocity, is placed on each

lower limb segment. These

data are input to the extended

Kalman filter (EKF) to

determine the 2D orientation

of each limb segment and the

resulting knee and ankle joint

angles in the sagittal and

coronal planes (Young et al.

2010)
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In a manner similar to that shown in Luinge et al. (2007), knee and ankle joint

angles may be obtained using three IMUs: one IMU (measuring 3D acceleration

and 3D angular velocity) mounted on each of the three limb segments of the leg, as

shown in Fig. 11.13. Using the inertial data from these devices as inputs to the EKF,

the 2D orientation of each limb segment is estimated and these results are then

combined to obtain the joint angles in the sagittal and coronal planes (Young et al.

2009, 2010). Figure 11.14 shows an example comparison between the joint angle

results obtained by this approach to those obtained by the traditional approach

using optical motion capture and inverse kinematics (IK) software (which includes

a model of the human body).

It is important to note that human locomotion poses significant challenges to the

estimation of kinematic parameters using inertial sensing and fusion algorithms, as

the swinging movement of the legs even at moderate walking speeds may produce

high accelerations and angular velocities. Also, the ground reaction forces gener-

ated may produce large mechanical noise, and any extraneous movement of the

IMUs may easily further degrade the performance of the estimation. Therefore, the

practical issue of sensor mounting is of extreme importance. Fortunately, inertial

Fig. 11.14 Knee and ankle joint angles (in the sagittal plane) estimated using the IMUs and EKF

to those obtained using optical motion capture and inverse kinematics (IK) for a level ground trial

(top) and a stair ascent walking trial (bottom) (Young et al. 2010)
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sensors are now available in sufficiently small form factors to enable a great deal of

design flexibility and remain promising for integration within soft architecture

designs, such as the second skin suits proposed here.

11.7 Concluding Remarks

Exploration for space as well as for extreme conditions on Earth inspires ambitious

wearable electronics systems for human activities. The research undertaken to

develop space systems to support and maintain human life gives rise to many

innovations to augment human capability on Earth. In particular, the design of

future astronaut spacesuits now finds application in the area of assistive biomedical

devices for rehabilitation. These therapeutic garments, which will have sensing and

actuation elements embedded within soft architectures, are expected to be instru-

mental in the rehabilitation of gait pathology and may be particularly applicable for

the treatment of children.
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Chapter 12

Scenarios for the Interaction Between Personal

Health Systems and Chronic Patients

Maria Teresa Arredondo, Sergio Guillén, I. Peinado, and G. Fico

12.1 Introduction

Rising life expectancy and declining birthrate are globally resulting in an aging

population. In particular, the western world will be particularly affected by the

aging of its population during the next years. According to a report issued by

Eurostat – the Statistical Office of the European Communities, in the European

Union (EU) the share of population aged 65 years and over is projected to rise from

17.1% in 2008 to 30.0% in 2060, and those aged 80 years and over is projected to

rise from 4.4% to 12.1% over the same period (Giannakouris 2008).

Elderly population is usually affected by chronic diseases, which usually imply

different degrees of disability, a reduction in quality of life and increased costs for

health care and long-term care. The prevalence of chronic diseases represents a

significant burden on the public health care and social systems. Aiming to relieve

the public health care and social systems of this burden, the European Union 27

(EU27) has promoted different initiatives aiming to look for new ways to face the

socio-sanitary challenges that stems from this new social situation. The EU27

initiatives aim to create a framework for developing a fair provision of services,

oriented to provide an adequate quality of service, focused on patients and afford-

able for Public Administrations and social and health companies involved in the

care process of chronic patients.

Information and communication technologies (ICT) is the key for the success of

this new paradigm. ICT has the potential to impact almost every aspect of the health

sector, and will play a pivotal role in the creation and development of a sustainable

framework. ICT will facilitate the development of new solutions, the optimization

of processes, better response times, and better use of resources. Therefore, ICT will

help improving efficiency, efficacy, and costs of the health care process, which will

lead to an improvement of the quality of the services provided.
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The widespread advances in ICT, sensing technologies and network

technologies, have led to the emergence of a new paradigm for health care that

some refer to as e-health. The term e-health has been widely discussed during the

last years, but few people have come up with a clear definition of this comparatively

new term. A special interest group of the Healthcare Information and Management

System Society (HIMSS) developed in 2003 a definition of e-health and that aims to

encompass all aspects related to the application of ICT in the health care process,

and which they expected to be adopted industrywide. The special interest group’s

definition of e-health is: The application of Internet and other related technologies
in the healthcare industry to improve the access, efficiency, effectiveness and
quality of clinical and business processes utilized by healthcare organizations,
practitioners, patients and consumers in an effort to improve the health status of
patients (Broderick and Smaltz 2003).

Within this new paradigm, new visions have emerged, focusing on different

aspects of the health care process. One of these visions is called p-health, and

encompasses all methodologies and systems for the personalization of health care.

p-Health places the patient as the center of the health care process, empowering

them to take a greater responsibility in the management of their own health

condition, while taking into consideration all aspects and stages of the life of the

patients. This new holistic, citizen-centered vision of social and medical care

implies the design and development of solutions that can be grouped under the

global definition of personal health systems (PHS).

The emergence of PHS and the subsequent shift of responsibility from health

care professionals to citizens will pose new challenges to the designers and devel-

opers of such systems. In particular, the discretionary use of breakthrough technol-

ogies within the health care domain will pose a complex challenge for

human–computer interaction (HCI) designers, as PHS should guarantee a high

degree of usability and a satisfactory user experience to achieve the patients’

compliance and adherence to the treatment and medical protocols.

In this chapter, some of these challenges are described and some scenarios

describing the use of personal health solutions are proposed. In Sect. 2, the most

relevant characteristics and needs of patient-centered care and PHS are described.

In Sect. 3, the technologies that will make possible the implementation of PHS are

described. Chapter 4 describes the challenges that HCI designers will have to face

to provide a satisfactory user experience. And Chap. 5 proposes some scenarios

describing the use of personal health solutions to manage chronic conditions that

may become real in the near future.

12.2 The New Paradigm of Personalized Health: p-Health

The widespread availability of processing power and advanced sensing technolo-

gies and the rapid advances in the field of ICT have made possible the development

of applications that help providing a more efficient and continuous health care for
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patients suffering from chronic conditions. These systems facilitate the continuous

assessment of chronic patients by the continuous monitoring of vital signs, the

improvement of communication between patients and health professionals, the

provision of educational and motivation content that helps patients to take a greater

responsibility in their own health care and the involvement of all actors involved in

the care process. Nevertheless, this new distribution of responsibilities requires a

more extensive and holistic vision of the health care process that places the patients

at its center. This new health care paradigm is named patient-centered care, and the

technological solutions and methodologies that make possible the realization of the

patient-centered care vision can be grouped under the name of personal health

(p-health) systems.

12.2.1 Patient-Centered Care: Toward a Holistic
Vision of Care

In February 2004, the Picker Institute convened the Patient-Centered Care Vision

Summit (Bezold et al. 2004). Parting from for four scenarios that described possible

future situations, 27 key leaders shared their vision on the future of patient-centered

care. The Picker institute detected seven principal dimensions of patient-health

care:

1. Respect for patient’s values, preferences, and expressed needs

2. Coordination and integration of care

3. Emotional support

4. Information, communication, and education

5. Involvement of family and friends

6. Physical comfort

7. Involvement of family and friends

The dimensions defined by the Patient-Centered Care Vision Summit provide a

framework to develop a holistic vision of the health care process. According to

these dimensions, patients will become the center of the health care process. This

vision has been previously adopted by Health care solutions that aim to fulfill the

goals of the patient-centered care paradigm should provide the following function-

alities:

l Knowledge: Well-informed patients will be able to take a greater responsibility

in their own health care. These systems and solution should provide access to

educational and reference material, with a proper level of quality and credibility

and adapted to the patient’s needs and goals. The knowledge base of the system

should also be available for health professionals and caregivers. Moreover,

patients, health professionals, and caregivers should not be only information

consumers, as these systems should permit all people involved in the health care

process to share information about how to cope with chronic diseases, including

12 Scenarios for the Interaction 255



practices and recommendations. Therefore, empathy and emotional support can

also be addressed, improving the communication between all actors involved in

the health care process.
l Communication: One of the most important contributions of ICT to the field of

health care is the possibility to close the loop between patients and health

professionals. Communication between patients and health professionals will

facilitate the continuous assessment of the patient’s health condition, the early

detection of acute episodes, the promotion of healthy behaviors, or the possibility

of consultations between clinical visits. Nevertheless, patient–physician commu-

nication is not the only communication that should be provided. Health profes-

sional to health professional communication is also fundamental to achieve a

unified care strategy, where all specialists and medical professionals treating a

patient can have a secure and immediate access to all the information regarding

the patient’s treatment and global health condition. These systems should also

facilitate the communication between patients, caregivers, and health profes-

sionals, allowing them to share information as described in the previous point.
l Personalization: Patient-centered care system should provide personalization of

the content and the presentation of the information, so the systems can satisfy the

patient’s goals and expectations while providing an optimized feedback for any

kind of patient, depending on their previous knowledge, skills, cultural factors,

and health situations, among others. Empathy and emotional well-being are as

important as evidence-based medicine in a holistic approach.
l Decision support: Patients should be helped to understand the decisions that

health care providers make daily. Patients should also be informed of the

control-points that exist in their individual care situations, while receiving

guidance and advice on their treatments, on the possible consequences of any

changes on the medication.
l Quality: Quality of health care depends strongly on the quality of the information

provided. Quality issues in health care – decreasing medical errors, improving

facilities scheduling, and enhancing the match between patient needs and health

care providers’ strengths – can all be addressed to a large degree by increasing the

quality of information exchange.

Any system that provides these functionalities should fulfill the goal of placing

the patient at the center of the health care process. The combination of this new

paradigm and the technological advances leads to the emergence of a new vision for

the provision of health care: the personalized care, also called p-health.

12.2.2 p-Health

Personalized health, or individualized health or “p-health,” is an incipient vision of

health. The advances in ICT, the research in genetics, pharmacology, nanotechnol-

ogies, sensors, etc., allow the patients to become the center of the health care

process. The promotion of a healthy lifestyle and the education on health are
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regarded as valuable experiences, and virtual hospitals are created, based on the

physical decentralization of services and the distribution of work using the net.

This shift of paradigm emphasizes the pivotal role of new technologies, but also

the integration of different disciplines such as bio and nanotechnology, genetics,

ambient intelligence (AmI), and domotics, aiming to achieve a medicine strongly

based on the promotion of a healthy lifestyle and the prevention of the illness, based

on scientific evidence and centered on the patient and their environment.

p-Health is a tool that allows medical professionals, social professionals, and

citizens to perform a completemanagement of the patient’s life and health, expanding

the support of the social and medical systems further form the control of acute

episodes, but avoiding theworkload and expense of resources.Within this framework,

an individual can be characterized by means of five main dimensions that represent

the main pillars of well-being, and therefore will be the basis for developing new

strategies for social and medical care through p-health:

1. Reinforcing the global management of the illness and risk, supporting a more

efficient management of the patient’s chronic condition and treatment, allowing

the patients to keep a better health status and improving their physical condition.

2. Supporting the patient to achieve a healthier lifestyle that allows them to

improve their quality of life while maintaining their independence and the

patients’ ability to take decisions about their health status and condition.

3. Promoting psychological well-being, following a holistic approach and propos-

ing solutions to the personalized and specific needs in every moment, in every

different phase of the illness and every specific situation.

4. Promoting of autoefficacy, abilities and potential of the patients to self-manage

their condition, and to take control and responsibility on their health status, and

providing the tools and means to achieve this in an effective, informed and

healthy way.

5. Contributing to the proactive and positive reconstruction of the patient’s envi-

ronment following a negative event or relapse, supporting a life reengineering

process that supports the patient to achieve an effective social rehabilitation of

the patient as an active member of society.

The application of ICT for the personalization of health care for patients,

citizens, their environment, and health professionals not only allows a disruptive

change in the management of health care processes in an effective and sustainable

way, but also increases the portfolio of services available to the users and improves

the user–system interaction. Moreover, these new models of health care make

possible to incorporate new agents in the model of provision of services, funding

a reimbursement, strengthening the offer at patients’ disposal, and distributing the

expenses among a larger number of actors and beneficiaries.

Moreover, p-health allows the provision of services to healthy population. These

days, the care services provided to healthy population is poor and quite generic and

vague. p-Health services will have a disruptive effect in the management of risk

conditions among this population, anticipating possible worsening health condi-

tions, improving their quality of life, and improving the knowledge of the different
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illness by the health care system. Moreover, p-health solutions do not only serve

patients individually, but also provide services to their near environment, including

family and friends, shifting the provision of health care from the hands of health

professionals only to the overall society.

The development of p-health systems implies the need for new functionalities

that include the continuous monitoring of vital signs, as well as a comprehensive

characterization of the context of the patient. This context includes physical factors,

such as location and environmental conditions, and personal and social factors,

including health and mood status and social support net. Patients should also be able

to access all information regarding his health status and related educational content,

as well as to communicate with health professionals, caregivers or peers, anywhere

and at any time. These needs can be fulfilled within the technological paradigms of

ubiquitous computing and AmI.

12.3 The AmI Vision

During the past 15 years, technology’s focus has gradually been shifting away from

the computer to the user. Many authors have envisioned a future, where computers

are invisible and integrated into people’s daily lives. The gradual miniaturization of

electronic components and the increase in their processing power and storage

capabilities now permit the development of portable stations at affordable prices

and intelligent sensors, which can even be embedded in textile clothes or implanted.

The development of wireless network technologies – WiFi and Bluetooth – and

advanced mobile communication – 2.5G and 3G networks – make possible for each

user to send and receive large amounts of information almost anywhere and at any

time. And the development of intelligent and natural user interfaces has made

possible that people with no previous experience in using interactive systems can

interact with complex systems in an easy and efficient way.

The result of these converging trends is AmI. AmI is a new paradigm in

information technology, in which people are empowered through a digital environ-

ment that is aware or their presence and context, and is sensitive, adaptive, and

responsive to their needs, habits, gestures, and emotions (Davide 2002). The AmI

vision is part of a much wider emerging technological trend that goes by the name

of ubiquitous (or pervasive) computing and that aims to take full advantage of the

relentless miniaturization and the convergence of consumer electronics, (wireless)

networking and mobile communication.

The concept of AmI was introduced by the European’s Commission’s IST

Advisory Group (ISTAG), a group whose mission is to advise the European

Commission on the overall strategy to be followed in carrying out the IST thematic

priority under the Framework Programmes for Research and Technological Devel-

opment. According to ISTAG, AmI refers to a vision of the future of the
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information society stemming from the convergence of ubiquitous computing,

ubiquitous communication, and intelligent user-friendly interfaces.

According to ISTAG vision statement, humans will, in an AmI environment, be

surrounded by intelligent interfaces supported by computing and networking tech-

nology that is embedded in everyday objects, such as furniture, clothes, vehicles,

roads and smart materials. AmI implies a seamless environment of computing,

advanced networking technology, and specific interfaces. This environment should

be aware of the specific characteristics of human presence and personalities; adapt

to the needs of users; be capable of responding intelligently to spoken of gestured

indications of desire; and even result in systems that are capable of engaging in

intelligent dialog.

To fulfill the AmI vision goals, three major functionalities need to be developed:

ubiquitous access, context awareness, and intelligent user interfaces. Ubiquitous

access refers to the creation of extensive networks that guarantee seamless and

trusted communication between a host of devices and support for ubiquitous access

to communication, information, and services. The concepts of context awareness

and intelligent user interfaces are described in the next sections.

12.3.1 Context Awareness

Context awareness refers to the idea that computers can both sense and react to

information captured from their environment. To achieve its premises, context

awareness and hence AmI environments should comprise a plethora of embedded

sensors that would be used to capture information about the patient’s identity and

context.

One of the main problems that have slowed down the development of context

aware applications has been the lack of a common definition and characterization of

the term context. In the early work related to context awareness, context was related
to the close physical environment around the system, and more specifically to

location and surroundings. In the work that first used the concept “context aware-

ness,” Schilit and Theimer (1994) defined the term context as location, identities of
nearby people and objects, and changes to those objects. In a similar definition,

Brown et al. (Brown 1997) defined context as location, identities of the people

around the use, the time of day, season, temperature, etc. Ryan et al. defined context

as the user’s location, environment, identity, and time.

The choice of context information used in applications is very often driven by

the context acquisition mechanisms available. So, as technology evolved, it became

possible to expand the definition of context, allowing a more comprehensive

definition of the physical context and including information on human factors.

Dey and Abowd (2000) proposed a definition of context that aimed to encompass

the definitions given by previous authors. Later, Dey defined context as any
information that can be used to characterize the situation of entities (i.e. whether
a person, place or object) that are considered relevant to the interaction between a
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user and an application, including the user and the application themselves. Context
is typically the location, identity and state of people, groups and computational and
physical objects (Dey 2000). Therefore, the context is divided into four main

categories: identity, location, time, and activity that are similar to the Who,

Where, When, and What of an entity. Identity (Who) describes the user in its –

almost – static properties: identity, physical and psychological conditions, social

network, social roles, etc. Location (Where) describes the physical environment of

the user, the user’s coordinates, the surrounding assets (human or machines),

environmental variables such as the weather, light condition, etc. Time (When)
could be a simple timestamp or also include extra information such as the season, if

it is holiday, etc. Finally, Activity (What) describes what the user is actually doing

and assumptions about what the user is expected to do, whether explicitly or

implicitly.

The role of sensors networks in a context-aware environment is to capture

context signals that provide information aimed to characterize the four dimensions

of context: the who (sensors able to track and identify entities), where (location

sensors, environmental sensors), what (sensors able to recognize activities, inter-

actions, spatiotemporal relations, and verbal and nonverbal communication recog-

nition). As it is almost impossible to make a comprehensive list of all available AmI

sensors, four main categories can be defined:

1. Audiovisual sensors: Traditionally, research has focused mainly on audiovisual

observations as these modalities provide almost all signals that humans make

use of in interpersonal communication. Most prominent in the visual domain are

face detection and identification, person and object tracking, facial expression

recognition, body posture recognition, attention direction sensing, and hand

gesture recognition. For example, the Kira Cell Television manufactured by

Toshiba includes a technology called 3D Motion Gesture Control, which allows

users to control the TV through gestures. Audio has been used mainly to detect

speech and identify and localize speakers, speech recognition and estimation of

auditory features relevant to communication.

2. Passive infrared sensors (PIRs): PIRs (sometimes called pyroelectric detectors)

detect the infrared energy emitted by objects that generate heat (living organ-

isms or machines), allowing to monitor changes in the environment. PIRs are

used for motion detection.

3. Radiofrequency identification (RFID): During the last years, the deployment of

RFID tags (RFID) has become not just commonplace but ubiquitous. Passive

RFID tags are small, flexible, and do not need external power to operate. They

can be placed on everyday objects, woven into fabric and even implanted in

persons and animals. RFID tags can be used to identify objects and persons that

pass in the proximity. Tagging the users of an AmI system with RFID is also

very useful for collecting ground data for face, gesture, body posture, and speech

recognition applications.

4. Intelligent sensors: Thanks to the advances in solid state electronics it is now

possible to develop miniaturized sensors and to integrate a variety of sensors
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into daily use devices, such as furniture and home appliances, and embedded

into textile clothes. The sensors can be broadly classified into three main groups:

(a) Physiological sensors: Ambulatory blood pressure, continuous glucose

monitoring, core body temperature, blood oxygen, ECG, EEG

(b) Biokinetic sensors: Acceleration and angular rate of rotation

(c) Ambient sensors: Environmental phenomena, etc.

12.3.2 Intelligent User Interfaces

As in AmI systems the environment becomes the interface, all traditional inter-

action techniques have become obsolete for designing the interaction within AmI

systems. In most traditional systems, HCI was performed explicitly in a Graphical

User Interface (GUI), through the direct manipulation of interaction widgets using

input methods, such as the keyboard of mouse, and the output was provided through

visual or audio feedback. For many years, the focus of user interaction techniques

had been put on improving the usability of GUIs which, in most cases, followed the

Windows, Icons, Menus and Pointing Devices (WIMP) paradigm. So far, the user

interfaces of mobile devices have reproduced most of the characteristics and

interaction modalities of the GUIs of traditional computers, still using the WIMP

paradigm and traditional input methods (keyboard, stylus).

Nevertheless, in AmI environments there may not even be a GUI to interact with,

and the user is likely to be interacting with a set of devices that are connected

loosely across a network. Moreover, users may have to interact directly with

physical objects, such as furniture and even clothes. Therefore, within this context

the term HCI can be considered obsolete, and the term human–context interaction

would be more accurate. As it is possible that within this context, the patient will

not have any display to interact, new interaction modalities have to be provided.

This new generation of user interfaces should support multiple modalities of

interaction, as well as natural interaction. These interfaces should therefore be

multimodal and natural.

According to W3C, multimodal interfaces allow users to dynamically select the

most appropriate mode of interaction for their current needs, including any disabil-

ities, while enabling developers to provide an effective user interface for whichever

modes the user selects. Multimodal interfaces combine various input modes beyond

the traditional keyboard and mouse input/output, such as speech, pen, touch, manual

gestures, gaze, and head and body movements. The most common such interface

combines a visual modality (e.g., a display, keyboard, and mouse) with a voice

modality (speech recognition for input, speech synthesis, and recorded audio mes-

sages for output). However, other modalities such as pen-based input or haptic input/

output may be used. The advantage of multiple input modalities improves the

accessibility of the user interfaces. Not only for users with disabilities, but for

users “situationally impaired,” such as a user trying to talk on a mobile phone in a

noisy environment, or driving in a car and unable to dial a number or take a call.
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Natural user interfaces are user interfaces that are effectively invisible to the

users, and that interact with the users in a similar way to the ways human interact

with other humans. Multitouch interaction allows users to move objects through a

display in the same way they move objects in the real world. The development of

high definition cameras, accelerometers, and microphones make possible the rec-

ognition of gestures and movements of the users. For instance, the Wii developed

by Nintendo allows the reproduction of the user’s movements through the accel-

erometers installed in its WiiMote (Schlömer, 2008). Microsoft has also developed

Project Natal for its Xbox 360 game console. This console will include a bar that

includes a camera and a microphone that register every movement and utterance the

user makes. The system is capable of recognizing the distance between the user and

itself, and can interpret and analyze each movement of the user and their orientation

in 3D. The system comprises a RGB camera (able to perform face recognition), a

depth sensor, a multidirectional microphone and recognition software. These

examples just illustrate that natural interfaces have already become a reality, and

their use for health care purposes open a whole world a possibilities.

Nevertheless, it will take awhile until discretionary users get used to interact

with natural and multimodal user interfaces. Classic user interaction design tech-

niques have become obsolete within this new paradigm, and new considerations

and problems arise with these new interaction modalities, such as the need to avoid

the “big brother effect” or “ubicomp dystopia” associated with context-aware and

AmI environments.

12.4 Challenges of User Interaction Within

the Patient-Centered Care Paradigm

The way people interact with interactive device is vital for the success of such

devices. This aspect becomes critical when dealing with personal health devices

used for managing chronic condition, as a poor user experience can lead to the lack

of adherence and compliance to the treatment and medical protocols, even putting

the patient’s life at stake.

Interaction techniques are limited by technology available. So far, telemedicine

and e-health applications have been based on pre-existing technologies, such as the

WWW, Web cameras and communication capabilities, with a little participation of

the patient. Nevertheless, thewidespread advances inmobile technologies and sensing

technologies have shifted the paradigm fromambulatory and reactive care to proactive

and preventive care, providing patients with the possibility to participate in their own

health care. But a bigger participation also involves a bigger responsibility, and

therefore PHS should provide adaptation capabilities to adapt to the patients’ prefer-

ences and goals, prevention and minimization errors, and a satisfactory user experi-

ence that motivates patients to comply with using the system.

Traditional user interaction design techniques and methodologies are

becoming obsolete when designing for these new environments described in the
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previous section. New concepts and methodologies have emerged aiming to

capture and solve the interaction needs arisen from the new paradigms of ubiquitous

computing and AmI. Among others, the concept of “implicit interaction” appeared, as

opposed to the traditional explicit experience that required the willingness of users to

start the interaction and expecting a response that satisfies a goal or need. In the next

section, a definition ofHCIwill be provided. Then, traditional HCImethodologieswill

be described and then, the paradigm of implicit HCI will be introduced.

12.4.1 What is HCI

In a broad sense, HCI can be defined as the discipline that studies the exchange of

communication between people and computers. HCImethodologies aim at improving

the effectiveness of this exchange of information: minimize errors, increase satisfac-

tion, decrease frustration and, in a nutshell, to make all tasks that involve people and

computers more easy and effective. To sum up, the fundamental objective of HCI

research is to make systems more usable, more useful, and to provide users with

experiences that fit their specific background knowledge and goals.

HCI is a multidisciplinary field that covers many areas (Hewett et al. 1996).

These areas include Applied Psychology, Ergonomics, Graphical and Industrial

Design, Etniography, Artificial Intelligence and/or Software Design, among others.

HCI is a young discipline. Since the advent of the first computers, it has been

necessary to design a human–computer communication system. Nevertheless, it

took some time for HCI to become a relevant field of research. The first specific

studies related to HCI referred to human–computer symbiosis (Licklider 1960).

This author anticipated that the main problem of HCI was not to create computers

that just provide answers, but computers that are able to anticipate and participate in

the formulation of the questions. The first journals, conferences, and professional

associations related to HCI appeared in the late 1970s and 1980s.

In the first 10–15 years of its history, HCI focused mainly on the possibilities

and design criteria for GUIs using the Windows, Icons, Menus and Pointing

devices (WIMP) paradigm developed in the first personal computers, and aiming at

facilitating the tasks of professionals using a workstation. As GUI problems were

better understood and the widespread advances in ICT allowed different forms of

communication between humans and interactive systems beyond the keyboard,

mouse and screen, the primary HCI concerns stated to shift its focus from usability

and ease of use to more complex concepts, such as task completion, shared under-

standing, and prediction and response to user’s actions. The new essential challenges

are improving the way people use computers to work, think, communicate, learn,

critique, explain, argue, debate, observe, decide, calculate, simulate, and design.

(Fischer 2001).

As mobile computing becomes the prevalent computer usage paradigm,

the range of challenges facing HCI practitioner increases. So far, the communica-

tion between human and computers usually happened in an explicit way. Keeping
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in mind current and upcoming technologies described before, as well as the

discretionary use of these technologies, will start the shift from explicit HCI.

12.4.2 Traditional HCI Models

One of the first HCI models proposed in the literature was the basic model for HCI

proposed by Schomaker (Schomaker et al. 1995). This model proposes a taxonomy

that defines the most relevant components of an interaction model. This model

assumes that there are at least two separate agents involved, one human and one

computer that are physically remote but able to exchange information through

different information channels. On the human side, two basic processes are

involved: perception and control. Regarding the perceptive process, two different

information channels can be identified: human input channels (HICs) and computer

output modalities (COMs). Within the control process, two different channels can

be identified: human output channels (HOCs) and computer input modalities

(CIMs). Within the intermediate cognitive level lies a cognitive or computational

component. This component handles the incoming input information and prepares

the output. The Schomaker model is shown in the next figure.

The Schomaker model is useful for describing the main processes that take place

during the interaction between a man and a machine from a traditional point of

view, but does not take into account some aspects that are fundamental in the new

scenarios that arise from the advances in mobile technologies and artificial
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intelligence. For example, it does not take into account environmental factors that

may influence the interaction, nor the physical characteristics of the user. Some of

these factors are considered in the model presented by the Human Factors Research

and Engineering Group from the Federal Aviation Administration.

This model is adapted from David Meister’s “Human Factors: Theory and

Practice (1971)” and illustrates a typical information flow between the “human”

and “machine” components of a system.

Unlike the Shoemaker model, this model takes into account the different factors

that affect each of its components, allowing, for example, a more detailed charac-

terization and modeling of both the “human” and the “machine” and the environment,

and supporting different modalities of interaction in different environments. Never-

theless, this model is not completely valid to describe the HCI within the new

paradigm of AmI, as it assumes implicitly that every interaction between the

human and the system implies an explicit intention of the user (explicit interaction),

which may not always happen in Ambient Intelligent environments. Thus, the

concept of implicit interaction has recently emerged as opposite to explicit interac-

tion. Implicit interaction will be described in the next section.

12.4.3 Implicit Interaction

When two people are communicating face to face, some of the communication is

verbal and some nonverbal. Although it is not still very clear, many studies have

tried to calculate the relative importance of verbal and nonverbal communication
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within the communication process. One of the most cited studies, developed by

Argyle in 1970, stated that nonverbal cues had 4.3 times the effect of verbal cues

(Argyle et al. 1970). According to Argyle, the most important effect was that body

posture communicated superior status very effectively. Although the results of this

study have been refuted and discussed by several subsequent studies, it is worthy to

remark the importance of nonverbal communication, not only between two human

interlocutors, but also between humans and interactive systems too.

As described in the previous section, traditional HCI is based on the explicit

exchange of information between a human and an interactive system. This explicit

interaction requires a closed-loop dialog between the human and the computer,

which can be briefly described as follows: (1) the user requests the system to

perform a certain action, then (2) the system processes the command, and finally

(3) the system generates a response that aims to satisfy the patient’s goals as

adequately as possible. Moreover, the exchange of information could be initiated

by either the human or the computer. Nevertheless, this communication modality

always implies the direct intention of the user to communicate with the system.

Within the new paradigms of AmI and Ubiquitous Computing, it is clear that

new HCI models are needed. These models should consider two different types of

interaction: one where the user interacts consciously and explicitly with a software

application (the traditional, explicit interaction), and a new kind of interaction

where the user interacts unconsciously or implicitly with the application (implicit

interaction).

Albert Schmidt defined the implicit user interaction as an action, performed by
the user that is not primarily aimed to interact with a computerized system but
which such a system understands as input (Schmidt 2000). Later in 2005, Schmidt

proposed his abstract model that aimed to support the creation of systems that use

iHCI. The model is shown in the next figure:

The basic idea of implicit interaction implies that the system can perceive the

user interaction with the physical environment and also the context, where the

interaction takes place. The basic premise is that iHCI allows a transparent
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interaction with computer systems, turning the environment into the interface.

Any interaction may have an element of both the explicit and the implicit mod-

alities. For example, consider the case where a user encounters some difficulty with

a software application. In some cases, but certainly not at all, the application

monitors the user activities. On noticing, a pause that extends beyond a predefined

threshold, the application may proactively intervene and ask the users whether they

need any assistance. Thus the users, by the length of time they take contemplating

their next course of action, implicitly signal to the application that they might be

experiencing some difficulty.

Therefore, it could be stated that Implicit HCI is based on two fundamental

concepts: perception and interpretation. In all but the simplest cases, implicit

interaction is multimodal. It may require the parallel capture of distinct modalities,

such as audio and gesture. For example in the case of the audio modality, semantic

meaning and emotional characteristics may be extracted in effort to develop a

deeper meaning of the interaction.

All applications that implement iHCI should be able to:

1. Perceive use, the environment (context) and the circumstances

2. Develop mechanisms to understand and interpret what the sensors see and hear.

3. Generate an appropriate response depending on the information interpreted by

the system.

12.5 Scenarios for the Application of AmI to p-Health

This section proposes three scenarios that describe a day in the life of people with

chronic patients using a personal health application. The chronic diseases that will

be addressed are heart failure, diabetes, and bipolar disorder. Different projects

funded by the European Commission are currently developing applications for the

management of these chronic conditions. The main objective of these projects is to

develop personal health applications that aim to empower the patients to take

greater responsibility in the management of their health condition and to close the

loop between them and health professionals. These projects have also in common

that they put focus on patients since the first stages of the development process,

involving patients in the decisions following the principles of user-centered design.

12.5.1 AmI for Patients with Heart Failure

Chronic heart failure (CHF) is a chronic condition that prevents the heart from

pumping enough blood to meet the demands of the human body. Patients who suffer

from CHF experience a dramatic decrease in their quality of life, as CHF is

associated with a terrible burden of symptoms that include breathlessness, general

12 Scenarios for the Interaction 267



tiredness – even at rest – and swelling of the feet and ankles. CHF patients have also

to stick to a complex medication regime. A lack of compliance to the medication

regime can lead to a decompensation and a subsequent hospitalization or even death.

Furthermore, CHF affects mainly people over 65 years old and is commonly

associated with several comorbidities, such as diabetes, sleep disorders, and chronic

renal failure. Unlike most cardiovascular diseases, CHF is becomingmore common,

and nearly one million new cases are diagnosed every year worldwide, making it the

most rapidly growing cardiovascular disorder.

12.5.1.1 Current Research in the EU

The European Commission has funded different projects that address the challenge

of the prevalence of cardiovascular diseases in the EU. Within the 6th Framework

Program, the EU funded the project MyHeart (IST-2002-507816) (MyHeart 2002),

whose objective was to fight cardiovascular diseases through preventive lifestyle

and early diagnosis. One of the main innovations within the MyHeart project

was the use of wearable sensors that made possible the continuous monitoring of

vital signs, such as the ECG. The MyHeart project aimed to provide solutions for

cardiovascular risks and problems in all the stages in the life of patients, and

therefore the consortium developed four different products focusing on different

stages of cardiovascular status: healthy population (Activity Coach), patients at

risk (TakeCare), patients under rehabilitation (NeuroRehab), and CHF patients

(Heart Failure Management).

The HFM system comprises a set of sensors that included a weigh scale, a blood

pressure cuff, a bed monitoring equipment, and a wearable sensor to measure their

ECG, and a PDA that provided instructions and clinical questionnaires for feedback.

The patients were compelled to follow a routine adapted to the patients’ lifestyle and

habits. The HFM PDA was developed following the principles of user-centered

design, and several patients were interviewed during the different phases of the

development process to refine the define process. The usability and usability tests

performed during the different development phases showed that patients considered

the system as useful and easy to use (Villalba 2008). During the final validation

phase, a pilot involving 120 patients has been performed in different hospitals of the

EU, with acceptable results in terms of usability and user acceptability.

Nevertheless, although the monitoring functionality of the HFM system was

widely appreciated, the interviews with the patients showed that there were needs

that still needed to be addressed and were not supported by the HFM system. The

results of these confrontations with patients served as the starting point of the

proyect HeartCycle (FP7-216695) (HeartCycle 2007).

HeartCycle aims to effectively close the loop between patients and health profes-

sionals. Hell professionals will receive relevant monitoring data so they can prescribe

personalized therapies and lifestyle recommendations. Patients will be empowered to

get involved in the daily management of their disease through the provision of

education and the use of motivational strategies, aiming to guarantee the patients’
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compliance with their treatment and medical protocols. The user platform in

development will have context-aware capabilities, adapting its response and feed-

back to the patient depending on usage patterns and environmental information

(implicit) and response to clinical and motivational questionnaires (explicit).

12.5.1.2 Future Scenarios for the Care of Chronic Heart Patients

Peter is 73 years old. Almost 1 year ago, he was diagnosed with heart failure after he

suffered a decompensation and had to be hospitalized. After the diagnosis, the

cardiologist proposed Peter to join a novel heart failure management program that

would allow hospital staff to remotely assess his health status. Peter said yes

immediately, and then his cardiologist asked him to fill some questionnaires. The

questionnaires comprised questions on his knowledge about heart failure and heart

functioning and some questions about his personal routines. After Peter filled the

questionnaires, his cardiologist configured a personal mobile device, and gave it to

Peter together with a briefcase that includes a set of sensors. Then, Peter went home

and the next day he started using the system.

It has been almost a year since that. Now, it is 9:00 a.m. and Peter’s lights start to

slowly turn on. Beside his bed, his personal mobile device is also flashing. The night

monitoring system has noticed that Peter did not sleep well last night, so the

personal mobile device asks him a couple of questions to find out why Peter did

not sleep well. The system also noticed that Peter had to wake up to go to the

bathroom a couple of times, so it makes a couple of questions about the diuretics

Peter had to take yesterday. After finishing his questionnaires, Peter goes to the

bathroom. Once in the bathroom, Peter steps on his bathroom rug, which automati-

cally detects his weight. He stands in front of the mirror, where he can see his last

weight measurement and which also displays a text reminding him of the medicines

he has to take before he has breakfast. The images displayed in the mirror points

him to the cabinet where he stores his medicines, and reminds him to reduce his

dose of diuretics this morning. Peter confirms that he will reduce his dose by

nodding in front of the mirror. Then, Peter opens his medicine cabinet, where a

small screen displays the list of medicines he has to take this morning, and confirms

he has taken them all. After finishing breakfast, Peter puts on the T-shirt he got with

the system and his personal mobile device and goes out to run some errands. Once

he is running his errands, Peter starts feeling a little tired. The system, which has

detected Peter’s tiredness, then beeps and suggests Peter some places nearby where

he can sit and rest for some minutes. Peter goes to a park nearby and, while he is

sitting in a bench, he searches through the educational material stored in his

personal mobile device to find out some reasons for his tiredness. After reading

some tips and advice, he fills a brief questionnaire describing his symptoms. Later

that night, Peter receives a message from his cardiologist. The staff from the

hospital has been revising Peter’s data for the last weeks and has noticed nothing

strange or wrong, but in case he is feeling worried, the cardiologist fixes an

appointment for the day after.
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12.5.2 AmI for Patients with Diabetes

Diabetes mellitus is a chronic metabolic disturbance that has no cure. It is

characterized by increased blood glucose concentrations and decreased insulin secre-

tion and/or action. All these clinical manifestations of diabetes are linked to a poor

glycemic control, and the risk of developing chronic complications can be greatly

reduced by restoring normal or near-normal blood glucose levels. However, the

intensive use of glucose-lowering medications (especially insulin) aiming to

optimal metabolic control leads to a significant increase in episodes of hypoglycemia

(that may lead to cognitive dysfunction, de-coordination, memory loss, seizures, and

sudden loss of consciousness, and even coma). Diabetes can affect almost every

organ system of the body. These include effects on the heart, brain, kidneys, eyes,

stomach, bowel, bladder, sexual organs, peripheral nerves, and other organs.

Diabetes has become a worldwide epidemic, with increasing costs for health and

welfare system and for the community. It affects approximately a 5% of population

in developed countries (150 million people currently and 300 in 2025). High

percentage of sick people remains still without diagnosis. The International Diabetes

Federation (IDF) estimates that the equivalent of an additional 23 million years of

life are lost each year to the disability and to the reduced quality of life caused by the

preventable complications of diabetes. In Europe, IDF estimates (IDF Diabetes

Atlas 2007) that the yearly cost of diabetes is around 67million international dollars.

There are two major types of diabetes: Type I diabetes mellitus (T1DM-ID) and

type 2 diabetes mellitus (T2DM). T1DM is caused by an absolute deficiency of

insulin secretion. The most distinctive aspects of T1DM are as follows: (1) the

patients lack pancreatic secretion of insulin and depend on exogenous insulin

injection; (2) the main risk factors are autoimmune, genetic, and environmental;

(3) it is usually diagnosed in children and young adults; and (4) it represents

between 5% and 10% of the total diabetic population. T2DM is a much more

prevalent category (90–95%). The most distinctive aspects of T2DM are: (1)

patients have an endogen secretion of insulin, but insufficient and (2) it usually

appears in overweighed people over 40 years old, though it has been detected a

“new” tendency to appear in overweighed children and young people.

The complexity of diabetes pathophysiology and the relatively high number of

environmental factors influencing daily metabolic profile do not allow to clearly

define a “single” diabetic patient and, in turn, a “single” scope. As a consequence of

the diversity in the diabetes conditions among different types of patients and the

different pathologies associated with the disease, the difficulty to control all the

variables playing a role in the glycemic levels of patients is high and requires a high

level of commitment from patients to follow adequately the prescriptions from the

doctors, as well as a high level of understanding of the different factors susceptible

of affecting their glycemic levels.
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12.5.2.1 Current Research in the EU

METABO (2007) is an ICT research project partially financed by the European

Commission under the seventh framework program. METABO project tries to

define a situation/problem-oriented vision of the disease, to focus its features and

try to address most of the issues the diabetic patients have to deal with while

treating the disease.

Diabetes treatment requires a control over a compound of clinical and nonclini-

cal variables in the patients. For this, laboratory analysis and clinical measurements

are done periodically, as well as some information is asked to the patient on their

daily activities and food intake regime and capillary glycemic levels (these will be

asked in more or less detail depending on the patients diagnoses). Based on all this

information, the treatment for any patient will be tuned by the doctor to adapt it to

each patient’s condition but it will always be based on four aspects: medication,

diet, physical activity, and lifestyle changes.

12.5.2.2 Future Scenarios for the Care of Chronic Diabetes Patients

Ana is a 59-year-old engineer, independent, living alone. She goes to the office

every day and works in her computer and in the lab for the experiments she carries

out. She has been a type 2 diabetic for 6 years. She is a happy person and has an

intense social life, which includes traveling in the weekends to visit friends (home-

land or abroad), going to concerts, theaters enjoying a drink or a coffee every other

afternoon. Some time ago, Ana used to keep a diary where she noted her meals and

measurements.

During her daily activities, she controls the monitoring data through a handheld

device and receives instructions for corrections in lifestyle and/or treatment.

Through this closed short-loop, Ana makes significant changes in lifestyle and

treatment and the average glycemic control improves. In addition, the system alerts

her when there is a high possibility of developing a hypoglycemic or hyperglycemic

episode in the next few minutes/hours suggesting possible short-term corrections.

After using the METABO system, she learnt that exercise affects her during a

couple of days and she manages her insulin doses accordingly. Sometimes, it is hard

because changing one aspect of her treatment, such as food, insulin doses, activity,

or schedules, will affect her for a couple of weeks more or less until she adapts to

those changes, but METABO was crucial for her to understand that the only key to

succeed and be healthy was in her hands and was her self-management.

The METABO system recorded several episodes of initial hypoglycemia and

several warnings were sent to the patient during the last period of recording. In a

few occasions, the hypoglycemic episode was only perceived by the system as the

patient was without symptoms (unaware hypoglycemia). Ana George needs to

travel long distances by car almost every day because of her work. Since she

wants to change her car, she decides to buy a METABO-compliant car to have a

constant hypoglycemia monitoring while driving. After registration of his ID,
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Ana starts using the car every day. The car alerts her of several possible

hypoglycemic episodes in the following weeks. Anytime she is alerted, Ana pulls

the car over and measures her blood glucose concentration with a glucometer, then,

if blood glucose is into a hypoglycemic range, she takes some sugar, feeds the

information back to the system and continues her journey. After a few weeks, the

system improves significantly its capacity to identify with accuracy when Ana is

actually in hypoglycemia (short patient-system loop).

Meanwhile, the medical team is informed of frequency and pattern of hypogly-

cemic episodes, and, at the next visit, George, the physician and the dietitian

agree on eating a small snack in case of long driving in the afternoon. George’s

hypoglycemic episodes decrease significantly in the following months and the

result is achieved without loss of the optimal degree of glycemic control obtained

using the wearable METABO platform (long patient-system-caregiver loop).

When she needs to travel long distances by car she uses a METABO-compliant

car to have a constant hypoglycemia monitoring while driving.

12.5.3 AmI for Patients with Mental Disorders
(Bipolar Disorder)

Bipolar disorder (also called manic-depressive disorder) is a psychiatric illness that

falls under the category of mood disorders. Patients suffering from bipolar disorder

experience dramatic mood swings, going through repetitive phases of depression

alternated with episodes of euphoria (manic phases). Although bipolar disorders

have been usually identified with the classic manic-depressive illness, research

suggests that there are more conditions that fall under the bipolar spectrum.

These condition disorders may include bipolar I (the classic manic-depressive

illness), bipolar II, cyclothymia, and other related conditions such as the schizoaf-

fective disorder and borderline personality disorders, among others. All these

conditions range significatively in symptoms and severity. International studies

about lifetime prevalence have stated that approximately 8% of the population

may have a bipolar spectrum disorder over the course of their lifetime. What is

more, international studies indicate lifetime prevalence rates for all mood disorders,

including depression, range from 7% to 19% (Brondolo 2007). Moreover, bipolar

disorder comes usually with more symptoms that just mood swings, and may

include problems with information processing, problems with sleep quality, or

difficulties with mood regulation and stability. Therefore, patients suffering from

bipolar spectrum disorders experience serious impairments to lead a normal life.

Bipolar spectrum disorders are neither easy to diagnose nor easy to treat. There

are still divergences on the symptoms and their severity that allow us to classify the

patients in one of the previously cited groups. Moreover, these patients are usually

not compliant to the medical treatment and protocols, especially when they are

entering the manic phase. The unpredictable and episodic nature of bipolar spec-

trum disorders makes it also difficult to adjust the treatments to prevent the onset of
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a depressive or manic episode. Therefore, within the field of mood disorders it is

needed to develop solutions and systems that provide continuous monitoring,

patient participation, and medical prediction.

12.5.3.1 Current Research in the EU

The PSYCHE project (PSYCHE 2010) aims to develop a personalized health

system for the long- and short-term acquisition of data from selected class of

patients affected by mood disorders. This project comprises a set of sensors that

will monitor biochemical markers, voice analysis, and a behavioral index correlated

with the patient status. All the data gathered by these sensors will be further

processed in a remote server and sent to the physicians, who will be able to verify

the diagnosis and help in prognosis of the illness. Finally, communication and

feedback to the patient will be given through a closed-loop approach that aims to

empower the patients to take responsibility in the self-management of their disease.

12.5.3.2 Future Scenarios for the Care of Bipolar Disorders Patients

Julie is now 26 years old. She was diagnosed with bipolar II when she was 16 years

old. This last week, Julie has been fatigued most of the time, she has felt low and

had a great deal of difficulty concentrating on her work. The night monitoring

system she had recently installed has detected some disturbances in her circadian

rhythms. The voice detection system installed in her mobile phone has also detected

that her voice tone has become more linear during the last week, and the environ-

mental sensors installed at her home have also detected that she has spent more time

than usual lying on her sofa in front of the TV. This morning, as Julie is watching

TV, a warning appears in one of the corners of the TV. Then she agrees to enter a

private channel where she reads some suggestions on some concentration exercises

she can perform now. She does not feel like doing the exercise now, so she declines.

Then, the system proposes her some activities she could do that afternoon. As she

defined herself as a music lover when she filled in her profile at her first visit to her

psychiatrist, the system recommends her she could go to a concert of a band she

loves in a venue nearby. She then confirms her interest, and immediately the system

shows a list of people who are also using the system and who may be interested in

attending the same concert, according to their profiles. She notices that her acquain-

tance Arnaud is now online, so she asks him whether he would like to go with her to

the concert. They set up a rendezvous time and then she decides to turn the TV off.

Before shutting off, the system reminds her to fill her diary, as she has not filled it

for the last couple of days. That afternoon, Julie takes her personal mobile device

and heads for the concert 1 h early. When she is near the venue, the system alerts

Julie that her friend Elodie is in a cafeteria nearby, so she decides to stop by and say

hello.
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12.6 Conclusions

The objective of the three scenarios described is to show the advantages and

possibilities associated with the continuous monitoring of vital signs and the use

of ambient intelligent environments for the treatment of chronic diseases. PHS can

take the most of the rapid advances in sensing technologies and user interaction

modalities, as they allow the continuous monitoring, the provision of feedback, and

the improvement of the communication between patients, relative, and health

professionals in a noninvasive, easy, and effective way. As stated in the previous

sections, there is still a huge work in progress for developing PHS, both from Public

Administrations, such as the European Community, and from private companies.

Nevertheless, there are still many issues that should be addressed to assure the

patient’s acceptance of this system, especially in terms of invisibility of the sensors

and privacy.
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Schlömer TPB (2008) Gesture recognition with a Wii controller. In: Proceedings of the second

international conference on tangible and embedded interaction (TEI 08), Bonn, pp 11–14

Schmidt A (2000) Implicit human computer interaction through context. In: London S (ed)

Personal and ubiquitous computing, vol. 4 (2&3), pp 191–199

Schomaker L, M€unch S, Hartung K (1995) A taxonomy of multimodal interaction in the human

information processing system. Technical Report, Nijmegen Institue of Cognition and Infor-

mation, The Netherlands, Miami

Villalba Mora, Elena (2008) Holistic interaction model for peoble living with a chronic disease.

Thesis (Doctorate), E.T.S.I. Telecomunicación (UPM)

12 Scenarios for the Interaction 275



Chapter 13

The Commercialization of Smart Fabrics:

Intelligent Textiles

George Kotrotsios and Jean Luprano

What is the relationship between hearing aids, corrective lenses, and smart textiles1?

At first glance, none – but one thread, often invisible– is revealing in terms of the

future of smart textiles. Hearing aids address a niche market, albeit a large niche –

those persons (mostly elderly) suffering fromwhatwe still call today “impairment” – a

hearing impairment. But is it not the same for corrective lenses? Can a young person

or adolescent be considered an “impaired person”? Today, both corrective lenses and

hearing aids improve human body functioning: corrective lenses are mainstream

products that correct basic functions; and hearing aids are on the way to becoming

mainstream products.

Extrapolating from this situation to smart textiles, one can see a similar, global trend

developing. Today, smart textiles address niche markets, with relatively small market

penetration tobeginwith, but tomorrowtheywill covermainstreammarketsandhelp to

improve the quality of life of continuously growing – and ageing – populations.

The underlying technology of smart textiles is multifaceted and integrating. It is

best perceived as a platform that aggregates technological breakthroughs coming

from fields as diverse as textile engineering, nanotechnology, microsystems, poly-

mers and displays, communication engineering (including ad hoc protocols), multi-

sensor data fusion, and many others. Each one of the aforementioned technologies

brings unique features, while continuously added features reveal new applications

and new benefits for the end-user, and therefore new business opportunities.

13.1 Analysis of the Markets: Today and Tomorrow

This analysis is an attempt to categorize the markets and applications for smart

textiles today and to predict their evolution tomorrow. A secondary function of this
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text is to give some background and clues to understand what the initial niche

markets might be, and the advantages and drawbacks of each market segment.

The principal objective is to understand which factors will accelerate (or decelerate)

the transition toward the mainstream markets.

In this analysis, we address each one of the Smart Fabric, Interactive Textile

(SFIT2) market sub-segments, as well as their nascent structures. An important

objective of this article is to understand the value-generation processes and the

interaction of the interests of the different parties. This understanding is the basis

for identifying commonalities and levers that can contribute to the acceleration of

the aforementioned transition. A secondary objective is to understand the potential

of the “smartness” in terms of opportunities that never previously existed, and to try

to foresee the directions in which such opportunities could evolve.

Such an endeavor is continuously evolving, and will continue to do so, because

this integrating technology enables brand new services. The generation and evolu-

tion of such services depend on the overall technological and business climate. Let

us take the example of telemedicine: will smart textiles be used for telemedicine

services? Probably, but acceptance depends on non-technological factors, such as

the international regulatory environment, liability of harmonization policies, and

cross-country agreement on social security reimbursement.

13.1.1 What is a Smart Textile, as Seen from
the Technology Perspective?

For simplicity, so far in this text we have used the terminology “smart textiles”. The

community which developed this domain usually applies the terminology Smart

Fabrics and Interactive Textiles (SFIT). What is it? This question seems innocent

enough. However, it is not so simple. We will explore this question further below.

The term “smart fabrics” relates to the behavior of the fibre, the yarn and the

fabric itself: it has to do with the first three links of the value chain. Adding

“smartness” at this level means modifying the reactivity of the material and even

making some of this material part of a “programmed” machine, a microprocessor or

a network of microprocessors. In contrast, the term “interactive textiles” usually

denotes the capability of a system to integrate sensors, processors, and possibly also

actuators, and to behave in a programmed way.

For instance, we can define as a “smart fabric” a device that changes color (using

the properties of a nano-coating) in the presence of methane; this can be very

interesting for security clothing in mining environments for example. We can qualify

as an “interactive textile” a wearable device that concentrates information from

multiple sensors, processes the signal using a microprocessor (or several micropro-

cessors), and informs, for example, the emergency services of the health status of the

wearer.

2 www.csem.ch/sfit/html/background.html
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Why is this distinction important? Because it underlines the increasing complexity

of the already complex value chain, with the addition of new players that add

“smartness” or “intelligence”. The question is how these new players in the value

chain can shape credible business models and which of them will endure and domi-

nate. We will still use the terminology “smart textiles”, understanding them as the

overall domain of SFIT.

13.1.2 What is a Smart Textile Seen from the User’s Perspective?

The definition of a smart textile, usually in terms of its function, varies considerably

from source to source. Usually, the definition is determined by the function of the

materials (e.g., carbon-nanotube-based materials), embedded intelligence, sensing

capabilities, etc.

An important factor concerns what the function offers in terms of, e.g., sensing,

thinking, etc., and consequently what added value is brought to the user.

The role of smart textiles as a technological support for the “augmented person”

of the future is becoming today apparent as common denominator. In a very similar

way that corrective lenses improve optical acuity, smart textiles can be seen as tools

to improve functions such as:

l Perception of the environment and contextual awareness
l Monitoring of human health status
l Generation of energy (e.g., energy harvesting)
l Adding cognitive capabilities
l Interacting and interfacing
l Increasing human functioning

Functions performed by “wearables” were not anticipated two decades ago. It began

with the pulse-monitoring chest belt (e.g., the one manufactured by Polar), which

performs the online monitoring of human physiological parameters, and creates new

roles and new market niches. The expectation is that the new functions of the smart

textiles – this new shell of the human being – is going, by virtue of its functionalities,

to contribute to the creation of new market segments for products and services.

Therefore, we will attempt to map the market segments and related opportunities as

they appear, while anticipating new – previously unimagined – market segments.

The global functions expected from a smart textile are outlined below and

illustrated in Fig. 13.1.

13.1.2.1 Sensing

Sensing can be observed through multiple prisms:

l Sensing of the person
l Sensing of the environment
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l Sensing of the location of the person
l All or perhaps a subset of these

Sensing can also be categorized by types of measurements, and more particularly

for the human body in monitoring of physiological parameters (body or skin

temperature, posture, and gesture) and monitoring of biochemical parameters

(e.g., perspiration).

13.1.2.2 Energy Harvesting

Energy harvesting can arise from the interior of the textile or from the exterior

world. The latter mainly concerns solar, thermal, or mechanical energy, while the

former concerns the mechanical and thermal energy produced by the human body.

13.1.2.3 Acting: Actuating

Two types of actuating mechanisms are present: physiological (acting on the human

body, e.g., through piezoelectric actuators) or chemical, which can be either surface

Fig. 13.1 Outline of main functions of wearable systems
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or bulk property changes, as triggered by external stimuli or even chemical delivery

(e.g., controlled drug delivery).

13.1.2.4 Intelligence

Intelligence can be based on the use of conventional microprocessor(s) or in the

longer term use of the textile itself as part of the microprocessor. These considera-

tions imply the natural separation between distributed versus concentrated intelli-

gence, whose implications are analyzed below.

13.1.2.5 Interface: Including Displaying

Concerning terminology interfaces, a number of parameters are implied. A first

aspect is the interface which informs the user. It can be a display or an acoustic

stimulus (e.g., voice) or a tactile stimulus (e.g., vibration) or another type of stimu-

lus of our nervous system. Another consideration with regard to interfaces pertains

to sensor-to-human, as well as sensor-to-environment, interfaces, which due to the

stochastic behavior of humans require particular care. Finally, one might consider

interfaces in terms of telecommunication links to remote locations (e.g., for medical

telemonitoring of first responder in emergency situations).

As an ultimate vision, we can consider the continuous increase of performance

of each of the aforementioned functions, up to a reconfigurable human augmenta-

tion type, according to the environment, function, moment, etc. Such reconfigur-

ability could be performed either by dynamically modifying the textile, for instance

by dynamically changing the parameters to be monitored: during one part of the day

the measured parameters could be focused on medical diagnostics needs, while

during another part of the day they could be focused on professional needs.

Coming back to the present, or even to the recent past, we see the ancestors of

such futuristic systems in our everyday life: a pulse-monitoring chest belt and a

pedometer are existing tools that allow us to monitor the human being and contrib-

ute to improving his own capabilities through conscious feedback (e.g., improving

training conditions for athletes). The path toward increasingly complex smart

textiles is nothing more than the increase in density of sensors or actuators and

their ubiquitous and seamless integration on the immediate “human shell” (i.e., the

smart textile) to augment the human potential.

Taking this view of the smart textile as an ultimate shell, the main roles of any

shell in terms of protection, helping, healing, entertaining, or enjoying should be

integrated and mapped into specific market segments. The functions of such a shell

are continuously evolving, thus creating new markets and new opportunities for

both products and services. In this logical first step, a higher diversity of the

applications for smart textiles is going to emerge, as new opportunities will serve

innovative applications currently not served or even existing today.
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13.2 Common Backbone of Applications

In parallel, we have begun to observe a continuous convergence of application

needs toward a common backbone: These form the basis of a future market

consolidation and transition of smart textiles from a high-end product to a com-

modity. These areas of convergence are described below.

13.2.1 SFIT Configuration

13.2.1.1 Elementary Functions Without Embedded Intelligence

(e.g., Reactive Color Change)

We understand by this category functions that operate without the use of micro-

processor intelligence. To better describe this category, we can use the example of

micelles, that open or close depending on the chemical environment, releasing

pharmaceuticals into the body.

Another good example consists of nanostructured patches, embroidered on

textiles, that, for example, can change periodicity (and therefore color of diffracted

light) when absorbing human liquids (e.g., detection of wound healing).

13.2.1.2 Intelligence Embedded in the Textile

We understand by this configuration a complex function achieved by the process of

sensing and interfacing of data devices that are using some kind of digital intelli-

gence.

The most straightforward of digital intelligence systems are tiny microprocessors

that can be equipped with communication features. Such devices can only be inter-

faced to the smart textiles either as unique devices that control the whole textile or as

multiple devices that exchange information from multiple points on the same textile.

The newest configurations addressing intelligence are no longer embedded on

conventional microprocessors, but rather on the textile itself. Integration can occur

through the use of fibers that have semiconducting properties, and can therefore

behave as elementary nodes of a large microprocessor.

Another aspect is the use of rapidly developing polymer electronics. Flexible

polymers can be part of the smart textile itself as displays, but also asmicroprocessors.

13.2.1.3 Distributed Versus Localized

In terms of application approaches, one can see two large categories: distributed or

localized (or obviously a combination of both). This is the architecture of the

microprocessor(s) and the embedded intelligence itself. However, the essential
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point is that microprocessor architecture should follow the needs of the application

for sensing and actuating.

Distributed sensing means that almost each part of the textile is in itself a sensor.

The example of the motion sensor Capri (Carpi and De Rossi 2005) is an excellent

example. Natural Sensor redundancy is an important asset of such configurations,

since with such high numbers of sensors, failure or sensor misplacement can be

covered by signals coming from neighboring sensors.

The advantage of having localized “smart sensors” lies in the simultaneous

measurement at the same location of several parameters; a combination of multiple

measurands can lead to extremely useful conclusions. The European Space

Agency’s LTMS program (Krauss 2009) for the monitoring of astronauts in future

manned missions has adopted precisely this approach.

We expect in the future a combination of these architectures, ultimately on the

same textile, therefore offering the better of the two to the user.

These functions are outlined in Fig. 13.2 above.

13.3 Present Situation and Competitors in Terms of R&D

and Commercialization

The market today is fragmented – this is often the nature of nascent markets. This

fragmentation results in the presence of several small companies; in some cases,

these small organizations emerge as spin-offs from much larger organizations.

Integration

SFIT

Distributed
intelligence

Centralized
intelligence

Reactive fibers: no
conventional fibers

involved
Body Area Network

using multiple
processors

Textile becomes
the computer

Creating intelligent
conductive-

semiconductive fiber

Centralized
processor with

distributed sensing

Centralized sensing
and computing –

multiple parameters

Distributed
versus

localized

Type of
intelligence Networking

Fig. 13.2 Type of smart fabrics and intelligent textiles according to the type of sensing/actuating

and processing

13 The Commercialization of Smart Fabrics: Intelligent Textiles 283



The traditional value chains developed over centuries of textile development

(Fig. 13.3) have been revolutionized:

In terms of intelligent fibers, one can identify a number of corporations. In the

UK, Eleksen3 is producing pressure-sensitive fibers and is therefore positioned on

the left side of the value chain (Fig. 13.3), as a new player. Further left is the basic

technology provider Paratech,4 which has developed the Quantum Tunneling

Component, which in everyday terms means electrical conductivity increases.

Eleksen is not alone in this domain. Companies such as Auxetix5 are attempting

to capture value through ground-breaking developments (in this particular case,

auxetic fibers, i.e., fibers with negative expansion coefficient). These two examples

do not fully represent the list of companies active in the left part. However, the

citation of their positioning is intended only to illustrate the value capture mecha-

nism in this part of the new value chain.

In the center of the value chain are companies that provide subsystems that can be

integrated in the textile. Such subsystems can offer different integrated functions.

Energy generation is the first, very important function, and solar energy capture is

among the most efficient ways of capturing such energy. Konakra6 in the US is

positioned in this segment. Other companies such as Switzerland’s Flexcell7 are also

making valuable contributions. Thermoelectric energy generation (i.e., the temper-

ature difference between the human body and the exterior world) has been investi-

gated for years with significant technical success by Infineon.

Another area of interest is the communication of information in a visual way: this is

enabled by polymer displays. Numerous companies are active in this arena, aiming to

penetrate themarket offlexible displays.Oneof themapplies suchdisplays towearable

systems. Philips, with its Lumalive8 textile integrating displays, has made a very

interesting demonstration. This particular development is positioned in the middle of

the value chain; that is, the integration of high-end components. However, one can

easily imagine that such a large corporation can vertically integrate complete solutions.

Going to the right-hand part of the value chain in Fig. 13.3, we identify a number

of subsystem integrators in or on textiles: typically, Ohmatex,9 based in Denmark,

Clothingþ10 of Finland and industrial R&D and smaller-scale production facility

Smartex.11 All these companies are targeting the integration of fibers and yarns in

the fabric with a clear trend towards full systems.

3 www.eleksen.com
4 www.peratech.com
5 www.auxetix.com/science.htm
6 www.konakra.com
7 www.flexcell.com
8 www.lumalive.com
9 www.ohmatex.dk
10 www.clothingplus.fi
11 www.smartex.it
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Earlyphasesof consolidationare starting toappear, includingTextronics,12 a spin-off

of Invista, and targeting the exploitation of technologies from that company. Consolida-

tion of the company within Adidas is a considerable step towards mass marketing.

Vivometrics,13 one of the market’s early movers, has made enormous efforts to

create impetus for smart textiles in the market place. Vivometrics was among the first

companies having addressed both products (Lifeshirt device) and services (Vivosoft),

in particular services for data consolidation and reporting to business customers.

Apart from Vivometrics, one of the pioneering companies in this field is Sensa-

tex,14 which at the beginning of the decade produced the Smartshirt systems. Both

Vivometrics and Sensatex were positioned closer to the final user – Vivometrics by

providing elaborated signal analysis was also positioned as a service provider.

The UK-based company SmartLife15 is also moving in the same direction,

focusing on a dry sensor technology that improves reliability of the sensing system

of physiological signals.

WearTech,16 a company created in Valencia, Spain, is tackling the market of

wellness. WearTech emerged from companies and research centers having partici-

pated in the European Commission’s integrated project MyHeart.17 This company

is positioned closer to service provision.
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Fig. 13.3 Outline of value chain of textile and changes introduced by the advent of smart fabrics

and intelligent textiles

12 www.physicventures.com/textronics
13 www.vivometrics.com
14 www.sensatex.com
15 www.smartlifetech.com
16 www.weartech.es
17 www.extra.research.philips.com/euprojects/myheart/
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Sensecore18 from Switzerland is initially targeting the markets of professional

sport, in a vertically integrated manner, focusing its strategy on smart electrodes

(as opposed to distributed sensing). A competing technology, albeit not in full-shirt

configuration but rather in belt configuration, is commercially available from the US

company Zephyr.19 To complete the chain, companies such as the Swiss Athlosoft20

use devices from, e.g., Zephyr and capture their own value through customer service.

It is interesting to note that in a number of cases some actors completely new to

the traditional value chain are appearing. Furthermore, these actors compete in

different parts of the value chain, producing a large diversity of product types.

The introduction of some major corporations indicates the first stages of market

consolidation: however, taking into account the aforementioned structural market

variability, it is expected that the market will be maintained fragmented for quite a

long period, thus hindering fast growth.

13.4 Market Segmentation

Market segmentation in this rapidly changing environment is not simply an exercise

in style; it is rather the foundation of understanding how the field is going to evolve

and the key forces behind it.

Among different ways of segmenting the market, we propose to accept the

splitting in:

l Medical
l Military
l Sport

– Elite athletes and

– High level amateurs

l Wellness
l Health
l Professional and protective
l Consumer and Fashion

13.4.1 Medical

Medical is a largemarket segment that can be subdivided intomultiple ways. Since the

objectivehere is tounderstand thevalue-creationmechanism,a logicalwayofsegment-

ing the market is by using the criterion as the sources of revenue. One could be regular

18 www.sense-core.com
19 www.nzherald.co.nz
20 www.athlosoft.com
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medicine, involving professional devices, and the other could be self-healthcare

devices, which can be purchased in pharmacies (such as blood-glucose meters).

In the case of SFIT, by “regular medicine” is meant the use of such smart textiles in

disease prevention, monitoring, and rehabilitation processes, though while being

under treatment by a medical doctor. Efforts to introduce such systems have been

widely deployed in the past. In such cases, the objective was to use discrete measuring

systems, such as ECG holders or belts. One of the most interesting cases was that of

Philips Telemedical Services, deployed at the beginning of 2000 and targeting Den-

mark, Germany, Switzerland, and Italy. Themodel was initially based on the payment

of the person and/or his family of a relatively small daily amount.

By self-healthcare is meant the use of SFIT by the individual, without medical

prescription or follow-up, to monitor and improve her own health. In this case, there

is certainly a good overlap with what we refer to below as the “wellness” market

segment; however, the overlap is not complete and here we will attempt to address

the medical aspect.

Medical CE and FDA approval will certainly be a delaying factor in terms of

market penetration in this segment. This argument becomes even more pertinent if

one considers that the majority of the smart textiles that are on the market today, or

close to the market, suffer from poor interfaces between the textile and the wearer,

due to the natural movement of the body. Reliability of the interface between the

textile electrodes and the body requires general improvement.

The challenge is, however, certainly enormous. Control of the increasing costs,

while maintaining comfort for the patient and ensuring security, will be a key

market penetration factor. Rapidly changing demographics will moreover create

excellent opportunities.

An interesting case that has not been previously considered in the literature is the

integration of the elderly in society. This is not considered as a mainstream

“medical” issue. However, lack of integration and increased isolation leads to

risk of rapidly increasing psychological diseases of the elderly. Then we can see

the average elderly individual as a person at risk, not only because of somatic

diseases (e.g., cardiovascular, diabetic, or neurodegenerative diseases) but also for

psychological conditions that can appear alone or in conjunction with neurodegen-

erative diseases. In this case, smart textiles can and will play an important role, not

only in the monitoring of the physiological parameters and/or the physiological

impact of psychological diseases (e.g., perspiration, tremor, lack of sleep, etc.) but

also as tools to communicate and interact with society.

Infant monitoring, beyond avoiding sudden death, but also in optimizing moni-

toring of the vital functions, can open considerable new markets. In this field, the

business models will in the near future follow two paths. The first one is of regular

medicine, where the physician will, within an appropriate legal and financial frame-

work, monitor the child. The second path is the one of the consumer market, where

the family purchases such systems to monitor the infant’s situation and to prevent

sudden death. Respiration, skin and body temperature, as well as perspiration, are

among the most important parameters to monitor.

The requirements for success are multiple, including:
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l CE and/or FDA certification
l Introduction of an appropriate business model

Another extremely interesting development is the increasing appearance of diseases

characterized by the degeneration of main functions. The need for artificial organs

such as artificial pancreases, artificial livers, etc., will steeply increase over the

following decades, in particular due to the ageing of the population and the shift of

disease types from acute to chronic.

Obviously, a lot more than just smart textiles will be required for these treat-

ments; however, the smart textiles, if developed to an acceptable level of reliability

and quality, will be an important complement to implantable devices.

One of the additional exploitation paths in the market is the use by the pharma-

ceutical industry of wearable devices, for instance in clinical tests. This is just one

example of its application in pharmaceuticals.

13.4.2 Wellness

Wellness is considered here as the market segment of individual consumers who are

willing to use SFIT as tools to contribute to their own everyday well-being. This is a

consumermarket segment, where previous successes of predecessors of smart textiles

have proven their feasibility. The example of the Polar belt is the most interesting.

Its evolution and the cooperation with Textronics and Adidas (Textronics21) seem a

very natural step forward where the probability of success seems high, due to the

potential of each individual market.

Yet another case worthwhile to underline is the Nike pedometer system, asso-

ciated with the Apple iPod; the most interesting aspect of this is that an internet

community, through a dedicated website, succeeding in strengthening the market

appeal of the concept.

In both cases, it appears that the business model can be feasible and successful.

However, the parameters monitored (ECG – pulse in the case of Adidas, and

distance and running rate in the case of Nike) can certainly be enriched and this

will certainly accelerate market penetration.

In such configurations, and as opposed to the elite sport market segment, the

ubiquitous communication feature is not a must. It may become that such ubiqui-

tous measurement becomes a market need in the future, but for the time being the

person caring about her wellness is more inclined to display and store data and

possibly share data after exercise, but not necessary in real-time. Real-time display

(or acoustic communication, through, for example, artificial voice communication)

is an interesting tool.

21 www.physicventures.com/textronics
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Several start-ups are currently active here, one of which is the aforementioned

very interesting case of WearTech, in Valencia,22 which is a spin-off of the

European Commission funded project MyHeart.23

An interesting feature of this business-to-consumer segment is the uniformity

expected in terms of performance monitoring. The appeal of the online community

is going to generate requirements for focusing on a defined set of monitoring

parameters that all users will share. Today, such parameters are pulse (e.g., Polar,

Suunto, Decathlon belts) or distance running (Nike pedometer). It is quite likely

that the list will lengthen, but it is also likely that a common denominator of

parameters, though limited in number, will remain.

For the time being, this segment does not require medical quality data. However,

it is likely that the user level of requirements will increase during the coming years.

Engineers will need to identify ways of providing this quality.

13.4.3 Military

The Military is one of the segments considered to be among the most demanding.

It has been considered, and is still considered, to be a potential killer application.

The reason is twofold:

1. In terms of protecting personnel, smart textiles can add value from multiple

points of view: monitoring of physiological situations (before, during and after

combat, optimization of training) is one of the most obvious applications.

Obviously, this is valid for infantry, but also for pilots of aircraft and vehicles.

2. In terms of business potential, it is a large segment, but it is also a segment that

can produce, uniform, large-scale orders.

The main weakness of this segment is that the penetration is time-demanding;

this demands large commercial structures that have the resources to face the

stringent needs and the long-time requirement; this can be incompatible with the

structure of this nascent market, which is based on small companies.

13.4.4 Professional/Protective

These are large business-to-business markets, with a high degree of variability and

enormous potential for evolution. Professional and protective market segments might

seem at first glance unattractive – this is not actually the case. High replacement rates,

in particular in specific markets (e.g., industry) can create interesting opportunities.

In this case, smart textiles are expected to increase the productivity, performance, and

22 www.weartech.es
23 www.extra.research.philips.com/euprojects/myheart/
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security of professionals. The difference in motivation for a purchase by a customer,

between productivity and usefulness, is very important.

The nature of this segment is concerned with a high degree of quality and

reliability in terms of measuring and interacting; no error can be tolerated when

human life is at stake. However, taking into account the imperfect interfaces

between the textiles and the human body, the factor of quality and reliability is

expected to delay somewhat the introduction of smart textiles in this segment.

As far as security is concerned, one might consider a number of examples, for

example mining or protective clothing for industry (e.g., metallurgic industry,

electricity industry). In all of these examples, security is very important. Sensing

devices, which for instance rapidly detect methane, can save hundreds of lives

every year in mining. However, security is expected to come at minimal cost, since

it does not bring additional revenues (i.e., no additional productivity).

In other market segments, where the smart textiles are expected to increase

productivity, increased cost is more easily justified by purely economic rationale.

High renewal rates of professional clothing, together with potential increased

productivity, could be ideal factors for fast market penetration. As far as we know,

no such application has been identified up to now. In some ways, the aforemen-

tioned “elite athlete” segment can be considered as a segment with such character-

istics, but with limited market volume.

It is expected that disruptive technology will quickly lead to applications, where

the combined characteristics of increased productivity, high renewal rate, and

business-to-business configuration will contribute to rapid market breakthroughs.

13.4.5 Sport

Within sport, we define here two subsegments: the professional market subsegment

and the high-end amateur sport sub-segment.

Both subsegments of this larger sport market segment represent a natural exten-

sion of the wellness market (or vice versa, wellness can be considered as the natural
extension of the sport market segment). Despite this natural continuity, the market

segment structures are completely different: elite athletes have their own medical

teams to follow them up; individual in wellness centers are monitoring themselves;

the first segment is business-to-business the second business-to-consumer.

For professional sports, whether this has to do with individual sports or team

sports, monitoring is today performed by professional medical teams that continu-

ously monitor and optimize every single aspect of performance. This market is

ready to upgrade the current tools toward more seamless devices, integrated in the

textile, on condition that they provide quality medical data.

Each sport has its specific needs in terms of training and competition. Due to this

specialization, this is a market that requires a high degree of flexibility and customi-

zation that is not adapted to mass production.
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A deep medical understanding of sport medicine is required within those com-

panies that commercialize smart textiles, to intelligently adapt to the needs of the

users. Specific technical features are particularly important. Real-time communica-

tion and processing is of major importance, for training and in several cases,

depending on the rules, for the activity itself.

Due to the limited number of top-level athletes, this market is by nature restricted.

No single sport can sustain adequate business levels of companies working in this

sector. Even the possibility of building a company focusing on elite sport teams or

individuals for several sports is questionable, though not impossible. This possibility

exists due to the increasing use of scientific/medical optimization through monitor-

ing of the athletes’ performance. Obviously, this subsegment is considered to obey

the rules of a business-to-business relation, since customers are not the individuals

but the teams, albeit with a limited number of individuals within each team.

For the subsegment of high-end amateur athletes, the situation is completely

different. Here, the individuals who are potential users are usually extremely well-

informed people, who manage their own performance.

The market itself is very different from the one comprising elite athletes. Here,

the equipment is financed by the individuals themselves; the degree of price-

sensitivity increases, however, due to the passion of such individuals for sport,

and price therefore remains less important than performance and quality criteria.

Obviously, here we are moving toward a business-to-consumer market, and prod-

uct standardization is important in reducing production costs. Again, the differentia-

tion of needs of different sports requires a high degree of flexibility and customization.

This is, however, in contradiction with mass production. Embedding flexibility and

customization within the individual smart textile is the main challenge of this market.

13.4.6 Consumer and Fashion Segments

Consumer and fashion is the ultimate market segment. It will eventually flourish

when manufacturers have gone through the learning curve, and when costs are

reasonable, enabling competitive, and adequate consumer and fashion pricing.

Smart textiles, at first glance, are expected to play only a marginal role in high-

end fashion; instead, they are expected to be more and more an integral part of mid-

range garments. Fun and image are expected to be the key marketing drivers.

In terms of market type, business-to-business markets and business-to-consumer

have fundamentally different characteristics with regard to market approach and

penetration. An initial categorization is outlined in Fig. 13.4 below.

An outline of the relative importance of the factors presented here is presented in

Table 13.1, below.

Market penetration, in particular for high technology markets such as the smart

fabrics and intelligent textiles segments, starts from high added-value and high-

margin market segments. Over time, these markets are moving toward high-volume,

lower-margin products. Among the indicators of such transitions is the
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Fig. 13.4 Market segments and their character in terms of approach

Table 13.1 Main characteristics of the market segments

Market segment Main characteristics

Sport (elite and high-

end amateurs)

Needs applications with high visibility and high innovation level

Small market volume

Increasing demand from sport teams for optimization of performance

Use of external tools, such as cameras, for monitoring of important

(but not all) parameters

Wellness Clearly proven – indicated for smart textile wellness

Only a small part of potential functionalities

Several competitors can establish themselves using existing tools

Professional and

protective

High renewal rate

Security is a “must” that does not justify cost increase

Cases where smart textiles increase productivity and not only security

are not yet clearly identified

High cost inhibits market entrance

Health and medical SFIT might be a factor in limiting sharp increases in health costs

Multiple markets

Requires long homologation periods

Ageing society may in medium-term require tools to medically

monitor and integrate individuals

Newly conceived services based on new features

e-Health, which uses such tools, is expected to get increased

importance over the next years

Legal, reimbursement and regulatory situation not resolved

Military Big homogeneous market

Market difficult to access

Increased demand in western countries for soldier security

Financial limitations

Competing technologies

Consumer and fashion Image of fun and modern

Unpredictability of consumer markets

Customer goods can only be low cost and very attractive

Fragmented market
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customization degree in each market segment. However, due to the “smartness” of

the textile the customization can be higher at every level, as we attempt to illustrate

in Fig. 13.5.

13.5 Market Volumes

To define a market volume, one needs to initially define the market perimeter,

taking into account the numerous players and their revenue capture.

Several recent and less recent analyses can be cited. IntertechPira (2009) made a

prediction of a $642 million market for 2008, with an expected growth of 28%.

Venture Development Corporation (VTC), British Chamber of Commerce

(BCC24), or Reportlinker25 announce double figure growth as well as worldwide

market volume forecasts of the order of the one billion US dollars. Last but not

least, one other forecast of Frost and Sullivan (2009) mentions a growth rate of 76%

for the SFIT market (SFIT26).

Market volume forecast can vary a lot; the main message from market and

analysts is that a strong growth is expected, in a market which is going to be in

the order of billion US dollars worldwide.

Fig. 13.5 Degree of customization as a function of market segment. This viewgraph is only a

high level picture that due to the “smartness” of textiles can be rapidly modified

24 info.hktdc.com/imn/06120501/clothing219.htm
25 www.reportlinker.com/p096832/Global-Markets-for-Smart-Fabrics-and-Interactive-Textiles-

2008-edition.html
26 www.csem.ch/sfit/html/background.html

13 The Commercialization of Smart Fabrics: Intelligent Textiles 293



13.6 Conclusions

If one can draw a conclusion, it is that the world market is significant, but still

relatively small in terms of overall capitalization, and taking into account market

fragmentation, it means that survival is difficult.

A second conclusion is that forecasts seem to lack coherence. This is explained by

the definition of the market. Including services or not, and addressing systems or sub-

components, can alter the perception of market volume and growth rate considerably.

In our understanding, the market for smart textiles (or more correctly expressed

SFIT) is a significant albeit relatively small segment. We anticipate a rapid growth

over the years to follow. We expect to see significant growth rates that will in the

future establish SFIT as a main market, once a strong penetration is achieved in

specific market segments.

As any product with high technology content penetrates first in specific niches,

the additional presence of an adequate business model, including services, accel-

erates market penetration. Features that seem important are: (1) the potential of high

renewal rates; (2) clear increases in productivity and/or performance; (3), business-

to-business environment, and finally (4) existing or upcoming services.

The market is fragmented, and this situation will be maintained until a killer

application leads to fast market growth. Some signs of consolidation are starting to

appear.

Traditional value chains are getting more complex. The revenue-generation

mechanism changes as new players enter this nascent arena. The continuous increase

in technological features will continuously modify these mechanisms and is

expected to create business opportunities requiring a high degree of flexibility and

customization from industry.
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