
Chapter 7
Perspectives on Social Network Analysis
for Observational Scientific Data

Lisa Singh, Elisa Jayne Bienenstock, and Janet Mann

7.1 Introduction

Social network analysis (SNA) is an empirical methodology for formally describing
the structure of relationships between observed entities. Historically, the use of
social network metrics to identify and distinguish socially relevant information
about group structure and the relationships among group members was validated
by empirical work on small closed systems. The metrics supported the intuition of
researchers who had a deep knowledge of the social context of individuals in a par-
ticular social setting. When used for purely descriptive purposes on data sets with
explicit boundary conditions [42], the metrics proved to be robust and beneficial. In
the last decade, with an increase in popularity and the exponential growth in com-
putational power, the uses of SNA have extended beyond description, and include
making inferences about context from network structure. While this is an exciting
direction for SNA, a number of questions arise – an important one being: how do
we determine when these inferences are reasonable? Even though in some situa-
tions reasonable inferences should be possible, many data sets that apply SNA for
inferences are incomplete, biased and contain high degrees of uncertainty.

In this chapter, we provide examples of the many types of incompleteness, bias
and uncertainty that impact the quality of social network data. Our approach is to
leverage the insights and experience of observational behavioral scientists familiar
with the challenges of making inference when data are not complete, and suggest
avenues for extending these to relational data questions. Rather than discuss data
collection challenges generally, this paper is focused on one example, a 25 year
longitudinal study of wild dolphins, which includes numerous examples of incom-
pleteness, uncertainty and bias, but which also provides ample data to develop and
test techniques for compensating for these problems and improving the quality of
inferences drawn about network structure. While our longterm goal is to develop
computational approaches to compensate for different data quality issues that arise,
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this chapter is a conceptual look at data quality issues that arise during scientific
observations and their impact on social network analysis. The focus of our discus-
sion is on observational scientific networks; however, the problems identified here
exist in many other domains including online social networks, cell phone networks,
covert networks, and disease transmission networks.

This chapter is organized as follows. In the next section, we introduce definitions
and background describing the missing data problems. In Sects. 7.3–7.5, we provide
examples of each of these problems in the context of a large bottlenose dolphin data
set and present recommendations for improving data quality for SNA. Section 7.6
briefly describes some open areas of research for computer scientists. Conclusions
are presented in Sect. 7.7.

7.2 Definitions and Background

There is a misconception that SNA is a statistical method [24]. Descriptive statistics
and SNA are similar as they provide metrics to characterize patterns in observed
data. They differ with regard to their ability to generalize and provide inference
beyond the sample measured. Inferential statistics allows researchers to general-
ize beyond the data observed provided the data meet certain criteria. One principle
assumption is that observations are independent, an assumption at odds with the
purpose of social network analysis, which is to capture the dependencies between
observations. As a result, direct application of classical statistics may lead to in-
correct inferences. While approaches for building statistical models for interrelated
entities do exist [43], a consensus approach that adequately considers the interre-
lated population or addresses inference has yet to emerge. A second assumption is
that the data sampled represent the population. Statistical solutions address random
error, not systamatic bias. There is no recognized methodology used to identify or
correct for sampling choices that result in samples with bias, which is often the case
with social network data. Therefore, it is important to understand how robust SNA
metrics are to different types of data incompleteness, uncertainty, and bias for both
descriptive and predictive models.

Observational scientists, particularly those that collect field data are familiar with
a range of methodological issues concerning imperfect data. While field data are
considered to have high ecological or external validity compared to experimen-
tal approaches, the degree of external validity can be undermined by sampling or
data collection bias. Observational scientists are limited, as observations cannot be
universal or persistent. Researchers must make choices about how to sample their
subjects efficiently and sufficiently to learn about their behaviors. There are fun-
damental sources of limitations that must be addressed. While other data quality
factors exist, this paper focuses on three: completeness, certainty, and bias.

Our discussion applies to different types of social networks, e.g., one-mode, two-
mode, multi-relation, etc. For ease of exposition, we focus on one-mode networks,
where the graph G D .V;E/. Formally, our network G contains a set of vertices
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V D fv1; v2; :::vng, where n is the number of vertices in the network, and a set of
edges between vertices in V : E D feij D .vi ; vj / W vi and vj 2 V g. Each vertex
may be associated with a set of attributes, while each edge is associated with a set
of relationship types and features about those relationships.

Observational scientists collect data and assign observed events to V andE . The
challenge for the social network researcher is to get sufficient data to adequately rep-
resent the population of individuals .V / and evidence of relationships between these
individuals .E/ such that the metrics calculated on the available data represents the
true population under investigation.

7.2.1 Completeness

An observational scientist monitors a subject for an interval of time. Example sub-
jects include dolphins, humans, or genomes. Each monitoring period can be viewed
as a sampling period consisting of a number of observations. Monitoring periods
may include one or more events. Depending on the sampling protocol, events could
include the behavior, movements, or interactions of one or more subjects. In an open
system, observational scientists can only monitor a subset of the entire population
and a subset of the relationships. Having relational information about an entire pop-
ulation is an optimal situation for applying social network analysis.

The social network population is known if V contains every entity of the population within
the network. The social network connectivity is known if E contains every relationship of
the entities in the population within the network. If both V andE are known, the social net-
work, G is considered to be structurally complete. Otherwise, we say that G is structurally
incomplete. G0 is a single sample or subgraph of G. We refer to the set of samples we have
of G as S.G/ D fG0

i jG0

i � Gg.
In other words, if all the individuals in a population are known and all the rela-

tionships between the individuals are known, we consider the network derived from
the population to be structurally complete. This is sometimes the case in closed sys-
tems, but never the case in open systems. Open system challenges differ because of
(1) the accessibility of the subjects (monitoring the subject 24 h a day may not be
possible); (2) the flow of individuals in and out of the observation area; and (3) the
sampling approach chosen.

7.2.2 Certainty

In many contexts during an observation, there are distinct types of uncertainties that
can arise. We begin by describing uncertainty in the context of social network graph
topology. We then consider it in the context of data quality during data collection
and redefine some general measures to make them applicable to social networks.
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Social network uncertainty: An observer may be uncertain about the number of
subjects in a group. For instance, in animal behavioral studies the group members
may be moving so rapidly that only a range can be certain, e.g., there were between
15 and 20 dolphins in the group. Or there may be ambiguity about subject identity
such that the same individual is counted more than once. This case corresponds to
one individual with multiple identities on a social networking site. In relation to
SNA, this certainty maps to node existence certainty. Related to this is node identity
certainty, where researchers are uncertain about the identities of the individuals in
the group, e.g., there are ten howler monkeys but only six can be clearly identified.
A third type of certainty concerns whether or not two animals have an association
between them. This corresponds to edge existence certainty. Another type of un-
certainty is related to attributes of edges or nodes. Node attribute certainty focuses
on certainty of any node feature, e.g., sex, individual behavior, etc. Edge attribute
certaintymaps to uncertainty related to features about associations, e.g., association
behavior (the animals are playing). All of these types of certainty directly influence
the overall reliability of the data for both descriptive and predictive tasks. Further, as
more observations of the same nodes, edges, and attribute are taken, each individual
observation is further validated and the overall certainty of those observed values
increases. In this way, as sample size increases, certainty and data reliability also
increases.

Data quality and uncertainty: Singh et al. [37] present the following quality
measures associated with data collection: observation certainty, observation detail
consistency, researcher vocabulary confidence and data stability. We redefine the
first three in the context of social networks. Observational certainty is defined as the
degree of confidence in the measurement itself [37]. In the context of social net-
works, it is the probability that both of the individuals and a mutual behavior were
observed.

For each observation event, OE , the certainty of the event is the probability that the event
occurred, p.OE/. If a social network G0 is built for individuals observed during OE , then
each node, vi , and each edge, eij has a probability of occurrence that represents the certainty
of the individuals and relationships in G0 respectively, p.vi /, p.vj /, and p.eij /.

Knowing whether or not an event occurred and who participated in the event
are necessary for accurate inference. If a researcher is making inferences and is not
identifying the uncertain components of the network, the results of SNA may be
misleading. If too much uncertainty exists in the observation, the inferences based
on SNA are unreliable. Therefore, it is important to identify degrees of certainty of
data during data collection. Doing so improves the overall understanding about the
quality of the data and the accuracy of the resulting inferences.

When conducting statistical analysis on traditional observation data, the potential
for uncertainty and error exist for the individual and the behavior observed. How-
ever, we see from the previous definitions that the potential for uncertainty and error
is higher in social network data because error can also occur when measuring the
relationship data. Sources of observational uncertainty for SNA include intermittent
or poor observation conditions, distance between subjects, indistinguishable char-
acteristics of subjects, ambiguous behaviors, and behaviors that are not mutually
exclusive.
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Differences in depth of data collection across researchers are relevant for both
completeness and certainty. We refer to this as observation detail consistency. Here
we ask if two different scientists are recording the same level of detail during an
observation? For example, if one scientist records a red bird and another records a
male, undersized cardinal eating a juniper berry, the observation detail consistency
will be low. In the context of SNA, the observational detail corresponds to the at-
tribute values associated with each vertex or edge in the network. The larger the
number of known attribute values, the higher the observation detail. More precisely,
given a set of researchers, observation detail consistencyD1 when every researcher
records the same level of detail during observation event OE . It is 0 when every
researcher records a different level of detail during the same observation event.

Another quality concern involves identification of a common frame of refer-
ence or a consistent language interpretation across researchers in a group. For
example, one researcher may look at a rabbit and suggest that it is large. Another
researcher looking at the same rabbit may classify it as medium-sized. Singh et al.
[37] refer to consistent interpretation among data collectors as researcher vocabulary
consistency.

7.2.3 Bias

Bias is present when the likelihood of observation or collection of behavioral data is
correlated in some way with a variable of interest to the researcher. This is especially
insidious, as it is impossible to measure correlations when data are missing. This
unrepresentative sample can result from sampling bias and observer bias, differences
in collection criteria among researchers on a project, or different combination of all
three.

A recent study illustrates this point: The classically maligned species, the spot-
ted hyena, until recently, was reputed to be a lowly scavenger and kleptoparasite,
stealing the prey from the nobler lion. Recent research [41] included nocturnal ob-
servations which revealed that the spotted hyenas were the masterful hunters, and
it was lions who stole the majority of kills. Though by morning, researchers (and
tourists) found lions feeding on the wildebeest while the rightful owners circled.

Daytime sampling was sufficient for answering research questions related to day-
time behavior. However, the data sample was insufficient for making more general
inferences. If the researcher makes inferences based on incomplete data, then these
inferences are biased toward the collected data. For this analysis, data collected only
during the day was biased as it could never reveal the nocturnal behavior if it differed
from daytime activities, and until observed, these differences could not be measured
or accounted for. We pause to point out that this example also highlights limitations
with classical statistics. Even though classical statistics methods control for random
errors, observational bias is not addressed.

Observer bias is generally defined as the tendency to bias observational or other
data toward unconscious or even conscious expectations. Although inter-observer
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reliability can ameliorate this tendency, it is not uncommon for multiple observers
to have the same expectations or implicit hypotheses and hence, the same biases.
Most insidious is when observers have the same expectation and thus agree on the
outcome without realizing the source of agreement. Even when experimenters or
observers are blind to the hypothesis, they often have an implicit premise. Observer
bias can also occur because some subjects or behaviors are more obvious or easier
to observe or classify than others. Some subjects are more distinctive in appear-
ance (e.g., bottlenose dolphins with mangled dorsal fins), or in behavior (e.g., active
socializing more obvious than resting). It is common for observers to, for exam-
ple, classify a group as “socializing” when only a minority are doing so (see also
Altmann 1974 [2], Mann 1999 [28]). Attention is naturally drawn to the socializing
individuals and it might appear as if most of the group is involved.

Observational scientists are aware of possible biases inherent in many of their
design decisions [14], like observing subjects at specific times or based out of spe-
cific locations, and have developed strategies to compensate or control for these. In
Sect. 7.5, we present some of their techniques with those used in other communities.

7.3 Dolphin Societies

We now describe the wild dolphin case that will be considered in the remainder of
the chapter. After describing data set and its relevance to human societies, we con-
sider the different challenges described earlier and provides concrete examples to
highlight the pitfalls of different observational approaches and present some poten-
tial remedies that are important for SNA.

7.3.1 Shark Bay Data Collection

Researchers have monitored Indian Ocean bottlenose dolphins in Shark Bay,
Australia since 1984. This site offers unparalleled conditions for the study of
dolphin behavior: clear, shallow water, a high dolphin density, and relatively low
human-related disturbance. All researchers use systematic protocols for monitoring
individual dolphins and contribute information on identification, births, deaths,
weaning, scars, ranging, behavior, association, and basic ecological data. Among
the 1,200+ individuals studied since 1984, 95% are recognizable by dorsal fin fea-
tures. Over 500 calves have been tracked from birth. These data have been collected
using standard quantitative sampling techniques including point, scan, and con-
tinuous sampling [28], and include structured values, textual descriptions, photos,
and geospatial data. The complementary sampling strategies are important for SNA
since it provides a way to use triangulation to improve the confidence of the SNA
and inferences based on the SNA [2].
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The Shark Bay data set includes extensive survey data (14;000 records) and
more intensive focal follow data (2;800 h). Brief (5–10min) surveys include records
on location, behavior, associates, habitat, photographic information, and physi-
cal data. They present a “snapshot” of association and behavior. Focal follows
(1–9 h per follow) provide detailed minute-to-minute behavioral information in-
cluding group composition, activity, location, and specific social interactions using
standard quantitative sampling techniques. These focal data provide a detailed de-
piction of dynamic individual behavior across four generations.

7.3.2 Fission Fussion Societies

Most dolphin societies are characterized by extreme fission-fusion dynamics where
spatial and temporal stability of groups is low [3]. Bottlenose dolphins, like humans,
change their associations over the course of minutes to years, but maintain stable re-
lationships within this fluid structure. In fact, one could easily argue that bottlenose
dolphins exhibit greater similarity in social structure to humans than most other
primates [11]. Like modern humans, dolphins live in large unbounded complex so-
cieties in which individuals maintain short and long-term bonds spanning more than
30 years, and have multi-level alliance structures (alliances of alliances, e.g., [11]).
They also exhibit similarly slow life-histories such as prolonged maternal care, late
age of maturity, and long-lifespan [29].

From a social network perspective it is important to understand when particu-
lar individuals associate with others. For instance, activity budgets have obvious
implications for social interactions, and in a fission-fusion species, on the degree
of sociability. As an example, foraging is inversely related to sociability [18, 19].
Work on dolphin social structures is in its infancy. However, dolphin social struc-
ture seems to be amenable to both ego-network and group-level SNA methods (e.g.,
see Lusseau et al. [27] and Stanton and Mann [19]).

7.3.3 Advantages and Disadvantages of Non-Human Studies

One of the advantages of studying non-human animals is that they can be observed
in their natural habitat for long periods compared to humans. Even so, observers
have numerous practical and logistical limitations, and cannot view or monitor their
subjects 100% of the time. Some have recommended the use of small cameras or
other recording technology, but because of the difficulty of using these devices,
particularly with bottlenose dolphins, even data collected in this way would produce
incomplete, biased networks.

Given the difficulty of tagging, more traditional, human intensive methods are
still used to study dolphins, all of which require the researcher to make decisions
during observation. It is incumbent on the researcher to identify the uncertainties
and biases introduced and attempt to reduce them.



154 L. Singh et al.

Finally, when observing animals with low travel costs and long distance
communication, it is difficult to determine boundaries of groups. Many different
criteria used to define bottlenose dolphin groups ranging from the most conserva-
tive 10m chain rule [17, 38] to all dolphins estimated to be within 100m radius
of the boat/observer [34] to all individuals within sight moving in the same gen-
eral direction, interacting or engaged in similar activities [13]. The group ranging
decision has a large impact on the SNA structure since conservative approaches
may miss associations, while less conservative approaches may include erroneous
associations. Further, since different researchers use different methods for defining
groups, comparisons across sites may not always be possible. For the Shark Bay
Dolphin Research project, researchers use the 10m chain rule.

7.4 Completeness of Network-Sampling Subjects
and Collecting Enough Data

One primary challenge of an observational researcher is to observe a large range of
behaviors and events. Since researchers of open systems cannot view all the subjects
all the time, they must learn as much as possible using only a limited window on
their subjects. Many factors have to be considered when collecting data including
cost and safety of the researchers.

In this section we begin by looking at different sampling options for social
network data. We then compare network measures computed on dolphin data
illustrating how different sampling approaches can lead to different outcomes for
two social network measures, degree and clustering coefficient. Finally, we discuss
sample size and present some recommendations related to completeness of a social
network.

7.4.1 Sampling Options

When considering sampling, there are initial questions that must be answered: (1)
what sampling approach should one use when collecting observational scientific
data for SNA; (2) how does one know that the social network built from the sample
is a good structural representation to the actual social network; and (3) how does
one know enough data has been collected for the analysis?

A number of researchers have begun working on methodologies for sampling for
social network data. Different types of samples include convenience/opportunistic
samples, simple random samples, systematic samples, stratified random samples,
and cluster random samples, and snowball sampling designs [21, 35]. It is difficult
for researchers who observe animals to obtain a completely random sample. Con-
venience or stratified random samples (based on location or sex for strata) are more
readily available. Snowball sampling, is a network focused approach of building a
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sample network by selecting seed nodes, collecting data on the social network of
the seed nodes and then iteratively adding their associates to the data sample [21].
Snowball sampling can be either breadth first or depth first. In both cases, members
are added to the sample until the network sample is determined to be sufficient,
either because it achieves a pre-specified size or because no new network members
are identified. In observational research, because of the high cost associated with
keeping track of all the subjects during a snowball sample, quasi-snowball sampling
can be a more realistic approach. It limits the number of individuals followed at
each stage.

As was mentioned in the last section, the Shark Bay project uses multiple
approaches for sampling subjects, focal sampling (a quasi-snowball sampling ap-
proach), general survey sampling (a convenience random sample), and transect
sampling (a systematic random sample). Surveys (or sightings) are assessments of
a group’s or individual’s status, typically including demographic, ecological and
behavioral data. These can by opportunistic (based on group or individual encoun-
ters) or systematic (e.g., transect surveys, searching along a particular pre-defined
route). Focal sampling or follows are systematic sampling periods on an individ-
ual or in some cases a pair (see Mann 1999 [28], Altmann 1974 [2]). These have
less locational bias but might reduce the variance in the data as there is a greater
cost to focusing so intently on a pair of individual. For focal follows, dolphin pairs
are selected using a randomized list order. As the season progresses, dolphins that
have been followed the least, i.e., the fewest hours, are selected to maintain similar
observation durations for the different dolphin pairs.

7.4.2 Sampling Methods Comparison

Each sampling approach has its strengths and weaknesses and is associated with par-
ticular biases. In the context of SNA, previous work demonstrated on synthetic data
that social network metrics were robust to missing or erroneous data [9,15] . In other
words, even when some data are missing, some important features of the network
can still be ascertained, e.g., actors with high centrality or high betweenness. These
approaches were focused on data missing due to error, not bias. Stanton et al. [39]
conducted an analysis that compared different social network measures when dif-
ferent sampling strategies were used for sampling the same dolphins in Shark Bay.
Table 7.1 shows some of the results in [39] along with some other statistics about
the social network for quasi-snowball sampled data and random point sampled data.

Table 7.1 Comparing quasi-snowball and random point sampling

Sampling
method Nbr of nodes

Mean normalized
degree

Mean clustering
coefficient

Random point 1;000C 33 0.654
Quasi-snowball 200C 22 0.653
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Notice the large different in number of nodes and degree. We see that while the
mean clustering coefficient is similar, using both complementary approaches give
the researcher an opportunity to better approximate the ground truth.

7.4.3 Amount of Data per Subject Necessary

Although scientists are often concerned with power or effect size in order to conduct
their analysis, they rarely consider howmuch data per subject is needed. The former
typically concerns itself with the number of subjects to include in an analysis or
when planning an experimental study, not the amount of data per subject.

There are a number of ways to approach this problem. One is to subsample the
entire dataset and analyze it according to these amounts (hours per subject or ob-
servations per subject) and see when the outcome variable no longer changes or is
no longer correlated with the amount of data. For example, we examined how much
focal data are needed per subject before the number of associates is no longer cor-
related with hours of observation. For the Shark Bay dolphins, the answer was 10 h.
That is, we needed to observe dolphin calves for 10 h or more before we could be
confident that we captured most of their network. However, the same was not true
for their mothers. Only when we sampled 16 h or more on mothers was the relation-
ship not significant.

Most dolphin and whale studies use far less data than this. Table 7.2 shows
the variation in network size, degree and clustering coefficient for the focal fol-
low dolphins [39]. It highlights the fact that 10–50min is not sufficient to accurately
determine the network of a dolphin or to eliminate the correlation between amount
of data and dolphin degree.

Few have examined how much observation time is needed (samples per subject)
to adequately capture the size (degree), density or other characteristics of weighted
or unweighted networks. This obviously depends on within-individual variation.
In societies characterized by fission-fusion, such as bottlenose dolphins and humans,
such variation across different temporal and spatial scales can be substantial.

Table 7.2 Comparing quasi-snowball amount of data

Number of minutes
observed Network size

Mean normalized
degree

Mean clustering
coefficient

�10min 184 33 0.674
�30min 157 20 0.665
�50min 144 22 0.653
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7.4.4 Recommendations

Make sure you have enough data

Having limited amounts of data can severely impact the quality of the social
network. One way to verify whether the amount of data is “enough” is to use a
smaller sample with lots of data (as a kind of ground-truth) and compare that sample
to a larger sample with less data. If the resulting properties are similar, the sample
size is reasonable. The assumption here is that having more data about a small set of
subjects is a more reliable, higher quality set of data than the overall data set. If that
is not the case, this approach will not lead to a valid analysis. Another approach is to
weight data by the amount so that subjects with more data do not count more in the
analysis. This is a variation of stratified sampling. Finally, one can also statistically
control for the amount of data so that it is a factor in the analysis. Traditional ways
of estimating necessary sample size are power analysis, information model compar-
isons, effect size statistics and Bayesian statistics. It is important to mention that
while having more data increases the completeness and certainty of the data, it does
not necessarily reduce the amount of bias in the sample. Other strategies presented
in the next section need to be considered for that.

7.5 Identifying Uncertainties and Biases

As previously discussed, there are multiple layers of certainty and different types
of bias. Understanding how confident an observer is about the individual or behav-
ior seen is important for understanding the level of reliability and amount of bias
associated with an analysis. Using the Shark Bay data, this section presents a few
examples of uncertainty and bias that occur during field research. We focus on prob-
lems that have direct implications for accurate SNA.

7.5.1 Uncertain Subjects and Behaviors

Figure 7.1 shows a group of dolphins seen in a survey observation. The gray nodes
represent dolphins the researchers are very familiar with an so they have high node
identity certainty. The white represents dolphins with moderate node identity cer-
tainty. In other words, the researchers code some level of uncertainty in the identity
of these nodes. Finally, though the researchers are certain that three more dolphins
are present, these can not be identified. The node identity certainty of those three
nodes is zero.

There are a few observations this small example highlights. First, maintaining
only the certain informationwould reduce the group size by more than 30%. Second,
assuming all the uncertain identities are certain, may lead to conclusions that may
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Fig. 7.1 Dolphins present
in a single observation – gray
nodeD high node identity
certainty, white
nodesDmoderate node
identity certainty, black
nodesD no node identity
certainty

or may not be accurate. Finally, keeping track of multiple layers of uncertainty
provides more information than maintaining only one level. In other words, it is
still informative to know that 19 dolphins are in this group even if the identities of
three of them are unknown.

Capturing this level of certainty is also important for attributes and interactions.
In this dolphin data set, every interaction and behavior is marked with a certainty
level – high, moderate and low. This information can not only be used to understand
scientific findings, it can also be used to see how well new researchers are being
trained. Using the data, one can determine if there are certain subject behaviors that
are difficult for new researchers to capture with high certainty and develop new
training approaches or new methodologies for identifying these behaviors.

7.5.2 Observers Reliability and Consistency

A number of observer factors can lead to uncertainty and bias in samples. These in-
clude observer experience, fatigue, interest or focus, and how behavior or groups are
defined. Between observer reliability can sometimes be assessed by using both live
coding or videotaped data to compare consistency. This is complicated by a number
of factors, including different vantage points for live observations (e.g., on a boat),
and that observers may be more vigilant and thus concurrent in their coding when
they themselves are being monitored. In addition, observers vary in their experience
and it would be difficult for a new field observer to measure up to one with a decade
or more of experience.

There are ways around these particular problems. Instead of a single observer,
multiple observers can be present to help determine behavior categories. Pho-
tographing and videotaping can help verify individuals and behaviors. One can
also statistically compare across observers to see what biases they may have intro-
duced into sampling. For example, in the course of analyzing adult female sighting
records, it became obvious that one observer at our field site never sighted a dolphin
commonly seen by others. The dolphin’s dorsal fin was not terribly distinct, so the
researcher’s team failed to identify her correctly. Researchers were able to go back
through the unidentified dolphins in his film records and fill in the missing records.
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Fig. 7.2 Different views of the sample network by different researchers. The left network is one
researcher’s view. The right network is another researcher’s view

In other cases, the sampling error cannot be eliminated, but can be accounted for
statistically or analyzed at another level. For example, some observers might be
adequate for distinguishing between foraging and socializing, but cannot correctly
identify behavior subtypes (type of foraging or type of socializing). One can either
collapse those data into larger categories, or create confidence intervals around the
subtypes.

Figure 7.2 shows a dolphin social network generated using over 10 years of sur-
vey data from two different, experienced researchers on the Shark Bay Research
Project. These networks contains only relationships that were viewed at least five
times by the researchers. On the surface, the structure of the two networks seems
very similar. However, the actual dolphins in the network vary considerably. The
second observer did not capture 72% of the relationships captured by the first ob-
server. The first observer did not capture 59% of the relationships captured by the
second.More specifically, of the 1,145 relationships in the left network, 819 of those
relationships were not identified by the second researcher (right network). Similarly,
of the 789 relationships observed by the second researcher (right network), 463 were
not observed by the first researcher (left network).

There were only 326 associations that were observed by both researchers.
Figure 7.3 illustrates the common network found by both researchers. Notice the
large difference in density between the network in Fig. 7.3 and the other two net-
works in Fig. 7.2. So why is there such a discrepancy? Ultimately, each researcher
has certain biases or questions of interest that drive their observations. In this case,
one researcher favors larger groups and tended to ignore smaller groups. Also, one
of these researchers was very interested in mothers and calves, while the other was
interested in male alliances. Their different observation preferences and research
objectives may have contributed to the biases in the data collection.
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Fig. 7.3 A network
representing the common
view of the two researchers,
i.e., the associations both
researchers observed

7.5.3 Time and Behavioral Sampling

One fundamental difference between humans and dolphins is that humans are
mostly diurnal while dolphins and whales are cathemeral, active for periods of the
day and night. At present, most data on dolphins was collected during the day, so
researchers can only characterize dolphin diurnal behavior. One reason for a prefer-
ence for daytime observations is that it is easier for human researchers to see during
the day. However, being limited by visual access to our subjects can, as discussed
earlier, lead to mischaracterizations of species (e.g., spotted hyenas) or of specific
individuals.

As an example, one very sociable female named Square (for the notch in her fin)
spent only 3% of her day hunting, while 30% is the average for all adult females. Her
foraging budget was tiny but stable over a 12 year period. One evening researchers
followed her from 4 p.m. to 10 p.m., and, sure enough, as soon as the sun set, she
hunted for several hours on her own, completely uncharacteristic of her sociable
and restful daytime behavior. Here is a case where her day behavior differs from her
night time behavior. Since foraging and socialization have an inverse relationship,
her day time social network is likely to be different from her night time network.

7.5.4 Depth and Association Sampling

Fortunately, dolphins do not change their associates at depth. That is, one can ac-
count for associates because their diving bouts are brief, allowing observers to
monitor group members spatially. This is not true for sperm whales, who stay
submerged for an hour or more and can travel many kilometers during one dive.
Although sperm whales live in stable matrilineal units and tend to disperse tem-
porarily during foraging bouts, it would be difficult to determine associations during
foraging. In sum, association data collected for some species are more likely to be
biased by activity than others. It depends on the temporal scale of sampling. In
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studies of killer whales, the definitions of group or pod differs depending on the
researcher, making comparisons difficult even within the same population. For ex-
ample, some studies used the visual range of observers and an assessment of acting
coordinated as a definition for “group” [4,5], while others define associates as those
in the same photographic frame in at least 50% of the photos over several years.
Those associations are used to define pod membership [7]. It would be difficult to
determine relative bond strength for killer whales with such disparate methods for
defining associations.

One area where depth does have an impact when studying marine mammals is
hunting. Marine mammals typically hunt at depth, out of the observers’ view. It is
easier for humans to observe behaviors that occur near the ocean surface, although
clearly much of what dolphins do occurs below the surface. Recording only what
happens at the surface is a recognized source of bias. Some researchers try to miti-
gate this by inferring behavior: although the animals are out of view during a dive,
if the observer is confident that the behavior is foraging, then it can be recorded
as such. Because the behavior is not seen, to reduce the possible bias the informa-
tion can be annotated with additional information about the degree of confidence
or certainty of each behavior and the quality of the observation (at/near surface,
subsurface). Direction changes, the type of dive and observations of prey catches
can also be used to help the observer confirm the behavior that occurred mostly
out of view.

7.5.5 Hidden Behaviors or Social Encounters

Some behaviors or social encounters are harder to detect because they are only
performedwhen the animal is “cryptic.” Dolphins and whales do not “hide” from re-
search observers while foraging or performing other behaviors. However, observers
must concern themselves that some behaviors may occur out of view because the
animals are hiding from conspecifics, predators or prey. In many primate species,
subadult or subordinate males only attempt to mate with females out of view from
adults or more dominant males. The consequences of mating in the open can be se-
vere for both sexes. Focal sampling is one of the best ways to address this problem
because the observer stays with the individual focal animal regardless of where the
animal goes. Even though this method usually works and provides information on
a broad range of behaviors, the potential for observational bias persists as observers
are more likely to lose their focal when the focal is trying to avoid conspecifics. In
Shark Bay, females often avoid adult males and try to do so quietly. Researchers
will sometimes follow a focal female and the entire group will dive and seemingly
disappear when a group of males is nearby.
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7.5.6 Observers Can Affect the Behaviors They Monitor

Most field researchers take years to habituate their population to human presence.
This is particularly difficult if the population has been subject to hunting or poach-
ing. In addition, their presence could affect predation rates. Cheetah are known to
inhibit hunting in the presence of humans. Vehicles and boat engines make noise
that could interfere with communication and can attract or repel predators or prey.
Many contraptions that we consider essential for research, such as cameras, make
sounds or reflect light that can be disturbing to others.

In Shark Bay, the dolphins became habituated initially through benign interac-
tion with fishers and tourists, and subsequently, by researchers themselves. We use
small boats with quiet 4-stroke engines.We check the noise levels underwater (snap-
ping shrimp are much louder than our boats) and we never enter the water with the
dolphins. How do we know they are habituated? They show very high tolerance of
our presence. They engage in intimate behaviors very close to the boat (nursing, pet-
ting, social play), and we often hang back for periods to be certain their movements
are not dictated by our presence.

Sometimes a new behavior occurs because of the presence of humans. At many
field sites, one behavior, bow-riding, occurs because we are there. Although we dis-
courage it during any sampling periods, there are times we encourage this behavior
because dolphins often turn belly-up during bow-rides, which allows us to deter-
mine their sex and even age by degree of speckling [38]. Of concern is that some
individualsmight avoid an approaching boat or vehicle long before sampling begins.
In fission-fusion societies this is more likely than in stable groups. Our main strat-
egy for reducing this type of bias is to try and assess group size and behavior from
hundreds of meters away. We can usually determine if animals have left or if they
change their general behavior before we begin sampling. If the departed animals
continue to be evasive, we note this and try and determine identity by photos taken
at a distance. In our experience, even these dolphins become habituated to our boats
quickly by associating with other habituated animals.

7.5.7 Recommendations

Improve observation certainty and consistency through standardization

The more detailed the recording of the subject and the event, the closer the observa-
tion is to reality. Accurately measuring the discrepancy between the observation and
reality is a difficult problem. One way to decrease the discrepancy is to develop sur-
veys that specify the minimum amount of information needed from the observation.
Because the survey is created by research participants, it is considered a reasonable
approximation of reality and represents a meaningful set of data as perceived by a
group of scientists. While it cannot be considered a complete reflection of reality,
it does identify important features and helps standardize the level of detail across
researchers.
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If researchers have developed a survey, one approach to measuring the amount
of consistency is to have each researcher use the survey to capture measurements
about the same event. Then these surveys can be compared to improve observation
certainty for newer researchers and observation detail consistency for all observers.

Mark your biases

If researchers are aware of biases, they can devise sampling and observational design
strategies to mitigate these. One important initial step is to identify all the sources of
uncertainty and bias that are apparent. For each measurement that has uncertainty,
an attribute can be added to the data set identifying the level of confidence in the
measurement. Subjective measurements can also be separated from more standard
measurements. For example, observation location should be a separate attribute, not
placed in a large notes field. A similar strategy can be employed to minimize biases.
By marking uncertainty and bias, a researcher can better control for these issues
during analysis.

Minimize observer bias

There are several ways to minimize observer bias. First, good quantitative sampling
techniques are fundamental. In sampling group behavior, explicit scan sam-
pling, where the behavior of each individual is accounted for (or a randomized
subset), is essential. Second, in addition to a clear systematic sampling regimen,
a detailed, explicit ethogram is also needed. The ethogram defines each behavior
in as much detail as possible while explaining what behaviors cannot co-occur.
Third, if behaviors or individuals are ambiguous, record the data and also record a
certainty level of the data. It is important to allow for all possible permutations of
uncertainty in the data coding. By allowing observers to code for uncertainty, more
accurate coding is likely to occur. It will discourage observers from being either
overconfident in their coding, or neglecting to report what they do know. Finally,
there is no substitute for making implicit hypotheses as explicit as possible. After
all, the job of the scientist is to undermine the hypothesis, rather than prove it.

Compensate for bias

As with any comparative network analysis, having a reliable ground truth is impor-
tant for the analysis. Using multiple sampling techniques and finding common parts
of the network across samples can help identify a more accurate ground truth. More
importantly, triangulation is an important strategy for identifying and adjusting for
discrepancies and biases in one or more of the samples.
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7.6 Computational Approaches to Improve Data Quality
for Social Network Analysis

This chapter has identified different issues that can arise during (1) data collection
and (2) application of social network analysis on incomplete, uncertain or biased
data. Nowwe briefly describe a number of contributions that computer scientists can
make to help improve the quality of the data and the resulting analysis conducted
by social scientists and other researchers.

Develop interactive approaches for data exploration of social networks

Because there are so many factors associated with data exploration, new ways of
interacting with data need to be devised. With decades of effort, improved technolo-
gies for remote tracking, and heightened concern for disappearing species, the next
generation of biologists is measuring more features on larger populations. Novel
approaches for data exploration are necessary to better understand different pop-
ulation dynamics. Interactive visualizations can be used to find outliers, highlight
uncertainties, and detect possible biases.

Visual analysis of social networks is an integral component of the social network
field. Tools fall into two categories, those that have sophisticated statistical analysis
using matrix operations and those that focus on interactive visualization of uni-mode
networks and multi-mode, heterogeneous networks. Various toolkits have been de-
veloped to help programmers create interactive visualizations themselves. The most
robust include JUNG [33], Prefuse [23], and GUESS [1]. While tools for heteroge-
neous networks are emerging [25, 36], a need still exists to develop more tools that
incorporate context specific graph visualizations, switch between different granular-
ities of data, handle large data sets, and incorporate sophisticated longitudinal visual
analytics.

Develop algorithms that consider uncertain data

Many traditional data mining algorithms ignore uncertainty in attribute and re-
lational data. Developing approaches for clustering, community detection, and
anomaly detection that consider the certainty of the attribute and relationships
during analysis will result in more accurate approaches for attaining inductive
knowledge about social structures. One approach is to represent the uncertainty
as probabilities and build probabilistic models for each of the mentioned tasks for
networked data.

Use reliable attribute and relational data to determine missing data

Different imputation strategies exist for traditional sampled attribute data. These
need to be extended to handle missing data in relational data. One approach for
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doing this would consider multiple subsamples of the original sample and create
a ground truth distribution of the entire sample based on the distribution of these
subsamples. This ground truth could then be used to help with imputation of missing
values.

Predict structural properties of networks

Newman [31] surveyed approaches for analyzing structural properties of networks.
Much of the work has been descriptive in nature, but recently there has been more
work which uses structural properties for prediction. Within this category, a number
of papers focus on the spread of influence through the network [8, 12, 26]. These
papers attempt to identify the most influential nodes in the network. While these
approaches are an important start, much work remains to accurately infer structural
properties, particularly in the presence of bias.

Identify changing dynamics of social networks

While static network analysis is important for understanding network ambiguity,
information transmission, network pruning and the network as a whole, it is also
important to consider the evolution of network relations over time. To date meth-
ods for this typically involve comparing the structures of static social networks at
multiple time points (e.g., GEE regression models).

In hidden community identification, researchers attempt to identify subsets of ac-
tors that are densely connected to each other, but less densely connected to others.
These densely connected regions are called communities. Communities are found
using different measures for cohesion and modularity [20,22,32,40]. Other previous
research has focused on community detection [32], extraction of unknown commu-
nity structures [10], simplifying network topology through K-cores [30], and block
modeling [6].

The majority of community detection work focused on static networks and con-
strained the problem to allow an actor to belong to only a single community.
Computer scientists have recently begun analyzing the dynamics of social networks,
communities and groups [16,40]. Currently, many of the models make assumptions
that limit overlapping group membership and make strict assumptions about the
changing dynamics of the participants in the network. The models also ignore sam-
ple size. This is a concern since in dynamic analysis, samples at each time point
must be large enough for analysis. In a static analysis, there may be 100 observa-
tions of an animal. However, in a dynamic one, there may be time periods with only
one or two observations. The variation of sample size at different times makes the
network less stable. Techniques to compensate for this need to be proposed.We also
need to develop strategies to handle the volume of data when multiple relations are
combined, community overlap exists and the dynamics of these groups and commu-
nities are changing.
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Of course many of the mentioned computational challenges are further
challenged by the volume of network data that exists. Scalable algorithms and
approximation heuristics will need to be considered as data sizes grow.

7.7 Final Thoughts

In this paper, we bring together some techniques and lessons learned from different
empirical traditions, social science, animal behavior, and computer science. Our
goal was to present issues related to uncertainty, sampling, data quality and SNA that
exist across disciplines. Ultimately, limitations in our ability to observe and collect
data on social interactions can have a significant impact on our understanding of
social structures. By taking the time to understand what is missing, we have a more
clear view of what is known.
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