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Concept Discovery in Youtube.com
Using Factorization Method

Janice Kwan-Wai Leung and Chun Hung Li

13.1 Introduction

In the Web 2.0 era, people can interact effectively in the Internet instead of just
retrieve data. Social networks such as forums, blogs, video sharing sites are exam-
ples of applications. Social networks like Facebook [3], Bebo [1], Flickr [4] are
blooming with user generated contents which can be in forms outside text such as
images or videos.

Recent years online video sharing systems are burgeoning. In video sharing sites,
users can upload and share videos with other users. YouTube [6] is one of the most
successful and fast-growing systems. In YouTube, users can share their videos in
various categories. Among these video categories, music is one of the most popular
one and the number of music videos overly excess that of other categories [10, 22].
Users are not only allowed to upload videos but tag videos but leave comments on
them as well. With more than 65,000 new videos being uploaded every day and 100
million video views daily, YouTube becomes a representative community among
video sharing sites [7].

Due to the incredible growth of video sharing sites, video searching is no longer
a easy task and more effort should be paid by users to search their desire videos
from the entire video collection. To address this problem, grouping videos with
similar contents together and indexing are necessary. As such, information about
video content is needed for the objective mentioned above. However, it is an even
challenging problem to find out accurate information about the uploaded videos.
Currently, videos on YouTube are only coarsely grouped into some predefined high
level categories (e.g., music, entertainment, sports, etc.) in which category of a
video is just decided by a single user who put up the video. Under this policy of
predefining categories, videos in a single category still span through a wide range
of varieties. For example, in the music category, we may find music from various
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countries or with different musical styles. Though some other video sharing sites,
such as DailyMotion [2] and MySpace [5], have a lower level of category for music
videos, the categorization just follow the basic music genre. However, people atten-
tions to music are not limited to these simple genre. Furthermore, the predefined
categories maybe too subjective to capture the real attracted issue of singers to the
majority of users since they are only defined by a small group of people. Finally, the
current categories on YouTube are fixed and it is hard to add/remove categories too
often. As time goes by, some categories may become obsolete and some new topics
may be missing from the categories.

These observations motivate us to explore a new way of video categorization
for facilitating video search. In this work, we extend our previous proposed novel
commentary-based clustering techniques by utilizing user comments for achieving
this goal [18]. Unlike the traditional approaches of predefining some categories by
human, our categorization is learnt from user comments. The advantage of our pro-
posed approach is three-fold. First, our approach can capture public attentions more
accurately and fairly than that of the predefined categories approach as we have
taken the user opinions into consideration. In other words, the resulting categories
are contributed by public users rather than a small group of people; Second, since
user attentions can be changed from time to time, the categories of our method can
be changed dynamically according to the recent comments by users; Finally, as users
comments are in the form of natural language, users can describe their opinions in
details with rich text. Therefore, by commentary-based clustering, we can obtain
clusters which represent fine-grained level ideas of videos.

In the literature, various clustering techniques have been proposed for video cat-
egorization [17,29]. However, this type of techniques did not take user opinion into
consideration and thus the clustering results do not capture public interested issues.

Apart from predefined categories, YouTube also provides tagging to assist video
searching service. Indexing videos with some words describing the videos should
theoretically be helpful in the context of video understanding while users would not
have any idea before viewing a video. Nevertheless, the tags are usually too loose
and not structural which are hardly to give enough description of videos.

Some researchers have proposed to use the user tags on videos for clustering
[16, 19]. Though user tags can somehow reflect user feelings on videos, tags are, in
many cases, too brief to represent the complex ideas of users and thus the resulting
clusters may only carry high-level concepts. Another stream of works which use
commonly fetched objects of users for clustering [12] suffer similar shortcoming of
neglecting object content. In [28], they proposed to adopt a multi-modal approach
for video categorization. However, their work required lots of human efforts to first
identified different categories from a large amount of videos.

We want to remark that although commentary-based clustering can theoretically
obtain more fine-grained level clusters, it is much more technically challenging than
that of tag-based clustering. The reason is that user comments are usually in the form
of natural language and thus pre-processing is necessary for us to clean up the noisy
data before using them for clustering.
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The rest of the chapter is organized as follows. Section 13.2 discusses previous
works in the context of social network mining. Section 13.3 explains our proposed
approach for video categorization in video sharing sites. Section 13.4 briefly intro-
duces our web crawler. Section 13.5 presents the details of pre-processing of the
raw data grabbed by our crawler. Section 13.6 describes our video clustering algo-
rithm. Section 13.7 presents and discusses our experimental results. Section 13.8
concludes the chapter.

13.2 Related Works

Since the late eighties, data mining has became a hot research field. Due to the ad-
vancing development of technologies, there is an increasing number of applications
involving large amount of multimedia. For this reason, researches in the field of data
mining are not limited to text mining but multimedia mining. Qsmar R. Zaine et al.
[29] developed a multimedia data mining system prototype, MulitMediaMiner, for
analyzing multimedia data. They proposed modules to classify and cluster images
and videos based on the multimedia features, Internet domain of pares referencing
the image of video, and HTML tags in the web pages. The multimedia features
used include size of image or videos, width and height of frames, date on which the
image or video was created, etc. Kotsiantis et al. [17] presented a work to discover
relationships betweenmultimedia objects based on the features of a multimedia doc-
ument. In their work, features of videos such as color or grayscale histograms, pixel
information, are used for mining the content of videos.

Motivated by the bloom of social networks, plenty of works have been done in-
volving the study or analysis of online social networks. Different approaches are
proposed to discover user interests and communities in social networks. Tag-based
approach is one of the invented methods. In [19], Xin Li et al. developed a system
to found common user interests, and clustered users and their saved URLs by dif-
ferent interest topics. They used the dataset from a URLs bookmarking and sharing
site, del.icio.us. User interests discovery, and user and URLs clustering were done
by using the tags users used to annotate the content of URLs. Another approach
introduced to study user interests is user-centric which detects user interests based
on the social connection among users. Schwartz et al. [23] discover people’s inter-
ests and expertise by analyzing the social connections between people. A system,
Vizster [15], was designed and developed to visualize online social networks. The
job of clustering networks into communities was included in the system. For this
task, Jeffrey and Danah identified group structures based on linkage. Except the
use of sole tag-based or user-centric approaches, there are works done with a hybrid
approach by combing the two methods. In [16], user interests in del.icio.us are mod-
eled using the hybrid approach. Users are able to make friends with others to form
social ties in the URLs sharing network. Julia Stoyanovich et al. examined user in-
terests by utilizing both the social ties and tags users used to annotate content of
URLs. Some researchers proposed the object-centric approach for social interests
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detection. In this approach, user interests are determined by the analysis of com-
monly fetched objects in social communities. Figuring out common interests is also
a useful task in peer-to-peer networks since shareds interests facilitate the content
locating of desire objects. Guo et al. [12] and Sripanidkulchai [25] presented in their
works the algorithms of examining shared interests based on the common objects
which users requested and fetched in peer-to-peer systems.

13.3 Public Attention Based Video Concept Discovery
and Categorization for Video Searching

With the ceaseless growth of media content, it is increasingly a tense problem for
video searching. It is usual that users hardly find their desire videos from the im-
mense amount of videos. There are two main directions to ease the process of video
searching, one is enhancing the text-based search engine whilst the other one is
designing a better directory. In this chapter, we focus on the former approach.

Though many video sharing sites allowed tagging function for users to use tags
to annotate videos during the upload process, it is very common for user to tag
videos by some high level wordings. As such, tags are usually too brief for other
users to locate the videos by using the text-based search engine. In our method, as
user comments usually describe the videos in details, we can use them for video
clustering to obtain fine-grained categories. By identifying the concept words for
each categories, we can use them as latent tags for the corresponding categories in
order to facilitate the video searching process.

In music domain, music videos in sharing systems are always categorized ac-
cording to their types of musical sounds (e.g., pop, metal, country, etc.) under the
music genre. However, except music styles, people may have many different at-
titudes and preferences (e.g., appearance of singers, event of performance, age of
songs, etc) towards music in different regions. Therefore, to categorize music based
on publicly interested issues, music genre is not a good categorical construct for
video searching.

Our aim is to find a categorization where videos in each video group are repre-
senting a popular topic of interest and improve index with the in-depth concept of
videos. In our algorithm, public attentions are modeled and video concepts are dis-
covered by clustering videos into groups with the utilization of user-left comments.

Previously, computer scientists have tried many ways to find user interests. Tags
are very popular to help in this context [19]. However, in a previous study of tagging
in Youtube, it has been observed that many tags could not enhance the description
of video as a result of system constraints [11].

Several disadvantages would be raised in this manner. Tags on a video are manu-
ally given by the one who uploads the video, thus the tags are just expressing a single
user’s feeling about the video. A study of content interactions in Youtube shows that
tagging is unreliable as a result of self-promotion, anti-social behavior as well as
other forms of content pollution [8]. Therefore, tags on a video would have a strong
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bias and are not fair enough to exactly describe what the video is actually about. On
the contrary, comments can get rid of this problem as commentary authority is open
to public and can be in large-scale. Since anyone can leave comments on videos,
unlike tags, size of comment would be large enough to prevent being overwhelmed
by malicious and meaningless rush comments. Furthermore, single-user given tags
are definitely not representative of public feelings about the video. To address the
sparsity and ambiguity of tagging, folksonomy search has been suggested [21] to
improve existing tags in video. However, such systems still depends on a set of
content category tag which is self found in youtube.com.

Moreover, videos are often tagged with a small number of words. As such, often
fails to give enough description on the video. Though there is a previous work clas-
sifying videos from youtube.com by using the tags, the reported average number
of tags per video is just 8–9 which is far fewer than the amount of comments per
video [24]. Therefore, tags are insufficient to provide detailed information about
videos. Another study of tagging across four major social media websites has shown
that only 0.58% of tags in youtube.com belongs to the content category. Such per-
centage is the lowest among the four major social media websites of study [14]. In
other words, only a very small amount of tag can identify the content category of the
video in youtube.com. Since comments can be given by any users on any videos as
feedbacks, they express different users thoughts about a video. Thus, contain more
in-depth information about the videos. Also, by allowing every user to leave feed-
backs, the number of comments on a video are usually much more than that of tags.
Hence, utilizing comments instead of tags to find out the attracted issues can solve
the above difficulties.

In a study of video search in youtube.com, it is found that search services are
critical to social video websites but users often cannot contribute to the search ser-
vice [13]. In our proposed work, such problem can be addressed by involving the
user-left comments to enhance video searching.

Mentioned above, though tagging is popularly used as an assistant in video shar-
ing sites, it is yet far from perfect for video searching. Our proposed work is aimed
to supplement the tagging technique to achieve the goal of providing a better video
searching service for users.

Beside tag-based, some researchers proposed the content-based approach to cat-
egorize videos [26]. Using video content as categorizingmaterials can group similar
videos together according to their actual content. Nevertheless, video content itself
only provide objective information about the videos but nothing about users’ idea.
Consequently, this approach fails to group videos according to public attentions. In
contrast, user-left comments include users’ view about the videos. Therefore, com-
ments can, undoubtedly, be used to categorize videos based on public attentions.

Video features can also be used to achieve the goal of video clustering [17].
Video features, however, do not bare any subjective views by the public towards
the videos. Also, using video features to cluster videos suffers the same shortcom-
ings of content-based as well. Due to these reasons, comments, which contain both
video content and users’ views on videos, can provide more information for cluster-
ing videos.
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13.4 Dataset Collection

YouTube is a video sharing platform on which users can upload their own videos for
sharing purpose. Along with each video, a short description can be entered by the
uploading user and tags as well. Apart from the video upload user, other registered
users can also contribute to the video surrounding text by leaving comments on the
video. In this chapter, we focused on the user comments of videos of Hong Kong
singers in YouTube and did a comparison between comments and tags.

We first defined a set of 102 Hong Kong singer/group names. Given the set of
singer/group names, we developed a crawler to firstly visit the YouTubeweb site and
automatically search from the site the related videos based on video titles and video
descriptions. From the resulting videos, the crawler saves the URL of each videos
for further process. For the convenience of gathering user comments, the crawler
transforms the fetched URLs to links which link to the pages of “all comments”
mode of corresponding videos. With all the transformed video URLs, for each link,
the crawler is able to scrape the video web page and grab the video title, all the user
comments and the user names of who left comments on the video.

In the data set acquired by our crawler, 19,305 videos are grabbed with
102 singers and 7,271 users involved.

13.5 Data Pre-Processing

To ease the process of video searching by discovering the public attentions and
categorizing videos, larger amount of data is required from video sharing sites.
However, only with the large-scale collection of text-formatted raw data is not ap-
plicable for further processing. Large-sized dataset always need to undergo data
pre-processing in the field of data mining. Here is no exception in our algorithm.
After crawling YouTube, the mass data need to be pre-processed before performing
video clustering.

Here are two steps of data pre-processing involved in our introduced algorithm,

1. Data Cleaning
2. Text Matrix Generation

13.5.1 Data Cleaning

As the comments left on YouTube videos are written in natural languages which
consist lots of non-informative words, such as “thank,” “you,” etc, text processing
with such materials must be caution. To avoid resulting a poor clustering, data clean-
ing is necessary for handling the noisy words.

In natural languages, there are many words that are not informative for clustering.
These words would make the entire dataset very noisy. Applying a stoplist is one of
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the ways to clean up these words. Since some words are obviously not informative,
it is easy to define a stoplist of noise. With a predefined stoplist, non-informative
or distractive words can be strained from the dataset. After removing all the useless
words by the stoplist, the dataset is then passed to the process of matrix generation.

13.5.2 Text Matrix Generation

Text-formatted data is not easy for further processing, it is more convenient to trans-
form the data from text to matrix representation beforehand.

For example, the dataset can be represented by matrix A of size n�m where n is
number of videos in the dataset and m equals to number of unique case-insensitive
words in the dataset. In A, each row is a vector of video words and element ai;j is
the frequency count of word j occurs in comments left on video i .

To transform the textual data into a more easy-computed text matrix, a dictionary
is firstly built with the case-insensitive words in all the comments in the dataset.
As comments are all in texts, linguistically, there exist many meaningless words in
comments. These meaningless words, e.g., “is,” “am,” “the,” “a,” always occur in an
extremely high frequency. Therefore, words occur in frequency exceeding a thresh-
old should be discarded. On the other hand, words that seldom occur are probably
not the important ones, so words with few occurrence should also be neglected.
Therefore, we set an upper bound and a lower bound for word occurring frequency.
All the words with frequency less than the lower bound or larger than the upper
bound are filtered out. After filtering all the meaningless words, dictionary can then
be built and matrix can be generated as well.

13.6 Video Processing via Clustering

In order to facilitate the video searching process, finding fine-grained video concepts
and constructing a video category based on public attentions are crucial as there is
no way to match a video with the desired ones without a deep understand of video
content and people do searching with their interests in the usual practice.

As video comments left by users provide opinions about the video or singers in
the video, some words in the comments are actually describing the fine-grained level
concept of videos. Therefore we can find video concepts analyzing the video com-
ments. With the concept words discovered from comments, video indexing can be
improved by incorporating those concept words. Hence, facilitating video searching
and make it be done in a more accurate manner.

With the reason that public attentions are reflected from the comments users
left on videos, grouping similarly commented videos together is a possible way
to provide a good video categorization. Since the objective of clustering is to distin-
guish substantial amount of data and group similar objects together, clustering is an
adequate algorithm for constructing a video category that can guide user to his/her
desire videos.
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Fig. 13.1 Video concept discovery and video categorization of Hong Kong singer videos in
YouTube

Figure 13.1 shows the procedures of finding video concepts, discovering public
attentions to Hong Kong singers and categorizing Hong Kong singer videos from
YouTube.

13.6.1 Video Clustering and Concept Discovery

For our purpose of building a good video category and learn the video concept
for easier video searching, Non-negative matrix factorization (NMF) is the chosen
clustering algorithm [27]. We propose to apply NMF for clustering based on three
reasons. First of all, NMF is a bi-clustering method. With a bi-clustering algorithm,
comment words and videos can be clustered simultaneously. Thus, the main charac-
teristics of video groups can be drawnwhile grouping videos with similar user views
together. Additionally, NMF does not provide an absolute assignment of videos to
groups. Absolute assignment clustering algorithms are not suitable for singer video
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clustering. In practice, a video can belongs to multiple groups. For example, a clas-
sic music video can be performed by a singer who is passed away. The video is said
to be in both “classic” group and “died singer” group. As NMF calculates possi-
bility coefficients of each video to different groups, a single video can be assigned
videos to multiple groups. Finally, NMF is effective for clustering. Since we need
to cluster a large amount of data, effectiveness is one of the concerns. An effective
low-dimensional linear factor model is desired.

Comments on a video often capture users feelings about the video or describe
the video. Videos are clustered into the same group if they bear comments with
similar contents. Similar videos, therefore, can be grouped together and with their
characteristics be revealed as publicly attracted ones.

Let A be the n � m video-word matrix generated in the process of data pre-
processing, where n andm are the number videos and number of words in dictionary
respectively. As all the elements in A are the occurrence counts of words in docu-
ments, they are greater or equal to zero. This makes matrixA a non-negativematrix.

Since the importance of a term to a document can be reflected by it’s number of
appearance, the well-known keyword measure in Information Retrieval tf � idf

is adopted for extracting important words. Within the dataset, all the comments
of a video is aggregated and considered as a document. Importance of term i in
document j is wi;j which is computed by using tf i;j (term frequency of term i

in document j ) and idf i (inverse document frequency of term i ). Terms that are
important to a document are expected to appear many times in the document. For
this reason, the term frequency is used to measure the normalized frequency of a
term in a document. Suppose there are t distinct terms in document j , tf i;j can be
computed as,

tf i;j D fi;jqPt
kD1 f

2
k;j

(13.1)

where fi;j is the number of times that term i appears in document j . As words
appear in many documents are not useful for distinguishing documents, a measure
idf is used to scale down the importance of these widely-used terms. The inverse
document frequency of term i is defined as,

idf i D log
N

ni
(13.2)

where N is the total number documents in the dataset, and ni is number of docu-
ments that containing term i .

After computing the term frequency and inverse document frequency, the impor-
tance weight of a term i in document j is defined as the combination of tfi;j and
idf i ,

wi;j D tf i;j � idf i (13.3)

The greater the weighting, the more the importance is the term to the respecting
document.
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From matrix A, a non-negative matrix X can be produced by calculating the
importance weights. Each element in X is defined as,

xj;i D wi;j D fi;jqPt
kD1 f

2
k;j

� log
N

ni
(13.4)

By fitting a k-factor model to matrix X , where k equals to number of groups to
be obtained, X is decomposed into two non-negative matrices W and H , such that
X D WH CU . After matrix decomposition,W is in size of n � k andH is in size
of k � m.

Our objective is to find W and H such that X � WH . By iteratively updating
W andH , we can obtainW andH by minimizing the following function,

F.W;H/ D jjX � WH jj2 (13.5)

with respect to W andH and subject to constraints that W;H � 0.
Figure 13.2 shows the decomposition of video dataset matrix. From the result-

ing matrices, relationships between words, videos and clusters are revealed. Matrix
W shows the relationships between videos and different clusters, whilst H clari-
fies the relationships between words and clusters. In W , value held in wn;k is the
coefficient indicated how likely video n belongs to cluster k. To fit the purpose of
our research, we have refined the method of group assigning in NMF. The original
application of NMF algorithm assigns an object to a group in a maximum coeffi-
cient approach. However, in our method, video n is treated to be in group k if wn;k

has the a value greater than a threshold ˇk within vector n in W , where the value
of threshold ˇk is data dependent. The threshold should be chosen in a coefficient
distribution depending manner. Videos can then be grouped into clusters based on
their similarities. We define the set of clusters for video Vn that it belongs to as,

Cn D fk 2 K j 8 Wn;k > ˇkg (13.6)

whereK is set of all clusters.
MatrixH provides the information about the characteristics of the video groups.

Concept words of a cluster can be foundwithH as hk;m is the coefficient of the term

Fig. 13.2 NMF
decomposition for video
clustering
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m belongs to cluster k. As the coefficient indicates how heavily a term associated
with a cluster, the larger the coefficient, the more likely the term to be associated
with the cluster. For each cluster, the top ten words, with respect to the term-cluster
coefficient, are considered to be the concept words for the cluster, which the words
states the properties of a group of videos and gives an in-depth description for the
videos. Enhancing video index by incorporating the discovered concept words can
consequently improve users video searching experience.

13.6.2 Factorized Component Entropy Measures for Vocabulary
Construction

While matrix factorization methods and latent Dirichlet methods have often been
successful applied to process news articles and technical papers, applications of such
algorithms to short and terse statements in commentary pose significant difficulties.
Misspellings and the very short length of the commentary are often the norms in
comments in youtube.com. We propose the use of factorized component entropy as
a measure to construct good vocabulary for analyzing noisy commentary.

Figure 13.3 shows size of the vocabulary as a function of the global minimum
word frequency where we can see a sharp drop in the size of vocabulary when the
global word frequency is increased.

The two matrices W and H generated from factorization have the effect of in-
dicating the cluster membership. The cluster membership ci of the i th concept is
simply given by

ci D argmax
j

Wij;

5 10 15 20 25 30 35 40
1000

2000

3000

4000

5000

6000

7000

8000

minimum word frequency

vo
ca

bu
la

ry
 s

iz
e

Fig. 13.3 Vocabulary size



292 J.K.-W. Leung and C.H. Li

5 10 15 20 25 30 35 40
5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8

7

7.2

minimum word frequency

en
tr

op
y

Fig. 13.4 Word-concept entropy

where j is the concept label. To evaluate how the words are distributed among the
different concepts, we can compute the word-concept entropy of the j th concept
using the following formula,

Efj D �
X
i

 
Hij=

X
i

Hij

!
log

 
Hij=

X
i

Hij

!
: (13.7)

A small word-concept entropy implies that the words in the features have coeffi-
cients in H that is distributed across a smaller number of features and is thus more
favorable. A large concept entropy implies that the words have coefficients evenly
distributed across the different concepts and thus cannot be clearly differentiated.

Figure 13.4 shows the word-concept entropy as a function of the global word fre-
quency. As the global word frequency increase, and the size of vocabulary decreases
which leads to a reduction in word-concept entropy.

By taking the discrete derivative of the entropy, we can measure the change in
entropy where the large drop in entropy represents the suitable size for vocabulary
construction. Figure 13.5 shows the derivative of the word-concept entropy.

Similarly, we can also define the video-concept entropy which represents how
well video commentary are grouped together using the following video-concept
entropy formula,

Esi D �
X
j

�
Wij=

X
j

Wij

�
log

�
Wij=

X
j

Wij

�
; (13.8)

where Esi is the video-concept entropy of the j th video commentary.
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Fig. 13.6 Derivative of joint entropy

In the end, the joint entropy can be obtained by multiplying the video-concept
entropy, word-concept entropy and the entropies similarly obtained by taking the
transpose of W and H . The derivative of the joint entropy is shown in Fig. 13.6,
where the noises are further suppressed.
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13.7 Experimental Evaluation

A proof-of-concept experiment was done to with videos in Hong Kong regional
music domain. An Intel(R) Core(TM)2 Quad 2.40GHz PC with 4GB RAM was
used to conduct our experiment. Our web crawler was implemented in VC++ and
the core algorithm was implemented in Matlab.

13.7.1 Empirical Setting

As the videos were grabbed by searching from the YouTube site with predefined
list of singer names, there are possibilities that some videos are grabbed more than
one time. For those videos preformed by more than one singer, as long as there are
more than one singer names annotated in the video title, the video will be collected
in times equals to the number of hits the predefined singer name hits the video title.
To achieve a more accurate clustering result, duplicated videos are removed from
the dataset.

In comments, users are used to mention the singer names when they are com-
menting on him/her. This will make the singer names dominate in every group of
concept words. However, it is not conspicuous enough to reveal detailed concept of
videos by singer names. Therefore, in our experiment, we add singer names to the
stoplist as well.

Furthermore, some videos are less popular or just been uploaded for a short time
that only have a few comments. These videos which have relatively few words are
non-informative for video clustering. Videos with commentary words less than the
threshold discovered in earlier section are removed.

The videos are clustered into k groups with the clustering algorithm discussed in
Sect. 6. As number of cluster k is obviously an important parament that could influ-
ence the adequacy of video clustering, k should be chosen carefully. By averaging
the entropies of all the clusters with different k which values in a specific range,
we choose the k which resulting the smallest mean entropy. Because a small num-
ber of video groups would mix videos with various concepts together and a large
number of video groups would break a conceptual-similar video group into many
small pieces, so we set an appropriate range of 10–35 video groups for testing and
picking a better k. From experiment, k is set to be 20.

Experimentwas done twice with the above parameter setting, oncewith threshold
ˇi regarding cluster i to be mean coefficient of all videos,

ˇi D meanCoef i D
Pn

jD1 wj;i

n
(13.9)
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To compensate the poor performance caused by the extremely uneven
distribution of coefficient, we chose the threshold to be mean coefficient plus
standard deviation of all videos for the second experiment. ˇi regarding cluster i is
defined as,

ˇi D meanSdCoef i D
Pn

jD1 wj;i

n
C

vuuut1

n

nX
jD1

 
wj;i �

Pn
jD1 wj;i

n

!2

(13.10)

where n is total number of videos being clustered.

13.7.2 Video Categories and Concepts

Since video clustering is a complete clustering analysis, publicly attracted music
categories in Hong Kong can be found by clustering the videos. We deployed NMF
as our clustering method. Applied the clustering algorithm to the video dataset in
the way discussed in Sect. 6.1, with the experimentally chosen number of cluster of
20, videos were clustered into groups based on the words in their comments. The
mean coefficient of videos to a cluster is set as the threshold. Videos with coefficient
higher than the threshold of a cluster are said to be in that cluster. Under this strat-
egy, videos can belong to several clusters as they may have multiple characteristics.
Table 13.1 shows the discovered categories and concepts from our dataset.

Table 13.1 Latent video
categories discovered in
Hong Kong music video
domain from YouTube

Group Concept words

1 beautiful lyrics melody
2 female makeup dress
3 cute pretty handsome
4 sex photos scandal
5 funny hilarious laughing
6 rap raps hip
7 movie film story
8 cantonese mandarin language
9 commercial pepsi coke
10 piano piece ear grade
11 japanese japan korean
12 china olympic games
13 old classic memories
14 dance dancer moves
15 guitar band rock
16 award tvb gold
17 english chinese accent
18 sad legend died
19 together couple two
20 voice pretty talent
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Unlike the generic music video categorization of some famous video sharing
sites, such as DailyMotion divides music videos into eight classes (Pop, Rock, Rap,
R&B, Jazz, Metal, Covers, and Electros), we categorized videos of local singers into
twenty classes which are far more specific.

From our clustering result, we noticed that videos of singers are not only lim-
ited to general music videos, but also funny clips, award presentations, commercial
advertisements as well as event promotion clips. Looking at the music videos alone,
by clustering users’ comments, we found that people’s attitude towards Hong Kong
music are not only target on the music styles. There are also other features of music
which people are interested in, like languages, age of music, music instruments, type
of singers, singer’s voice, composition goodness, etc.

Furthermore, categorize singer videos with the proposed clustering algorithm,
people can identify dance-oriented videos (Group 14), cross-culture produced
music (Group 11) or even movie theme songs (Group 7) easily. Other than simply
categorizing singer video clips, some up-to-date news in the local music circle, like
scandals (Group 4), can also be found.

Tags are popularly investigated in the contest of topic detection. To compare the
effect of concept finding by comment with tags, an experiment was conducted with
the same setting but video meta data as the dataset. Video meta data are all the video
surrounding tests including title, tags and description. Contrastingly, representative
words of clusters extracted from video meta data cannot bring any idea of the video
groups. Table 13.2 lists the top three representative words of each resulting video
group derived from meta data. From the words listed in the table, nothing about the
video concept of the groups can be told.With this table and Table 13.1, we can easily

Table 13.2 Cluster
representative words
extracted from video
meta data

Group Top three cluster representative words

1 sin story her
2 ltd invisible target
3 grain privilege shadow
4 characters editing exclusive
5 hkpca awards artist
6 andrew yun fung
7 family food sheh
8 actors chin stephen
9 quot buenos zero
10 south little repeat
11 finally earth day
12 bigboy2000 blogspot search
13 chi stephen derek
14 lollipop terry inch
15 label gold koon
16 takes goes bliss
17 xuite daily blog
18 bird carina kar
19 lap jennifer wealthy
20 mahjong tak spirit
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Fig. 13.7 Singer video distribution in YouTube

Table 13.3 Precision of objective clusters

Precision
Group Concept words Mean as threshold MeanC SD as threshold

A sex photos scandal 21.64% 81.58%
B old classic memories 61.04% 78.16%
C sad legend died 35.86% 60.34%
D together couple two 64.44% 79.82%
Average 45.75% 74.96%

compare the effectiveness of comment and meta data for concept finding. The tables
show that tags, titles or short descriptions are not sufficient for concept discovery of
online videos.

Figure 13.7 illustrates the distribution of Hong Kong singer videos in YouTube
according to the proposed algorithm using mean and meanC SD as thresholds.
From the figure, we can see that the distribution of videos diverse over different
threshold values. With the mean coefficient as the threshold, compared to the video
groups resulted from the algorithm with meanC SD coefficient as threshold, larger
groups of videos can be obtained. In the other words, algorithm associated with a
smaller group assigning threshold would result heavier overlapped video groups.

The video clustering results are evaluated by human experts. To make the eval-
uation less controvertible, we only show the precisions of objective video groups
in Table 13.3 where groups A, B, C, D are cluster 4, 13, 18, 19 respectively in our
clustering. In the table, we noticed that assigning videos to groups with a smaller
threshold may sometimes lower the precision. This will be caused in the groups
which are very distinct to others. As a video group is too specific, the video-group
coefficients to the group hold the extreme values. Also, closely related videos to
the distinct group is always much fewer than videos which do not. Hence, videos
are condense at the lower extreme side regarding the coefficients distribution. As
a result, lowered the mean coefficient and caused the poor precision. On the other
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Table 13.4 Clustering
and representative words
of videos by LDA

Group Top three cluster representative words

1 able simply lots
2 old chinese lyrics
3 says nothing search
4 love her beautiful
5 isnt point pop
6 famous wanted body
7 sick sex stupid
8 crap language girls
9 cute pretty voice

10 movie story film
11 together funny type
12 voice pretty love
13 funny trying cute
14 shame fake admit
15 sad two during
16 love fantastic sad
17 voice talented rock
18 every may seriously
19 else word comment
20 top mind call

hand, we can see that the algorithm which assigns videos into groups with a larger
threshold yields far better precisions. The average precision of the larger-threshold
clustering groups in the table is 74.96%whilst that of the lower-threshold clustering
is just 45.75%. The difference between the precisions resulted from clustering with
the two different thresholds reflects the degree of extraordinary of the video group.
The larger the difference, the more the special the group is. For example, in group 4,
the two precisions differ from each other by a large percentage at about 60%, and
from the concept words we can know that this group is about scandal of singers
involving their sex photos. This is obviously an extremely distinct group.

Since Latent Dirichlet Allocation (LDA) is a popular clustering method for topic
detection, we compared our proposed algorithm with LDA [9]. The top three rep-
resentative words of video groups clustered by LDA are shown in Table 13.4. As
shown in the table, the clustering results by LDA are not as good as our proposed
algorithm in finding video concepts. It is experienced by many research experts that
NMF outperforms LDA in clustering [20, 30].

13.7.3 User Comments vs. User Tags

As tags are believed to be an accurate description of an object and have been widely
used for finding user interests and grouping objects, it is necessary to examine the
virtues of user comments over tags before utilizing comments to capture public
attentions and categorize videos to facilitate the video search in video sharing sites.
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Table 13.5 Examples of concept words from user comments and user tags in four video clusters

Cluster I Top 10 concept words
in user comments

old classic memories drama childhood love 80s
memory loved san

Top 10 frequent user tags chinese chan mv cheung wong love music mtv
top anita

Cluster II Top 10 concept words
in user comments

sad legend two died missed heaven star superstar
crying talented

Top 10 frequent user tags cheung chan leslie anita mui chinese mv danny
hong wong

Cluster III Top 10 concept words
in user comments

guitar solo band rock cover drummer chords intro
crap violin

Top 10 frequent user tags chinese beyond wong kong cheung ka kui hong
nicholas paul

Cluster IV Top 10 concept words
in user comments

sex photos stupid fake victims private innocent
scandal girls stop

Top 10 frequent user tags gillian chung sex photo edison chen gill cheung
cecilia chan

One important observation from our experimental results is that user comments
usually contains more in-depth information than that of user tags. Table 13.5 shows
both the top ten concept words found from user comments and the top ten user tags
of four clustered groups. From the concept words in the user comments, we can
make a reasonable prediction that cluster I is about some music videos of some old
songs. From the user tags, however, we can only find some singer names or some
high-level descriptions (e.g., music, mv, mtv). Same as cluster II, from the concept
words, this cluster is probably talking about some superstars who are already died.
Nevertheless, the most frequent tags are only names of those dead superstars which
do not reveal the low-level description of the group. Cluster III is the similar case as
the above two clusters. Concept words from user comments state that this group is
about the band sound and rock music but the tags only list out the name of a local
popular band, “Beyond,” and some of the band members. Tags of the other clusters
suffer the similar problem as the above mentioned clusters. From the table, we can
see that the user tags actually agree with our discovered concept words though the
tags just exhibit the high-level sketch of the groups. In the other words, our algo-
rithm gives an in-depth characterization of the videos with the concept words which
the characterization cannot be exposed by the user tags, and in the mean time, the
concept words achieve a strong agreement with the tags.

From this observation, we can conclude that if we want to obtain clustering
results in a more fine-grained level, using commentary-based clustering technique
is more suitable. For the purpose of facilitating video search, it is beyond doubt
that result of fine-grained level clustering involving user points of attention is more
desirable.

To give a more in-depth analysis of comments and tags, we have compared
concept words against tags in different clusters. Table 13.6 records the portion of
videos whose tags cover the concept words of different groups and there are two
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Table 13.6 Percentage of videos with tags covering concept words across groups

Covering concept words from group
A B C D

Percentage of videos from group A 34.04% 4.02% 0% 2.13%
B 0% 15.79% 0% 0%
C 0.84% 0.84% 7.58% 0.84%
D 0% 10.17% 3.39% 5.26%

major observations from the table. First, we can see that there are at least 65% of
videos whose tags cannot cover the concept words of the group they belongs to. This
implies tag-based clustering cannot completely capture user opinions and video con-
tent. Second, we can see that the concept words of each group are mostly covered by
tags of its own group. This once again verify the accuracy of our proposed method.

13.8 Conclusion and Future Work

In this chapter, we have proposed a novel commentary-based matrix factorization
technique to cluster videos to facilitate searching and generate concept words to
improve indexing. We propose the use of factorized component entropy as a mea-
sure to construct good vocabulary for analyzing sparse and noisy social media data.
Experimental results showed that our commentary-based clustering yields better
performance than that of tag-based approach which was proposed previously in the
literature. On the other hand, we have successfully discovered some non-trivial cat-
egories among the videos of Hong Kong singers. Since our categorization is learnt
from user feedbacks, it can provide an easy way for users to reach their desired
videos via our list of categories.

In our future work, we plan to extend the commentary-based technique from
video clustering to user and singer clustering. After we have obtained the three
types of clusters, we can acquire the relationships among different videos, singers
and users by analyzing the inter-cluster similarity. As such, social culture can be
studied by combining and analyzing the discovered relationships. With the video-
video, singer-singer, user-singer, and user-user relationships found by clustering,
we can know the changes in music styles and singer styles over the ages, the trend
of music, the ways people appreciate music, and even the special relationships of
singers reflected by news, and more. Relationships observed by clustering are not
only useful for social scientists to study social culture, but also beneficial for busi-
nesses, entertainment companies, fans clubs, social network systems and system
users. With the help of examined user-user relationships, businesses can be profited
from reducing advertising costs by advertise only to the potential customer groups.
User-signer relationships define user-idol groups, entertainment companies can ef-
fectively promote to the target groups. Determining the user-singer relationships, in
addition to profits for entertainment companies, fans groups can easily be managed.
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Other than the advantages for some specific parties, general users are also benefited.
Well-clustered groups of videos and singers equipped with a batch of concept words
leads to a effort saving video searching for users. Also, social network systems are
able to detect and refine incorrect tags with the concept words resulted from cluster-
ing. As a result, description of videos are more precise and thus improves the video
searching function.

References

1. http://www.bebo.com
2. http://www.dailymotion.com
3. http://www.facebook.com
4. http://www.flickr.com
5. http://www.myspace.com
6. http://www.youtube.com
7. Usa today. youtube serves up 100 million videos a day online
8. F. Benevenuto, F. Duarte, T. Rodrigues, V. A. Almeida, J. M. Almeida, and K. W. Ross. Under-

standing video interactions in youtube. In MM ’08: Proceeding of the 16th ACM international
conference on Multimedia, pages 761–764, ACM, NY, 2008

9. D. M. Blei, A. Y. Ng, and M. I. Jordan. Latent dirichlet allocation. J. Mach. Learn. Res.,
3:993–1022, 2003

10. X. Cheng, C. Dale, and J. Liu. Understanding the characteristics of internet short video sharing:
Youtube as a case study. In CoRR abs, Jul 2007

11. G. Geisler and S. Burns. Tagging video: conventions and strategies of the youtube community.
In JCDL ’07: Proceedings of the 7th ACM/IEEE-CS joint conference on Digital libraries, pages
480–480, ACM, NY, 2007

12. L. Guo, S. Jiang, L. Xiao, and X. Zhang. Fast and low-cost search schemes by exploiting
localities in p2p networks. J. Parallel Distrib. Comput., 65(6):729–742, 2005

13. M. J. Halvey and M. T. Keane. Exploring social dynamics in online media sharing. In WWW
’07: Proceedings of the 16th international conference on World Wide Web, pages 1273–1274,
ACM, NY, 2007

14. M. Heckner, T. Neubauer, and C. Wolff. Tree, funny, to read, google: what are tags supposed to
achieve? a comparative analysis of user keywords for different digital resource types. In SSM
’08: Proceeding of the 2008 ACM workshop on Search in social media, pages 3–10, ACM, NY,
2008

15. J. Heer and D. Boyd. Vizster: Visualizing online social networks. IEEE Symposium on Infor-
mation Visualization, 2005

16. C. M. C. Y. Julia Stoyanovich, Sihem Amer-Yahia. Leveraging tagging to model user interests
in del.icio.us. In AAAI ’08: Proceedings of the 2008 AAAI Social Information Spring Sympo-
sium. AAAI, 2008

17. P. P. Kotsiantis S., Kanellopoulos D. Multimedia mining. In WSEAS Trans. Syst., 3(10):
3263–3268, 2004

18. J. K.-W. Leung, C. H. Li, and T. K. Ip. Commentary-based video categorization and concept
discovery. In Proceeding of the 2nd ACMWorkshop on Social Web Search and Mining (Hong
Kong, China, November 02 - 02, 2009), SWSM ’09, pages 49–56, ACM, New York, NY, 2009

19. X. Li, L. Guo, and Y. E. Zhao. Tag-based social interest discovery. In WWW ’08: Proceeding
of the 17th international conference on World Wide Web, pages 675–684, ACM, NY, 2008

20. N. Oza, J. P. Castle, and J. Stutz. Classification of aeronautics system health and safety docu-
ments. Trans. Sys. Man Cyber Part C, 39(6):670–680, 2009



302 J.K.-W. Leung and C.H. Li

21. J. Z. Pan, S. Taylor, and E. Thomas. Reducing ambiguity in tagging systems with folksonomy
search expansion. In ESWC 2009 Heraklion: Proceedings of the 6th European Semantic Web
Conference on The Semantic Web, pages 669–683, Springer, Berlin, 2009

22. C. G. R. A. A. F. L. Rodrygo L. T. Santos, Bruno P. S. Rocha. Characterizing the youtube
video-sharing community. 2007

23. M. F. Schwartz and D. C. M. Wood. Discovering shared interests using graph analysis.
Commun. ACM, 36(8):78–89, 1993

24. A. S. Sharma and M. Elidrisi. Classification of multi-media content (video’s on youtube) using
tags and focal points. Unpublished manuscript

25. K. Sripanidkulchai, B. Maggs, and H. Zhang. Efficient content location using interest-based
locality in peer-to-peer systems. In INFOCOM 2003. Twenty-Second Annual Joint Conference
of the IEEE Computer and Communications Societies. IEEE, 3:2166–2176, 2003

26. S. Tsekeridou and I. Pitas. Content-based video parsing and indexing based on audio-visual
interaction, 2001

27. W. Xu, X. Liu, and Y. Gong. Document clustering based on non-negative matrix factoriza-
tion. In SIGIR ’03: Proceedings of the 26th annual international ACM SIGIR conference on
Research and development in informaion retrieval, pages 267–273, ACM, NY, 2003

28. L. Yang, J. Liu, X. Yang, and X.-S. Hua. Multi-modality web video categorization. InMIR ’07:
Proceedings of the international workshop on Workshop on multimedia information retrieval,
pages 265–274, ACM, NY, 2007

29. O. R. Zaı̈ane, J. Han, Z.-N. Li, S. H. Chee, and J. Y. Chiang. Multimediaminer: a system pro-
totype for multimedia data mining. In SIGMOD ’98: Proceedings of the 1998 ACM SIGMOD
international conference on Management of data, pages 581–583, ACM, NY, 1998

30. L. Zunxiong, Z. Lihui, and Z. Heng. Appearance-based subspace projection techniques for face
recognition. Intelligent Interaction and Affective Computing, International Asia Symposium on,
pages 202–205, 2009


	Chapter 13Concept Discovery in Youtube.comUsing Factorization Method
	13.1 Introduction
	13.2 Related Works
	13.3 Public Attention Based Video Concept Discovery and Categorization for Video Searching
	13.4 Dataset Collection
	13.5 Data Pre-Processing
	13.5.1 Data Cleaning
	13.5.2 Text Matrix Generation

	13.6 Video Processing via Clustering
	13.6.1 Video Clustering and Concept Discovery
	13.6.2 Factorized Component Entropy Measures for Vocabulary Construction

	13.7 Experimental Evaluation
	13.7.1 Empirical Setting
	13.7.2 Video Categories and Concepts
	13.7.3 User Comments vs. User Tags

	13.8 Conclusion and Future Work
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


