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Preface

Social networking is a concept that has been around for a long time; however, with
the explosion of the Internet, social networking has become a tool for connecting
people and allowing their communications in the ways that was previously impos-
sible. Furthermore, the recent development of Web 2.0 has provided for many new
applications such as Myspace, Facebook, Linkedin, and many others.

The objective of this Handbook is to provide comprehensive guidelines on the
current and future trends in social network technologies and applications. This
Handbook is a carefully edited book — contributors are 82 worldwide experts in
the field of social networks and their applications. The Handbook Advisory Board,
comprised of 11 researchers and practitioners from academia and industry, helped
in reshaping the Handbook and selecting the right topics and creative and knowl-
edgeable contributors.

The scope of the book includes leading edge social network technologies, in-
frastructures, and communities; social media analysis, organizations, mining, and
search; privacy and security issues in social networks; and visualization and appli-
cations of social networks.

The Handbook comprises of five parts, which consist of 31 chapters. The first
part on Social Media Analysis and Organization includes chapters dealing with
structure and dynamics of social networks, qualitative analysis of commercial social
networks, and various topics relating to analysis and organization of social media.

The second part on Social Media Mining and Search focuses on chapters on
detecting and discovering communities in social networks, and mining information
from social networks and related topics in social media mining and search.

The third part on Social Network Infrastructures and Communities consists of
chapters on various issues relating to distributed and decentralized online social
networks, accessibility testing of social Websites, and understanding human behav-
ior in social networks and related topics.

The fourth part on Privacy in Online Social Networks describes various issues
related to security, privacy threats, and intrusion detection in social networks.

The fifth part on Visualization and Applications of Social Networks includes
chapters on visualization techniques for social networks as well as chapters on
several applications.
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viii Preface

With the dramatic growth of social networks and their applications, this
Handbook can be the definitive resource for persons working in this field as re-
searchers, scientists, programmers, engineers, and users. The book is intended for
a wide variety of people including academicians, designers, developers, educators,
engineers, practitioners, researchers, and graduate students. This book can also be
beneficial for business managers, entrepreneurs, and investors. The book can have
a great potential to be adopted as a textbook in current and new courses on Social
Networks.

The main features of this Handbook can be summarized as follows:

1. The Handbook describes and evaluates the current state-of-the-art in the field of
social networks.

2. It also presents current trends in social media analysis, mining, and search as
well social network infrastructures and communities.

3. Contributors to the Handbook are the leading researchers from academia and
practitioners from industry.

We would like to thank the authors for their contributions. Without their expertise
and effort, this Handbook would never come to fruition. Springer editors and staff
also deserve our sincere recognition for their support throughout the project.

Boca Raton, Florida Borko Furht
2010 Editor-in-Chief
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Part I
Social Media Analysis and Organization



Chapter 1
Social Network Analysis: History, Concepts,
and Research

Mingxin Zhang

1.1 Introduction

Social network analysis (SNA), in essence, is not a formal theory in social science,
but rather an approach for investigating social structures, which is why SNA is often
referred to as structural analysis [1]. The most important difference between social
network analysis and the traditional or classic social research approach is that the
contexts of the social actor, or the relationships between actors are the first consid-
erations of the former, while the latter focuses on individual properties. A social
network is a group of collaborating, and/or competing individuals or entities that
are related to each other. It may be presented as a graph, or a multi-graph; each
participant in the collaboration or competition is called an actor and depicted as a
node in the graph theory. Valued relations between actors are depicted as links, or
ties, either directed or undirected, between the corresponding nodes. Actors can be
persons, organizations, or groups — any set of related entities. As such, SNA may
be used on different levels, ranging from individuals, web pages, families, small
groups, to large organizations, parties, and even to nations.

According to the well known SNA researcher Lin Freeman [2], network analy-
sis is based on the intuitive notion that these patterns are important features of the
lives of the individuals or social entities who display them; Network analysts believe
that how an individual lives, or social entity depends in large part on how that they
are tied into the larger web of social connections/structures. Many believe, more-
over, that the success or failure of societies and organizations often depends on the
patterning of their internal structure.

With a history of more than 70 years, SNA as an interdisciplinary technique de-
veloped under many influences, which come from different fields such as sociology,
mathematics and computer science, are becoming increasingly important across
many disciplines, including sociology, economics, communication science, and psy-
chology around the world. In the current chapter of this book, the author discusses

M. Zhang (=)
School of Journalism and Communication, Wuhan University, Wuhan, China
e-mail: zhmxintop @yahoo.com.cn

B. Furht (ed.), Handbook of Social Network Technologies and Applications, 3
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the history of social network analysis, including its origin and development, in a
brief manner, and discusses definition, features, fundamental concepts and research
of social network analysis. In the end of this chapter, the author points out that devel-
oping and looking for new techniques and tools that resolve corresponding problems
challenging SNS research is urgent.

1.2 Social Network Analysis: Definition and Features

Social network is formally defined as a set of social actors, or nodes, members that
are connected by one or more types of relations [3]. Nodes, or network members,
are the units that are connected by the relations whose patterns researchers study.
The units are most commonly individuals, groups or organizations, but in princi-
ple any units that can be connected to other units can be studied as nodes, such
as web pages, blogs, emails, instant messages, families, journal articles, neighbor-
hoods, classes, sectors within organizations, positions, or nations [4—6]. Research in
a number of academic fields has shown that social networks operate on many levels,
from families up to the level of nations, and play a critical role in determining the
way problems are solved, organizations are run, and the degree to which individuals
succeed in achieving their goals [7].

Traditionally, mainstream social research focus exclusively on the behavior of
individuals. This approach neglects the social part or structure of human behavior;
the part that is concerned with the ways individuals interact and the influence they
have on one another [8]. However, social network analysts, take these parts as the
primary building blocks of the social world, they not only collect unique types of
data, they begin their analyses from a fundamentally different perspective than that
had been not adopted by individualist or attribute-based social science.

In social science, the structural approach, that is based on the study of interaction
among social actors is called social network analysis [8]. The relationships that
social network analysts study are usually those that link individual human beings,
since these social scientists believe that besides individual characteristics, relational
links or social structure, are necessary and indispensable to fully understand social
phenomena. Specifically, Wetherell et al. describe social network analysis as follows
[9, p. 645]:

Most broadly, social network analysis (1) conceptualizes social structure as a network with
ties connecting members and channelling resources, (2) focuses on the characteristics of
ties rather than on the characteristics of the individual members, and (3) views communities
as ‘personal communities’, that is, as networks of individual relations that people foster,
maintain, and use in the course of their daily lives.

Structural approach is not confined to the study of human social relationships.
As Freeman pointed out [8], it is present in almost every field of science. For exam-
ple, Freeman wrote that, molecular chemists examine how various kinds of atoms
interact together to form different kinds of molecules, while electrical engineers
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observe how the interactions of various electronic components — like capacitors and
resistors — influence the flow of current through a circuit. And biologists study the
ways in which each of the species in an ecosystem interacts with and impinges on
each of the others.

There are different types of networks. Generally, network analysts differentiate
the following networks:

One Mode Versus Two Mode Networks. The former involve relations among a sin-
gle set of similar actors, while the latter involve relations among two different sets
of actors. An example of two mode network would be the analysis of a network con-
sisting of private, for profit organizations and their links to non-profit agencies in a
community [10]. Two mode networks are also used to investigate the relationship
between a set of actors and a series of events. For example, although people may
not have direct ties to each other, they may attend similar events or activities in a
community and in doing so, this sets up opportunities for the formation of “weak
ties” [11].

Complete/Whole Versus Ego Networks. Complete/whole or Socio-centric networks
consist of the connections among members of a single, bounded community. Rela-
tional ties among all of the teachers in a high school is an example of whole network.
Ego/Ego-centric or personal networks are referred to as the ties directly connecting
the focal actor, or ego to others, or ego’s alters in the network, plus ego’s views on
the ties among his or her alters. If we asked a teacher to nominate the people he/she
socializes with outside of school, and then asked that teacher to indicate who in that
network socializes with the others nominated, it is a typical ego network.

Social network analysis is the study of structure, because the social network ap-
proach is grounded in the intuitive notion that the patterning of social ties in which
actors are embedded has important consequences for those actors. This is the most
important feature of SNA. Early structural intuitions is seen as come from sociol-
ogists including Auguste Comte, Ferdinand Tonnies, Emile Durkheim, Sir Herbert
Spencer. Freeman argued [8] that these early sociologists all tried to specify the
different kinds of social ties that link individuals in different forms of social collec-
tivities. Thus, since they were all concerned with social linkages, they all shared a
structural perspective.

If structural intuition is looked as the driving force of social network analysis,
we could say that SNA is grounded in systematic empirical data, especially rela-
tional, or network data. Relational data is different with the traditional, attribute, or
sector data in that it used to describe and explain the relationship between two or
more social actors (individuals i and j, for example), while attribute data describe
and explain the relationship between two or more attributes of a single social ac-
tor (individuals i or j, for example). Tables 1.1 and 1.2 show relational data and
attribute data, respectively.

In the context of relational data, as Table 1.1 shows, researcher explores the struc-
ture of all the social actors (i.e., i;, j;, i2, j» and other nodes), and the mathematical
formula could be represented as S; = f(ij). However, when dealing with attribute
data, researcher investigates correlation, causal, mediated, and other relationships
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Table 1.1 Relational data

iy ji ip Ja
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J Sijp - - Sioji N N
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Six Sit«+ Sipx S« —

Table 1.2 Attribute data Xi X X3 X4

LN |

between different variables (i.e., dependent and independent variables, Y and x;, x>,
X3, x4 and other variables in Table 1.2). Y = f(x) is mathematical formula in this
context.

The third prominent feature of SNA is it draws heavily on graphic imagery. In
the field of SNA, researchers use points to represent social actors and lines to repre-
sent linkages among them. There are two types of graphs: directed and undirected
graphs. Directed graph consists of a set of nodes and a set of links (also called arcs
or edges). A link e, is an ordered pair (i, j) representing a connection from node i to
node j. Node i is called the initial node of link e, i = init(e), and node j is called
the final node of the link: j = fin(e). If the direction of a link is not important, or
equivalently, if existence of a link between nodes i and j necessarily implies the
existence of a link from j to i, we say that this network is an undirected graph.
A path from node i to node j is a sequence of distinct links (7, u;), (u;,uz), ...,
(ug, j). The length of this path is the number of links (here k 4+ 7). An undirected
graph can be represented by a symmetrical matrix M = (m;;), where m;; is equal to
1 if there is an edge between nodes i and j, and m;; is O if there is no direct link
between nodes i and ;.

Table 1.3 shows an imaginary relational data matrix. There is a line connecting
node A and node B. It is noticeable that this link is an ordered relation. Here A is
the initial node of link, while B is the final node. Using directed graph to describe
this data matrix, we will get Fig. 1.1.

However, graph showed in Fig. 1.1 is rather primitive, because it only consists
of six nodes and seven links. Figure 1.2 describes a more complex graph in a study
of China inter-provincial interactions conducted by Jonathan Zhu [6]. In this con-
text, there are 32 nodes (i.e., provinces) and numerous links between any pair of
two nodes. There links describe information and population interactions in China
mainland. It is clear that Beijing and Shanghai, the biggest cities in China, occupy
the centric position in the graph.
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Table 1.3 An imaginary A B C D E F
relational data matrix A _ 1 1 0 0 0
B 0 - 1 1 0 0
C 1 1 - 0 0 0
D 0 0 0 1 1
E 0 0 0 0 - 1
F 0 0 0 1 1 -

Fig. 1.1 Directed graph of relational data matrix in Table 1.3

Fig. 1.2 China inter-provincial interactions

Figure 1.3 shows a more complex graph regarding the co-citation network in
the research field of media economics [12]. In this graph, it is easy to know that
the following documents, such as Picard 89, Albarran_96, Owen/Wildman_92,
Scherer_73/90, Litman_79, Lacy_89,Bagdikian_83/00, and so on, occupy more
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Greene_93/97

‘Rogers_ﬁz.l'gs

Fig. 1.3 Co-citation network in the research field of media economics

central positions in the network, indicating that they are more important than others.
Reflected by the number of ties in the graph, we could see that there are more links
point to them.

Freeman argued [8] that unlike many other approaches to social research, net-
work analysis has consistently drawn on various branches of mathematics both to
clarify its concepts and to spell out their consequences in precise terms. Thus, the us-
age of mathematical and/or computational models, is an important feature of SNA.
This is the fourth feature of SNA.

1.3 The Development of Social Network Analysis:
A Brief History

As stated above, early sociologists in the late 1800s, including Emile Durkheim and
Ferdinand T6nnies, are precursors of social network theory. Tonnies argued that so-
cial groups can exist as personal and direct social ties that either link individuals
who share values and belief or impersonal, formal, and instrumental social links.
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Durkheim gave a non-individualistic explanation of social facts arguing that social
phenomena arise when interacting individuals constitute a reality that can no longer
be accounted for in terms of the properties of individual actors. He distinguished be-
tween a traditional society — “mechanical solidarity” — which prevails if individual
differences are minimized, and the modern society — “organic solidarity” — that de-
velops out of cooperation between differentiated individuals with independent roles
[8]. Georg Simmel, writing at the turn of the twentieth century, was the first scholar
to think directly in social network terms. His essays pointed to the nature of network
size on interaction and to the likelihood of interaction in ramified, loosely—knit net-
works rather than groups [13].

Social network as a relatively separate academic concept generated in 1920s—
1930s in the research filed of anthropology in Britain. Anthropologist Roger Brown
was the first researcher who used the term social network, implying that social struc-
ture is similar with a network and that interpersonal communication among individ-
uals resembles relationship between a node and another nesting in the network [14].

One of the line of social network analysis could be traced back to Sociomery
Method created by social psychologist Jacob Levy Moreno in 1930s, and this
method paved the way for quantitative analysis in social network approach. In the
1930s, Moreno pioneered the systematic recording and analysis of social interaction
in small groups, especially classrooms and work groups. According to Freeman [8],
in Moreno’s 1934 book, he used the term “network” in the sense that it is used to-
day. Freeman further pointed out that by 1938, then, the work of Moreno — with the
help of Jennings and Lazarsfeld—had displayed all four of the features that define
contemporary social network analysis [8].

The second line is a Harvard group led by W. Lloyd Warner and Elton Mayo,
which exhibited research effort that focused on the study of social structure in the
late 1920s. However, the Harvard effort never “took off” in Freeman’s eye, because
it never provided a general model for a structural paradigm. As a matter of fact, the
efforts at Harvard group are almost never recognized in historical reviews of social
network analysis [8].

The 1940s—1960s is called by Freeman as the Dark Ages in the history of the
development of SNA. In this period, there was no generally recognized approach
to social research that embodied the structural paradigm. Social network analysis
was still not identifiable either as a theoretical perspective or as an approach to data
collection and analysis [8].

In the 1960s-1970s, a growing number of scholars worked to combine the
different tracks and traditions. One large group was centered around Harrison
White and his students at Harvard University: Ivan Chase, Bonnie Erickson, Harriet
Friedmann, Mark Granovetter, Nancy Howell, Joel Levine, Nicholas Mullins,
John Padgett, Michael Schwartz and Barry Wellman. Freeman called it as the
Renaissance of SNA at Harvard. The Harvard school published so much important
theory and research focused on social networks that social scientists everywhere, re-
gardless of their field, could no longer ignore the idea. By the end of the 1970s, then,
social network analysis came to be universally recognized among social scientists.
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According to Freeman’s statistics, Harrison White group at Harvard University
was not the only ones who could lay claim to the social network approach. On the
contrary, in the 40-year period from the late 1930s through the late 1970s, there were
at least 17 research groups or centers adopted a general social network perspective.
Of course, the developments at these groups or centers were not all independent
of one another. Those that emerged later undoubtedly drew on the work of at least
some of the earlier efforts [8].

Table 1.4 lists some founders and the most prominent researchers of SNA from
1940s through 1970s. However, it can’t provide more information regarding the
internal structure of these founders and researchers, just like the traditional so-
cial research could not discover the interaction patterns of social actors. Figure 1.4
describes the influences of parts of the above founders and researchers. When intro-
ducing the basic concepts in the next part of this chapter, we will give more detailed
explanations about this figure.

Table 1.4 Noticeable research groups in the development of SNA: 1930s-1970s

Time period

Group leader

Known researchers

University/institution

1930s-1940s

Kurt Lewin, John
French, Alex

Dorwin Cartwright,
Leon Festinger,

University of Iowa,
MIT, University

Bavelas Duncan Luce of Michigan
Mid 1940s Charles P. Loomis Leo Katz, Charles Michigan State College
Proctor,
T. N. Bhargava
Late 1940s Lévi-Strauss - University of Chicago
Early 1950s  Torsten Higerstrand - Lund University
Early 1950s  Nicolas Rashevsky Walter Pitts, Herbert D.  University of Chicago
Landahl, Hyman G.
Landau, Anatol
Rapoport
Mid 1950s Paul Lazarsfeld, Robert ~ James S. Coleman, Columbia University
K. Merton Elihu Katz, Herbert
Menzel, Peter Blau,
Charles Kadushin
Mid 1950s Everett M. Rogers George Barnett, James Iowa State University,
Danowski, Richard Michigan State
Farace, Peter University
Monge, Nan Lin,
William Richards,
Ronald Rice
Mid 1950s Alfred Reginald John Barnes, John Manchester University,
Radcliffe-Brown, Barnes, J.Clyde London School of
Max Gluckman Mitchell, Elizabeth Economics
Bott, Sigfried Nadel
Late 1950s Karl Wolfgang Deutsch, Fred Kochen MIT
Ithiel de Sola Pool
Late 1950s Linton C. Freeman, Thomas Fararo, Sue Syracuse University
Morris H. Sunshine Freeman
Early 1960s  Claude Flament - Paris Sorbonne

University

(continued)
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Table 1.4 (continued)
Time period ~ Group leader Known researchers University/institution

Mid 1960s Edward O. Laumann Stephen Berkowitz, University of Michigan
Ronald Burt, Joseph
Galaskiewicz, Alden
Klovdahl, David
Knoke, Peter
Marsden, Martina
Morris, David
Prensky, Philip

Schumm
Late 1960s Peter Blau, James A. - University of Chicago
Davis
Late 1960s Robert Mokken Jac Anthonisse, Frans
Stokman
1960s-1970s  Harrison Colyer White Peter Bearman, Paul Harvard University

Bernard, Phillip
Bonacich, Ronald L.
Breiger, Kathleen M.
Carley, Ivan Chase,
Bonnie Erickson,
Claude S. Fischer,
Mark Granovetter,
Joel Levine,
Siegwart M.
Lindenberg, Barry
Wellman,
Christopher Winship

When the concept of social network has been recognized by more and more
researchers, more contributions have been made in research methodology: more
and more measurement, data collection and analysis technologies were created and
developed to understand social construe and relationships better, and these in turn
advanced social network research.

In the 1980s, a number of sociologists began to use SNA as analytical technique
to examine social and economic phenomena. In mid 1980s, Mark Granovetter, pro-
posed the concept of “embedded-ness”, guiding SNA approach into the mainstream
social research field again. Granovetter argued that the operation of economics is
embedded in social structure, however, the core social structure is individuals’ so-
cial networks. In early 1980s, Granovetter formulated marketing network theory in
his well known article “Where Do Markets Come From?” [15].

After 1990s, SNA has been gradually associated with social capital, drawing
scholars’ attention from the field of sociology, politics, economics, communication
science, and other disciplines. Ronald Burt’s book Structural Holes is representa-
tive work of this period. Burt argues that social capital has not relationship with the
strength of ties, but with the existence of structural holes. Lin Nan, another well
known sociologist who proposed Social-resource theory, studied SNA from the so-
cial capital perspective. In the next part of this chapter, when comes to theorization
of SNA research design, the author will discuss Burt and Lin more.
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Fig. 1.4 Influences on some founders of SNA [8, p.131]

1.4 Basic Concepts of Social Network Analysis

Social network is formally referred to as a set of social actors, or nodes, members
that are connected by one or more types of relations. To understand networks and
their participants, researchers should evaluate the location of actors in the network.
To measuring location of each node, one should use the concept centrality and other
related concepts. Through empirical measurement of a network, one will find var-
ious roles and groupings in a network — who are the connectors, mavens, leaders,
bridges, isolates? where are the clusters and who is in them? who is in the core of
the network? And, who is on the periphery?

In the following of this part, important concepts, such as ties, density, centrality,
cliques and other concepts will be explained.

1.4.1 Ties

Ties or links connect two and more nodes in a graph. Many human behaviors,
such as advice seeking, information-sharing, and lending money to somebody are
directed ties while co-memberships are examples of undirected ties. Directed ties
may be reciprocated, as would be the case for two people who visit one another, or
they may exist in only one direction as when only one gives emotional support to
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the other [16]. Both directed and undirected ties can be measured as binary ties that
either exist or do not exist within each dyad, or as valued ties that can be stronger or
weaker, transmit more or fewer resources, or have more or less frequent contact.

1.4.2 Density

One of the most widely used, and perhaps over-used, concepts in graph theory is
that of “density”, which describes the general level of linkage among the points in a
graph. A “complete” graph is one in which all the points are adjacent to one another:
each point is connected directly to every other point. As an attempt to summarize the
overall distribution of lines, the concept of density aims to measure how far from this
state of completion the graph is [14]. The density of a graph is quantitatively defined
as the number of links divided by the number of vertices in a complete graph with
the same number of nodes. It is an indicator for the general level of connectedness
of the graph.

Density is one of the most basic measures in network analysis and one of the most
commonly used notions in social epidemiology. Some network structures are par-
ticularly advantageous for certain functions [17]. For example, dense networks are
particularly good for coordination of activity among the actors (because everyone
knows everyone’s business). In the case of Fig. 1.1, results of density measures(ego
networks) are shown in Table 1.5.

1.4.3 Path, Length, and Distance

Nodes or actors may be directly connected by a line, or they may be indirectly
connected through a sequence of lines. A sequence of lines in a graph is a “walk”,
and a walk in which each point and each line are distinct is called a path. The concept
of the path is, after those of the node and the line, one of the most basic of all graph
theoretical concepts. The length of a path is measured by the number of lines which
make it up. The distance between two nodes is the length of the shortest path (the
“geodesic’”’) which connects them [14].

Table 1.5 Density measures

. Size Ties Pairs Density
of Fig. 1.1

2.00 2.00 2.00 100.00
3.00 2.00 6.00 33.33
2.00 1.00 2.00 50.00
3.00 2.00 6.00 33.33
2.00 2.00 2.00 100.00
2.00 1.00 2.00 50.00

Tmo QW >
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Table 1.6 Geodesic
distances of nodes in Fig. 1.1
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As to graph in Fig. 1.1, the average distance (among reachable pairs) is 1.667,
distance-based cohesion(“compactness”)is 0.511 (range 0—1; larger values indicate
greater cohesiveness), distance—weighted fragmentation (“breadth”) is 0.489. As to
every node in Fig. 1.1, the Geodesic Distances are shown in Table 1.6.

1.4.4 Centrality

The measures of centrality identify the most prominent actors, especially the star
or the “key” players, that is, those who are extensively involved in relationships
with other network members. The most important centrality measures are: degree
centrality, closeness centrality and between-ness centrality.

(1) Degree Centrality. Degree of a node is the number of direct connections a node
has. Degree centrality is the sum of all other actors who are directly connected
to ego. It signifies activity or popularity. Lots of ties coming in and lots of ties
coming out of an actor would increase degree centrality.

(2) Between-ness Centrality. This type of centrality is the number of times a node
connects pairs of other nodes, who otherwise would not be able to reach one
another. It is a measure of the potential for control as an actor who is high
in “between-ness” is able to act as a gatekeeper controlling the flow of re-
sources (information, money, power, e.g.) between the alters that he or she
connects. This measurement of centrality is purely structural measure of popu-
larity, efficiency, and power in a network; in other words, the more connected or
centralized actor is more popular, efficient, or powerful.

(3) Closeness Centrality. Closeness centrality is based on the notion of distance.
If an node or actor is close to all others in the network, a distance of no more
than one, then it is not dependent on any other to reach everyone in the network.
Closeness measures independence or efficiency. With disconnected networks,
closeness centrality must be calculated for each component.

Table 1.7 indicated centrality measures of Fig. 1.1. As to complete network, when
measuring with Degree Centrality, network centralizations are both 4.000% for
in-degree and out-degree measures (asymmetric model); when using Freeman
Between-ness Centrality indicator, un-normalized centralization of the complete
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Table 1.7 Centrality measures of Fig. 1.1

Out-degree  In-degree In-closeness Out-closeness Between-ness

A 2 1 1.500 3.167 0
B 2 2 2.000 3.500 6
cC 2 2 2.000 3.167 1
D 2 2 3.500 2.000 6
E 1 2 3.167 1.500 0
F 2 2 3.167 2.000 1

Table 1.8 Two cliques

Sub-group 1 Sub-group 2
of graph in Fig. 1.1 TP ECTP

A 1.000 0.000
B 1.000 0.333
C 1.000 0.000
D 0.333 1.000
E 0.000 1.000
F 0.000 1.000

network is 22.00%; when using Closeness Centrality Measures (method: Recipro-
cal Geodesic Distances), the results are both 51.00% for network in-centralization
and out-centralization.

1.4.5 Clique

A clique in a graph is a sub-graph in which any node is directly connected to any
other node of the sub-graph. There two cliques in the graph of Fig. 1.1, that is,
subgroup {A, B, C} and {D, E, F}. Clique proximities analysis shows the probability
of clique members that each node is adjacent to, as described in Table 1.8.

1.5 Research of SNA: Design, Theorization,
and Data Processing

1.5.1 Designing a Social Network Analysis

Before conducting a SNA study, especially before collecting network data, one must
first decide what kinds of networks and what kinds of relations they will study. As
stated above, there have two important dimensions along which network data vary:
one-mode vs. two-mode networks and complete vs. ego networks. As a general rule,
researchers must make these choices at the beginning of study.

Complete/whole networks, taking a bird’s eye view of the social structure, focus
on all social actors rather than privileging the network surrounding any particular
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actor. These networks begin from a list of included actors and include data on the
presence or absence of relations between every pair of actors. When examining all
students and their interpersonal relationship in a class [18], or a network of actors
appearing on film or television showing who has co-starred with whom [5], a whole
network approach should be applied. Generally, researchers using whole network
data frequently analyze more than one relation. When researcher adopts the whole
network perspective, he/she will inquire each social actor and all other individu-
als to collect relational data, then transforming into matrix (i.e., network data). In
this situation, emphasis on data analysis is not the nature of each relation type, but
structure of relation.

Ego-centric network data, however, focus on the network surrounding one node,
or in other words, the single social actor. Data are on nodes that share the chosen
relation(s) with the ego and on relations between those nodes. Ego network data can
be extracted from whole network data by choosing a focal node and examining only
nodes connected to this ego. Ego network data, like whole network data, can also
include multiple relations. These relations can be collapsed into single networks, as
when ties to people who provide companionship and emotional aid are collapsed
into a single support network [19]. Unlike whole network analyses, which com-
monly focus on one or a small number of networks, ego network analyses typically
sample large numbers of egos and their networks. Researchers using ego network
approach emphasize the significance of individual’s exploitation of his/her social
network for social resources. In these researchers’ view, individual’s social network
influences his/her social attitude and behavior.

When studying whole networks, researchers most frequently collect data on a
single type of node in networks where every node could conceivably be connected to
any other nodes. Most of the networks they analyze are one-mode networks. Two-
mode networks, involve relations among two different sets of actors or nodes —
typically organizations and organization members, or events and attendees. In these
two-mode networks or affiliation networks, relations consist of things such as mem-
berships or attendance at events that cannot exist between nodes of the same type:
A person can attend an event or belong to an organization, but a person cannot attend
or belong to another event or organization [20].

After deciding what kinds of networks and what kinds of relations under consid-
eration, researchers should decide to how to collect network data. Many methods
could be used, including (trace) observation, archives and historical materials anal-
ysis, survey, interview, and experiment [21,22].

When using survey to collect data, the following techniques could be consid-
ered in designing questionnaire. (1) Name generators: researchers ask respondents
to list the people with whom they share ties, and further ask the types, strength
or importance, and other characteristics of these ties. This technique is especially
suitable for ego network data. (2) Structurally selecting format: respondents are
asked to indicate the people with whom they have relations, however, the number
of the people should not larger than a threshold. For example, a probable ques-
tion may ask respondents that: In recently 6 months, whom do you interact with
(you can list five persons at the most)? (3) Indicating characteristics of network
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members: researchers may ask respondents report democratic, societal, attitudinal,
and behavioral properties of their network members. (4) Position generators, which
was put forward by Lin Nan and colleagues, ask respondents to list their network
members in different social ranks.

Interview as an often used method, also helps SNA researchers to collect ego
network data. Researchers could ask respondents’ circle of friends, peer relations,
and primitive comradeship. This data collection method is also used to study social
support network.

1.5.2 Theorization in Social Network Analysis

Theorization is the basic goal of all research fields of social science. As a perspective
or a research paradigm, social network analysis takes as its starting point the premise
that social life is created primarily and most importantly by relations and the patterns
they form, and it provides a way of looking at a problem, but it does not predict
what we will see [20]. However, in the stage of research design, scholars should do
their best to carry out research with the application of related theories, and aim to
extend and modify social theories. In fact, several famous theories have been exactly
developed under the social network perspective.

Diffusion of innovations theory, DIT, explores social networks and their role
in influencing the spread of new ideas, products, and practices, etc. As Rogers’ s
book shows, many communication theories, such as the theory of two step flow of
communication, heterophily and communication channels, have been integrated in
related studies. Taking communication science as an example, in recent years, many
research articles examining the impacts of communication networks on the adop-
tion and usage of new information and communication technologies (ICTs) among
specific social groups in different cultural contexts [23—25] have been published in
top international journals, such as Information Research, Communication Research,
Journal of Computer Mediated Communication, etc.

Using a network perspective, Mark Granovetter [1 1] put forward the theory of the
“strength-of-weak-ties”. Granovetter found in one study that more numerous weak
ties can be important in seeking information and innovation. Because cliques have
a tendency to have more homogeneous opinions and common traits, individuals in
the same cliques would also know more or less what the other members know. To
gain new information and opinion, people often look beyond the clique to their other
friends and acquaintances. However, Bian Yanjie, a Chinese social scientist, found
that in China, personal networks (Guanxi') are used to influence authorities who in

! Guanxi, used to describe a personal connection between two people in which one is able to prevail
upon another to perform a favor or service, or be prevailed upon, is a central concept in Chinese
society.
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turn assign jobs as favors to their contacts, which is a type of unauthorized activity
facilitated by strong ties characterized by trust and obligation. Bian called his theory
as Strong Ties [26].

The Small World is other example of theorization of social network research.
The idea of small world hypotheses that in a network, most nodes are not neighbors
of one another, but most nodes can be reached from every other by a small number
of hops or steps. This concept gave rise to the famous phrase “Six Degrees of Sepa-
ration”. In psychologist Stanley Milgram’s experiment, a sample of US individuals
were asked to reach a particular target person by passing a message along a chain of
acquaintances. Result shows that the average length of successful chains turned out
to be about five intermediaries or six separation steps.

After 1990s, scholars extend the theorization of social network analysis greatly,
among which the most famous were Ronald Burt’s theory of Structural Holes and
Lin Nan’s Social Capital Theory. Burt argue that the weaker connections between
groups are holes in the social structure of the market. These holes in social structure
create a competitive advantage for an individual whose relationships span the holes.
Finally, structural holes are an opportunity to broker the flow of information between
people, and control the projects that bring together people from opposite sides of
the hole.

As one of the very first scholars to undertake serious research on the social
networks foundation of social capital, Lin Nan’s studies in recent years produce uni-
versal influences around the world. Lin’s assumption is that the macro-level social
structure is a type of hierarchical structure, which is determined by the allocation
of various resources such as wealth, social status, and power [27,28]. In his famous
book Social Capital: A Theory of Social Structure and Action, Lin explains the im-
portance of using social connections and social relations in achieving goals. Social
capital as resources, accessed through such connections and relations, is critical in
achieving goals for individuals, social groups, organizations, and communities. The
framework of Lin’s social capital research consists of the following elements: social
actor’s network position, the strength of ties, resources, redound, and otherwise.

1.5.3 SNA Data Processing Tools

As stated above, since network data are different with the traditional attribute data,
social network analysts use corresponding techniques to process data collected.
Social network analysis software is used to identify, represent, analyze, visualize,
or simulate nodes and ties from various types of input data.

At the present, popular social network tools are UCINET, PAJEK, STRUC-
TURE, NETMINER, STOCNET, and others.

UCINET is developed by Steve Borgatti, Martin Everett and Lin Freeman [29].
The program is distributed by Analytic Technologies. It works in tandem with
freeware program called NETDRAW for visualizing networks, which is installed
automatically with UCINET. This type of software can process, read and write



1 Social Network Analysis: History, Concepts, and Research 19

a multitude of differently formatted text files, as well as Excel files, and handle
a maximum of 32,767 nodes (with some exceptions), although practically speaking,
many procedures get too slow around 5,000-10,000 nodes. Centrality measures,
subgroup identification, role analysis, elementary graph theory, permutation-based
statistical analysis, and other SNA measures can be performed on the software.

PAJEK, Slovene word for Spider, is an open source Windows program for
analysis and visualization of large networks having some thousands or even mil-
lions of vertices. It started development in November 1996, and is implemented
in Delphi (Pascal). It is freely available, for noncommercial use, at its homepage:
http://vlado.fmf.uni-lj.si/pub/networks/pajek/. The main goals in the design of Pajek
are to support abstraction by (recursive) factorization of a large network into several
smaller, which can be treated further using more sophisticated methods; to provide
the user with some powerful visualization tools; and to implement a selection of
efficient algorithms for analysis of large networks.

The program STRUCTURE is a free software package for using multi-locus
genotype data to investigate population structure. Its uses include inferring the pres-
ence of distinct populations, assigning individuals to populations, studying hybrid
zones, identifying migrants and admixed individuals, and estimating population al-
lele frequencies in situations where many individuals are migrants or admixed. It can
be applied to most of the commonly-used genetic markers, including SNPs, mi-
crosatellites, RFLPs and AFLPs. Furthermore, functions that STRUCTURE provide
cannot be found in other social network data processing tools.

NETMINER is an innovative software tool for Exploratory Analysis and Visual-
ization of Network Data. It can be used for general research and teaching in social
networks. This tool allows researchers to explore their network data visually and
interactively, helps them to detect underlying patterns and structures of the network.
Especially, it can be effectively applied to various business fields where network-
structural factors have great deal of influences on the performance (e.g., intra and
inter-organizational financial Web criminal/intelligence informetric telecommunica-
tion distribution transportation networks). Statistically, this program supports many
standardized computer methods, including descriptive statistics, ANOVA, correla-
tion, and regression.

1.6 Summary

Social network analysis is the study of social structure. The social network analysts
are interested in how the individual is embedded within a structure and how the
structure emerges from the micro-relations between individual parts [30]. Hence,
the greatest advantage of SNA is that it considers how the communication net-
work structure of a group shapes individuals’ cognition, attitude and behavior. As
an approach to social research, SNA displays four features: structural intuition, sys-
tematic relational data, graphic images and mathematical or computational models
[8]. In its more than 70 years of history, social network analysts have developed
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a number of formal and precise ways of defining terms like “relation”, “density”,
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“centrality”, “clique” and others, so that they can be applied unambiguously to data
on populations of individuals.

Recognizing that “we all connect, like a net we cannot see” [31], social net-
work analysis is more and more popular with researchers from various fields such
as sociology, mathematics, computer science, economics, communication science,
and psychology around the world. In social sciences, theorization of SNA has been
improved obviously in the recent two decades, although it had been criticized be-
fore 1980s. However, as new information and communication technologies (e.g., the
Internet, mobile phones, digital broadcast, etc.) have made the collection of social
network data much easier on a much larger scale at a much lower cost than what con-
ventional methods could offer, problems regarding the analysis and the subsequent
interpretation of the resulting data raise. Existing techniques seem to be inadequate
to handle new types of social network data that are continuous, dynamic, and multi-
level [6]. Thanks to the current situation, developing and looking for new techniques
and tools that resolve these problems should become social and engineering scien-
tists research agenda.
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Chapter 2

Structure and Dynamics of Social Networks
Revealed by Data Analysis of Actual
Communication Services

Masaki Aida and Hideyuki Koto

2.1 Introduction

Up to now, data of actual communication services obtained from communication
networks, such as the volume of traffic and the number of users, has mainly been
used to forecast traffic demands and provision network facilities. It can be said that
this use focuses on the “quantitative” side of the data. On the other hand, such data
can also illuminate several characteristics of the structures of the human society.
This chapter introduces a new “qualitative” use of communication network data.
We try to extract social information from the data, and investigate the universal
structure of social networks that underlie the most popular communication services.
Our expectation is that each communication service provides a different window on
the universal social network structure. The question is how to access those windows.

A direct technique for examining social network structures is the questionnaire
approach. However, its extremely high cost makes it impractical if we target a
comprehensive analysis of the universal social network structure. Our solution is
to collect and analyze the quantitative data generated by communication services.
The contents of communication logs etc. offer views of the individual situations
associated with that service. Examples of these situations include interpersonal
relationships in an organization and agreements reached between corporations.
However, conventional analysis fails to extract complete images of the universal
social network structure.

In this chapter, we focus on the power laws that appear in the data of actual
communication services. In explaining the reasons that underlie the power laws, we
elucidate the whole universal social network structure. Since the power laws exam-
ined in this chapter describe the relations present in coarse data, detailed behaviors
(e.g., who is communicating with who) of each user cannot be observed. However,
we can expect to extract a more nearly universal structure that is independent of the
superficial structures present in each data set. Once we develop a universal model of
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social networks, we can better understand the process of service penetration and can
find a better activation method that can replace the word-of-mouth communication-
based marketing approach, for not only existing services but also future services.
In addition, a comprehensive understanding of the universal social network struc-
ture could be applied to not only communication services but also more general
commodities and services such as business and marketing strategies.

We explain here why we focus on power laws. We know that certain types of dis-
tributions (e.g., normal, Poisson, etc.) originate from randomness. Differing from
these distributions, power laws can be assumed to have deterministic causes. There-
fore, investigation of the reason of power laws is not disturbed by randomized effect,
and the cause of power laws is connected to other phenomena.

Our approach is summarized as follows. We analyze three different data sets: the
volume of traffic in the initial stage of NTT DoCoMo’s i-mode service [3], the logs
of NTT DoCoMo’s voice traffic, and the number of mixi users [9]. Hereafter, we call
these data sets as Service I, II, and III, respectively. Service I is the first Internet access
service offered over cellular phone terminals, Service I is a cellular phone service,
and Service II is the largest social networking service (SNS) in Japan. By combin-
ing these analyses we obtain three results with regard to the social networks that
underlie specific communication services. The first is the degree distribution of so-
cial networks, the second is the topological rules of social networks, and the last is
user dynamics with regard to the actions needed to join a communication service.
The first result was verified through a cross-check using different data; the logs of
voice traffic presented by KDDI’s cellular phone service [11]. We call this data set
as Service IV.

The rest of this chapter is organized as follows: Section 2.2 provides a conceptual
image of the methods available for analyzing social networks. Section 2.3 analyzes,
according to [1, 2], the data of the cellular phone service (Service I and I to de-
rive partial information on the social network structure. The partial information so
obtained cannot completely determine the model of social networks and there is an
undetermined parameter in the model. Section 2.4 analyzes data on SNS (Service III)
users to supplement the partial information obtained in Sect. 2.3. The combined use
of both results enables us to determine the value of the parameter in the social net-
work model. The result is a social network model that is self-consistent with the
data observed from different services (Service I, I, and II). In Sect. 2.5, we verify
the validity of our social network model by using the traffic logs of a cellular phone
service that were not analyzed in earlier sections (Service IV). Section 2.6 concludes
our discussion with a brief summary.

2.2 Analysis Strategy

We use graph G(V, E) to represent the relationship of people exchanging infor-
mation, where V' is a set of nodes (people) and E is a set of links (information
exchanges) between nodes. We call G(V, E) the social network.
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Fig. 2.1 The relationship between the universal social network and images obtained from specific
communication services

The global structure of G(V, E) cannot, unfortunately, be observed directly
although the object of our interest is to clarify the structure of G(V, E). Our so-
lution is to adopt the approach of investigating the structure of G(V, E) indirectly;
we analyze specific communication services, such as cellular phone and SNS. Our
purpose is not to investigate the specific services themselves, but to use them to
elucidate the structure of social network G(V, E).

How then is it possible to extract the universal social network structure? The con-
cept of our approach is illustrated in Fig. 2.1. The network at the center of Fig.2.1
is the “multi-dimensional” social network, and the three eyes represent three dif-
ferent services that hold partial information of the social network as “contracted”
information. Although the “universal” social network at the center of the figure
cannot be observed directly, we assume that sets of partial information can be ex-
tracted from specific communication services. These partial information sets may
allow us to construct the “multi-dimensional” or “universal” social network model
by combining them.

2.3 Analysis of Social Networks Based on Traffic Data
of Internet Access Service Offered Over Cellular Phones

In this section, we introduce the partial information set created by analyzing the data
of the cellular phone service.
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2.3.1 Data To Be Analyzed

This subsection analyzes the data that holds the relationship between the number
of users and email traffic during the early growth period of Service I; the world’s
first Internet access service from cellular phone terminals [3]. Since Service I was
launched on February 22, 1999, the service has seen an explosive increase in the
number of users. In the first one and half years (up to August 2000) the number
of users exceeded ten million. The process by which a network service can acquire
users at such a dramatic rate offers an interesting window on the structure of social
networks and user behavior regarding hot-selling products.

This set of Service I data is useful for understanding social networks because it
has the following properties:

e Since the number of Service I users increased explosively within a short period,
it can be assumed that the Service I traffic was little affected by external factors
such as a change in people’s lifestyle.

o Since most cellular phones are exclusively used by their owners, traffic between
cellular phones can be regarded as information exchange between people.

e Since most Service I emails are one-to-one communication, it can be assumed
that email traffic is closely related to the number of pairs of Service I users who
are exchanging information with each other.

o Since the cost of sending an email is far lower than that of talking on the phone,
it can be assumed that the volume of email communication is little affected by
such external factors as the income level of the individual users.

o Since the early period of the Service I had few problems with unwanted advertis-
ing emails sent to users indiscriminately, it can be assumed that almost all traffic
arose from existing social networks.

During the early expansion period, 6 months from the beginning of August 1999
to the end of January 2000, the number of Service I users increased almost threefold,
from 1,290,000 to 3,740,000. The relationship between the Web traffic (number of
Web access attempts) and the number of Service I users during this period can be
modeled as:

(Web traffic) o< n, (2.1

where n is the number of users (chart on the left in Fig.2.2). This is self-evident
as long as the average number of Web access attempts per user is constant. Con-
versely, the fact that the above relation holds means that people’s average usage of
the Service I service did not change during this period. In other words, there is no
evidence that the earliest subscribers to the Service I were heavier users. Meanwhile,
the volume of email traffic (number of email messages) can be modeled as:

(Email traffic) o< n°/3. (2.2)

Thus, a power law applies (chart on the right of Fig. 2.2). If the volume of commu-
nication per user remained constant even as n increased, then the volume of email
traffic should be proportional to 7. The fact that email traffic is proportional to n! T
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Fig. 2.2 The relationship between the number of users and the volume of Service I traffic for Web
and email

(¢ >~ 2/3) suggests that an increase in n results in an increase in the number of
Service I users a single user communicates with. Therefore, @ ~ 2/3 characterizes
the rate of increase in email traffic. This also tells us something about the strength
of human relations in social networks.

The following examines the graphical structure of universal social networks
G(V, E), involving not only Service I users but also others, using the power law
(2.2) identified from the email traffic data described above.

2.3.2 Definition of Symbols and Problem Description

As mentioned in Sect. 2.2, G(V, E) represents the social network, and the number
of peoplein V is N (|V| = N). We assume that G(V, E) does not change over time.

We use a rule to select n nodes from V'; the subset of these selected nodes is V;(n)
(n < N). Let Gi(Vi(n), Ei(n)) be the subgraph induced by Vi(n) from G(V, E).
That is, a node pair is connected by a link in G;(Vi(n), Ej(n)) if and only if the
corresponding node pair in G(V, E) is connected by a link. Each element of Vj(n)
is an Service I customer and social networks among all Service I customers are
represented by Gi(Vi(n), Ei(n)) (see Fig.2.3).

Equation (2.1) indicates that the usage of Service I by individual users did not
change even as the number of Service I users increased. Therefore, it can be assumed
that the traffic per link between a user and a Web site remained constant. Similarly,
we assume that the average email traffic per link is also constant irrespective of the
number of Service I users.! Thus, the number of links | E;(1)| becomes,

|Ei(n)| = O(n'*®). (2.3)

! The fact that traffic per link is not affected by the number of Service I users, 1, has been indirectly
confirmed from Service II. See Appendix A for details.
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Fig. 2.3 Example of G(V, E), a graph showing the structure of the social networks, and
Gi(Vi(n), Ei(n)), the subgraph induced from Service I users

The issue addressed by this paper is not the study of Gi(Vi(n), Ei(n)), or
social networks established between Service I users, but G(V, E), or universal so-
cial networks among both users and non-users of the Service I, as indicated by
the traffic data of Service I. Figure 2.3 shows the relation between G(V, E) and
Gi(Vi(n), Ei(n)). The upper graph, G(V, E), shows universal social networks while
the bottom graph is a subgraph, G;(V;(n), E;(n)), derived from G(V, E), showing
the social networks among Service I users. The number of Service I users and the
volume of email traffic correspond to the number of nodes and the number of links,
as derived in (2.3), in G;(Vi(n), Ei(n)). The structure of G(V, E) and how people
begin to subscribe to the Service I are considered below.

2.3.3 How People Subscribed to the Service I and the Structure
of Social Networks

First, we introduce two different schemes for numbering the elements of V', and
define three sequences of node degree (the number of links that a node has) based
on the numbering.

We call the node with the largest node degree as node 1. Similarly, we call the
node with the jth largest node degree as node j. In addition, let the magnitude of
node degree of node j be D(j). Next, we introduce another numbering of elements
in V' according to the time of subscribing to the Service I. Let D;({) be the node
degree of the £th earliest subscribed node in G(V, E). Similarly, let d;(n, £) be the
degree of the £th earliest subscribed node with respect to G;(V;j(n), Ej(n)) when the
number of Service I users is n.
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Fig. 2.4 Example of ¢;(n) Users not subscribing to Users subscribing to
the i-mode service the i-mode service

the number of i-mode users: n = 9

Assume that the degree of Service I user in G;(V;i(n), Ei(n)) can be related to his
or her degree in G(V, E) as follows:

Y din, 0) = ci(m) Y Di(0), 2.4)
(=1 =1

where c;(n) indicates the ratio of the number of Service I user’s acquaintances sub-
scribing to the Service I to the total number of acquaintances, given that the number
of Service I users is n. That is

2 x (total number of links between Service I users)

in) = total number of Service I users’ degrees w.r.t. G(V, E)’

The function cj(n) is a monotonically increasing function with ¢;j(1) = 0 and
¢i(N) = 1. Figure 2.4 shows an example of c¢j(n). In this case, N = 15,n = 9, and

n n
6
D;(¢) = 22, i(n,£) =12, () = —.
; 0 ezzldw) a(n) =

We assume the following power function as a property of ¢(n):
¢i(n) o< n'™4, (2.5)

where § is a constant. The validity of the assumption (2.5) is discussed below.

Since ¢;(n) will increase as the penetration of the Service I increases, ¢ sould
satisfy § < 1. Here it is worth to note the relationship between the value of § and
topology of the social networks.

e If§ > 0, since ¢;(n) is convex, this inequality indicates that ¢;(n) grows rapidly
in the early stage of the Service I. In other words, there is something about clus-
ter structures in that earlier subscribers to the Service I are more likely to be
acquaintances of each other. If § = 0, this means that there is no evidence of
the above cluster structures. Otherwise, § < 0 is not realistic because this would
mean that later subscribers of the Service I were more likely to be acquaintances
of each other.
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From (2.3) and (2.4), we can derive
n
Y o Di) oxn®t (n < N). (2.6)
(=1

If this holds for any n of n << N, then
Di(f) o 21 (£ < N). (2.7)

Here, let us consider three cases identified by the value of & + § — 1. First, in the
case of « + § — 1 < 0, Dj(£) decreases with respect to £. Therefore, D;(€) is the
node degree of the £th earliest subscribed node in G(V, E), and it is simultaneously
the node degree of the £th largest magnitude of node degree. This correspondence is
not so strict but is valid for accuracy in terms of observations in logarithmic charts.
Consequently, if « + § — 1 < 0, we have

D;({) ~ D() (interms of order), (2.8)

for £ < N. This relation leads to the following results.

e The node degree of social networks G(V, E) obeys Zipf’s law where the expo-
nentis —(1 — o —§),

D) oc ¢~ (¢ « N). (2.9)

e People tend to subscribe to the Service I in the order of decreasing degree in
G(V, E). In other words, people with more acquaintances tend to subscribe to
the service earlier.

This finding about the who subscribed to the Service I service first can be consid-
ered to mirror the tendency generally cited in the marketing area where people with
higher sensitivity to information (more acquaintances) are more likely to try some-
thing before it becomes known or popular.

Next, in the case of @ + § — 1 = 0, D;(€) is independent of £. It is known that
if we construct an induced subgraph by selecting nodes in G(V, E) at random, the
number of links in the induced subgraph is proportional to n? where the number of
selected nodes is n [1]. This is independent of the structure of G(V, E), and means
o = 1. From (2.2), the number of links should be proportional to n' ™% (o ~ 2/3).
Therefore, the assumption of @ + 6§ — 1 = 0 contradicts the observed data of the
actual service.

Finally, in the case of « + § — 1 > 0, people tend to subscribe to the Service
I in the order of increasing degree in G(V, E). In other words, people with fewer
acquaintances tend to subscribe to the service earlier. This result contradicts our
personal experience. From the above considerations, we regard the assumption o +
§ — 1 < 0 as being valid.
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Fig. 2.5 Two points are extracted from data that satisfies Zipf’s law (left), and they are plotted to
give the distribution of degree (right)

If the distribution of the degree of nodes in the graph representing social networks
follows Zipf’s law, social networks can be taken as being scale-free. A scale-free
network is a graph in which the distribution of the degree of the nodes follows a

power law [6,7],
pk) oc k™7, (2.10)

where k is the degree of a node, p(k) is the number of nodes with degree k, and
y > 0 is a constant.
Assume that D({) follows a Zipf distribution with a gradient of —f (where
B=1—a—§>0)as
D) =C (7B, .11

where C is a constant. Consider £ and j for which D({) = k and D(j) = k — 1,
then

(C=CVYBK=VEB —j=CYB(k—1)"V8E. (2.12)
Since p(k)is j — £ when D({) = k,
p(k) = cl/8 {(k _ 1)—1//3 _k—l/ﬁ}
1
~cVB s L
Bk
= O(k~(/B+D), (2.13)

Hence, the graph representing social networks is a scale-free graph whose exponent,
y,is

+ 1. (2.14)
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f Assumptions \
e From Fig.2.12 in Appendix A, the volume of email traffic is proportional to | E;(n)].

e From Fig.2.2, |E;(n)| = O(m'*®), (a = 2/3).

e cin)oxn'=% (5§ <1—a).

J
( Results \

e The sequence of subscription to the Service I is the sequence of the magnitude of the
degree in G(V, E),

D;(¢) = D({) (in terms order)
ford K N.
e The degree of nodes obeys Zipf’s law:
D) oc =179 (¢ < N).
e The distribution of the degree of nodes in G(V, E):

1
plk) = O(k™7), ()’ il pp— + 1)

N J

Fig. 2.6 The assumptions made in the analysis of service I data and the results

The assumptions made in the above discussion and its results are summarized in
Fig.2.6.

Although the above discussion does not lead to a specific value for §, § should
satisfy @ + 6 — 1 < 0. The fact that @ + § < 1 indeed holds will be supported along
with the assumption of ¢;(#) in the next section through an analysis of the Service II.

2.4 Analysis of Social Networks Based on the Number
of SNS Users

In this section, we investigate the structure of social networks G (V, E) from a differ-
ent viewpoint, i.e., data generated by the Service III. In addition, by combining these
results with the results of our analysis of Service I data, we clarify the details of the
social network model including the verification of our assumption of the power law
of ¢;j(n) and the determination of the value of y.

2.4.1 Analyzed Data

Service Il is Japan’s largest social networking service provided by mixi, Inc. [9].
For a person to become a member of Service II, he or she needs to be invited to
join by an existing member. Although this is a system where only those invited by
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Fig. 2.7 Growth in the number of service I users

existing members may join, the number of users is growing rapidly due to the fact
that the mechanism of existing members inviting new people to join is functioning
well. The Service II started in February 2004. The number of users reached one
million on August 1, 2005, and two million on December 6, 2005. While it took
17.5 months for the number of users to reach one million, it took only 4 months for
the number to grow by another million. Because of the following characteristics of
the growth in the number of users, Service I data is useful for understanding social
networks.

o Since the number of Service I users grew explosively over a short period of
time, it can be assumed that the process behind its growth was little affected by
external factors such as changes in peoples’ lifestyles.

e Since a person needs to be invited to join by an existing member, the process of
the growth process of its popularity, i.e., number of users, is closely related to
links in social networks.

The left chart in Figure 2.7 shows the growth in the number of Service Il users in
the early days of the service after launch with 600 users. The horizontal axis is the
number of days elapsed since the start of the service. The vertical axis is the number
of Service I users. The right chart is a double logarithmic chart. The lines with the
gradient of 3 are shown for reference. It was reported that the number of Service
IT users grew exponentially [10]. Excluding the very early days, when the growth
depended on the initial conditions, it can be seen that the growth in the number of
users was time to the power of three.

2.4.2 Growth in the Number of SNS Users and Social Networks

Let m(¢) be the number of Service Il users at time ¢, and assume that the following
holds:
m(t) o< t3. (2.15)
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Then, the rate of growth in the number of Service I users, dm/dt, can be

expressed as

d
X2, (2.16)
dr

Substituting ¢ in (2.15) into (2.16), we get

d
. m2/3

- (2.17)

Next, we consider the degree of Service Il users. We assume that the potential
users of the Service Il service are the same as those of the Service I, i.e., the set
of V. In other words, the target customers (including potential customers) are the
same for both services, specifically, the targets are people living in Japan. We sort
the elements in V' according to the sequence of the time of joining the Service I
service, and let Dy (£) be the degree of the £th element in G(V, E). Let dx(m, £) be
the degree of the £th element with respect to the graph consisting of Service Il users
alone (See the middle graph in Fig.2.8). As in the case of the Service I, function
¢x(m) is introduced to relate dx(m, £) to D ({) as follows:

Y dm. £) = c(m) Y Dy(0). (2.18)

=1 =1

¢x(m) indicates the ratio of the number of Service Il users’ acquaintances subscrib-
ing to the Service Il to the total number of his or her acquaintances, when the number
of Service Il users is m, that is

2 x (total number of links between Service Il users)

¢ = .
x(m) total number of Service Il users’ degrees w.r.t. G(V, E)

It is a monotonically increasing function with ¢x(1) = 0 and ¢x(N) = 1.

Graph expressing relationships between humans
(potential customers)

mixi user non-mixi user

external line

Fig. 2.8 Example of
G(V, E), a graph showing the
structure of social networks;

the subgraph is for just
Service II users subgraph connecting between mixi users & non-mixi users
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The upper and middle figures of Fig. 2.8 show social networks G(V, E) and the
induced subgraph of G(V, E) (just Service Il users), respectively. The links that are
connected to Service Il users but do not interconnect Service Il users in G(V, E) are
referred to as external lines (see the figure at the bottom of Fig. 2.8). There are six
such lines in this example. The number of external lines can be expressed as

YD) =) di(m,0) = (1= cx(m)) Y Dx(0).
(=1 t=1

{=1

Since the expansion of the Service Il service depends on the invitations made by
existing members, it is reasonable to assume that the rate of growth in the number
of Service I users is proportional to the number of external lines. In other words,

dm i
e (1 —cx(m))ez::lz)x(z). (2.19)
Therefore, from (2.17)
(1= cx(m)) Y Dy(8) o m?/3. (2.20)
=1

Thus, a major difference in analyses made on the Service I and I services is the
relations being analyzed. The analysis of Service I considered the relations between
Service I users, while that of Service Il considers the relations between Service
Il users and non-Service I users. The analysis of the Service I itself cannot illu-
minate the details of c¢;(n), since it only analyzes the relations between users. On
the other hand, since the analysis of Service Il service considers relations between
users and non-users, cx(m) appears in the form of (1 — ¢x(m)) in (2.20). The anal-
ysis of Service III, therefore, provides different view of social networks than that of
Service 1.

Let us consider the region of m such that cx(m) < 1. For m in this region, the
following holds

(1 — cx(m)) ~ constant, (cx(m) K 1) (2.21)

on a log scale’. We can then extract the behavior of the degree from (2.20) as
m
Z Dy() xm*?, (m < N), (2.22)
=1

where m < N means cx(m) < 1 since ¢x(m) is an increasing function of m. If the
extracted behavior of the degree is true for any value of m where m < N, we get

Dy(f) x €73, (£ < N). (2.23)

2 The validity of (2.21) is verified in Appendix B.
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Therefore, the order of subscribing to the Service Il follows the order of the magni-
tude of the degree,

Dy(¢) ~ D({), (interms of order), (2.24)
for £ <« N and we have
D) o« £7Y3, (£ < N). (2.25)

The characteristics of D({) obtained from the analyses of Services I, I, and I
should be the same since the targets of both analyses are the same social networks
G(V, E). Therefore, by comparing (2.25) and (2.9), we find that

2
o +8x ], (2.26)

for{ <« N.Using @ >~ 2/3, we have the following results:

o Forn <« N, c¢i(n) is a power function expressed as (2.5).
e The value of §, which could not be determined by the analysis of the Service I
alone, can be determined as
8§ ~0. (2.27)

Therefore, ¢;(n) is a linear function of n.
e § is such that the inequality, « + § — 1 < 0, holds.

Moreover, functions c¢;(n) and cx(m) have the same meaning; If we select n nodes
(or m nodes) in order of the magnitude of node degree and construct the induced
subgraph, both functions represent the ratio of the total number of node degrees
in the induced subgraph to the total number of node degrees of selected nodes.
Therefore, cx(m) o m, and (2.21) is valid form < N.

In addition, as mentioned in Sect.2.3.3, if § > 0, there are cluster structures, in
which earlier subscribers to the Service I are more likely to be acquaintances of each
other. The result § >~ 0 means that such cluster structures are not observed.

By considering the analyses of the Services I, II, and Il data, we can summarize
the properties of the structure of social networks that satisfy both Services I, II, and
I data as follows. They identify a self-consistent model of social networks obtained
from different communication services.

e In general, social networks can be expressed as scale-free graphs with degree
distribution of p(k) o k~Y, where y is

1

=——+1>4 2.28
—a_3 " (2.28)

14

That is, the degree distribution of social networks is

p(k) oc k4. (2.29)
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e Function ¢j(n), which is an indication of the strength of a cluster of n people
sorted according to the magnitude of their degrees, is given by

ci(n) oxn'=% ~n. (2.30)

This means that there are no cluster structures and c;j(n) is proportional to the
penetration ratio n/N (i.e., proportional to the number of users n) of Services L.

The assumptions of the above discussion and its results are summarized in Fig.2.9.
The above properties are useful in constructing a network model that replicates
the characteristics of social networks. Using the constructed network model, we can
simulate various processes regarding the penetration of communication services, the
mechanism of word-of-mouth communication, and various marketing strategies.

Assumptions
4 P )

e From Fig.2.7, m(t) o t3.
o The growth rate of the number of Service I users is proportional to the number of external
lines,

I o (1= ) 3 DD,

dr i—

e From Fig. 2.13, ¢x(m) < 1 in some region.

J
( Intermediate results \

e The sequence of subscription to the Service Il follows the order of the magnitude of the
degree in G(V, E),

Dy() =~ D(£) (in terms of order).

e The assumption used in analyzing Service I data,

§<1—a,
K is verified. )
( Results \
e The distribution of the degree of nodes in G(V, E):
pk) oc k™

e No cluster structure is present in n people sorted according to the magnitude of their
degrees,

ci(n)oxn'™ ~n.

N J

Fig. 2.9 The assumptions made for analyzing data and the results
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2.5 Verification of Degree Distribution of Social Networks

If the social network structure obtained in the previous section is universal and is
independent of characteristics of specific services (e.g., Services I, I, and II), the
obtained structure should be validated by data of another communication service. In
this section, we verify the degree distribution of social networks by using the logs
of cellular phone traffic, i.e., data that was not used in the aforementioned analyses.

We collected the logs of Service IV, the voice communication service of a cel-
lular phone network. The procedures used for validation are as follows. First, we
constructed a graph describing the social networks linking Service IV users by using
Service IV’s log data. The method used to construct the graph was simple. A node
denotes a user, and two nodes are connected by a link if and only if there is com-
munication between the users in some observation period. Links are differentiated
for incoming and outgoing calls so the graph is a directed graph. Link means there
is at least one call, i.e., the link remains the same regardless of the number of calls
in excess of one. In addition, the link is independent of call holding time. We ana-
lyzed the graph describing social networks of Service IV users and investigated the
distribution of node degrees evidenced by the graph.

Note that we can only investigate the Service IV users in a certain sub-area of the
service. In other words, the analysed data and results are not the universal, or total,
social network G(V, E). To verify the social network model by using this data, it is
necessary that the graph obtained from Service IV data has the same characteristics
as the universal social network G(V, E). In general, it is known that the character-
istics of the distribution of node degree are the same in both graphs if the users are
selected independently of their node degree. It is natural to assume that the subset
of Service IV users to be analyzed is selected independent of the node degree, and
the selection of service area to be analyzed is also independent of the node degree.
Therefore, if the probability distribution of node degree is p(k), the degree distri-
bution of Service IV users in a certain sub-area of the service is also p(k).

The data analyzed here are logs of voice communication over a cellular phone
service at six different switches. We analyzed 12 h logs and counted the number of
incoming and outgoing calls for each user ID. The number of unique people calling
the user is the node degree of incoming calls. The number of unique people called
by the user is the node degree of outgoing calls.

Figures 2.10 and 2.11 show the distribution of node degrees (PDF) of the out-
going and incoming calls for each area, respectively. The horizontal axis denotes
degree k and the vertical axis denotes the probability density p(k) for degree k,
in log scales. We can recognize that the tail distributions are proportional to k—*.
These results verify the scale-free property (2.29) of social networks G(V, E).
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Fig. 2.10 The degree distributions of outgoing calls

2.6 Conclusions

100

This chapter extracted social information from the data generated by specific com-
munication services, and investigated the universal structure of social networks that
uderlie each services. In addition, the structure of social networks was verified.
A key point of this research is its use of coarse data for analyzing social networks.
The analyses examined the relationship between the volume of traffic and the num-
ber of users, and the temporal evolution of the number of users of SNS service.
These data do not, of course, describe the behaviors of each user. However, we
found the structure of social networks as characterized by the distribution of node
degree, topological structure of social networks, and user dynamics.



40 M. Aida and H. Koto

1E-1 : 1E-1

1E-2 \\\ 1E-2
B \ 1E3
1E-4 \\ 1E-4

s N . 1E-5

area 1 area 2

1E-1 — 1E-1 S

1E-2 \\\- . 1E-2 \ -
1E-3 \ 1E-3 N

1E-4 \ 1E-4 \
1E-5 \\ 1E-5 \

1E-1 - 1E-1 M

1E-2 \\ 1E-2 \ .
1E-3 \ 1E3 A

1E4 \ 1E-4 \\-

1E-5 z 1E-5 \

1 10 100 1 10 100
area 5 area 6

Fig. 2.11 The degree distributions of incoming calls

The features of this work can be summarized as follows.

e Our purpose in analyzing the data of an actual communication service was to
extract the structure of the universal social network that is behind the services,
not to determine the characteristics of the services themselves.

e The data gathered from a single communication service provides only partial
information of the universal social network. By combining the results of data
analysis from different communication services, we can extract the detailed
structure of social networks.

e We can derive node structures by fitting the data to power laws; note that the data
does not describe the detailed behaviors of individual users.

e We cannot verify the analysis results by experiments because we target large-
scale social networks. However, we can verify the validity of data analysis from
different communication data generated by services that share the common social
network.

The characteristics of the social network obtained by the analysis are not
characteristics unique to any specific communication service but are universal.
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In fact, the obtained model is self-consistent with characteristics of different com-
munication services. Therefore, our findings on social network structure makes it
possible to design and engineer some approaches to encourage the penetration of
new communication services and information marketing strategies. For example, to
improve the speed of the spread when new communication service is introduced,
the selecting method of initial users has been studied [12].
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number of links in the graph. To verify this hypothesis, it is necessary to analyze
the communications log data of individual users. The rough data shown in Fig.2.2
is not sufficient for such verification.

Since detailed communications log data of Service I users during the same pe-
riod as that used to construct Fig. 2.2 was not available, we attempted to verify the
above hypothesis indirectly by using other types of communications log data that
were available. We have examined the number of calls between pairs of subscribers
(caller ID and callee ID) in the communications log data of a cellular phone voice
communication service provided by a certain provider (different from Service IV).
The log data was for 1 day in September 2004.

First, we assumed that a link between a pair exists only when there was a com-
munications record for the pair in the one-day log data, and we developed a graph
expressing the communications relations between user IDs. In order to eliminate
calls that did not arise from social networks, such as calls promoting certain prod-
ucts, a pair was considered to be personal communication only when calls were
originated by both parties, each calling the other at least once. From the graph
so developed, nodes were sorted according to the number of degree to generate
subgraphs. The subgraphs are generated by selecting nodes in accordance with
the sorted sequential order of their degree and it becomes the subgraph induced
by the selected nodes. We then examined the relationship between the number of
links in the induced subgraphs and the total number of calls on links. The result is
shown in the left chart in Fig. 2.12. The right chart in Fig. 2.12 shows the results of
the induced subgraphs generated by randomly selecting the nodes.

Both results show that the number of calls is proportional to the number of links.
Although, in general, the number of calls per link varies greatly from link to link,
these results indicate that such a variation does not affect our hypothesis. In other
words, the effect of the average values is dominant. These results indirectly verify
that the volume of traffic is proportional to the number of links in social networks.
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Fig. 2.12 Relationship between the actual number of calls and the number of links in induced
subgraphs
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B Behavior of 1 — ¢ (m)

Let us examine the behavior of 1 — ¢x(m) by defining a specific function for cx (m).
If we choose the simplest form that satisfies c,(m) o m'~%, ¢ (1) = 0, and

cx(N) =1, then
m—1 1-6
om = (m) |

For example, Fig.2.13 shows the behavior of cx(m) and 1 — cx(m) for different
values of m for the case where the number of potential users, N, is 60,000,000, for
§ is set as 0.0 and 0.5, respectively.

Since the range of the number of subscribers, m for Service I (and n for
Service I), being considered in this paper is, at most, in the order of several mil-
lion, we can confirm that the equation, (1 — ¢x(m)) =~ constant, holds on a log
scale.

(2.31)

1.0E-0 \\ 1.0E-0 =<
o’ 4 - -
1.0E-1 ” 4 1.0E-1 -
1 —cx(m) P 1—cx(m) et
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o7 e
. -
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Fig. 2.13 Examples of behavior of 1 — ¢ (m).



Chapter 3
Analysis of Social Networks by Tensor
Decomposition

Sergej Sizov, Steffen Staab, and Thomas Franz

3.1 Moetivation, or Who Follows Whom

Authority ranking is a crucial component for a wide range of Social Web
applications, such as thematically focused, faceted browsing or contact recommen-
dations. Online communities (such as Twitter or Facebook) provide very limited
statistics about user relations, such as the number of contacts in the users’ contact
list, the number of registered observers for user postings (coined “followers” on
Twitter), etc. Although these counts appropriately reflect the overall users’ cen-
trality/popularity in the social community, their interpretation in a more focused
context becomes very difficult. As a realistic example for this problem, we may
consider two real and quite popular users in the Twitter community: timberners_lee
(20K followers) and parishilton (1.7 Mio followers). In early 2010, both users have
commented the launch of the novel Apple iPad technology — at the same time — by
following postings (tweets), as shown in Fig. 3.1.

From the purely calculational perspective, we could draw the conclusion that
the user parishilton is a stronger twitter authority in the sense of the topic “new
technologies” than timberners_lee. However, deeper analysis of postings from both
users immediately shows the opposite. While contributions of timberners_lee are
clearly focused on novel research/technology aspects (like Web Science, Linked
Open Data, Semantic Web), the user parishilton is rather devoted to themes like
“celebrities,” “lifestyle” or “my person.”

The need for better, explicit contextualization of contributions led to various,
platform-specific mechanisms, and self-organizing, emerging vocabulary exten-
sions. The best-known form of simple content contextualization is tagging, i.e., use
of short text snippets (or particular terms) for content annotation — widely known
from social cites like Flickr, YouTube, Bibsonomy, and others. In the previously
discussed Twitter community, a similar approach with so-called hashtags (context-
indicative, characteristic words within textual content, marked by a preceding hash
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timberners_lee parishilton

Following: 59 Following: 272
Followers: 20.692 Followers: 1.709.116
RT @janl: Apple: I Love my new I-Pad.
“Preparing your web content for iPad: So much fun!

2. Use W3C standard web technologies.” #w3c Technology rocks!

9:46 AM Mar 21st via TweetDeck about 2 h ago via UberTwitter

Fig. 3.1 Real postings of sample users on Twitter

sign) became quite popular. For instance, the term #w3c in the running text from
Fig.3.1 is such a hashtag. In this particular case, the community established the
practice to use #w3c for indicating posting relatedness to the W3C consortium — this
is a characteristic example of emergent semantics in modern social networks [10].

The baseline scenario for lightweight contextualization of user relations may
be organized in a quite analogous manner. In particular, we may assume that
some users of the social network explicitly indicate their interest on some topic
(say one hashtag /). In the following, we will refer to such group of users as a
h-candidate set. Authority ranking for A-candidate sets can be quite similar to the
“unfocused” global setting discussed before and based on “contextualized” lists of
followers. From the conceptual perspective, this approach can be seen as a special
case of collaborative voting “focused” on 4. In fact, we can restrict the scope of
follower-lists and virtually remove all user entries that are not explicitly found in
the h-candidate set (i.e., appear “irrelevant” in the context of /). In other words,
we simply reduce the follower lists to contacts from the s-candidate set itself. The
resulting cardinalities of reduced follower lists give a natural ranking for contact
recommendations (whom-to-follow) in the context of the considered hashtag /.

For the discussed Twitter scenario, this functionality is really offered by an
external service provider wefollow.com. During registration, users are requested
to specify keywords of interest (i.e., hashtags, in our terminology) as well as
their account information (ensuring access to the list of followed users from their
Twitter account) to the portal provider. Subsequently, “keyword subscribers” can
access a ranked list of contact recommendations (i.e., whom-to-follow sugges-
tions). Although the exact organization of wefollow.com is not public, the generated
list of recommendations can be reproduced with extremely high accuracy using
h-candidate sets. Table 3.1 shows the top-20 recommendations regarding keyword
semanticweb by wefollow.com and by collaborative voting (in the latter case, the
h-candidate set of Twitter users is identical to the list of wefollow.com subscribers
for semanticweb). Our collaborative voting implementation uses proprietary Twitter
API for collecting further publicly available user information, such as follower lists.
Minor differences in rank positions can be explained by the fact that Twitter profiles
of few wefollow.com subscribers for semanticweb), namely 6 out of 242, were not
open to public, i.e., corresponding lists of followed users were not accessible to our
test application.
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Table 3.1 Simple strategies for to-follow recommendations, i = #semanticweb

WeFollow h-set #followers: H -set #followers:
POS recommends recommends total in s-set recommends total in H-set
1 tommyh PaulMiller 2215 82 timberners_lee 20,694 252
2 jahendler jahendler 909 76 timoreilly 1,428,425 200
3 ivan_herman  tommyh 738 76 jahendler 910 185
4 PaulMiller ivan_herman 680 69 LeeFeigenbaum 273 176
5 opencalais opencalais 1,797 68 danbri 1,781 160
6 danja danja 1,313 59 kidehen 1,806 159
7 CaptSolo juansequeda 988 57 ivan_herman 680 153
8 juansequeda  CaptSolo 1,224 52 PaulMiller 2,216 150
9 sclopit gothwin 685 50 tommyh 737 142
10 gothwin robocrunch 3,679 49 novaspivack 7,896 139
11 robocrunch alexiskold 4,321 48 johnbreslin 1,933 128
12 kristathomas  kristathomas 1,499 48 w3c 10,672 128
13 kendall kendall 1,694 45 mimasnews 198 127
14 bobdc andraz 2,065 44 iand 1,094 123
15 phclouin sclopit 513 42 I'WwW 1,045,511 123
16 brown2020 cjmconnors 466 39 terraces 632 119
17 alexiskold gkob 399 37 mhausenblas 449 118
18 andraz dorait 2,541 35 opencalais 1,799 112
19 cjmconnors phclouin 266 35 ldodds 621 110
20 ontoligent openamplify 1,387 34 semanticnews 843 102

The apparent drawback of the proposed strategy is its limitation to proactive
users that exploit the new service and explicitly “subscribe” for selected hashtags
of interest. Unsubscribed users are not part of the s-candidate set and thus cannot
be recommended, disregarding their (real) importance in the context of /4. This lim-
itation can be avoided with alternate strategies of constructing the candidate set.
In particular, we can consider “active” users in the sense of & (e.g., by finding
h in their recent postings). In the following, we will refer to a group of candi-
dates that actively used the desired hashtag & within a certain timeframe (e.g., 4
weeks) as a H -candidate set. In practice, the H -candidate set can be directly ob-
tained by keyword-based search (for & as query) through the common API of many
social platforms. The second part of Fig.3.1 demonstrates corresponding follow-
recommendations for the hashtag i = #semanticweb on Twitter. It can be observed
that the the H -candidate set provides substantially higher recall by including highly
relevant users in the field of 4 = #semanticweb that have no explicit registration at
wefollow.com.

From the conceptual perspective, the introduced strategies allow for mapping
user relations in common Social Web applications onto graph structures, where
nodes represent users and edges correspond to relations that link users to each other.
Consequently, graph-based authority ranking algorithms known from Web retrieval,
such as PageRank [7], HITS [17] or SALSA [20], can be adopted for the Social
Web setting, too. Instead of ratings for Web pages they will then output ratings for
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users in a social environment, with respect to one or more criteria, e.g., hub and
authority scores in HITS. These scores reflect the centrality/importance of particu-
lar users in the social network and thus can be exploited for relevance estimation,
e.g., in contact/follower recommendation scenarios.

Two important observations can be made about the authority ranking for so-
cial graphs. On one hand, the computational models of standard algorithms for
Web analysis only consider structural information, i.e., the connectivity of graph
nodes. Additional link semantics, e.g., knowledge about different types of relations,
is not used. On the other hand, there are many cases of overlapping, redundant, and
conflicting vocabulary describing similar problems. Therefore, we may expect re-
dundancies like the co-existence of different hashtags/themes with highly similar (or
coherent) meaning, such as iy = #semanticweb, h, = #RDF and h3 = #ontology.
Common authority ranking algorithms provide no support for finding such groups
of semantically coherent items.

3.2 The Social Web as a Tensor

This section introduces the advanced TweetRank approach for authority ranking in
Social Web communities. In doing so, we refine the formal notion of social graphs
and tensors, introduce tensor factorization for faceted authority ranking, and show
realistic examples of framework outputs.

3.2.1 The TweetRank Model

We define a Social Web graph as a graph G = (V, L, E, linkType) where V is the set
of users in the community, L is the set of literals (e.g., hashtags), and E is the set of
relations between users in V. Additionally, the function linkType : E — L returns
the annotation from L that relates two users. Following our Twitter application sce-
nario introduced in previous section, Fig. 3.2a shows an (over)simplified Social Web
graph that contains five users (Alice = A, Bob = B, Chris = C, Don =D, Elly = E),
two hashtag-like literals (lifestyle = L, semanticweb = S) and ten relations of
two different types: follow-lifestyle and follow-semanticweb. The precise semantics
of such links remains application-specific; in our sample case we assume that user
X links to user Y by edge of type Z iff a) X follows Y (in the common sense
of Twitter) and b) both X and Y have recently used the hashtag Z in their own
postings/tweets. For instance, the graph expresses that Alex follows Bob regarding
lifestyle.

We represent Social Web graphs by a 3-dimensional tensor T where each of
its slices represents an adjacency matrix for one relation type from L. Figure 3.2b
illustrates the tensor resulting from the transformation of the sample graph shown
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Fig. 3.2 Modeling example

in Fig.3.2a. The first adjacency matrix T (:,:, 1)! models linkage by the property
semanticweb. An entry >0 corresponds to the existence of a link by this property,
empty entries are considered as zeroes. The second matrix T (:, :, 2) models links by
the property lifestyle. For instance, the fact that Alex follows Bob regarding lifestyle
results in T (1,2,2) = 1 in tensor representation.

3.2.2 PARAFAC for Authority Ranking

The Social Web graph can be described by an adjacency matrix. For a network
graph matrix M the well known authority ranking methods like HITS [17] can be
applied. HITS defines the authority ranking problem through mutual reinforcement
between so-called hub and authority scores of graph nodes (community users, in
our case). The authority (relevance) score of each node is defined as the sum of hub
scores of its predecessors. Analogously, the hub (connectivity) score of each node is
defined as a sum of the authority scores of its successors. By applying the singular
value decomposition (SVD) to the adjacency matrix, we obtain hub and authority
scores of graph nodes for each singular value of M, which can be interpreted as
rankings regarding different themes or latent topics of interest. Formally, by this
method, some arbitrary matrix M € RKX §g splitted into three matrices U € ka’",
S eR™™ V e R>™ U and V represent the outlinks and inlinks with respect to the
principal factor contained in S. Corresponding to our notation, M can be written as
sum of rank-one-matricesby M = > }"_, S k. U¥* o V. This 2-way decomposition
yields authority and hub scores (cf. Fig. 3.3a) [18].

! Throughout this chapter we use the common Matlab-notation for addressing entries in tensors
and vectors.
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Modeling several link types by separate matrices results in very sparse and not
connected matrices. Instead, the tensor model applied by TweetRank enables the
representation of all adjacency matrices including information about the connec-
tions between link types. Tensor decomposition methods like PARAFAC can then
detect further hidden dependencies.

These methods are regarded as higher-order equivalents to matrix decomposi-
tions. The PARAFAC tensor decomposition has the advantage of robustness and
computational efficiency. These advantages are due to its uniqueness up to scaling
and permutation of the produced component matrices [14]. By PARAFAC input
tensors are transformed to so called Kruskal tensors, a sum of rank-one-tensors.
Consequently, in TweetRank we derive authority and hub scores for particular la-
tent aspects (topics) of the analyzed data from particular rank-one-tensors of the
decomposition. In the context of this chapter we focus on three-mode-tensors that
represent connectivity between graph nodes (users) together with semantics of user
relations.

Formally, a tensor T € RF*!*™ is decomposed by n-Rank-PARAFAC into com-
ponents matrices U; € R U, € R U3 € R™" and n principal factors
(pf) A; in descending order. Via these T can be written as a Kruskal tensor by
T~ Y AU lk o U2k o U3k where A denotes the kth principal factor, Uik the
kth column of U; and o the outer product [18]. U; yields the ratio of the ith di-
mension to the principal factors. So, similar to SVD, PARAFAC derives hidden
dependencies related to the p f's and expresses the dimensions of the tensor by rela-
tions to the pf's. Depending on the number of pf's PARAFAC decomposition can
be loss-free. For a third-mode-tensor T € R¥*!*™ 3 weak upper bound for this rank
is known: rank(T) < min{k!,Im,km} [18]. There is no proper way for estimating
the optimal number of p f's for an appropriate decomposition but several indicators
like residue analysis or core consistency exist [2]. The PARAFAC decomposition
of a tensor derives authority and hub scores plus additional scores for the relevance
of link types (cf. Fig. 3.3b). The tensor T in Sect. 3.2.1 combines information about
who follows whom with our explanations of the follow-links. So the PARAFAC de-
composition would yield U; with subject-p f relation, U, with object-p f relation
and Uz with property-pf relation. In other words U; keeps the hub scores as rel-
evance of the users to the pf's, U, the authorities scores as relevance of the users
to the pf's and Us scores of the relevance of literals (hashtags) to the pf's. In line
with HITS the largest entry of U 11 corresponds to the best hub for the first pf and
the largest entry of U, to the best authority.
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Table 3.2 PARAFAC vs. HITS results

PARAFAC HITS indegree

Score Hashtag Score  User Score  User Degree  User
Group 1 0.62 Chris 3 Bob
1.00 lifestyle 0.71 Bob 0.56 Bob 3 Chris
- - 0.70 Chris  0.50 Alex 2 Alex
Group 2 0.16 Don 1 Don
1.00 semanticweb  0.70 Don 0.16 Elly 1 Elly
0.001 lifestyle 0.70 Alex

- - 0.10 Elly

3.2.3 Ranking Example

Applying the above factorization and analysis to the graph illustrated by Fig.3.2
yields the results shown by the first four columns of Table 3.2. Two groups are iden-
tified, one where the hashtag lifestyle has a high score, and one where semanticweb
is scored highly. The authoritative resources for each group differ from each other.
Bob and Chris have high scores with respect to /ifestyle. Don and Alex are the top
authorities with respect to semanticweb. The application of HITS results in the rank-
ing shown by column 5 and 6. The HITS ranking corresponds to a ranking based
on the indegrees of the resources. Notably, the rankings produced by the PARAFAC
analysis are different from the HITS/indegree results as they provide rankings with
respect to different knowledge aspects in the data.

3.3 Implementation

Having introduced the theoretical background behind TweetRank, we present the
implementation into an applicable system in Java.” We describe the three core com-
ponents of the TweetRank architecture, which encapsulate a 3-step process, namely
(1) the collection of data and its transformation to a tensor model, (2) data pre-
processing, and (3) analysis.

3.3.1 Data Collection and Transformation

The first process step for the ranking of Social Web data is its collection. The ob-
jective of this stem is to construct the graph of semantic relations between relevant

2 The framework implementation is available as public domain open source package: http://west.
uni-koblenz.de/Research.
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users of the platform G = (V, L, E, linkType) (cf. Sect.3.2.1). For many Social
Web platforms, gathering of relevant data for constructing the candidate set of users
V' can be directly implemented on top of existing platform-specific API functions.
For instance, Twitter API support is available for all major programming languages
(including Java). This API can be used by an arbitrary account holder of the plat-
form, with certain performance limitations (in terms of the hourly request rate).
Large-scale access to API functions can be granted upon individual request.

The process of data collection starts with specifying custom terms(s) of interest.
These terms are forwarded to the platform-specific API function for keyword-based
search, which returns matching postings together with metadata (usually including
author ID). The author IDs are then extracted and added to V. Subsequently, prede-
cessors and successors of these “root” users — in terms of content related relations —
are also retrieved and added to V. This step is usually supported by platform API
functions for user profile details. For instance, Twitter API provides explicit func-
tions for finding predecessors and successors of the given user: a followers-list (i.e.,
users that observe postings of the given person) and a following-list (other users
that are monitored by the given person). Further expansion of V' can be achieved
by traversing following-relations and follower-relations transitively, up to a certain
maximum depth (i.e., finding successors of successors, etc.).

In the next step, for each user from u € V a number of his recent postings is
retrieved. In Twitter API this functionality is explicitly offered as part of the com-
prehensive search support. Each posting is then decomposed into terms ¢ € L. For
constructing edges in E, we assume that user u; € U links to user u, € U by edge
e € E labeled linkType(e) = t € L, if a) u; is known to be a predecessor of u5 in
the platform sense (e.g., in terms of Twitter, u; follows u») and both u; and u, have
frequently used term ¢ in their postings retrieved so far. In the particular Twitter
case, a common practice of lightweight content annotation is the use of hashtags.
For this reason, we add the preceding hash sign to all the terms of interest before
sending the initial query to Twitter, and do not consider non-hashtag terms in re-
turned postings. Finally, the graph is transformed into the tensor representation for
factorization analysis.

Important tuning parameters of the framework include the number of necessary
postings for userlist initialization, the maximum number of predecessors/successors
to be considered for each user, the number of recent postings per user to be pro-
cessed, and filtering criteria for removing potentially irrelevant users and terms. For
Twitter we instantiated our framework with the following settings (empirically esti-
mated in series of comparative experiments): 300 users for the intitial “seed set,” up
to 500 direct predecessors/successors per user (dropping down by randomly remov-
ing superfluous entries, when necessary), 100 recent postings per user to analyze,
each hashtag ¢ € L should be used by at least ten different users, each useru € V
should use at least three hashtags from L in his postings.

A further pre-processing step is the weighting of collected user relations to fur-
ther remedy the negative effects of domination. We amplify relations based on their
hashtag frequency so that statements with less frequent (i.e., selective) hashtags
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are amplified stronger than more common relations. As an effect, the adjacency
indicators in the tensor have the following property:

1+loglm]§xm’ X,y EV,
links(z) = |{e € E|linkType(e) = z}|,
o = links(x)|Vt € L, links(x) > links(t)

0, else

T(x,y,2) =

The value « denotes the number of relations in which the most dominant hashtag
participates. The function links(t) (links : L — Np) returns the number of relations
in E induced by hashtag ¢ € L.

We remark that the implemented pre-processing steps are valuable for generating
ranking analyses in general. Notably, simple methods for authority ranking, e.g.,
the counting of inlink scores per resource and predicate, benefit more from such
pre-processing than more complex methods like PARAFAC.

3.3.2 Analysis

The analysis step implements the PARAFAC decomposition of the tensor, as mod-
eled and created by the previous process steps. We have integrated existing software
packages [4] for this purpose. As indicated in Sect. 3.2.2, the number of factors for
the PARAFAC decomposition is crucial for the quality of the results of the analysis.
The determination of the optimal number of factors is a case of open research. How-
ever, heuristics for determining a suitable number of factors have been published,
e.g., the core consistency diagnostic (CORCONDIA) [2]. The factor determination
applied in TweetRank builds upon such research.

The result of the analysis is a Kruskal (cf. Sect. 3.2.2) tensor [18] that approxi-
mates the original tensor. As illustrated in Fig. 3.4, the resulting vectors for the first
(row), second (column), and third dimension are represented by three matrices. The
columns of each of the matrices correspond to the scores calculated for the different
factors pfi ... pfa. Analogue to the SVD, entries in the column vectors correspond
to authority scores, i.e., indicating the relevance of a resource with respect to its

Subject Object Property
I Scores

Fig. 3.4 Result of the analysis
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in-degree. Entries in the row vectors correspond to hub scores, i.e., indicating the
relevance of a resource with respect to its out-degree. We refer to [17] for a thor-
ough analysis of the correspondence between SVD and its interpretation for link
analysis. Entries of the vectors in the third dimension indicate the relevance of a
term with respect to the hub and authority users. Based on this notion, we interpret
hub scores as indicative for the relevance of a user as a “follower” (i.e., observer of
other users). Vice versa, authority scores indicate the relevance of a user as subject
of observation (whom-to-follow recommendations). As we modeled posting terms
by the third dimension, their relevance for particular factors can be looked up in the
vectors of the third dimension.

3.3.3 Use Case Example

To demonstrate the functionality of the framework presented so far, we consider
the request semanticweb from our run-through Twitter scenario. We initiate the
construction of the thematically focused social graph by sending to Twitter the
keyword-based search request g = #semanticweb. After the expansion step (adding
predecessors and successors, downloading postings from all users collected so far)
and common preprocessing as described before, we obtain a social graph G =
(V. L, E, linkType) with |V| = 1,323 users, |L| = 175 hashtags, and |E| = 17,190
user relations.

Subsequently, the tensor decomposition with f = 15 PARAFAC factors pro-
vides user authority, user hub, and hashtag relevance scores for each factor. Table 3.3
shows most relevant top-5 hashtags and users for some factors of this decomposition
(ordered by hashtag relevance and user authority, respectively).

Some important observations can be made about the results shown in Fig.3.3.
First, the authority scoring in the prevalent factor “semanticweb” is closely related
to results produced by simpler ranking mechanisms (e.g., H -candidate set recom-
mendation as discussed in Sect. 3.1). The results are entirely based on recent user
postings and current user relations, so any side effects of long-term user profil-
ing (such as temporary user activity in a certain topic, but long time before) will
have no influence on current contact recommendations. Beyond the mainstream fac-
tor (say semanticweb core) the decomposition captures a number of second-order
themes related to semanticweb and reflected in Twitter postings, such as web tools,
multimedia, security & privacy, social media, or programming. In this sense, the
diversity and structuring of recommendation results are substantially increased. As
a result, the user can better identify the actual target (sub-)topic of his personal in-
terest related to semanticweb, and then follow best-scored users in the context of
this particular, thematically focused theme.
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Table 3.3 TweetRank results for query “semanticweb” on Twitter

Score Hashtag Score User Score Hashtag Score User

Factor 1 (“semanticweb”) Factor 4 (“programming”)

0.147 semantics 0.238 timberners_lee  0.111 programming 0.183 cjmconnors
0.125 business 0.143 PEPublishing 0.053 analytics 0.178 DublinCore
0.106 lod 0.142 jahendler 0.047 semantic 0.108 spirinet

0.091 semweb 0.138 timoreilly 0.046 microdata 0.098 AskAaronLee
0.054 semanticweb 0.097 semanticnews 0.040 startups 0.096 GeoffWigz
Factor 2 (“web tools”) Factor 5 (“securiry&privacy”)

0.266 java 0.419 SCMagazine 0.163 security 0.285 BLSocSci
0.251 php 0.143 HTML5Swatcher 0.130 web20 0.278 socialwendy
0.220 http 0.128 opencalais 0.083 privacy 0.162 pedantic_web
0.214 joomla 0.102 hadoop 0.067 apps 0.154  drthinkmore
0.199 javascript 0.097 LSIstorage 0.054 china 0.136 linuxhoundhost
Factor 3 (“multimedia”) Factor 6 (“social media”)

0.049 music 0.265 Beyondl5 0.212 foaf 0.484 jwolfnbaa
0.044 video 0.185 junglejar 0.172 socialmedia  0.165 rdfQuery

0.032 semweb 0.172 CSS3 0.118 facebook 0.130 CreativeCustoms
0.023  iphone 0.134 davidstack 0.109 rdfa 0.078 websciencetrust
0.021 innovation 0.125 emtacl 0.054 webscience 0.064 virtualrooms

3.4 Related Work

From the conceptual perspective, two topics can be seen as closely related to our
TweetRank approach: authority ranking for Web contents and graph-based relevance
ranking for semi-structured data. This section gives a short overview of these areas
and distinguishes TweetRank from other existing solutions.

3.4.1 Rating Web Pages

PageRank [7], HITS [17] and SALSA [20] are prominent algorithms for ranking
Web pages based on link analysis. PageRank builds upon a model of a random
walk among Web pages, where the stationary probability of passing through a cer-
tain page is interpreted as measure of its importance. HITS is based on the notion
of a mutual re-enforcement between importance (authority) and connectivity (hub)
scores of Web pages. SALSA can be seen as a more complex hybrid solution that
integrates ideas of PageRank and HITS by combination of both link traversing di-
rections (i.e., forward and backward) for constructing graph models. The conceptual
generalization for this kind of methods is given in [12]. Unlike TweetRank, this
family of methods provides no natural mechanisms for expressing and exploiting
semantics of links/relations.
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The contextualization of graph models can be achieved through different
customizations of the mentioned models. Possible adaptations include various
custom weightings of graph edges (e.g., based on appearance of particular terms
in Web documents [22,24], content classification [11, 15], structural properties like
in-domain vs. out-domain linking [6], etc.) or joint probabilistic modeling for con-
tent and connectivity of Web pages [9]. In contrast to TweetRank, these solutions
are designed for the Web setting and do not introduce distinguished link semantics.
The solution presented in [19] uses for Web authority ranking the higher-order
representation of the hyperlink graph by labeling the graph edges with the anchor
text of the hyperlinks. This method is closely related to TweetRank, but addresses a
fully different problem setting (links and anchors in the Web graph vs. user relations
in Social Web).

Another kind of contextualization for authority ranking models can be observed
in the area of search personalization. For instance, Eirinaki and Vazirgiannis present
a modification of the PageRank algorithm to compute personalized recommenda-
tions of Web pages given a path of visited pages [13]. Their approach requires
access to web server logs that provide statistics about the paths browsed by other
users. BrowseRank [21] is a further example of a page ranking approach that re-
quires to collect statistics on user behavior such as the time spent on a web page.
The generalized algorithm for personalized authority ranking is described in [16].

Our TweetRank approach is designed for a different scenario of context-oriented
contact recommendation in Social Web environments. The presented approach is
conceptually more general and does not rely on user profiles and query logs. As
when browsing the Web, detailed statistical information about prior user interactions
is often not available through proprietary APIs of Social Web portals (especially for
privacy protection reasons). However, this information can be easily integrated with
TweetRank, if necessary.

3.4.2 Rating (Semi-)Structured Data

ObjectRank [5] adds authority transfer weights for different types of links to the
PageRank algorithm. Such weights influence the random walk of prospective users
and are to be assigned by domain experts. Beagle++ [8] is an extension for the Bea-
gle desktop search engine that applies ObjectRank to RDF meta data about desktop
objects to improve their ranking in desktop search scenarios. TweetRank also con-
siders the semantics of relations, however, it is an approach for computing ranks
for users and user groups on-the-fly, as an answer to a hashtag-based query. It does
not rely on manually assigned link weights, and is based on the generalized HITS
algorithm instead of PageRank.

Anyanwu and Sheth present a framework for query answering with respect to so
called semantic associations [3]. A semantic association represents semantic simi-
larity between paths connecting different resources in an RDF model. Aleman-Meza
et al. [1] presented and evaluated methods for ranking semantic associations. As a
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continued work of [3], the presented methods target the identification of similar
resources to apply it in scenarios like terror-prevention. Their approach involves
ranking criteria considering graph structure, and user context. User context is de-
fined statically by selecting ontology concepts that are considered as representative
for a user’s context. Ramakrishnan et al. present heuristics for weighting graph pat-
terns connecting two nodes in a graph considering the differences of edges given
by RDF graphs that include schema information encoded as RDFS ontologies [23].
Prior approaches on graph pattern analysis presented methods assuming that only
one type of edge exists. Next to a presentation of the heuristics, they present an
evaluation of them targeting the question which heuristic results in higher quality
patterns.

3.5 Conclusion

In this chapter we presented TweetRank, a novel approach for authority ranking
in Social Web communities. Conceptually, TweetRank is a correspondent to au-
thority ranking methods known from Web retrieval, such as PageRank or HITS.
Our approach exploits the novel representational model for social graphs, based on
3-dimensional tensors. This allows us to exploit in the natural way the available
semantics of user relations. By applying the PARAFAC tensor decomposition we
identify authoritative sources in the social network as well as groups of semantically
coherent terms of interest. Therefore, TweetRank can be seen as a next step towards
efficient and effective search/recommendation technology for the Social Web.
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Chapter 4
Analyzing the Dynamics of Communication
in Online Social Networks

Munmun De Choudhury, Hari Sundaram, Ajita John,
and Doree Duncan Seligmann

4.1 Introduction

During the past decade, the advent of the “social Web” has provided considerable
leeway to a rich rubric of platforms that promote communication among users
on shared spaces. These interpersonal interactions often take place in the pre-
text of either a shared media e.g., an image (Flickr), a video (YouTube), a
“blog”/“microblog” (Twitter); or are built across social ties that reflect human
relationships in the physical world (Facebook). The resultant impact of the rapid
proliferation of these social websites has been widespread. Individuals today, can
express their opinions on personal blogs as well as can share media objects to
engage themselves in discussion. Right from shopping a new car, to getting sug-
gestions on investment, searching for the next holiday destination or even planning
their next meal out, people have started to rely heavily on opinions expressed online
or social resources that can provide them with useful insights into the diversely
available set of options. Moreover, personal experiences as well as thoughts and
opinions on external events also manifest themselves through “memes,” “online
chatter” or variegated “voting” mechanisms in several peoples blogs and social
profiles. As a positive outcome of all these interactional affordances provided by
the online social media and social network sites, a broad podium of opportunities
and ample scope have begun to emerge to the social network analysis community.
Instead of focusing on longitudinal studies of relatively small groups such as par-
ticipant observation [16, 31] and surveys [8], researchers today can study social
processes such as information diffusion or community emergence at very large
scales. This is because electronic social data can be collected at comparatively low
cost of acquisition and resource maintenance, can span over diverse populations and
be acquired over extended time periods. The result is that study of social processes
on a scale of million nodes, that would have been barely possible a few years back,
is now looming a lot of interest currently [20,22].
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Fig. 4.1 Illustration of the two key organizing ideas that embody online interpersonal communi-
cation processes: namely, the information or concept that is the content of communication and the
channel or the media via which communication takes place

Our broad goal is to study how such online communication today is reshaping
and restructuring our understanding of different social processes. Communication
is the process by which participating individuals create and share information with
one another in order to reach a mutual understanding [6]. Typically communication
involves a form of a channel, or a media by means of which information, in the
form of concepts get transmitted from one individual to another. An illustrative ex-
ample that describes the key ideas in the online communication process is shown
in Fig.4.1. Note, mass media channels are more effective in creating knowledge of
innovations [5], whereas channels promoting social engagement are more effective
in forming and changing attitudes toward a new concept, and thus in influencing the
decision to adopt or reject a new concept or information. !

It, thus, goes without saying that communication is central to the evolution of
social systems. To support this empirical finding, over the years, numerous studies
on online social communication processes have indicated that studying properties
of the associated social system, i.e., the network structure and dynamics can be use-
ful pointers in determining the outcome of many important social and economic
relationships [1, 2]. Despite the fundamental importance laid on the understand-
ing of these structures and their temporal behavior in many social and economic
settings [8-10, 20, 21], the development of characterization tools, foundational
theoretical models as well as insightful observational studies on large-scale so-
cial communication datasets is still in its infancy. This is because communication
patterns on online social platforms are significantly distinct from their physical
world counterpart — consequently often invalidating the methods, tools and studies
designed to cater to longitudinal ethnographic studies on observed physical world

! Also referred to in popular culture as a “meme.”
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interactions. This distinction can be viewed on several aspects relating to the nature
of the online communication process itself: such as inexpensive reach to a global au-
dience, volatility of content and easy accessibility of publishing information content
online. The outcome of these differences is that today there is an ardent necessity to
develop robust computational frameworks to characterize, model and conduct ob-
servational studies on online communication processes prevalent, rather pervasively,
on the online domain.

The contributions of this chapter are also motivated from the potential ability of
online communication patterns in addressing multi-faceted sociological, behavioral
as well as societal problems. For example, the patterns of social engagement, re-
flected via the networks play a fundamental role in determining how concepts or
information are exchanged. Such information may be as simple as an invitation to a
party, or as consequential as information about job opportunities, literacy, consumer
products, disease containment and so on. Additionally, understanding the evolution
of groups and communities can lend us meaningful insights into the ways in which
concepts form and aggregate, opinions develop as well as ties are made and broken,
or even how the decisions of individuals contribute to impact on external tempo-
ral occurrences. Finally, studies of shared user-generated media content manifested
via the communication channel can enable us re-think about the ways in which our
communication patterns affect our social memberships or our observed behavior on
online platforms.

In the light of the above observations, the following two parts summarize our key
research investigations:

e Rich Media Communication Patterns. This part investigates rich media com-
munication patterns, i.e., the characteristics of the emergent communication,
centered around the channel or the shared media artifact. The primary research
question we address here is: what are the characteristics of conversations cen-
tered around shared rich media artifacts?

e Information Diffusion. This part instruments the characterization of the concept,
or the information or meme, involved in the social communication process. Our
central idea encompasses the following question: how do we model user com-
munication behavior that affects the diffusion of information in a social network
and what is the impact of user characteristics, such as individual attributes in this
diffusion process?

The rest of the chapter is organized as follows. In Sect. 4.2, we present the ma-
jor characteristics of online communication dynamics. Next two sections deal with
the methods that help us study rich media communication patterns (Sect.4.3) and
impact of communication properties on diffusion processes (Sect.4.4). They also
present some experimental studies conducted on large-scale datasets to evaluate our
proposed methods of communication analysis. Finally we conclude in Sect. 4.5 with
a summary of the contributions and future research opportunities.
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4.2 Characteristics of Online Communication

We present key characteristics of the online communication process. First we
present a background survey of the different aspects of online communication. Next
we discuss the different forms of communication affordances that are provided by
different online social spaces today and discuss an overview of prior work on the
different modalities.

4.2.1 Background

There are several ways in which online social media has revolutionized our means
and manner of social communication today: naturally making a huge impact on the
characteristics of the social systems that encompass them. We discuss some of the
characteristics of this widespread change in the communication process as follows:

1. Reach. Social media communication technologies provide scale and enable any-
one to reach a global audience.

2. Accessibility. Social media communication tools are generally available to any-
one at little or no cost, converting every individual participant in the online social
interaction into a publisher and broadcaster of information content on their own.

3. Usability. Most social media do not, or in some cases reinvent skills, so anyone
can operate the means of content production and subsequent communication,
eliminating most times the need for specialized skills and training.

4. Recency. Social media communication can be capable of virtually instantaneous
responses; only the participants determining any delay in response; making the
communication process extremely reciprocative, with low lags in responses.

5. Permanence. unlike industrial media communication, which once created, cannot
be altered (e.g., once a magazine article is printed and distributed changes cannot
be made to that same article), social media communication is extremely volatile
over time, because it can be altered almost instantaneously by comments, editing,
voting and so on.

These key characteristics of online social communication have posed novel chal-
lenges on the study of social systems in general. To highlight some of the key
statistics of different social sites available on the Web today, we compiled Table 4.1.
The natural question that arises is that: how are online social communication pat-
terns today affecting our social lives and our collective behavior? As is obvious from
the statistics, traditional tools to understand social interactions in physical spaces or
over industrial media or even prior work involving longitudinal studies of groups
of individuals are therefore often only partially capable of characterizing, modeling
and observing the modern online communication of today.
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Table 4.1 Some social media statistics

Social media type Key statistics

YouTube 139M users; US$200M [Forbes]

Flickr 3.6B images; 50M users

Facebook 350M active users; 1B pieces of content shared each week
MySpace 110M monthly active users; 14B comments on the site
Digg 3M unique users; $40M

Engadget 1,887,887 monthly visitors

Huffington Post 8.9M visitors

Live Journal 19,128,882 accounts

In this chapter, we therefore identify two key components that subsume these
diverse characteristics of the online social communication process on social media
today. These two components are manifested as below:

1. The entity or the concept (e.g., information, or ‘meme’).
2. The channel or the media (e.g., textual, audio, video or image-based interactive
channel).

4.2.2 Communication Modes in Social Networks

We discuss several different communication modes popularly existent in social
networks and social media sites today. These diverse modalities of communication
allow users to engage in interaction often spanning a commonly situated interest,
shared activities or artifacts, geographical, ethnic or gender-based co-location, or
even dialogue on external news events. In this chapter, we have focused on the
following forms of communication among users, that are likely to promote social
interaction:

1. Messages. Social websites such as MySpace feature an ability to users to post
short messages on their friends’ profiles. A similar feature on Facebook allows
users to post content on another user’s “Wall.” These messages are typically short
and viewable publicly to the common set of friends to both the users; providing
evidences of interaction via communication.

2. Blog Comments/Replies. Commenting and replying capability provided by differ-
ent blogging websites, such as Engadget, Huffington Post, Slashdot, Mashable or
MetaFilter provide substantial evidence of back and forth communication among
sets of users, often relating to the topic of the blog post. Note, replies are usually
shown as an indented block in response to the particular comment in question.

3. Conversations around Shared Media Artifact. Many social websites allow users
to share media artifacts with their local network or set of contacts. For example,
on Flickr a user can upload a photo that is viewable via a feed to her contacts;
while YouTube allows users to upload videos emcompassing different topical
categories. Both these kinds of media sharing allow rich communication activity
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centered around the media elements via comments. These comments often take a
conversational structure, involving considerable back and forth dialogue among
users.

4. Social Actions. A different kind of a communication modality provided by cer-
tain social sites such as Digg or del.icio.us involves participation in a variety of
social actions by users. For example, Digg allows users to vote (or rate) on shared
articles, typically news, via a social action called “digging.” Another example is
the “like” feature provided by Facebook on user statuses, photos, videos and
shared links. Such social action often acts as a proxy for communication activ-
ity, because first, it is publicly observable, and second it allows social interaction
among the users.

5. Micro-blogging. Finally, we define a communication modality based on micro-
blogging activity of users, e.g., as provided by Twitter. The micro-blogging
feature, specifically called “tweeting” on Twitter, often takes conversational
form, since tweets can be directed to a particular user as well. Moreover, Twit-
ter allows the “RT” or re-tweet feature, allowing users to propagate information
from one user to another. Hence micro-blogging activity can be considered as an
active interactional medium.

4.2.3 Prior Work on Communication Modalities

In this section we will survey some prior work on the above presented communica-
tion modalities.

Conversations. Social networks evolve centered around communication artifacts.
The conversational structure by dint of which several social processes unfold, such
as diffusion of innovation and cultural bias, discovery of experts or evolution of
groups, is valuable because it lends insights into the nature of the network at multi-
grained temporal and topological levels and helps us understand networks as an
emergent property of social interaction.

Comments and messaging structure in blogs and shared social spaces have been
used to understand dialogue based conversational behavior among individuals [34]
as well as in the context of summarization of social activity on the online platform
or to understand the descriptive nature of web comments [32]. Some prior work
have also deployed conversational nature of comments to understand social network
structure as well as in statistical analysis of networks [15]. There has also been
considerable work on analyzing discussions or comments in blogs [28] as well as
utilizing such communication for prediction of its consequences like user behavior,
sales, stock market activity etc.

Prior research has also discovered value in using social interactional data to un-
derstand and in certain cases predict external behavioral phenomena [11]. There has
been considerable work on analyzing social network characteristics in blogs [20] as
well as utilizing such communication for prediction of its consequences like user
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behavior, sales, stock market activity etc [3, 17]. In [17] Gruhl et al. attempt to
determine if blog data exhibit any recognizable pattern prior to spikes in the rank-
ing of the sales of books on Amazon.com. Adar et al. in [3] present a framework
for modeling and predicting user behavior on the web. They created a model for
several sets of user behavior and used it to automatically compare the reaction of a
user population on one medium e.g., search engines, blogs etc to the reactions on
another.

Social Actions. The participation of individual users in online social spaces is one
of the most noted features in the recent explosive growth of popular online com-
munities ranging from picture and video sharing (Flickr.com and YouTube.com)
and collective music recommendation (Last.fm) to news voting (Digg.com) and
social bookmarking (del.icio.us). However in contrast to traditional communities,
these sites do not feature direct communication or conversational mechanisms to
its members. This has given rise to an interesting pattern of social action based
interaction among users. The users’ involvement and their contribution through
non-message-based interactions, e.g., digging or social bookmarking have become
a major force behind the success of these social spaces. Studying this new type of
user interactional modality is crucial to understanding the dynamics of online social
communities and community monetization.

Social actions [12] performed on shared spaces often promote rich communi-
cation dynamics among individuals. In prior work, authors have discussed how the
voting i.e., digging activity on Digg impacts the discovery of novel information [37].
Researchers [35] have also examined the evolution of activity between users in the
Facebook social network to capture the notion of how social links can grow stronger
or weaker over time. Their experiments reveal that links in the activity network on
Facebook tend to come and go rapidly over time, and the strength of ties exhibits
a general decreasing trend of activity as the social network link ages. Social ac-
tions revealed via third party applications as featured by Facebook have also lent
interesting insights into the social characteristics of online user behavior.

In this chapter, we organize our approach based on these two different modali-
ties of online communication, i.e., conversations and social actions. We utilize the
former to study the dynamic characterization of the media channel that embodies
online communication. While the latter is used to study the diffusion properties of
the concept or the unit of information that is transmitted in a network via the com-
munication process. This is presented in the following two sections.

4.3 Rich Media Communication Patterns

An interesting emergent property of large-scale user-generated content on social
media sites is that these shared media content seem to generate rich dialogue of
communication centered round shared media objects, e.g., YouTube, Flickr etc.
Hence apart from impact of communication on the dynamics of the individuals’
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actions, roles and the community in general, there are additional challenges on how
to characterize such “conversations,” understanding the relationship of the conver-
sations to social engagement i.e., the community under consideration, as well as
studying the observed user behavior responsible for publishing and participation of
the content.

Today, there is significant user participation on rich media social networking
websites such as YouTube and Flickr. Users can create (e.g., upload photo on Flickr),
and consume media (e.g., watch a video on YouTube). These websites also allow for
significant communication between the users — such as comments by one user on a
media uploaded by another. These comments reveal a rich dialogue structure (user A
comments on the upload, user B comments on the upload, A comments in response
to B’s comment, B responds to A’s comment etc.) between users, where the dis-
cussion is often about themes unrelated to the original video. In this section, the
sequence of comments on a media object is referred to as a conversation. Note the
theme of the conversation is latent and depends on the content of the conversation.

The fundamental idea explored in this section is that analysis of communication
activity is crucial to understanding repeated visits to a rich media social network-
ing site. People return to a video post that they have already seen and post further
comments (say in YouTube) in response to the communication activity, rather than
to watch the video again. Thus it is the content of the communication activity itself
that the people want to read (or see, if the response to a video post is another video,
as is possible in the case of YouTube). Furthermore, these rich media sites have noti-
fication mechanisms that alert users of new comments on a video post/image upload
promoting this communication activity.

We denote the communication property that causes people to further participate
in a conversation as its “interestingness.” While the meaning of the term “inter-
estingness” is subjective, we decided to use it to express an intuitive property of
the communication phenomena that we frequently observe on rich media networks.
Our goal is to determine a real scalar value corresponding to each conversation in
an objective manner that serves as a measure of interestingness. Modeling the user
subjectivity is beyond the scope of this section.

What causes a conversation to be interesting to prompt a user to participate?
We conjecture that people will participate in conversations when (a) they find the
conversation theme interesting (what the previous users are talking about) (b) see
comments by people that are well known in the community, or people that they
know directly comment (these people are interesting to the user) or (c) observe
an engaging dialogue between two or more people (an absorbing back and forth
between two people). Intuitively, interesting conversations have an engaging theme,
with interesting people. Example of an interesting conversation from YouTube is
shown in Fig.4.2.

A conversation that is deemed interesting must be consequential [13] — i.e., it
must impact the social network itself. Intuitively, there should be three consequences
(a) the people who find themselves in an interesting conversation, should tend to co-
participate in future conversations (i.e., they will seek out other interesting people
that they’ve engaged with) (b) people who participated in the current interesting
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Fig. 4.2 Example of an interesting conversation from YouTube. Note it involves back-and-forth
dialogue between participants as well as evolving themes over time

conversation are likely to seek out other conversations with themes similar to the
current conversation and finally (c) the conversation theme, if engaging, should
slowly proliferate to other conversations.

There are several reasons why measuring interestingness of a conversation is of
value. First, it can be used to rank and filter both blog posts and rich media, partic-
ularly when there are multiple sites on which the same media content is posted,
guiding users to the most interesting conversation. For example, the same news
story may be posted on several blogs, our measures can be used to identify those
sites where the postings and commentary is of greatest interest. It can also be used
to increase efficiency. Rich media sites, can manage resources based on chang-
ing interestingness measures (e.g., and cache those videos that are becoming more
interesting), and optimize retrieval for the dominant themes of the conversations.
Besides, differentiated advertising prices for ads placed alongside videos can be
based on their associated conversational interestingness.
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4.3.1 Problem Formulation

4.3.1.1 Definitions

Conversation. We define a conversation in online social media (e.g., an image, a
video or a blog post) as a temporally ordered sequence of comments posted by indi-
viduals whom we call “participants.” In this section, the content of the conversations
are represented as a stemmed and stop-word eliminated bag-of-words.

Conversational Themes. Conversational themes are sets of salient topics associated
with conversations at different points in time.

Interestingness of Participants. Interestingness of a participant is a property of her
communication activity over different conversations. We propose that an interest-
ing participant can often be characterized by (a) several other participants writing
comments after her, (b) participation in a conversation involving other interesting
participants, and (c) active participation in “hot” conversational themes.

Interestingness of Conversations. We now define “interestingness” as a dynamic
communication property of conversations which is represented as a real non-
negative scalar dependent on (a) the evolutionary conversational themes at a
particular point of time, and (b) the communication properties of its participants.
It is important to note here that “interestingness” of a conversation is necessarily
subjective and often depends upon context of the participant. We acknowledge that
alternate definitions of interestingness are also possible.

Conversations used in this section are the temporal sequence of comments as-
sociated with media elements (videos) in the highly popular media sharing site
YouTube. However our model can be generalized to any domain with observable
threaded communication. Now we formalize our problem based on the following
data model.

4.3.1.2 Data Model

Our data model comprises the tuple C, P having the following two inter-related
entities: a set of conversations, C on shared media elements; and a set of participants
P in these conversations. Each conversation is represented with a set of comments,
such that each comment that belongs to a conversation is associated with a unique
participant, a timestamp and some textual content (bag-of-words).

We now discuss the notations. We assume that there are N participants, M con-
versations, K conversation themes and Q time slices. Using the relationship be-
tween the entities in the tuple C, P from the above data model, we construct the
following matrices for every time slice ¢, 1 < ¢ < Q:

o Pp@ ¢ RNXN. Participant-follower matrix, where Pp@ (i, j) is the probabil-
ity that at time slice ¢, participant j comments following participant i on the
conversations in which i had commented at any time slice from 1 to (g — 1).
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o PL@ e R¥N*N: Participant-leader matrix, where P @ (i, j) is the probability
that in time slice ¢, participant i comments following participant j on the con-
versations in which j had commented in any time slice from 1 to (¢ — 1). Note,
both Pg@ and P, @ are asymmetric, since communication between participants
is directional.

o P e RN*M. Participant-conversation matrix, where P9 (i, j) is the prob-
ability that participant i comments on conversation j in time slice g.

o Cp9 e RM*K: Conversation-theme matrix, where C1?) (i, j) is the probability
that conversation i belongs to theme j in time slice g.

e Ts? e REX1: Theme-strength vector, where Ts@ (i) is the strength of theme i
in time slice ¢. Note, Ts? is simply the normalized column sum of Cr@.

o Pr@ e R¥N*K: participant-theme matrix, where Pr@ (i, j) is the probability
that participant i communicates on theme j in time slice ¢g. Note, Pr@ = PcD.
CT(CI)_

o Ip@ e RV*1: Interestingness of participants vector, where Ip@ (i) is the inter-
estingness of participanti in time slice g.

o 1D ¢ RMx1, Interestingness of conversations vector, where 19 (i) is the
interestingness of conversation 7 in time slice g.

For simplicity of notation, we denote the i-th row of the above 2-dimensional
matrices as X(i, :).

4.3.1.3 Problem Statement

Now we formally present our problem statement: given a dataset C, P and associ-
ated meta-data, we intend to determine the interestingness of the conversations in
C, defined as I¢'? (a non-negative scalar measure for a conversation) for every time
slice ¢, 1 < g < Q. Determining interestingness of conversations involves two key
challenges:

1. How to extract the evolutionary conversational themes?
2. How to model the communication properties of the participants through their
interestingness?

Further in order to justify interestingness of conversations, we need to address
the following challenge: what are the consequences of an interesting conversation?

In the following three sections, we discuss how we address these three chal-
lenges through: (a) detecting conversational themes based on a mixture model that
incorporates regularization with time indicator, regularization for temporal smooth-
ness and for co-participation; (b) modeling interestingness of participants; and of
interestingness of conversations; and using a novel joint optimization framework
of interestingness that incorporates temporal smoothness constraints and (c) justify-
ing interestingness by capturing its future consequences.
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4.3.2 Conversational Themes

In this section, we discuss the method of detecting conversational themes. We
elaborate on our theme model in the following two sub-sections — first a so-
phisticated mixture model for theme detection incorporating time indicator based,
temporal and co-participation based regularization is presented. Second, we discuss
parameter estimation of this theme model.

4.3.2.1 Chunk-Based Mixture Model of Themes

Conversations are dynamically growing collections of comments from different par-
ticipants. Hence, static keyword or tag based assignment of themes to conversations
independent of time is not useful. Our model of detecting themes is therefore based
on segmentation of conversations into “chunks” per time slice. A chunk is a repre-
sentation of a conversation at a particular time slice and it comprises a (stemmed
and stop-word eliminated) set of comments (bag-of-words) whose posting times-
tamps lie within the same time slice. Our goal is to associate each chunk (and hence
the conversation at that time slice) with a theme distribution. We develop a sophis-
ticated multinomial mixture model representation of chunks over different themes
(a modified pLSA [18]) where the theme distributions are (a) regularized with time
indicator, (b) smoothed across consecutive time slices, and (c¢) take into account the
prior knowledge of co-participation of individuals in the associated conversations.

Let us assume that a conversation ¢; is segmented into Q non-overlapping chunks
(or bag-of-words) corresponding to the Q different time slices. Let us represent
the chunk corresponding to the i-th conversation at time slice g(1 < ¢ < Q) as
Ai 4. We further assume that the words in A; , are generated from K multinomial
theme models 601, 0,,..., 0k whose distributions are hidden to us. Our goal is to
determine the log likelihood that can represent our data, incorporating the three
regularization techniques mentioned above. Thereafter we can maximize the log
likelihood to compute the parameters of the K theme models.

However, before we estimate the parameter of the theme models, we refine our
framework by regularizing the themes temporally as well as due to co-participation
of participants. This is discussed in the following two sub-sections.

Temporal Regularization. We incorporate temporal characterization of themes in
our theme model [27]. We conjecture that a word in the chunk can be attributed
either to the textual context of the chunk A; 4, or the time slice ¢ — for example,
certain words can be highly popular on certain time slices due to related external
events. Hence the theme associated with words in a chunk A; 4 needs to be regular-
ized with respect to the time slice ¢g. We represent the chunk A; 4 at time slice g with
the probabilistic mixture model:

K

POV :idig.q) =Y pw.0jlAig.q). (4.1)
=1
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where w is a word in the chunk A; , and 6; is the jth theme. The joint probability
on the right hand side can be decomposed as:

pw.0j1hiq.q) = p(wl0;) - p(6jlAig.4) 42)
= pwl6;) - (1 —yq) - p(0lAiq) + vq - P(Olq)). "

where y, is a parameter that regulates the probability of a theme 6; given the chunk
A4 and the probability of a theme 6; given the time slice g. Note that since a
conversation can alternatively be represented as a set of chunks, the collection of
all chunks over all conversations is simply the set of conversations C. Hence the
log likelihood of the entire collection of chunks is equivalent to the likelihood of
the M conversations in C, given the theme model. Weighting the log likelihood of
the model parameters with the occurrence of different words in a chunk, we get the
following equation:

K
L(C)=logp(C)= Y > nw.dig)-logd pw.0;|hig.q). (43)

A,'.qGC WG/\Lq j=1

where n(w, A; 4) is the count of the word w in the chunk A; ; and p(w, 8| 4.9)
is given by (4.2). However, the theme distributions of two chunks of a conversation
across two consecutive time slices should not too divergent from each other. That is,
they need to be temporally smooth. For a particular topic 6; this smoothness is thus
based on minimization of the following L2 distance between its probabilities across
every two consecutive time slices:

[Y
dr(j) =Y (p(6lg) — p(6;1g — )*. (4.4)

q=2

Incorporating this distance in (4.3) we get a new log likelihood function which
smoothes all the K theme distributions across consecutive time slices:

K
Li(C)= > Y nwhig)-log ) (p(w.0;|kig.q)
j=1

Aig€C wel; 4

+ exp(=dr(j))). (4.5)

Now we discuss how this theme model is further regularized to incorporate prior
knowledge about co-participation of individuals in the conversations.

Co-Participation Based Regularization. Our intuition behind this regularization
is based on the idea that if several participants comment on a pair of chunks, then
their theme distributions are likely to be closer to each other.

To recall, chunks being representations of conversations at a particular time slice,
we therefore define a participant co-occurrence graph G(C, E') where each vertex in
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C is a conversation ¢; and an undirected edge e; ,, exists between two conversations
¢; and ¢,, if they share at least one common participant. The edges are also associ-
ated with weights w; ,, which define the fraction of common participants between
two conversations. We incorporate participant-based regularization based on this
graph by minimizing the distance between the edge weights of two adjacent conver-
sations with respect to their corresponding theme distributions.

The following regularization function ensures that the theme distribution func-
tions of conversations are very close to each other if the edge between them in the
participant co-occurrence graph G has a high weight:

K
RC)= Y Y (@im— A= (fOjlc) = fOjlem)®)*.  (46)

ci,em€C j=1

where f(0;|c;) is defined as a function of the theme 6; given the conversation c;
and the L? distance between f(0;|c;) and f(6;|cm) ensures that the theme distri-
butions of adjacent conversations are similar. Since a conversation is associated with
multiple chunks, thus f(6; |c;) is given as in [26]:

FOjle) = p@jle) = Y p(6;|Aig) - p(higlei). (4.7)

/\,"q €cj

Now, using (4.5) and (4.6), we define the final combined optimization function
which minimizes the negative of the log likelihood and also minimizes the distance
between theme distributions with respect to the edge weights in the participant co-
occurrence graph:

0(C) =—-(1-¢)-Li(C) +¢ - R(C), (4.8)

where the parameter ¢ controls the balance between the likelihood using the multi-
nomial theme model and the smoothness of theme distributions over the participant
graph. It is easy to note that when ¢ = 0, then the objective function is the tempo-
rally regularized log likelihood as in (4.5). When ¢ = 1, then the objective function
yields themes which are smoothed over the participant co-occurrence graph. Min-
imizing O(C) for 0 < ¢ < 1 would give us the theme models that best fit the
collection.

Now to learn the hidden parameters of the theme model in (4.8), we use a dif-
ferent technique of parameter estimation based on the Generalized Expectation
Maximization algorithm (GEM [26]). Details of the estimation can be referred to
in [13].

4.3.3 Interestingness

In this section we describe our interestingness models and then discuss a method
that jointly optimizes the two types of interestingness incorporating temporal
smoothness.
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4.3.3.1 Interestingness of Participants

We pose the problem of determining the interestingness of a participant at a certain
time slice as a simple one-dimensional random walk model where she communi-
cates either based on her past history of communication behavior in the previous
time slice, or relies on her independent desire of preference over different themes
(random jump). This formulation is described in Fig. 4.3.

We conjecture that the state signifying the past history of communication be-
havior of a participant i at a certain time slice ¢, denoted as A(g — 1) comprises
the variables: (a) whether she was interesting in the previous time slice, Ip(q_l)(i ),
(b) whether her comments in the past impacted other participants to communicate
and their interestingness measures, PF(q_l)(i L0 Ip(‘i’_l),2 (c) whether she fol-
lowed several interesting people in conversations at the previous time slice g — 1,
Py, (q_l)(i ) - Ip~Y and (d) whether the conversations in which she participated
became interesting in the previous time slice g—1, P¢ @)1V The indepen-
dent desire of a participant i to communicate is dependent on her theme distribution
and the strength of the themes at the previous time slice ¢ —1: Py @1 (i,:)-Ts @1,

Thus the recurrence relation for the random walk model to determine the inter-
estingness of all participants at time slice ¢ is given as:

@ = (1-B) CAW@D 4 B- (PT(q—l) .Ts(q—l))’ (4.9)
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Fig. 4.3 Random walk model for determining interestingness of participants

2 To recall, X(i, 1) is the i th row of the 2-dimensional matrix X.
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where,
A(q—l) = -PL(q_l) -Ip(q_l) +ay ,PF(q—l) ,IP(q—l) +as -Pc(q_l) -Ic(ql). (4.10)

Here o, a, and a3 are weights that determine mutual relationship between the
variables of the past history of communication state A~ and f the transition pa-
rameter of the random walk that balances the impact of past history and the random
jump state involving participant’s independent desire to communicate. In this paper,
B is empirically set to be 0.5.

4.3.3.2 Interestingness of Conversations

Similar to interestingness of participants, we pose the problem of determining the
interestingness of a conversation as a random walk where a conversation can be-
come interesting based on two states as shown in Fig. 4.4. Hence to determine the
interestingness of a conversation i at time slice g, we conjecture that it depends on
whether the participants in conversation i became interesting at ¢ — 1, given as,
| JC) @, Ip9~Y or whether the conversations belonging to the strong themes
in g— 1 became interesting, which is given as, diag(Cr¥ ™D (i,:)-Ts@ ™). 1D,
Thus the recurrence relation of interestingness of all conversations at time slice g is:

IC(tI) =1y Pc(q—l)t . IP(q—l) +(1=y)- diag(CT(q_l) . Ts(q—l)) . Ic(q_l), 4.11)

where V is the transition parameter of the random walk that balances the impact
of interestingness due to participants and due to themes. Clearly, when ¥ = 1,
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conversations

Interestingness of (‘b
participants

Interestingness of
conversations

Conversational Theme
Distribution

1—¢
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Interestingness of
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t—1: t

Fig. 4.4 Random walk model for determining interestingness of conversations
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the interestingness of conversation depends solely on the interestingness of the
participants at ¢ — 1; and when { = 1, the interestingness depends on the theme
strengths in the previous time slice g — 1.

4.3.3.3 Joint Optimization of Interestingness

We observe that the measures of interestingness of participants and of conversations
described in previous sections involve several free (unknown) parameters. In order
to determine optimal values of interestingness, we need to learn the weights o/,
oy and a3 in (4.10) and the transition probability for the conversations in (4.11).
Moreover, the optimal measures of interestingness should ensure that the variations
in their values are smooth over time. Hence we present a novel joint optimiza-
tion framework, which maximizes the two interestingness measures for optimal
(o1, 02, 03, ¥) and also incorporates temporal smoothness.

The joint optimization framework is based on the idea that the optimal parameters
in the two interestingness equations are those which maximize the interestingness of
participants and of conversations jointly. Let us denote the set of the parameters to
be optimized as the vector, X = [a, &2, a3, ¥]. We can therefore represent Ip and
I¢ as functions of X. We define the following objective function g(X) to estimate X
by maximizing g(X):

gX) =p- X)) * + (1 —p) - [IcX)|?, (4.12)

s.t. 0 < 1//1,0(1,0[2,0[3 >0,Ip >0,Ic >0,a1 + a2 + a3 = 1.

In the above function, p is an empirically set parameter to balance the impact of
each interestingness measure in the joint optimization. Now to incorporate temporal
smoothness of interestingness in the above objective function, we define a L2 norm
distance between the two interestingness measures across all consecutive time slices
qgandg — 1:

dp = Y2, (IPX)|? - 4D X)),
de = Y2, (P X - LV X)[?). (4.13)

We need to minimize these two distance functions to incorporate temporal
smoothness. Hence we modify our objective function,

g1X) = p- [IpX)|I> + (1 — p) - [TcX)||> + exp(—dp) + exp(dc),  (4.14)

where 0 < V1,01, 02,03 > 0,Ip > 0,Ic > 0,001 + 02 + 3 = 1.

Maximizing the above function g (X) for optimal X is equivalent to minimizing
—g1(X). Thus this minimization problem can be reduced to a convex optimiza-
tion form because (a) the inequality constraint functions are also convex, and (b)
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the equality constraint is affine. The convergence of this optimization function is
skipped due to space limit.

Now, the minimum value of —g; (X) corresponds to an optimal X* and hence we
can easily compute the optimal interestingness measures Ip* and Ic* for the opti-
mal X*. Given our framework for determining interestingness of conversations, we
now discuss the measures of consequence of interestingness followed by extensive
experimental results.

4.3.4 Consequences of Interestingness

An interesting conversation is likely to have consequences. These include the (com-
menting) activity of the participants, their cohesiveness in communication and an
effect on the interestingness of the themes. It is important to note here that the con-
sequence is generally felt at a future point of time; that is, it is associated with a
certain time lag (say, 6 days) with respect to the time slice a conversation becomes
interesting (say, ¢). Hence we ask the following three questions related to the future
consequences of an interesting conversation:

Activity. Do the participants in an interesting conversation i at time ¢ take part in
other conversations relating to similar themes at a future time, ¢ + § We define this
as follows,

l0i.g+5! | Pi.ql
Attt (D) = —— 3 3 PTG, (4.15)
’ k=1 j=1

where P; ; is the set of participants on conversation i at time slice g, and ¢; 445 is
the set of conversations m such that, m € ¢; 445 if the KL-divergence of the theme
distribution of m at time g + & from that of i at ¢ is less than an empirically set

threshold: D(C{P (i, )||CY¥* D (m, 1)) < e.

Cohesiveness. Do the participants in an interesting conversation i at time g exhibit
cohesiveness in communication (co-participate) in other conversations at a future
time slice, ¢ + 8 In order to define cohesiveness, we first define co-participation of
two participants, j and k as,

PP(q+8) (J’ k)

0D (jik) = =g
Pt (j k)

(4.16)

where Pp(q+8)( j,k) is defined as the participant-participant matrix of co-

participation constructed as, Péq+8) . (Pg”s) ). Hence the cohesiveness in
communication at time ¢ + § between participants in a conversation i is defined as,
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P; 4 |P; 4]

. 1 3 .

Co+d (i) = o > 09k, 4.17)
bl j=1 k=1

Thematic Interestingness. Do other conversations having similar theme distribu-
tion as the interesting conversation ¢; (at time g), also become interesting at a future
time slice ¢ + & We define this consequence as thematic interestingness and it is
given by,

1 loi ,q+delta |
TIn @0 () = ——— 3~ 1@ (), (4.18)
Qi q+delta =1

To summarize, we have developed a method to characterize interestingness of
conversations based on the themes, and the interestingness property of the partic-
ipants. We have jointly optimized the two types of interestingness to get optimal
interestingness of conversations. And finally we have discussed three metrics which
account for the consequential impact of interesting conversations. Now we would
discuss the experimental results on this model.

4.3.5 Experimental Studies

The experiments performed to test our model are based on a dataset from the largest
video-sharing site, YouTube, which serves as a rich source of online conversations
associated with shared media elements. We crawled a total set of 132,348 videos
involving 8,867,284 unique participants and 89,026,652 comments over a period of
15 weeks from June 20, 2008 to September 26, 2008. Now we discuss the results
of experiments conducted to test our framework. First we present the results on the
interestingness of participants, followed by that of conversations.

The results of interestingness of the participants of conversations are shown in a
visualization in Fig. 4.5. We have visualized a set of 45 participants over the period
of 15 weeks by pooling the top three most interesting participants from each week.
The participants are shown column-wise in the visualization with decreasing mean
number of comments written from left to right. The intensity of the red block rep-
resents the degree of interestingness of a participant at a particular time slice. The
figure also shows plots of the comment distribution and the interestingness distribu-
tions for the participants at each time slice.

In order to analyze the dynamics of interestingness, we also qualitatively observe
its association with a set of external events collected from The New York Times,
related to Politics. The events along with their dates are shown in Table 4.2.

From the results of interestingness of participants, we observe that interesting-
ness closely follows the number of comments on weeks which are not associated
with significant external events (weeks 1-4, 6-10). Whereas on other weeks, espe-
cially the last three weeks 13, 14 and 15, we observe that there are several political
happenings and as a result the interestingness distribution of participants does not
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Fig. 4.5 Interestingness of 45 participants from YouTube, ordered by decreasing number of com-
ments from left to right, is visualized. Interestingness is less affected by number of comments
during periods of several external events

Table 4.2 Political events in the time period of analysis

Date Event

Jul 23°08 Obama makes trip to the Europe and Middle East

Aug 29’08  Alaska Governor Sarah Palin is selected by McCain as his choice for the
Republican VP candidate

Sep 1’08 2008 Republican National Convention convenes in Minneapolis-St.Paul, Minnesota

Sep 15°08  Lehman Brothers goes bankrupt, Merrill Lynch is dissolved

Sep 24’08 President Bush addresses the nation on the financial crisis

seem to follow well the comment distribution. Hence we conclude that during
periods of significant external events, participants can become interesting despite
writing fewer comments — high interestingness can instead be explained due to their
preference for the conversational theme which reflects the external event.

The results of the dynamics of interestingness of conversations are shown in
Fig.4.6. We conceive a similar visualization as Fig. 4.5 presented previously. Con-
versations are shown column-wise and time row-wise (15 weeks). A set of 45
conversations are pooled based on the top three most interesting conversations at
each week. From left to right, the conversations are shown with respect to decreas-
ing number of comments. We also show a temporal plot of the mean interestingness
per week in order to understand the relationship of interestingness to external hap-
pening from Table 4.2.

From the visualization in Fig. 4.6, we observe that the mean interestingness of
conversations increase significantly during weeks 11-15. This is explained when
we observe the association with large number of political happening in the said
period (Table 4.2). Hence we conclude that conversations in general become more
interesting when there are significant events in the external world — an artifact that
online conversations are reflective of chatter about external happenings.



4 Analyzing the Dynamics of Communication in Online Social Networks 79

Jun20,200B Mo mEEEE Hnn [ ] (1] ] EEEEE = [ ]
B | ‘HENEE (B ] A b B N
Jul 4, 2008 H NEENON : HEE ENO O EEE [ L] B ]
o [ L | e [ T B B | B D Bl | | D7 | B
Jul 18,2008 " EEGMENOEE N MEES W BT T ET T B T B THEEEE-
o : MEEETE SEEEEEE e SN e
Aug 1,2008 MEEEEEE N EEOEEE NS EC O EEEOEOE R e
CL R L R B - ‘HEE N i ME O HEEE B
Aug 15,2008 B BTN BCOBO 0 BO NG REOES S e Ea e e e
HEN EEE ST PT ] I B 111 R | ‘HE HB
Aug 29,2008 W@ Mo o
(TTEI T [ M OEEEE ROEE AEmaE | B o
Sep 12,2008 MMMl WS MER | B - ] i’ THTEEN
T PR | B [ [ [ B Bl B | B B R | 'HEEEEES
Scp 26,2008 M NI ENEENEEN N : LB P ]| B | B »

Mean
Interestingness

Fig. 4.6 Interestingness of 45 conversations from YouTube, ordered by decreasing number of
comments from left to right, is visualized. Mean interestingness of conversations increases during
periods of several external events

In closing for this problem, note that today there is significant online chatter,
discussion and thoughts that are expressed over shared rich media artifacts, e.g.,
photos, videos etc, often reflecting public sentiment on socio-political events. While
different media sites can provide coverage over the same information content with
variable degrees of associated chatter, it becomes imperative to determine suit-
able methods and techniques to identify which media sources are likely to provide
information that can be deemed to be “interesting” to a certain user. Suppose a
user Alice is interested in identifying “interesting” media sources dissipating infor-
mation on public sentiments regarding the recent elections in Iran back in 2009.
To serve Alice’s needs, we need to be able to characterize chatter or conversations
that emerge centered around rich media artifacts, that she would find useful. We
believe the proposed framework can serve the needful to tackle the modern day
information needs on the social Web.

Nevertheless, it goes without saying that human communication activity, mani-
fested via such “conversations” involves mutual exchange of information, and the
pretext of any social interaction among a set of individuals is a reflection of how
our behavior, actions and knowledge can be modified, refined, shared or amplified
based on the information that flows from one individual to another. Thus, over sev-
eral decades, the structure of social groups, society in general and the relationships
among individuals in these societies have been shaped to a great extent by the flow
of information in them. Diffusion is hence the process by which a piece of informa-
tion, an idea or an innovation flows through certain communication channels over
time among the individuals in a social system.

The pervasive use of online social media has made the cost involved in propa-
gating a piece of information to a large audience extremely negligible, providing
extensive evidences of large-scale social contagion. There are multifaceted personal
publishing modalities available to users today, where such large scale social con-
tagion is prevalent: such as weblogs, social networking sites like MySpace and
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Facebook as well as microblogging tools such as Twitter. These communication
tools are open to frequent widespread observation to millions of users, and thus of-
fer an inexpensive opportunity to capture large volumes of information flows at the
individual level. If we want to understand the extent to which ideas are adopted via
these communication affordances provided by different online social platforms, it
is important to understand the extent to which people are likely to be affected by
decisions of their friends and colleagues, or the extent to which “word-of-mouth”
effects will take hold via communication. In the following section we propose mod-
els of diffusion of information in the light of how similar user attributes, that embody
observed “homophily” in networks, affect the overall social process.

4.4 Information Diffusion

The central goal in this section is to investigate the relationship between homophily
among users and the social process of information diffusion. By “homophily,” we
refer to the idea that users in a social system tend to bond more with ones who are
“similar” to them than ones who are dissimilar. The homophily principle has been
extensively researched in the social sciences over the past few decades [7,24,25].
These studies were predominantly ethnographic and cross-sectional in nature and
have revealed that homophily structures networks. That is, a person’s ego-centric
social network is often homogeneous with regard to diverse social, demographic, be-
havioral, and intra-personal characteristics [24] or revolves around social foci such
as co-location or commonly situated activities [14]. Consequently, in the context of
physical networks, these works provide evidence that the existence of homophily is
likely to impact the information individuals receive and propagate, the communica-
tion activities they engage in, and the social roles they form.

Homophilous relationships have also been observed on online media such as
Facebook, Twitter, Digg and YouTube. These networks facilitate the sharing and
propagation of information among members of their networks. In these networks,
homophilous associations can have a significant impact on very large scale social
phenomena, including group evolution and information diffusion. For example, the
popular social networking site Facebook allows users to engage in community ac-
tivities via homophilous relationships involving common organizational affiliations.
Whereas on the fast-growing social media Twitter, several topics such as “#Elec-
tions2008,” “#MichaelJackson,” “Global Warming” etc have historically featured
extensive postings (also known as “tweets”) due to the common interests of large
sets of users in politics, music and environmental issues respectively.

These networks, while diverse in terms of their affordances (i.e., what they allow
users to do), share some common features. First, there exists a social action (e.g.,
posting a tweet on Twitter) within a shared social space (i.e., the action can be
observed by all members of the users’ contact network), that facilitates a social
process (e.g., diffusion of information). Second, these networks expose attributes
including location, time of activity and gender to other users. Finally, these networks
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also reveal these users attributes as well as the communication, to third party users
(via the API tools); thus allowing us to study the impact of a specific attribute on
information diffusion within these networks.

The study of the impact of homophily on information diffusion can be valuable
in several contexts. Today, due to the plethora of diverse retail products available
online to customers, advertising is moving from the traditional “word-of-mouth”
model, to models that exploit interactions among individuals on social networks. To
this effect, previously, some studies have provided useful insights that social rela-
tionships impact the adoption of innovations and products [19]. Moreover there has
been theoretical and empirical evidence in prior work [36] that indicates that indi-
viduals have been able to transmit information through a network (via messages) in
a sufficiently small number of steps, due to homophily along recognizable personal
identities. Hence a viral marketer attempting to advertise a new product could ben-
efit from considering specific sets of users on a social space who are homophilous
with respect to their interest in similar products or features. Other contexts in which
understanding the role of homophily in information diffusion can be important, in-
clude, disaster mitigation during crisis situations, understanding social roles of users
and in leveraging distributed social search.

4.4.1 Preliminaries

4.4.1.1 Social Graph Model

We define our social graph model as a directed graph G(V, E),? such that V is the
set of users and ¢;; € E if and only if user u; and u; are “friends” of each other
(bi-directional contacts). Let us further suppose that each user u; € V' can perform a
set of “social actions,” & = {01, O, ...}, e.g., posting a tweet, uploading a photo
on Flickr or writing on somebody’s Facebook Wall. Let the users in V' also be asso-
ciated with a set of attributes &/ = {ay} (e.g., location or organizational affiliation)
that are responsible for homophily. Corresponding to each value v defined over an
attribute ay € 7, we construct a social graph G (ax = v) such that it consists of the
users in G with the particular value of the attribute, while an edge exists between
two users in G(ay) if there is an edge between them in G.* E.g., for location, we
can define sets of social graphs over users from Europe, Asia etc.

In this section, our social graph model is based on the social media Twitter. Twit-
ter features a micro-blogging service that allows users to post short content, known
as “tweets,” often comprising URLs usually encoded via bit.ly, tinyurl, etc. The
particular “social action” in this context is the posting of a tweet; also popularly

3 Henceforth referred to as the baseline social graph G.

4 For simplicity, we omit specifying the attribute value v in the rest of the section, and refer to
G(ay = v) as the “attribute social graph” G (ay).
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called “tweeting”. Users can also “follow” other users; hence if user u; follows u;,
Twitter allows u; to subscribe to the tweets of u; via feeds; u; is then also called
a “follower” of u ;. Two users are denoted as “friends” on Twitter if they “follow”
each other. Note that, in the context of Twitter, using the bi-directional “friend” link
is more useful compared to the uni-directional “follow” link because the former is
more likely to be robust to spam—a normal user is less likely to follow a spam-like
account. Further, for the particular dataset of Twitter, we have considered a set of
four attributes associated with the users:

Location of users, extracted using the timezone attribute of Twitter users. Specifi-
cally, the values of location correspond to the different continents, e.g., Asia, Europe
and North America.

99 ¢

Information roles of users, we consider three categories of roles: “generators,” “me-
diators” and “receptors.” Generators are users who create several posts (or tweets)
but few users respond to them (via the @ tag on Twitter, which is typically used with
the username to respond to a particular user, e.g., @BillGates). While receptors are
those who create fewer posts but receive several posts as responses. Mediators are
users who lie between these two categories.

Content creation of users, we use the two content creation roles: “meformer” (users
who primarily post content relating to self) and “informer” (users posting content
about external happenings) as discussed in [29].

Activity behavior of users, 1i.e., the distribution of a particular social action over a
certain time period. We consider the mean number of posts (tweets) per user over
24 h and compute similarities between pairs of users based on the Kullback-Leibler
(KL) divergence measure of comparing across distributions.

4.4.1.2 Attribute Homophily

Attribute homophily [24,25] is defined as the tendency of users in a social graph to
associate and bond with others who are “similar” to them along a certain attribute
or contextual dimension e.g., age, gender, race, political view or organizational af-
filiation. Specifically, a pair of users can be said to be “homophilous” if one of their
attributes match in a proportion greater than that in the network of which they are a
part. Hence in our context, for a particular value of a; € 27, the users in the social
graph G (ay) corresponding to that value are homophilous to each other.

4.4.1.3 Topic Diffusion

Diffusion with respect to a particular topic at a certain time is given as the flow of
information on the topic from one user to another via the social graph, and based on
a particular social action. Specifically,



4 Analyzing the Dynamics of Communication in Online Social Networks 83

Definition 4.1. Given two users u; and u; in the baseline social graph G such that
e;j € E, there is diffusion of information on topic 6 from u; to u; if u; performs a
particular social action O, related to 6 at a time slice t,,—; and is succeeded by u;
in performing the same action on 6 at the next time slice #,,, where t,,—1 < >

Further, topic diffusion subject to homophily along the attribute aj is defined as
the diffusion over the attribute social graph G (ag).

In the context of Twitter, topic diffusion can manifest itself through three types of
evidences: (1) users posting tweets using the same URL, (2) users tweeting with the
same hashtag (e.g., #MichaelJackson) or a set of common keywords, and (3) users
using the re-tweet (RT) symbol. We utilize all these three cases of topic diffusion in
this work.

4.4.1.4 Diffusion Series

In order to characterize diffusion, we now define a topology called a diffusion series®
that summarizes diffusion in a social graph for a given topic over a period of time.
Formally,

Definition 4.2. A diffusion series sy (6) on topic 6 and over time slices #1 to ¢y is
defined as a directed acyclic graph where the nodes represent a subset of users in
the baseline social graph G, who are involved in a specific social action O, over
at any time slice between #; and ¢ .

Note, in a diffusion series sy (6) a node represents an occurrence of a user u;
creating at least one instance of the social action O, about 6 at a certain time slice #,,
such that t; < 1, < tx. Nodes are organized into “slots”’; where nodes associated
with the same time slice #,, are arranged into the same slot /,,,. Hence it is possible
that the same user is present at multiple slots in the series if s/he tweets about the
same topic 6 at different time slices. Additionally, there are edges between nodes
across two adjacent slots, indicating that user u; in slot /,,, performs the social action
O, on 0 at ty,, after her friend u; has performed action on the same topic 6 at the
previous time slice t,,—1 (i.e., at slot /,,—1). There are no edges between nodes at
the same slot /,,: a diffusion series sy (6) in this work captures diffusion on topic
0 across time slices, and does not include possible flow occurring at the same time
slice.

For the Twitter dataset, we have chosen the granularity of the time slice #,, to be
sufficiently small, i.e., a day to capture the dynamics of diffusion. Thus all the users

3 Since we discuss our problem formulation and methodology for a specific social action, the de-
pendence of different concepts on O, is omitted in the rest of the section for simplicity.

6 Note, a diffusion series is similar to a diffusion tree as in [4,23], however we call it a “series” since
it is constructed progressively over a period of time and allows a node to have multiple sources of
diffusion.
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Fig. 4.7 Example of different diffusion series from Twitter on three different topics. The nodes
are users involved in diffusion while the edges represent “friend links” connecting two users

at slot [, tweet about 8 on the same day; and two consecutive slots have a time
difference of 1 day. Examples of different diffusion series constructed on topics
from Twitter have been shown in Fig. 4.7.

Since each topic 6 can have multiple disconnected diffusion series sy (6) at
any given time slice ¢y, we call the family of all diffusion series a diffusion col-
lection SN (0) = {sy(0)}. Corresponding to each value of the attribute ay, the
diffusion collection over the attribute social graph G (ay) at ¢ is similarly given as

LSﬂ]\/;ak (9) = {SN;ak (9)}

4.4.2 Problem Statement

Given, (1) a baseline social graph G(V, E); (2) a set of social actions & =
{01, O,,...} that can be performed by users in V, and (3) a set of attributes
o/ = {ay} that are shared by users in V, we perform the following two prelim-
inary steps. First, we construct the attribute social graphs {G(ag)}, for all values
of a € /. Second, we construct diffusion collections corresponding to G and
{G(a)} for a given topic 6 (on which diffusion is to be estimated over time slices #;
to tx) and a particular social action O,: these are given as .y (0) and {-#y.q, (0)}
respectively. The technical problem addressed in this section involves the following:

1. Characterization: Based on each of the diffusion collections .#x(6) and
{Nsa, (0)}, we extract diffusion characteristics on ¢ at time slice ¢y given
as: dy (0) and {dyq, (0)} respectively (Sect. 4.4.3);

2. Prediction: We predict the set of users likely to perform the same social action
at the next time slice 7y corresponding to each of the diffusion collections
N (0) and {FN.q, (0)}. This gives the diffusion collections at ty41: SN +1(6)

and {7 + 1,4, (0)}Yay € of (Sect.4.4.4);
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3. Distortion Measurement: We extract Qiffusion charactAeristics at tyy4q1 over
the (predicted) diffusion collections, N +1(0) and { N 41.4,(0)}, given as,
dy 1(0) and {&N+ L:a; (0)} respectively. Now we quantify the impact of at-
tribute homophily on diffusion based on two kinds of distortion measurements
on &N+1(9) and {aN+1;ak (6)}. A particular attribute a; € ./ would have an
impact on diffusion if aN+1;ak (6), avergaed over all possible values of ay:
(a) has lower distortion with respect to the actual (i.e., dy+1(6)); and (b) can
quantify external time series (search, news trends) better, compared to either
dy+1(8) or {dy 1,4 ()}, where k' # k (Sect. 4.4.7).

4.4.3 Characterizing Diffusion

We describe eight different measures for quantifying diffusion characteristics given
by the baseline and the attribute social graphs on a certain topic and via a particular
social action.

Volume: Volume is a notion of the overall degree of contagion in the social graph.
For the diffusion collection . (8) over the baseline social graph G, we formally
define volume vy (6) with respect to 6 and at time slice ¢y as the ratio of ny (0) to
nn (8), where ny (0) is the total number of users (nodes) in the diffusion collection
N (0), and ny (0) is the number of users in the social graph G associated with 6.

Participation: Participation py (6) at time slice ¢x [4] is the ratio of the number
of non-leaf nodes in the diffusion collection . (6), normalized by ny (6).

Dissemination: Dissemination §y (6) at time slice ¢y is given by the ratio of the
number of users in the diffusion collection .y (6) who do not have a parent node,
normalized by ny (). In other words, they are the “seed users” or ones who get
involved in the diffusion due to some unobservable external influence, e.g., a news
event.

Reach: Reach ry (0) at time slice ¢ [23] is defined as the ratio of the mean of the
number of slots to the sum of the number of slots in all diffusion series belonging to

SN (0).

Spread: For the diffusion collection .y (0), spread sy (6) at time slice ty [23] is
defined as the ratio of the maximum number of nodes at any slot in sx () € Zn (6)
to ny (6).

Cascade Instances: Cascade instances ¢y (6) at time slice z is defined as the ratio
of the number of slots in the diffusion series sy (6) € .#n (0) where the number of
new users at a slot [, (i.e., non-occurring at a previous slot) is greater than that at
the previous slot /,,,—1, to L (6), the number of slots in sy (6) € SN ().

Collection Size: Collection size oy (0) at time slice 7 is the ratio of the number
of diffusion series sy (0) in ./ (0) over topic 8, to the total number of connected
components in the social graph G.
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Rate: We define rate yx (6) at time slice ¢ as the “speed” at which information on
0 diffuses in the collection . (). It depends on the difference between the median
time of posting of tweets at all consecutive slots /,,, and /,,,—; in the diffusion series
sn(0) € SN (0). Hence it is given as:

yn(0) =1/(1+

tm(0) —tm—1(0)), 4.19

I Yo @n(0) —Tm-1(6)) (4.19)
In—1,lmeF N (0)

where 7,,(0) and 7,,—1(0) are measured in seconds and 7,,(6) corresponds to the

median time of tweet at slot [, in sy (0) € SN (0).

These diffusion measures thus characterize diffusion at time slice fy over
SN (0) as the vector: dy (8)=[vn (6), pn(6),n(0),rn(0),sn(6),cn(0), an (),
yn(0)]. Similarly, we compute the diffusion measures vector over {-#y.q, (0)},
given by: {dyq, (8)}, corresponding to each value of ay.

4.4.4 Prediction Framework

In this section we present our method of predicting the users who would be part of
the diffusion collections at a future time slice for the baseline and attribute social
graphs. Our method comprises the following steps. (1) Given the observed diffusion
collections until time slice ¢y (i.e., #n (0) and #nq, (0)), we first propose a prob-
abilistic framework based on Dynamic Bayesian networks [30] to predict the users
likely to perform the social action O, at the next time slice 7y ;. This would yield
us users at slot /41 in the different diffusion seriesA atty41. (2) N§xt, these pre-
dicted users give the diffusion collections at ¢ty +1: N +1(0) and { N 414, (0)}.

We present a Dynamic Bayesian network (DBN) representation of a particular
social action by a user over time, that helps us predict the set of users likely to
perform the social action at a future time (Fig. 4.8a). Specifically, at any time slice
N, a given topic 6 and a given social action, the DBN captures the relationship
between three nodes:

Fig. 4.8 (a) Structure of the Dynamic Bayesian network used for modeling social action of a user
u;. The diagram shows the relationship between environmental features (F; y (6)), hidden states
(S;.n (0)) and the observed action (O; y (8)). (b) State transition diagram showing the “vulnerable”
(S; = 1) and “indifferent” states (S; = 0) of a user u;
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Environmental Features. That is, the set of contextual variables that effect a user
u;’s decision to perform the action on € at a future time slice #x 41 (given by
F; n(0)). It comprises three different measures: (1) u;’s degree of activity on 6
in the past, given as the ratio of the number of posts (or tweets) by u; on 6, to the
total number of posts between #; and 7y ; (2) mean degree of activity of ;s friends
in the past, given as the ratio of the number of posts by u;’s friends on 8, to the total
number of posts by them between #; and tx; and (3) popularity of topic 6 at the
previous time slice 7, given as the ratio of the number of posts by all users on 6, to
the total number of posts at ¢ .

States. That s, latent states (S;,x (6)) of the user u; responsible for her involvement
in diffusion at #x4;. Our motivation in conceiving the latent states comes from
the observation that, in the context of Twitter, a user can tweet on a topic under
two kinds of circumstances: first, when she observes her friend doing so already:
making her vulnerable to diffusion; and second, when her tweeting is indifferent to
the activities of her friends. Hence the state node at 7y that impacts u;’s action
can have two values as the vulnerable and the indifferent state (Fig. 4.8b).

Observed Action. That is, evidence (O; y(6)) of the user u; performing (or not
performing) the action, corresponding values being: {1, 0} respectively.

Now we show how to predict the probability of the observed action at 1y 11 (i.e.,
OA,-,NH (60)) using F; y(0) and S; ny+1(6), based on the DBN model. Our goal is to
estimate the following expectation’:

A

Oin+1 = E(Oin+10in,Fi n). (4.20)

This involves computing P(O; n+1|0;,n,Fi n). This conditional probability
can be written as an inference equation using the temporal dependencies given by
the DBN and assuming first order Markov property:

P(Oi,N+1|0in.FinN)
= Z [P(Oin+11Sin+1. Oin . Fin).P(Sin+1|10in. Fin)].

Si.N+1

= Y POin+1lSin+1)-P(Sin+11Sin. Fin). (4.21)
Si N+1

Our prediction task thus involves two parts: predicting the probability of the
hidden states given the environmental features, P(S; n+1|Si n,Fi,n); and pre-
dicting the probability density of the observation nodes given the hidden states,
P(O;,N+1|Si,n+1), and thereby the expected value of observation nodes OAi, N+1-
These two steps are discussed in the following subsections.

7 Without loss of generalization, we omit the topic 6 in the variables in this subsection for the sake
of simplicity.
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4.4.5 Predicting Hidden States

Using Bayes rule, we apply conditional independence between the hidden states
and the environmental features at the same time slice (Fig.4.8a). The proba-
bility of the hidden states at x4 given the environmental features at zy, i.e.,
P(Si n+1|Si,n,Fi n) can be written as:

P(Si,N+11Si,n.Fin) o< P(Fi N|Si,N).P(SiN+1]Sin). (4.22)

Now, to estimate the probability density of P(S; n+1|Si,n,Fi,n) using (4.22)
we assume that the hidden states S; y 11 follows a multinomial distribution over the
environmental features F; y with parameter ¢; n, and a conjugate Dirichlet prior
over the previous state S; y with parameter A; 4. The optimal parameters of the
pdf of P(Si n+1|Si,~,Fi n) can now be estimated using MAP:

ZL(P(Si,n+1Si,n,Fin))
= log(P(Fi,n|Si,n)) + 1og(P(Si,n+1]Si,n))
= log multinom(vec(F; n); ¢i n)
+ log Dirichlet(vec(Si N+1); Ai N+1)

2k Finjk! l—[¢F, Nk

= log =———— . +log Si Nl

l_[]kFlN]k' LNk B(Az N+1)1—[ LN+

= ZFi,N;jk' log ¢i,N;jk + Z Si,N;jl- log Si,N+1;jl + const. (4.23)
Jjk Jjl

where B(A; ny+1) is a beta-function with the parameter A; x4;. Maximizing
the log likelihood in (4.23) hence yields the optimal parameters for the pdf of
P(Sin+1!Sin.Fin).

4.4.6 Predicting Observed Action

To estimate the probability density of the observation nodes given the hidden
states, i.e., P(O; n+1|Si,n+1) we adopt a generative model approach and train two
discriminative Hidden Markov Models — one corresponding to the class when u; per-
forms the action, and the other when she does not. Based on observed actions from
11 to ty, we learn the parameters of the HMMs using the Baum-Welch algorithm.
We then use the emission probability P(O; n+1|Si,y+1) given by the observation-
state transition matrix to determine the most likely sequence at fy4; using the
Viterbi algorithm. We finally substitute the emission probability P(O; n+1|Si, N+1)
from above and P (S; y+1|Si,n, Fi,n) from (4.23) into (4.21) to compute the expec-
tation £(O; n+1]0i,n,Fi n) and get the estimated observed action of u;: éi,N+1
(4.20). The details of this estimation can be found in [33].
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We now use the estimated social actions OAi, N+1(0) of all users at time slice
!N +1 to get a set of users who are likely to involve in the diffusion process at #y 41
for both the baseline and the attribute social graphs. Next we use G and {G(ay)} to
associate edges between the predicted user set, and the users in each diffusion series
corresponding to the diffusion collections at ¢y . This gives the diffusion collection
tNt1s i SN +1(0) and {.FN 4150, (0)} (Sect.4.4.1.4).

4.4.7 Distortion Measurement

We now compute the diffusion feature vectors &N+1 (8) or {aN+1;ak (0)} based on
the predicted diffusion collections fNH (6) and {jNH;ak (6)} from Sect.4.4.4.
To quantify the impact of attribute homophily on diffusion at 7 4 ; corresponding to
ay € o, we define two kinds of distortion measures — (1) saturation measurement,
and (2) utility measurement metrics.

Saturation Measurement. We compare distortion between the predicted and ac-
tual diffusion characteristics at ¢y 4+1. The saturation measurement metric is thus
given as 1 — D(&N+1(9),dN+1(9)) and 1 — D(&N+1;ak (0),dn+1(0)), avergaed
over all values of Vay € &/ respectively for the baseline and the attribute social
graphs. dy41(6) gives the actual diffusion characteristics at 1y+1 and D(A, B)
Kolmogorov-Smirnov (KS) statistic, defined as max(|A — B]).

Utility Measurement. We describe two utility measurement metrics for quanti-
fying the relationship between the predicted diffusion characteristics &N+1 () or
{aN+1;ak (6)} on topic 6, and the trends of same topic 6 obtained from external
time series. We collect two kinds of external trends: (1) search trends — the search
volume of @ over #; to tx4+1°; (2) news trends — the frequency of archived news
articles about 6 over same period’. The utility measurement metrics are defined as
follows:

Search trend measurement: We first compute the cumulative distribution function
(CDF) of diffusion volume as E1€+1 O) = X m<v+1) Im(IN+1(0))]/ Q b, where

|lm (jN+1 (6))| is the number of nodes at slot /,, in the collection LSZN_H (0). Op
is the normalized term and is defined as ), |lm(N+1(0))|. Next, we compute
the CDF of search volume as E]‘f,_H(G) = st(N+1) £5(0)/Qs, where £.3(0)
is the search volume at t,,, and Qg is the normalization term. The search trend
measurement is defined as 1 — D(EleH(@), Ef,H(Q)), where D(A, B) is the KS
statistic.

News trend measurement: Similarly, we compute the CDF of news volume
as ENA_fH(H): D m<(N+1) f,j,N(G)/QTN, where f,/"(0) is the number of

8 http://www.google.com/intl/en/trends/about.html
? http://mnews.google.com/
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archived news articles available from Google News for #,,, and Q 4 is the
normalization term. The news trend measurement is similarly defined as 1 —
D(ER,1(0). Exf;,(0)).

Using the same method as above, we compute the search and news trend mea-
surement metrics for the attribute social graphs — given as, 1 — D(E 1’3 +la, 6),
E1§1+1 (0)) and 1—D(E]€_H;ak 0), E}G/_H (0)), averaged over all values of Vay € o
respectively.

4.4.8 Experimental Studies

We present our experimental results in this section that validate the proposed frame-
work of modeling diffusion. We utilize a dataset that is a snowball crawl from
Twitter, comprising about 465K users, with 837K edges and 25.3M tweets over a
time period between Oct’06 and Nov’09. For our experiments, we focus on a set of
125 randomly chosen “trending topics” that are featured on Twitter over a 3 month
period between Sep and Nov 2009. For the ease of analysis, we organize the differ-
ent trending topics into generalized themes based on the popular open source natural
language processing toolkit called “OpenCalais” (http://www.opencalais.com/).

We discuss attribute homophily subject to variations across the different themes,
and averaged over time (Oct—Nov 2009). Figure 4.9 shows that there is considerable
variation in performance (in terms of saturation and utility measures) over the eight
themes.

In the case of saturation measurement, we observe that the location attribute
(LOC) yields high saturation measures over themes related to events that are of-
ten “local” in nature: e.g., (1) “Sports” comprising topics such as “NBA,” “New
York Yankees,” “Chargers,” “Sehwag” and so on — each of them being of interest
to users respectively from the US, NYC, San Diego and India; and (2) “Poli-
tics” (that includes topics like “Obama,” “Tehran” and “Afghanistan”) — all of
which were associated with important, essentially local happenings during the pe-
riod of our analysis. Whereas for themes that are of global importance, such as

Hospitality_Recreation 1. Hospitality_Recreation 5
Secial lssues _ Social lssues =
Human Interest ‘ Human Interest &
P e e = BAS (Basabiee Geagh) = BAS [Baaling Gragh)
Technology_internet 5 WACT [Actiity Behavior) o0 MOIORY_Internet 5 W ACT {dctvity Bebavior)
o " CLRC o
Entertainment_Culture = ®LOC [Location) Entertainment_Culture 5_ LK (Location)
Business_Finance —__‘ Business_Finance E

6 a1 863 A3 04 05 A4 0T An @ 01 02 &3 04 0F 6 07 08

Fig. 4.9 Mean saturation and utility measurement of predicted diffusion characteristics shown
across different themes
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“Social Issues,” including topics like “#BeatCancer,” “Swine Flu,” “#Stopthevio-
lence” and “Unemployment,” the results indicate that the attribute, information roles
(IRO) yields the best performance — since it is able to capture user interests via their
information generation and consumption patterns.

From the results on utility measurement, we observe that for themes associated
with current external events (e.g., “Business-Finance,” “Politics,” “Entertainment-
Culture” and “Sports”), the attribute, activity behavior (ACT) yields high utility
measures. This is because information diffusing in the network on current hap-
penings, are often dependent upon the temporal pattern of activity of the users,
i.e., their time of tweeting. For “Human-Interest,” “Social Issues” and “Hospitality-
Recreation,” we observe that the content creation attribute (CCR) yields the best
performance in prediction, because it reveals the habitual properties of users in dis-
sipating information on current happenings that they are interested in.

From these studies, we interestingly observe that attribute homophily indeed im-
pacts the diffusion process; however the particular attribute that can best explain the
actual diffusion characteristics often depends upon: (1) the metric used to quantify
diffusion, and the (2) topic under consideration.

4.5 Summary and Future Work

Our central research goal in this chapter has been to instrument the three organizing
principles that characterize our communication processes online: the information or
concept that is the content of communication, and the channel i.e., the media via
which communication takes place. We have presented characterization techniques,
develop computational models and finally discuss large-scale quantitative observa-
tional studies for both of these organizing ideas

Based on all the outcomes of the two research perspectives that we discussed
here, we believe that this research can make significant contribution into a better
understanding of how we communicate online and how it is redefining our col-
lective sociological behavior. Beyond exploring new sociological questions, the
collective modeling of automatically measurable interactional data will also enable
new applications that can take advantage of knowledge of a person’s social context
or provide feedback about her social behavior. Communication modeling may also
improve the automated prediction and recognition of human behavior in diverse so-
cial, economic and organizational settings. For collective behavior modeling, the
social network can define dependencies between people’s behavior with respect to
their communication patterns, and features of the social network may be used to
improve prediction and recognition. Additionally, some of the statistical techniques
developed in this thesis for analyzing interpersonal communication may find new
application to behavior modeling (collective or otherwise) and machine learning.

In the future, we are interested in two different non-trivial problems that can
provide us with a deeper and more comprehensive understanding of the online com-
munication process. The first of the two problems deals with the idea of evolution
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of network structure from an ego-centric perspective, in the context of online social
spaces that feature multiplex ties. The second problem is geared towards exploring
how sociological principles such as homophily (or heterophily) impacts media cre-
ation (e.g., uploading a photo on Flickr, or favorting a video on YouTube) on the
part of the users. We are interested to study how the observed social interactions
among the individuals impact such dynamics. Note, both of the proposed problems
consider an observed sociological phenomena prevalent on the social media sites,
and attempts to understand it with the help of large-scale quantitative observational
studies.
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Chapter 5
Qualitative Analysis of Commercial Social
Network Profiles

Lester Melendez, Ouri Wolfson, Malek Adjouadi, and Naphtali Rishe

5.1 Introduction

Social-networking sites have become an integral part of many users’ daily internet
routine. Commercial enterprises have been quick to recognize this and are sub-
sequently creating profiles for many of their products and services. Commercial
enterprises use social network profiles to target and interact with potential cus-
tomers as well as to provide a gateway for users of the product or service to interact
with each other. Many commercial enterprises use the statistics from their product
or service’s social network profile to tout the popularity and success of the prod-
uct or service being showcased. They will use statistics such as number of friends,
number of daily visits, number of interactions, and other similar measurements to
quantify their claims. These statistics are often not a clear indication of the true pop-
ularity and success of the product. In this chapter the term product is used to refer
to any tangible or intangible product, service, celebrity, personality, film, book, or
other entity produced by a commercial enterprise.

Social network profiles are complex entities that require one to use heuristics
in addition to traditional statistics in order to assess the success and popularity of
the product showcased in the profile. For example, a product’s profile may have
one million friends; using only quantitative analysis, this would lead one to believe
that the product showcased has achieved a great deal of success. Using heuris-
tic techniques one can sift through subsets of the profile’s friend list and take into
account things such as, the number of friends that are not other commercial pro-
files which interact at least bi-weekly with the profile being analyzed. This will
yield a new measurement that may be orders of magnitude lower than the initial
one million friends claimed. Thus, showing the success of the product was not as
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great as initially thought when applying only quantitative analysis. Heuristic based
qualitative analysis of commercial social network profiles is vital to understanding
the impact, popularity, success, and reach of a product or service.

As with many academic avenues, there are outliers and caveats that do not fit
neatly into the methods proposed; such instances are out of the scope of this chapter.
This chapter will discuss some general methods used in traditional quantitative
analysis of commercial social network profiles and introduce heuristics that will
facilitate more accurate qualitative analysis in most cases. These heuristics have
been developed with the help of partners in the music and entertainment industry.

5.2 What Is a Commercial Social Network Profile?

The social network profiles that the average user will sign up for are standard per-
sonal profiles. These profiles are designed for an individual user to use as their own
public billboard. Standard personal profiles contain the features an everyday private
citizen is likely to require. In addition to a standard personal profile many external
social-networking sites, such as MySpace, offer their users the option of specialized
profiles [1]. Specialized profiles are created with additional functionality — which is
geared to accommodate the needs of a specific domain. These profiles may have ad-
ditional features not available in standard personal profiles, while still maintaining
most of the features that come with standard personal profiles. Commercial enter-
prises see these additional features as an opportunity to showcase their product in
a dynamic and vibrant manner. Often, commercial enterprises will sign up for an
account with a social-networking site and create a personal or specialized profile for
the sole purpose of furthering their product’s success. The resulting profile is consid-
ered a commercial social network profile. It is important to distinguish commercial
social network profiles from fan or imposter profiles.

Fan profiles, similar to fansites, fanpages [2], and tribute pages, are personal or
specialized social network profiles created and maintained by supporters of a prod-
uct for the purposes of paying homage. At times, fan profiles may be inadvertently
confused with commercial social network profiles due to the level of devotion of the
individual or group maintaining the profile. The content may be so involved and of
such high quality that it is difficult to determine whether the profile is commercial or
not. Imposter profiles pose a similar problem such that they are personal or special-
ized social network profiles created with the explicit purpose of falsely identifying
themselves as a commercial social network profile. Imposter profiles often times
are nearly identical in design and content to the commercial social network profile
they are impersonating. It is difficult to determine the difference between the profile
types mentioned without qualitative analysis.

Heuristic 1 provides a straight forward rule for determining whether or not a
profile is commercial.
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Heuristic 1:

e A social network profile created and maintained by a commercial enterprise for
the sole purpose of furthering their product’s success is considered a commercial
social network profile (CSNP).

5.2.1 Reciprocal Identification

Application of heuristic 1 requires a qualitative analysis of the profile in question.
Introduced here is a generic approach that can be applied across different social-
networking sites.

An efficient and effective method for the application of heuristic 1 is reciprocal
identification. Reciprocal identification (RI) is the presence of a direct hyperlink
from the official website of the product or commercial enterprise to the correspond-
ing CSNP. RI establishes the CSNP and the commercial enterprise’s recognition of
the relationship between the two.

RI can be detected by analyzing the hyperlink structure of the product or com-
mercial enterprise’s official website. Many times, it is necessary to spider the
hypertext of the product or commercial enterprise’s website in order to establish
RI. It can be inferred that the profile is likely a CSNP if RI is found to exist.

The presence of RI can be established using automated scripts or manual inspec-
tion. An example application of heuristic 1 using RI is depicted below in Fig. 5.1.

Profile in Question:
http://www.myspace.com/falloutboy

Official Website of Commercial Enterprise:
http://www.falloutboyrock.com

Source Excerpt from:
http://www.falloutboyrock.com

<a class="footer link" id="foot ms"
href="http://www.myspace.com/falloutboy"
target="_blank">&nbsp;</a>

Result: RI is present because a direct link to the CSNP in question exists
on the commercial enterprise’s official website thus;
http://www.myspace.com/falloutboy is a CSNP.

Fig. 5.1 Application of heuristic 1 using RI
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5.2.2 Types of Commercial Social Network Profiles

One can categorize most social network profiles as commercial or non-commercial
using heuristic 1 at a coarse-grain level. A fine-grain analysis shows that there are
various subtypes of CSNPs. This chapter introduces five major types of CSNPs:
music, film, television, public figures, and events. Determining which subtype a
CSNP falls into requires a simple logical determination as to what product is being
highlighted; the design of CSNPs makes this easy to determine.

5.2.2.1 Music

The music industry has been keen on using social-networking as a tool to expand
the reach of their products; namely, performing artists. Market demand has made it
almost certain that all music CSNPs are specialized profiles. Most social networks
offer special functionality to accommodate the demands of music industry CSNPs.

As with most CSNPs, music industry CSNPs can be identified easily by com-
monsense qualitative observation of the CSNP itself [3]. Additionally, they share
common content traits that can assist an inexperienced individual in identifying a
profile as a music industry CSNP.

Examples of common content traits for music industry CSNPs are:

Embedded multimedia player containing a sampling of the artist’s music
Hyperlinks for purchasing the artist’s music

Listing of artists upcoming tour itinerary

Banners advertising the artist’s upcoming featured appearances in media
Banners advertising the artist’s sponsors

Links to promotional materials (banners, icons, wallpapers, etc.)

The facility provided by music industry CSNPs to present users with such a wide
array of content, allows them to serve as stand-alone entities capable of negating
the need for an official website if the commercial enterprise behind it so desires;
though this is rarely the case. Generally, music industry CSNPs have a lifespan
slightly greater than that of the artist they were created to promote. Once the artist
becomes inactive, the CSNP may fall into disrepair and eventually be discarded by
the commercial enterprise that created it.

5.2.2.2 Films

The motion picture industry has also found a use for CSNPs; these too are usually
specialized profiles. Motion picture studios may create a CSNP for one of their up-
coming releases [4]. These CSNPs are geared more towards fan-to-fan interaction.
Many times the CSNP’s main attraction is a forum where fans of the movie can in-
teract with each other pre- and post-premier. The content offered is usually limited
to trailers of the movie, content recycled from the official website, and links to the
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official website. Motion picture CSNPs are used more as tools to funnel potential
customers to the official website and establish a social network presence than to
serve as a stand-alone attraction. This kind of CSNP has a relatively short lifespan.
They rarely remain useful long after the theatrical or DVD release of the film it was
created for.

5.2.2.3 Television

Television CSNPs are CSNPs built around products produced by the network and
cable television industries. Similar to film CSNPs, they are used primarily to steer
fans and potential fans towards the official website. Largely community based, these
CSNPs rely on continuous fan-to-fan interaction and fan-to-product interaction to
produce a return on their promotional investment; more specifically, creating a cult
following and producing higher ratings [5]. Unlike film CSNPs, the lifespan of these
profiles is expected to run long after the debut of the product; all the way through to
the product’s finale.

5.2.2.4 Public Figures

Public figures from television, fashion, sports, politics, and other avenues are known
to use standard personal profiles to increase their visibility and to serve as a public
relations tool. It is common for personalities to have a CSNP on all of the top social-
networking sites [6]. Public figure CSNPs come in all shapes and sizes. Some are
the public figure’s primary internet presence serving as a means for press releases,
media requests, appearance announcements, and more; while other public figures
use their CSNP as nothing but a place holder to prevent squatters from creating
imposter sites.

5.2.2.5 Events

CSNPs promoting upcoming events are now commonplace [7]. The commercial
enterprises behind events such as the Super Bowl, the Vans Warped Tour, and the
American Cancer Society’s Relay for Life have all left their footprint on the social-
networking world. These profiles are the shortest lived of the five subtypes of CSNPs
as they are of little to no use once the event is over. They can be either standard
personal profiles or specialized profiles. These CNSPs rely almost entirely on par-
ticipant interaction. The sites have a narrow demographic as the reach of the event
is generally confined to a small geographic area. Annual events may, at times, reuse
the previous year’s CSNP; updating it as necessary.
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5.3 Quantitative Analysis of CSNPs

Quantitative analysis is the preferred method by which commercial enterprises
evaluate the success of their CSNPs. They use statistics such as the number potential
customers connected to the CSNP, customer interactions with the profile, and pro-
file visits as selling points when touting the overall success of the product associated
with that particular CSNP. It is important to have a fundamental understanding of
some of the more commonly used measurements in order to grasp the importance
of using a qualitative approach when analyzing CSNPs.

5.3.1 Connections

Profiles within a social network are often referred to as nodes within the technical
community. Each node in a social network has a set of nodes that it is connected
to via a social relationship. The nature of this connection, or relationship, is depen-
dent upon the kind of social network. Some examples of connections are friendship,
membership in an organization, ancestral ties, and geographic location. One of the
more widely used types of connections is friendship.

For the examples in this chapter, it is safe to assume that friendship is the type
of connection being used. If two nodes are connected to each other via a friendship
relationship, it is said that they are friends. The set of all of a profile’s friends is
colloquially known as a friend list. In the realm of quantitative analysis, the size of a
CSNP’s friend list is a prime indicator of its success. Quantitatively, the conclusion
can be drawn that the more friends a profile has, the more expansive its reach, and
thus, greater its success.

For clarity, in the following scenario, the profile initiating the connection request
is known as the “friender” and the profile receiving the connection request is known
as the “friendee”; the connection request itself is referred to as a “friend request”
and exists on the same social network. There are two ways for a profile’s friend list
to grow. The first is for the CSNP to act as the friender and initiate a connection
with a potential customer, the friendee, by sending a friend request. This request
asks permission to add the friendee to the friender’s friend list and as a result adds
the friender to the friendee’s friend list. The friendee, the potential customer, now
has the ability to accept or decline the friend request. There are various methods by
which commercial enterprises go about initiating friend requests. Many times these
friend requesting methods will skew quantitative analysis which will be discussed
in greater detail in a later section.

The second is a customer initiated friend request. The potential customer submits
a friend request to the CSNP. The CSNP’s administrator then decides whether or
not to accept the request. Once the request is accepted, the CSNP and the potential
customer are friends and are present in each other’s friend list. Once the potential
customer and the CSNP are on each other’s friend list, they are able to interact.
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5.3.2 Interactions

By definition, social interaction is an interaction between two or more members
of a social group [8]. Analogously, nodes within a social network can interact as
well. Generally, the only requirement is that they are friends. Social networks offer
a variety of ways in which their nodes can interact with one another. Interactions
between nodes are singular one way events; meaning that one node is the sender
and one node is the recipient of the interaction. Interactions are also either related
or unrelated. Related interactions are interactions that are conducted in response to
another interaction. An example of related interactions could be a private message
thread in a user’s inbox or series of comments made on two profile’s main pages.
The following is a sample transcript of four related interactions between a band’s
CSNP and the personal profile of a fan. The type of interaction being illustrated is a
wall comment, also known simply as a comment.

(1) Band CSNP: Hi there, are you coming to our performance tonight?

(2) Fan’s Profile: OMG! Yes! It’s going to be awesome!

(3) Band CSNP: That’s great to hear = Will you be bringing friends?

(4) Fan’s Profile: Of course, my best friend Jane and her sister are coming too.

Interaction (1) triggers, or directly causes, interactions (2), (3), and (4) to be
performed and thus all four interactions are considered related. Conversely, the fol-
lowing example shows three unrelated interactions.

(1) Band CSNP: We have a new song up! Come check it out!
(2) Fan’s Profile: Hey, my friend says she went to HS with your singer.
(3) Band CSNP: Don’t forget, we have new t-shirts for sale!

A brief semantic analysis of the contents of these comments shows no discernible
connection. None of the comments show any signs of having triggered the other and
thus are considered unrelated.

Commercial enterprises place a lot of stock in the number of overall interactions
associated with their CSNP. Quantitatively, it is inferred that the more interactions a
CSNP has, the more interest its product has generated and thus the more successful
it is. Examples of interactions may be related to the CSNP’s main profile page,
blog entries, status updates, pictures, videos, bulletin boards, and could even just be
generic e-props, such as “kudos” or “likes”.

The most popular type of interaction between social network friends is known
as the wall, or profile comment [9]. The profile comment is simply a plain text or
HTML snippet that the sending friend can leave on the receiving friend’s main pro-
file page. This snippet is displayed on a virtual corkboard of sorts on the receiving
friend’s main profile page. There are variations of comments implemented through-
out the social-networking world; such as comments specific to pictures and videos.
Though the most prevalent, comments are only one of countless interaction types.

Social networks offer many more novel interactions allowing friends to rank each
other’s pictures, videos, and blogs; send e-gifts, survey results, event invitations,
birthday reminders, and more.
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5.3.3 Hit Counters

As with their official websites, commercial enterprises find it beneficial to add hit
counters to their CSNPs. Hit counters allow commercial enterprises to assess the
traffic on their CSNP. Hit counters need not be limited to tracking the number of
visitors who view the CSNP’s main profile page. There can be specialized counters
attached to specific blogs, videos, pictures, bulletin board posts, and just about any
other element of a profile. Many social networks will provide users with options for
attaching built in counters to various elements on the profile.

In the case of music profiles, social-networking sites such as MySpace and Face-
book provide commercial users with the ability to keep track of fine grain statistics
such as how many visitors to their profile listen to the music on their profile’s
embedded music player. Quantitative analysis takes into account the number hits
a profile receives and simply put, it says that the more hits a profile has the more
successful it is.

5.3.4 Updates

The number of updates made on a CSNP is not often used in quantitative analysis;
but, nonetheless it is important as it will be used to cover qualitative analysis later
in the chapter. The number of updates during a period of time can show whether
a product has been abandoned by its commercial enterprise or whether it is being
backed by an active marketing campaign. Updates are elements such as blog entries,
status changes, tweets, bulletins, and others; and can trigger interactions as well.
The number of interactions triggered by each update can also be a telltale sign of a
product’s success.

5.4 Qualitative Analysis of CSNPs

Quantitative analysis leaves much to be desired in the way of accurately assess-
ing the success of a CSNP. The number of friends, interactions, hits, and updates
can easily be skewed by any number of factors; such as spam, profile hacks, and
automated scripts. Intentionally or unintentionally, the actions of the commercial
enterprise behind the CSNP can greatly affect the accuracy of quantitative analysis.
Many times commercial enterprises look to artificially influence their CSNP’s stats
in order to back up their claims of success. Additionally, the popularity of social
networks has created a spam epidemic. The number of businesses that were targets
for spam, phishing and malware via social networking sites increased dramatically,
with spam showing the sharpest rise from 33.4% in April 2009 to 57% in December
2009. This highlights a surge in exploitation of such sites by spammers [10]. This
creates the need to sift through any statistics skewed by spam and internal actions
in order to arrive at a valid conclusion regarding a CSNP’s success.
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In order to discern between valid and skewed statistics it is necessary to
understand just what factors can skew a CSNP’s stats. The following sections
will introduce heuristics that can be applied to raw quantitative data to produce
an accurate picture of a CSNP’s success. The heuristics introduced can be applied
together or separately and the more of these heuristics are applied concurrently, the
more accurate the results. It is up to the individual performing the analysis to decide
what heuristics should be applied to suit their needs.

5.4.1 Connections

The size of a profile’s friend list has long been the preferred measure of a CSNP’s
popularity. A clear application of this principle can be found in the music industry.
Record labels, management firms, and concert promoters rely heavily on this mea-
surement alone to validate their claims that the performing artist they are backing is
genuinely notable and successful. Their reasoning is that each friend on the CNPS’s
friend list equates to one devoted fan. This trend is not limited to the music indus-
try; film, television, public figure, and event profiles suffer from the same reliance
on friend list size and the assumption that one friend equals one devoted fan as a
measure of popularity and success.

5.4.1.1 Valid Connections

Obtaining an accurate count of the number of friends a CSNP is connected to goes
further than simply looking at the size of its friend list. Qualitatively perusing the
average CSNP’s friend list, it doesn’t take long to notice the abundance of unre-
lated CSNPs and spam profiles within the list. Spam profiles are CSNPs disguised
as personal profiles. Telling spam profiles apart from personal profiles is a topic
onto its own and thus beyond the scope of this chapter. Suffice to say that common-
sense observation should allow an individual with intermediate knowledge of social
networks to discern between a genuine personal profile and spam profile. It is im-
perative to understand the importance of the need to categorize connections as valid
and invalid.

Take into consideration a situation where a CSNP promoting a performing artist
has one million friends. Qualitative analysis has helped us determine that 9,99,000
of those friends are other performing artists and spam profiles. Under quantitative
analysis, it can be touted that this CSNP has achieved significant market reach and
overall success due to the fact that its friend list contains one million friends. Qual-
itatively evaluating the friend list and counting only those friends that are not other
CSNPs or spam profiles shows that the performing artist has a rather paltry fol-
lowing and not anywhere near as pervasive in the market as quantitative analysis
showed. Heuristic two defines a simple way to determine whether a member of a
CSNP’s friend list should be considered valid for purposes of analysis.
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Heuristic 2:

e Only those friends on a CSNP’s friend list that are not CSNPs or spam profiles
should be considered valid friends.

5.4.1.2 Connection Initiation

In addition to determining the number of valid connections in a friend list, it is
helpful to examine the source of the valid connection. As mentioned earlier, there
are only two ways to add friends to a friend list. A CSNP can send a friend request
to a personal profile or the personal profile can send a friend request to the CSNP.
Though a connection may be valid; its source, when looked at qualitatively, can
yield more information as to the weight that should be given to it.

A connection initiated by a CSNP to a personal profile for purposes of product
promotion shows a proactive effort on the CSNP’s part to grow their customer base.
On the other hand, a connection initiated by a personal profile towards a CSNP
shows an unprovoked overt act by an individual in support of the product associated
with the CSNP. This is a clear indication of the individual’s true support of the
CSNP’s product.

Heuristic 3:

e A connection request initiated by a personal profile to a CSNP demonstrates an
individual’s proactive support for the product associated with the CSNP and thus
carries more weight than a CSNP initiated connection request.

5.4.1.3 Connection Demographics

Incorporating demographic information in the analysis of personal profiles is dif-
ficult to achieve due to the absence of information verification mechanisms. The
owner of a personal profile could claim to be a 50-year-old Asian female in Los
Angeles and could, in reality, be a 20-year-old white male in New York. This makes
it very difficult to apply any sort of demographic based heuristic to CSNP analy-
sis. If it were possible to verify the user information pertaining to each friend in a
CSNP’s friend list; it would be prudent to introduce a heuristic to our quantitative
analysis. This heuristic would give greater weight to those profiles that fall within
the target demographic, as defined by the commercial enterprise behind the CSNP.
Demographic information can include age, gender, location, musical tastes, buying
patterns, education, yearly income, and more.

In order to fully understand the importance of incorporating a demographic-
based heuristic into CSNP analysis, picture a pop-rock band with a CSNP. Their
tour manager is trying to plot their tour route. Without the aid of a demographic-
based heuristic, CSNP analysis serves no purpose for his situation. If it was possible
to verify even a fraction of the demographic information in a profile, the tour man-
ager would be able to analyze his band’s friend list to a level of detail that would
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be of great use to him. For instance, if the geographic location of each friend in the
band’s friend list became verifiable; the tour manger would be able to create a map
overlay and visualize the areas on a map with the highest concentration of the band’s
friends. This would help him plan a tour route that stopped at locations with high
concentrations of the band’s friends; thus increasing the chances for a good turnout
at each performance.

In the event that further research yields a reliable means for demographic in-
formation verification pertaining to standard personal profiles, heuristic 4 will be
introduced.

Heuristic 4:

e If a friend’s demographic information conforms to a set of specified desirable
parameters it, indicates the friend will be more likely to actively support the
CSNP’s product.

5.4.1.4 Friend Stacking

Friend stacking is a deceptive technique by which CSNPs gain a large number of
friends even before they have officially announced the profile to the public [11].
One of the approaches often seen begins with a seemingly legitimate profile for a
charitable cause; such as the search for a missing child. In reality it’s actually a
commercial enterprise behind the site. Automated scripts begin sending thousands
of friend requests as part of a coordinated social network spam campaign. The good
hearted nature of many social network users causes them to accept the friend request
in order to help the charitable effort.

Once enough of the requests have been accepted, the commercial enterprise
changes the content of the profile and turns it into a CSNP. Now they have a CSNP
that is launched with several thousand friends already present in the CSNP’s friend
list. This creates the appearance of a sweeping phenomenon that people cannot wait
to be a part of. After the CSNP’s launch the automated scripts continue to send
friend requests; this time without the pretext of the charitable cause. The fact that
the friendees see a request from a CSNP with several thousand friends makes it more
likely that they will accept the friend request as opposed to seeing a request from a
CSNP with a very low number of friends. Friend stacking takes advantage of mob
mentality by creating the impression that their CSNP’s product already has a de-
voted following. Taking this into account, it is reasonable to infer that the results
of any analysis performed on a CSNP that has benefited from friend stacking is, at
minimum, skewed.

Heuristic 5:

o If friend stacking was used at anytime during the lifetime of a CSNP, any conclu-
sions obtained through analysis will be skewed; unless it is possible to identify
and remove all connections made through friend stacking.
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5.4.1.5 Div Overlaying

A less complicated alternative to friend stacking is a technique known as Div Over-
laying. Simply put, an HTML div element with a z-index greater than that of any
other element in the profile is positioned over the CSNP’s friend list. The content
of this div is indiscernible from the real friend list except for the fact that the text
indicating the number of friends has been modified [11]. The aim is to deceive the
average user into thinking that the CSNP has a greater number of friends than it actu-
ally has. Since the content of the div overlay is nothing more than standard HTML,
the CSNP’s administrator can choose to display any number they wish. They can
even periodically increment the number so as to give the illusion of legitimate in-
creases in friend list size.

A straight forward way to determine whether a CSNP is employing Div Over-
laying is to select the option to view the complete list of the CSNP’s friends. This
will show the true number of friends as the use of Div Overlaying is, more often
than not, limited to the main profile page. Div overlaying is not a technique that can
be used on all social networks; though it is one of the most popular hacks used on
MySpace personal and specialized profiles alike. The use of Div Overlaying extends
far beyond merely changing the apparent size of a friend list. Div Overlaying has
been used to replace entire profile main mages. Examples can be found on every
other CSNP throughout MySpace and other popular social networks.

Heuristic 6:

e When conducting analysis that takes into account the size of a friend list, a check
for the use of Div Overlaying must be performed in order to insure the accuracy
of the friend list size.

5.4.2 Interactions

As with connections, quantitative analysis of interactions based simply on raw num-
bers can be very misleading. Qualitative factors must be weighed-in if accurate
analysis is to be achieved; most notably the type, source, and content of the in-
teractions.

5.4.2.1 Interaction Type, Source, and Content

Interaction types can be wall posts, comments, picture ratings, bulletin board replies,
e-props, and any other interaction defined within a social network. The significance,
or weight, given to each type of interaction will be determined by nature of the
analysis being conducted. For instance, if analysis is being performed in hopes of
determining the impact a particular bulletin board entry has had on the overall CSNP
then, emphasis will be placed on bulletin board replies.
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The source of an interaction is determined by identifying the origin of the
interaction. For an unrelated CSNP to personal profile interaction the source is the
CSNP, as the interaction was initiated by the CSNP. When it comes to related inter-
actions, the source of each subsequent interaction is the same as the source of the
first interaction of the series of related interactions.

Content is a factor that is difficult to evaluate yet very valuable for analysis. The
content of an interaction needs to be semantically analyzed in order to assign a
proper weight to it. These three key factors should be considered concurrently in
order to yield the most accurate analysis possible. To demonstrate this, consider the
following two unrelated interactions and the analysis that follows.

Interaction A4
Social Network Facebook

Type Wall Post on Bob’s Personal Profile
Source Acme Inc.’s CSNP
Content “Hi! Do you like our product?”

Interaction B
Social Network Facebook

Type Wall Post on Acme Inc.’s CSNP
Source Jane’s Personal Profile
Content “I enjoy your product! I use it all the time!”

Note: Both interactions are unrelated to any other interaction

Under strict quantitative analysis, interactions A and B are identical. If qualitative
analysis of the three key factors mentioned is incorporated then it is clear that the
resulting analysis will indicate a significant difference between the two interactions.

A cursory glance reveals two noticeable differences, the first being that the
sources for the interactions are different. Interaction A is CSNP to personal pro-
file while interaction B is personal profile to CSNP. Secondly, the content is very
different. The content of interaction A appears to be an attempt by Acme Inc. to
solicit feedback from Bob concerning their product and interaction B is apparently
an unsolicited compliment from Jane to the Acme Inc. regarding their product.
As interaction A is unrelated to any other interaction, was initiated by the CSNP,
and has content intended to trigger one or more related interactions, it is not a
genuine social interaction. Interactions such as interaction A are said to be part of
interaction phishing.

Interaction phishing is an attempt by a CSNP to elicit personal profile to CSNP
interactions for the sole purpose of increasing its overall and personal profile to
CSNP interaction counts by baiting a personal profile into initiating social inter-
actions. Interaction phishing may occur via CSNP initiated connection requests or
CSNP initiated interactions. A personal profile to CSNP interaction that was trig-
gered by a CSNP to personal profile connection request or a CSNP to personal
profile interaction is considered to be a result of interaction phishing.

Heuristic 7:

o Interactions resulting from interaction phishing are not genuine social interactions
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Unlike the case with interaction A, the source and content of interaction B leads

one to conclude that interaction B was an unsolicited attempt by a personal profile

to engage a CSNP in social interaction. As interaction B is unrelated to any other

interaction, is originated from a personal profile, and its content is clearly indica-

tive of the personal profile’s support of the CSNP’s product, then it is considered a

genuine social interaction and should be weighed appropriately during analysis.
Heuristic 8:

e A personal profile to CSNP interaction between personal profile ¢ and CSNP
y that is unrelated to any other interaction or related to a series of interactions
whose initial source was ¢ is a genuine social interaction.

Heuristic 9:

o A CSNP to personal profile interaction between personal profile ¢ and CSNP
vy that is either related to a series of interactions whose initial source was ¢ or
initiated by y as a response to a connection request initiated by ¢ is a genuine
social interaction.

5.4.2.2 Interaction Based Spam

Considerations pertaining to the content of an interaction should be made to account
for the spam epidemic that plagues social networks [12]. Social network spam can
have many forms; some of which are analogous to those found in email spam [13].
Social network spam includes offers from supposed foreign politicians, real estate
deals that are too good to pass up, prescription drugs at prices too low to believe, and
more. In addition to these well known forms of spam, social networks fall victim to
social network specific spam such as interaction phishing, ballot stuffing, and friend
stacking just to name a few. Interaction based spam can greatly skew any kind of
quantitative analysis results unless the proper heuristics are applied. The topic of
social network spam deserves in depth consideration far beyond the scope of this
chapter. This section is limited to the introduction of a couple of heuristics that
may help negate or at least lessen the effect that interaction based spam has on the
analysis of CSNPs.
Heuristic 10:

e Any unrelated interaction whose sole purpose is to solicit the interaction recipient
is considered social network spam.

It is important to note that interaction based spam can originate from either a CSNP
or a personal profile. Personal profiles are capable of creating interaction based
spam with things such as birthday announcements, links to surveys, holiday tid-
ings, joke links, and countless other things. CSNPs create interaction based spam
with a much more specific purpose, to solicit the interaction recipient. Evidence of
CSNPs using interaction based spam can be seen throughout each of their friend’s
profiles. CSNPs are known for initiating random unrelated interactions at specific
times, such as product release dates, on their friends’ profiles. Some of the more
notorious producers of interaction based spam are music CSNPs.
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Music CSNPs will often use interactions to announce every single stop on their
tour. If a band with a CSNP is playing in New York on January 1, 2010 then they
will initiate interactions with as many friends as possible; soliciting their attendance
to the performance. Tactics such as this create interaction based spam equivalent to
the number of stops on the tour times the number of friends in the CSNP’s friend
list. As music CSNPs are known to use friend stacking [11] and other techniques to
artificially raise the number of friends on their friends list, this can create millions
of instances of interaction based spam.

Heuristic 11:

e Any interactions deemed to be social interaction based spam are not genuine
social interactions and should be treated accordingly during interaction analysis.

In determining if an interaction is spam it may be useful to apply traditional spam
detection heuristics found in email and social spam detection systems [14]. The
principle is the same; analyze the content of the interaction and based on the results
and determine if it’s spam or not. Additionally, it will be necessary to apply social
network specific heuristics to obtain a better estimate of the amount of spam in the
set of a profile’s total interactions.

Heuristic 12:

¢ When analyzing interaction statistics, generic and social network specific spam
heuristics must be developed and applied and any interaction deemed to be spam
must be removed from consideration.

As stated earlier, social network spam and the topics it encompasses, such as social
network spam detection, deserve separate and in depth attention beyond the scope of
this chapter. Suffice to say, a good foundation for the development and application
of social network spam detection and management can be found using heuristics 10
and 11.

5.4.2.3 Interaction Frequency and Timing

Two attributes of social network interactions rarely taken into account during anal-
ysis are frequency and timing of interactions. That is, when a set of interactions
occur and how often they occur over a set period of time. When it comes to CSNPs
the frequency and timing of interactions are valuable pieces of information. They
help commercial enterprises directly correlate past events to customer reaction and
anticipate customer responses to future events. In the case of band’s CSNPs, it is
useful to see what kind of a reaction the band receives from their social network
friends who attended their performance as well as gauge how many friends will be
attending the performance to begin with.

For instance, the week leading up to a performance in Chicago a band receives
1,000 genuine interactions and valid connection requests initiated by personal pro-
files in the Chicago area. This can be taken as an indication that the band can expect
a great turnout for their performance in Chicago. The same could not be said if the
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band received the same 1,000 interactions over the course of the 6 months prior
to the show due to the uncertainty large spans of time cause in the entertainment
industry. In the week following the band’s performance in Chicago, their CSNP
receives 1,000 more genuine interactions and valid connection requests from per-
sonal profiles in the Chicago area. This can be taken as a clear indication that their
performance in Chicago was a great success. On the other hand, if the band had
received only 100 genuine interactions and valid connection requests it could be
said, with considerably less certainty, that their performance was not as successful
as it could have been. In many cases, increases in interaction frequency around a
specific time can help tie the jump to a specific event.; while a lack of increases in
interaction frequency around a specific time are not as easily tied to a specific event.
This is simply because the nature of social network interactions is that users will not
always interact. This means that the lack of interaction may be attributed typical
user patters as opposed to the lack of interaction being caused by a specific event,
such as a performance or product release.
Heuristic 13:

o If there is an increase in the number of genuine personal profile to CSNP interac-
tions and valid personal profile to CSNP connection requests received during the
period of time immediately preceding and or following an event, it can be rea-
sonably inferred that the event in question is in part responsible for the increase.

Having interaction frequency and timing does not limit one to tying increases in
interactions to events. Knowing the frequency and timing of interactions can also
help analysts determine how fresh the success of a CSNP is. Take into considera-
tion a case where as CSNP has 1,00,000 valid connections and over its lifetime has
participated in 2,00,000 genuine social interactions. At first, it seems as though the
CSNP is currently enjoying the heights of success. Now consider additional infor-
mation has come to light. The latest interaction occurred 6 months ago and in the 2
years preceding that latest interaction, the interaction frequency was six interactions
per week.
Heuristic 14:

e When assessing a CSNP’s current level of success based on genuine interac-
tions and valid connections, it is necessary to evaluate the frequency of each as
compared to the average frequency over the lifetime of the CSNP. If the recent
frequency is slightly less than, equal to, or greater than the average overall fre-
quency then the CSNP’s success can be considered current.

With this information and the application of heuristic 14, it can be ascertained that
in the past two and a half years there have only been 624 interactions that involved
this CSNP. One can now infer that the bulk of this CSNP’s success happened over
two and a half years ago; clearly a sign that this CSNP’s best days are behind it.
A far cry from the results obtained without the use of heuristic 14.
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5.4.2.4 Interaction Uniqueness

Uniqueness of interactions is a brief yet important topic. When analyzing a CSNP
one must look at the breakdown of the personal profiles interacting with it. If it
is found that any personal profiles take part in a much greater percentage of inter-
actions than average, the value of those interactions must be weighed accordingly.
A case might exist where a CSNP has 1,000 genuine interactions but, all of those
interactions come from a single source. That should not be evaluated the same as a
CSNP with 1,000 interactions that each come from a unique source.
Heuristic 15:

o For every personal profile a in the set of all personal profiles that have been iden-
tified as a source of a genuine interaction between itself and the CSNP being
analyzed, the number of interactions per a should be within one standard devia-
tion of the total number of interactions divided by the number of unique sources.
Otherwise it is considered an outlier and removed from the analytical process.

5.5 Technical Notes

In obtaining the necessary quantitative and qualitative data for this research various
approaches were undertaken. In order to develop the heuristics introduced in this
chapter it was necessary to have the ability to crawl numerous social network pro-
files and extract pertinent information from each one. This task was accomplished
thanks to tools and methods introduced to the authors by their industrial partners at
IBM Almaden Research Center and Barcelona Supercomputing Center (BSC).

Two of the more vital tools were a social network crawler and profile information
extractor. Both were developed using IBM and BSC methods; such as SystemT [15]
and MapReduce [16]. The social network crawler would retrieve a random sampling
of social network profiles and store the results in a series of data files containing the
raw HTML of each profile. The profile information extractor would then process
these files and using a set of regular expressions, return an organized dataset that
allowed us study the results and from there, create the heuristics introduced in this
chapter.

In addition, various other scripts in combination with manual methods were used
to achieve as accurate a picture as possible of the intricacies behind CSNPs. This
chapter will attempt to paint for the reader that very same picture.

5.6 Summary

The furious pace at which social networks and CSNPs are evolving makes it im-
perative to continually monitor industry trends. The heuristics introduced here are
presented in a generic manner to make it easy to adapt them to the inevitable changes
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in the world of social networks. Much work is left to be done in order to fully
understand the impact of CSNPs. A fusion of marketing, sociology, and computer
science research is necessary in order to paint a detailed picture of the effects CSNPs
have on industry and society.
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Chapter 6
Analysis of Social Networks Extracted
from Log Files

Katerina Slaninova, Jan Martinovic, Pavla Drazdilova, Gamila Obadi,
and Vaclav Snasel

6.1 Introduction

Modern applications like information, enterprise, e-commerce systems as well as
monitoring applications, web applications and other systems generate huge amounts
of data collections. These data collections are stored in various forms, from text-
based data sources like logs (pure text), through HTML, XML and other formats to
semi-structured data sources like multimedia sources (images, audio or video files
etc.), and maintained in databases, data warehouse, or simply in data or log files.

A log file is a simple text file generated by a device, software, application, or a
system, and consists of messages represented by the records of the activities pro-
vided. The log typically consists of information about originator, activity, event (or
process instance), and mostly also have a timestamp (date and time when the activity
was provided), originator (performer), and other data.

Though the log files are rich in information, quantifiable and scalable, researchers
still argue about their credibility. The authors in [35] and [46] reported a number of
limitations of the data stored in web log files, which — if not interpreted precisely —
make the results obtained by analyzing this data misleading. Some of these limita-
tions are:

e The log entries do not include any demographic data about the user,

e The IP address recorded in the web log file does not represent the identity of the
user, it is the IP address of the host machine that the user was connected while
accessing the website,
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e The log files record only request transactions; there are other tools used on the
web servers, but they are not recorded on the log files (such as Macromedia Flash,
Java applets),

e The average time viewed statistic does not accurately measures the time spent by
the user on the web page.

Making generally, we should keep in mind the limitations in other spheres of
log mining applications as well. Regardless of their limitations, log files have been
used extensively by data miners and researchers. A number of studies have been
conducted to gather information about the visitors of e-commerce web sites, explore
the behavior of elearning students, detect web sites security threats, etc.

One of the log file attributes is the originator of the provided activity. The origi-
nator may be a person or a device or software, which depends on type of the log. In
the case of the person, we can, using this information, derive social networks on the
basis of similar attributes of persons and, in consequence, we can construct models
that explain some aspects of persons’ behavior [108]. The second part of the chapter
shortly describes the basic aspects of social network analysis with relation to the log
files.

The main problem, which researchers solve in data collection and data prepro-
cessing while working with log files, is the large amount of obtained data. The third
part of this chapter is dedicated to log file analysis and data mining methods fre-
quently used for large data collections.

Besides, the chapter is concluded by a case study, which describes the devel-
opment and visualization of a synthetic social network based on the relationship
between the students with similar study behavior in an elearning management sys-
tem recorded in the log files.

6.2 Social Networks

A social network (SN) is a set of people or groups of people with similar pattern
of contacts or interactions such as friendship, co-working, or information exchange
[85]. The world wide web, citation networks, human activity on the internet (email
exchange, consumer behavior in e-commerce), physical and biochemical networks
are some examples of social networks. Social networks are usually visualized by
graphs, where nodes represent individuals or groups and lines represent relations
among them. Mathematicians and some computer scientists usually describe these
networks by means of graph theory [73]. These graphs can be directed or undirected,
depending on the type of the relation between the linked nodes. Weights can be
assigned to the links (edges) between the nodes to designate different interaction
strengths.

Recently, these graphs are widely used for the network visualization. As an ex-
ample of social network vizualizers we can mention software, like NetDraw, Vizster,
NodeXL, NetMiner, ORA, Pajek, NetVis, SocNetV and many others [27]. The
development and the fundamental methods of the social network visualization were
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published by Freeman [42]. However, other visualization algorithms and methods
applicable to large-scale networks were proposed, see Sect. 6.2.2.

6.2.1 Social Network Analysis

Social network analysis (SNA) is a collection of methods, techniques and tools that
aim to analyze the social structures and relational aspects of these structures in a
social network [94]. Actors and their actions are viewed as autonomous units, re-
lations between actors can be viewed as channels for transfer or flow of resources
(e.g., information, material, or other). Network models conceptualize the structure
as lasting patterns of relations among actors. The unit of analysis can be the indi-
vidual or the group, or subgroup of individuals with a certain level of the linkages
among them [111].

The study of social networks is a quite old discipline. Many studies oriented to
the analysis of social networks have been provided, where the datasets used in these
studies were obtained by using questionnaires. In contrast to the previous SNA re-
search, contemporary provided, and more structured approaches, are based on the
automated way of research. In the late 1990s, the development of new information
and communication technologies (such as internet, cellular phones) enabled the re-
searches to construct large-scale networks using the data collections stored in e-mail
logs, phone records, information system logs or web search engines.

The amount of data required to describe even small social networks from the log
files can be quite large; the analysis of such data collections is often very compli-
cated. This process can be simplified by using mathematical and graphical tools,
which makes the study of the graph theory one of the fundamental pillars of discrete
mathematics.

6.2.2 Discovering Structure of Networks

SNA methods of the large-scale social networks facilitate the better understanding
of the network structure and provide useful information for addressing the main
aspects of SNA: the sources and distribution of power. The power of an individual
node is an attribute which depends on its relations with other nodes. The social
structure then may be seen as the visualization of the appropriate level of power as
a result of variations in the patterns of ties among nodes.

Discovering the basic characteristics of the network (graph) consists of various
metrics [94, 111], like size and density, all types of centralities (degree, between-
ness, closeness, eigenvector), clustering coefficient, path analysis (reachability,
reciprocity, transitivity and distance), flow, cohesion and influence, and other
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useful information obtained by various types of analysis like small-world
phenomenon, finding of clustering coefficient, connected components or community
structures.

6.2.2.1 Finding Communities in Social Networks

Finding communities is an important aspect in discovering the complex structure of
social networks. A community is defined as a group of nodes within the network
such that connections between them are more dense than the nodes in other com-
munities (the rest of the network) [85]. Community structure can be defined using
modules (classes, groups or clusters etc.) and generally is intended for mapping
the network using hierarchies, often complicated. Hierarchical partitioning process
then can produce a tree or dendrogram (in social sciences), which can represent the
network structure (see Sect. 6.4). Networks with overlapping structures have more
complicated structures, but several mining methods were developed to solve this
problem yet [34].

In real-world networks natural hierarchical networks can be found in commit-
tee networks (typically presented by US House of Representatives), departmental
organization of large companies or institutions, etc. With the growing development
of information and communication technologies communities are detected in many
spheres, for example VoIP networks [18, 31], identification of communities in the
web social networks [109] or phone social networking [31]. These communities can
be used to study the dynamic processes in the network more effeciently, and to solve
some of the web problems such as new generation search engines, content filtering,
automatic classification or the automatic realization of ontologies etc.

6.2.2.2 Finding Patterns in Social Networks

Finding patterns is another process used in the data mining to describe the structure
of network. Patterns can be defined as structures that make statements only about
restricted regions of the space spanned by the variables of the data [49].

These structures might represent Web pages that are all about the same topic or
people that socialize together. The discovery of pattern structures in complex net-
works is an essential and challenging task in many disciplines, including business,
social science, engineering, and biology. Therefore researchers have a great interest
in this subject and have been approached it differently through data mining methods,
social network analysis, etc. This diversity is not limited to the techniques used to
implement this task, but it is also applied to its applications.

Data mining techniques are used widely to discover different patterns in data.
The authors of [53] provided an overview about the usage of frequent pattern mining
techniques for discovering different types of patterns in Web logs. While in [72] the
authors applied different clustering algorithm to detect crimes patterns, and some
data mining tools were used in [4] to solve the intrusion detection problem.
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SNA is a common method for patterns discovery and has been used in various
studies. The authors in [63] used some SNA metrics to study the interaction pat-
terns of students in Elearning online communities. Discovering patterns from email
datasets is another topic researches are interested in. In [18] the authors described a
multi-stage spam filter based on trust and reputation for detecting the spam behavior
of the call in Voice over Internet Protocol (VoIP).

6.3 SNA from Log Files

Modern applications like information, enterprise, e-commerce systems as well as
monitoring applications, web applications and other systems generate huge amount
of data collections. These data collections are sorted in various forms, from text-
based data sources like logs (pure text), through HTML, XML and other formats
to semi-structured data sources like multimedia sources (images, audio or video
files etc.). These collections of data are maintained in databases, data warehouse, or
simply in data or log files.

Log file analysis has been enjoying a growing attention in every area of hu-
man activities. This domain is very interesting neither for the research area, nor
for the software developers in the commercial sphere. There are various disciplines
considered to analyzing the data sources for achieving worthy information, often
represented as knowledge. Obtained information (or knowledge) is often used for
management, maintenance, improvement of the systems being produced these data
sources, or for other purposes like discovering of the network structure and the struc-
ture of social networks. When the log file records include information about persons
who originate the recorded actions (events), it is possible to discover a social net-
work using SNA.

6.3.1 Log File Analysis

Log analysis is a data mining process oriented to the analysis of computer-generated
records (also called audit trail records, event logs or transaction logs) [107]. Log
analysis is provided for various reasons, for example system security, compli-
ance with audit or regulation of processes, system trouble shooting, social network
analysis, etc.

A log file is a simple text file generated by a device, software, application, or
a system, and consisted on messages represented by the record of the activities
provided. The log typically consists on information of activity, event (or process
instance), and mostly also of a timestamp, originator (performer), and other data.
The performer can be recorded as a person or a device; it depends on the type of the
log file.
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Table 6.1 Example of log file recorded by the Moodle elearning system

“Course”;“Date and Time”;“IP address”;“Full Name”;*Action”;“Information”
“OPF-ZS-08/09-PRA/E006M-E”;16.9.2008 16:05:49;78.45.26.150”;1; forum view forum”;*1224
“OPF-ZS-08/09-PRA/E006M-E;16.9.2008 16:05:57;78.45.26.150”;1; “resource view”;*13772
“OPF-ZS-08/09-PRA/E006M-E”;16.9.2008 16:07:39;78.45.26.150”;1;“resource view”;* 13773
“OPF-ZS-08/09-PRA/E006M-E”;16.9.2008 16:08:07;78.45.26.150;1; “course view”’;*Criminal Law”

For example, a typical web log is stored by web server software to record the
activities of visitors on a web site. This log file has a standardized format and include
the following information: IP address of the client accessing the web page, user’s
name, date and time of request, resource requested, size in bytes of the data returned
to the client and URL that referred the client to the resource. However, the logs
that store web activities can contain additional information, which depends on the
system or application making the records.

The following Table 6.1 shows an example of an event log file from a Learn-
ing management system Moodle, which was used in the case study. Student’s full
names are replaced by numbers to achieve data anonymization. Detailed description
is provided in Sect. 6.6.

Wide-spread is analysis of system data collections in the commercial sphere.
Business information systems like ERP, CRM, B2B systems, call center applications
and others, record the transactions and other information in a systematic way to the
files called event logs. These types of information systems and software applications
become more complex and are obliged to cooperate with the heterogeneous software
and the hardware components. The data mining and analysis is oriented to easier
monitoring, management and maintenance of such systems, or to discovering the
structure of network.

Exploring information from these log collections is generally integrated to pro-
cess mining, which refers to methods for distilling a structured process description
from a set of real executions. Data collections in log files consist of various types
of information. Beside typical information like event, type of event, device or time
when event was performed, we can find the information of the person who initiated
the event (activity). Using this information, social networks can be derived on the
basis of similar attributes of persons and, in consequence, we can construct models
that explain some aspects of persons’ behavior. Aalst et al. [108] define event log as
follows: Let A be a set of activities (also referred as tasks) and P as set of performers
(resources, persons). E = A x P is the set of (possible) events (combinations of an
activity and performer). C = E* is the set of possible event sequences (describing
the case). L € B(C) is an event log. B(C) is the set of all multi/sets over C.

Large, mostly time-dependent data collections, generated from real-world appli-
cations, are often used by large groups of originators (devices, users). Moreover,
this type of information is recorded often continuously and the storage of such
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large data collections (in active memory, in databases, on in log files) is time and
space consuming. The main problem, which researchers solve within the data col-
lection process and the data preprocessing, is manipulation with the large amount of
obtained data from logs and their clear and understandable visualization and inter-
pretation.

This evokes the need of mathematical tools usage and the development of data
reduction algorithms specialized to the large-scale network manipulation and visu-
alization. SNA, and extraction of the social networks from the log files, requires the
usage of data mining methods, focused on such areas like data clustering or pattern
mining. The next section is oriented to significant algorithms, which researchers
widely use in SNA for the extraction and analysis of the network structures and
their visualization, with relation to graph partitioning and the data reduction aspect.

6.4 Data Mining Methods Related to SNA and Log Mining

The typical definition of data mining is the analysis of (often large) observational
data sets to find unsuspected relationships and to summarize the data in novel ways
that are both understandable and useful to the data owner [49]. Data mining is com-
monly a multistage process of extracting previously unanticipated knowledge from
large data collections, and applying the results to decision making [5]. Data mining
tools detect patterns from the data and infer associations and rules from them. The
extracted information may then be applied to prediction or classification models by
identifying the relations within the data records or between data collections. Those
patterns, in SNA, can be represented as patterns of groups (or communities) in so-
cial network structure and can then guide the network visualization and the study
of network evolution. This type of information can be valuable in the decision mak-
ing process and forecast the effects of those decisions. Data mining is a complex
process which consists of a number of phases. These basic phases was described
by Schuman [93] as: Collection of data, Data preprocessing, Data analysis, Data
visualization and Data interpretation.

Network structure analysis and graph partitioning are essential data mining tasks,
in this section the most significant methods used to mine log files will be reviewed.
Some of these techniques have a time or space complexity of O (mz), or higher
(where m represents number of objects). Since log analysis involves studying large
data sets, cluster analysis techniques can be applied to find the most representative
cluster prototypes. Depending on the type and accuracy of analysis, the results can
be used for further SNA of original (often large) data collections. In context of SNA,
cluster analysis methods can be used for finding the nearest neighbors in community
analysis as well.
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6.4.1 Clustering Techniques

Cluster analysisis the process of separating objects, with the same or similar
properties, into groups that are created based on specific issues. These groups of
objects are called clusters [55]. Clustering is applied in various research areas, like
biology (genetic engineering, neural networks), information retrieval (web pages,
text documents, terms, search engines), climate (patterns in the atmosphere and
ocean), psycholgy and medicine (types of depression, spatial and temporal dis-
tribution of disease), business (customer segmentation, viral marketing, product
recommendation) and others. In SNA we can think the term cluster as a group of
persons with similar attributes (based on their interaction) or with similar behavior.

The process within which the ideal cluster partitioning for sets of objects is
searched, and within which there are mutually similar objects, is called clustering
[54,82]. The cluster is then formed mutually by a set with similar objects.

In an ideal situation, the clustering procedure should accomplish two goals: cor-
rectness and effectiveness [33, 82]. The criteria for correctness follow:

e Methods should remain stable while collections grow or, in other words, distribu-
tion into clusters should not drastically change with the addition of new objects,

e Small errors in object descriptions should be carried over as small changes in
cluster distributions into clusters,

e A method should not be dependent on its initial object ordering.

Conventional cluster distribution methods [6,43, 54] can be divided in two main
categories:

e Partitional methods — The goal is to employ a partition that best maintains clus-
tering criteria.

e Hierarchical methods — The goal of this methods is to create a cluster hierarchy
(tree cluster). The methods are based on matrix similarities in objects.

In real-world social networks the structure is not clear and transparent. One node
(object), member of one community, can simultaneously belong to more then one
community (group, cluster). The membership depends on the intensity of relations
between the members, or — in other words, on the set threshold level. From this point
of view we can distinguish other groups of clustering methods:

e Exclusive clustering — methods, which can create the network structure with non-
overlapping clusters

e Non-exclusive clustering — methods, which create the network structure with
overlapping clusters; one node can belong to more than one cluster

e Fuzzy clustering — clusters are treated as fuzzy sets; every object has assigned the
weight, represented its membership in each cluster of the network. This approach
is not suitable for multiclass situations, due to the constraint that the sum of all
weights for each object must equal 1.

Sets of clustering algorithms being used and developed today are too large.
A similar view can be found in publications such as [43, 54].
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Due to the fact that most clustering methods work with mutual similarities
between clusters, it is necessary to convey this similarity by using cluster similarity
partitioning coefficient.

Let us have a twin cluster ¢;, ¢; € {c1,c¢2,...,c}, where [ is the amount of all
calculated clusters. Then, similarity coefficient sim(c;, c;) fulfills these conditions:

sim(c,-,cj) >0 (6.1)
sim(c,- s Cj) = sim(cj s C,') (62)
sim(c;, ci) = maxgiy, (6.3)

where maxg;, is the maximum value of similarity coefficient. Similarity between
clusters is defined the same as the similarity between two objects.

6.4.1.1 Partitional Clustering

Fartitional clustering is the method for division of the set of data objects into non-
overlapping subsets [6]. The subsets (groups) are obtained on the basis of measure
of similarity between the vertices. The number of clusters is predefined (assigned
as k); the goal is to separate the nodes (objects) in k clusters while maximiz-
ing/minimizing the cost function based on similarity measure and/or from nodes
to centroids. The most popular partitional technique is k-means clustering, where
the cost function is the total intra-cluster distance, or squared error function

k
Y3 g =il 6.4)

i=1x;€S;

where S; is the subset of objects of the i-th cluster and ¢; is its centroid. Extensions
of k-means clustering to graphs have been proposed by many researchers [51, 86].

Similar clustering technique, based on overlapping structures is fuzzy k-means
clustering. The method is based on the principle, that objects may belong to more
than one cluster. This clustering method is widely used in pattern recognition [7].
The associated cost function

n k
I = > ullx = el (6.5)

t=1j=1

where u;; is the membership matrix, which represents the degree of i object’s mem-
bership with position x; in cluster j, m is a real number >1 and C; is the center of
cluster j

n m )
i Uy

o (6.6)
D=1 uj;

¢j
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The sum of the all object’s memberships is equal to 1. The membership ; ; then
represent the distance from the object i to the center of the cluster ;.

The limitation of partitional clustering is that the number of clusters must be
specified before clustering, it can not be derived automatically. This limitation is
solved using other methods like neural network clustering, when the results of
clustering does not depend on starting conditions. Centers of clusters are found au-
tomatically using neuron-like procedure [69].

Other large group of applications represents Multidimensional Scaling Tech-
niques, such as singular value decomposition and principal component analysis [43].

Experts agree that singular value decomposition (SVD) is one of the most impor-
tant instruments used in linear algebra. Additional information relevant to SVD can
be found in [32,45]. The basic theorem can be provided as:

Theorem 6.1. Any m x n matrix A, with m > n, may be factorized as
A=UzVT, (6.7)
where U € R™™ and V € R™" are orthogonal, and X € R™" is diagonal,
Y =diag(o1,02,...,0n), (6.8)

o1 >0y >--->0, >0. (6.9)

The columns of U and V are called singular vectors and the diagonal elements
o; singular values. The SVD appears in various other scientific fields under differ-
ent names. In statistical and data analysis, the singular vectors are closely related
to principal components, and in image processing the SVD goes by the name
Karhunen-Loewe expansion. Let us consider the following notation for designat-
ing singular values: o; (4) = the ith largest singular value of A.

SVD serves as a very useful tool when searching for the approximation matrix A
using B with a lower rank. Informally, it can be stated that SVD enables us to reduce
dimensions within which we solve problems. Another effect of this reduction is
the elimination of static. Formally, these ideas may be formulated by the following
statement:

Theorem 6.2. Assume that matrix A = R™ " has rank(A) = r > k. The matrix
approximation problem

minmnk(Z)=k |A -Z |2 (6.10)

has the solution
Z = A = UV, (6.11)

where Uy = (uy,...ux), Vi, = (v1,...,vx), and ¥ = diag(o1,03,...,0r). The
minimum is:

|A— Ak|2 = or+1(A4). (6.12)



6 SNA of Networks Extracted from Log Files 125

However, standard decomposition method like SVD do not preserve sparsity.
This has led to the development of other methods, CUR and CMD. These meth-
ods seek a nonorthogonal basis by sampling the columns an/or rows of the sparse
matrix. Traditional versions of these methods are time and memory consuming,
as they produce overcomplete bases. In [101] the authors proposed a collection of
Colibri methods which deal with these challenges. They developed algorithms for
both static and dynamic large-scale graphs with significant space and time savings
as compared to traditional CUR and CMD methods.

Another well known clustering method is Principal component analysis. This
technique is widely used in many applications, for example face recognition or im-
age compression [56]. This clustering method is used for finding patterns in data of
high dimension, that enable to express their similarities and dissimilarities. CMD
method for pattern mining in the large sparse graphs is presented in [100].

6.4.1.2 Hierarchical Clustering

Hierarchical clustering methods are used in networks, where clusters consist of sub-
clusters. The whole structure is then organized as a tree. The goal of this method is
to create a cluster hierarchy (in sociology also called dendrogram). The main princi-
ple of the method is based on the definition of a similarity measure between objects
(vertices), on which basis is constructed matrix of similarity. The similarity matrix
C can be described as follows for the object collection n:

simy1 simiy ... Simy,
Simp1 Simpy ... SiMay,

C= . . . (6.13)
Simy1 SiMyy ... SiMy,,

where ith row answers the ith object and jth column answers the jth object.
A hierarchy of partitions for requisite objects is formed by identifying groups of
vertices with high similarity. During calculations, a cluster surface is formed.
Hierarchical clustering techniques can be divided in two categories:

e Agglomerative algorithms — clusters are iteratively merged if their similarity is
sufficiently high,

e Divisive algorithms — clusters are iteratively split by removing edges connecting
vertices with low similarity.

Agglomerative hierarchal clustering methods mainly belong to the sequential
agglomerative hierarchical no-overlapping (SAHN) method. It holds true that two
clusters formed with this method do not contain the same object [25]. These meth-
ods differ in the way in which their similarity matrix is initially calculated (point 4
following Algorithm 1). These methods usually have O (n?) for memory space com-
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plexity and O(n?) for time complexity, where n is the number of data points. This
conversion is derived from Lance-Williams’ formula for matrix conversions [25]:

proxlt, (p,q)] = ap prox[t, p] + ag prox[t,q] + B prox[p. q]
+vy |prox[t, p] — prox|t, q]|, (6.14)

where prox[t, (p, q)] determines cluster similarity ¢; and cluster c¢(,g) is formed
by clusters ¢, joined with cluster c,. Value parameters o p, otg, B and y define
various cluster SAHN methods. We list some of these methods in the Table 6.2.
Algorithm 1 describe calculations for hierarchal agglomerative clustering. In the
following paragraphs N; is the number of objects in a cluster c;.

The results of the aforementioned algorithm differ in accordance to the similar-
ity matrix conversion method used. Today, other specialized hierarchical clustering
methods exist. Thanks to these new methods, we can reduce time and memory com-
plexity and work with large objects collections more effectively. Some of these new
methods include [43]: SLINK, Single-link algorithm based on minimum spanning
tree, CLINK, BIRCH, CURE, or others [17].

Algorithm 6.1 Hierarchal agglomerative clustering

1. We form an object similarity matrix.

2. When clustering begins, each object represen