
Chapter 1
Introduction

Microsystems, or microelectromechanical systems (MEMS), technology continues
to grow rapidly by enabling ever emerging applications that demand diverse, versa-
tile functionality. Microsystems refers to a class of sub-millimeter scale sensors and
actuators coupled with signal processing capable of measuring physical and chem-
ical changes or performing desired physical and chemical functions. Microsystem
technology based on micro-scale mechanical transducers progressed because sil-
icon (Si) possesses both favorable electrical and mechanical properties to create
these micro-sensor elements. Although many types of materials, ranging from ce-
ramics to polymers, have been explored as platforms for microsystem technology,
Si is currently the dominant platform. Si microsystems leverage the highly-parallel
batch fabrication paradigm that has made microfabricated silicon-based semicon-
ductor electronics commercially viable. Furthermore, they have benefited from a
large body of knowledge around Si masking and etching techniques, which make
fabrication of complicated geometries possible. This has enabled the current perva-
siveness of silicon microsystems and components; they range from accelerometers
for automotive airbags and inertial sensing, gyroscopes in video game controllers,
micro-mirrors for projection displays, injector nozzles for inkjet printer cartridges,
and mechanical timing references and RF filters for communication systems.

Diverse functionality, enhanced performance, small form-factor, and batch fabri-
cation capability are the primary driving forces to using micro-scale systems tech-
nology. Smaller size makes it possible for noninvasive integration to existing sys-
tems. Batch fabrication promises more functionality at competitive price points
compared to more traditional manufacturing techniques. Enhanced performance
comes from two aspects of microsystems. A more direct integration of the sense
elements with their electronics reduces noise. Sensitivity is increased by being able
to make delicate structures that are inherently more sensitive or by utilizing physi-
cal phenomenon that dominate the response of these micro-structures but not their
macro-scale counterparts. Given the considerable success to date of silicon mi-
crosystems for improving performance of a variety of commercial sensors, research
has looked to expand the application space into harsh environments, such as com-
bustion control and chemical process monitoring [1]. This has elevated the need for
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being able to use material systems compatible with harsh enviroment conditions to
create sensors that can be used in an even wider range of applications than silicon.

Silicon carbide (SiC) is a leading alternative to Si in any application in which the
environmental temperatures or level of radiation would damage silicon electronics
or temperatures and corrosion would damage silicon or polymer sensor elements.
SiC, like silicon, is usable as a semiconductor electrical element. In addition, it
possesses mechanical behavior that is comparable to silicon. At high temperature,
silicon dramatically softens and dopants diffuse, changing electrical behavior. Con-
versely, SiC does not significantly soften even at 600 ◦C and has a very low diffu-
sivity. SiC is also highly resistive to a wide range of chemicals and can withstand
high-temperature oxidative environments. Despite the chemical resistance of SiC,
silicon-compatible etching and polishing processes have been developed for SiC.
This allows a similar degree of flexibility in layout as silicon or polymer MEMS.
Because of its overall stability of mechanical and electrical properties at high tem-
peratures along with a developed batch manufacturing infrastructure, SiC is poised
to open up a host of harsh environment applications to microsystem technology
[2, 3, 4, 5].

This book aims to put into context how SiC technology can play a role in enabling
sensors for a wide range of harsh environment applications not currently served by
Si technology. It will also provide an updated view of SiC technology from deposi-
tion techniques, electronic device and microstructure fabrication, and packaging. It
will conclude with a discussion of challenges in putting these parts together into a
complete harsh environment microsystem, highlighting important research gaps in
order to help spur interest in these areas. It aims to provide a useful reference for
the MEMS practitioner yet remain accessible to those who are new to the field of
microsystem technology.

To set the context for the remainder of the book, the remainder of this chapter will
outline several harsh environment application spaces before outlining what makes
SiC the right material system for developing microsystem technology for these ap-
plications.

1.1 Harsh environment applications

Harsh environment conditions are identified as undergoing large temperature ex-
cursions or required to operate for extended time at high temperature, exposure to
highly corrosive and erosive conditions, intense radiation exposure, and high shock
or intense vibration. These conditions are common to combustion environments,
certain forms of energy and chemical production, space exploration, military-grade
vehicle control sensing, and munitions monitoring (Figure 1.1). Microsystems ca-
pable of operating in the above environments with a high degree of reliability, ef-
ficiency, and sustainability are categorized as harsh environment microsystems. To
extend the existing Si- or polymer-based commercial technology and techniques to
harsh environment applications, development of robust material systems and device
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Fig. 1.1 Harsh environment conditions relevant to various harsh environment applications.

technology is needed. Requirements and benefits for each harsh environment appli-
cation area are detailed next.

1.1.1 Combustion monitoring

Stringent environmental regulation and the demand for higher fuel economy require
ever-increasing advances in combustion controls for automotive engines and gas tur-
bines [6]. Combustion efficiency of automotive engines and gas turbines vary due to
manufacturing discrepancy, aging of engine components, fuel properties, and intake
air qualities (humidity and temperature) [7, 8]. For optimal efficiency and emission,
precise control of temperature, pressure, air-to-fuel ratio, and ignition timing is re-
quired [9]. Traditional sensing methods are generally indirect with respect to the
combustion event. Although they have been effective in further reducing emissions
and improving fuel economy, further design optimization of these systems is seen
to have limited additional improvements in emissions control and fuel efficiency.
Therefore, research has shifted focus to active sensing and control of the combus-
tion event in order to meet future regulation limits on emissions and higher fuel
efficiency standards [8, 12].

Figure 1.2 schematically represents the overall concept of direct combustion
monitoring. Increasing efficiency, lowering emission, and adapting fuel flexible
technologies are key benefits that can be achieved through real-time monitoring and
control of combustion events. Stoichiometric fuel burning and control of combus-
tion temperature are required for reduction of CO, NOx, and hydrocarbons. Figure
1.3 shows how precisely the air-to-fuel ratio has to be controlled to achieve maxi-
mum efficiency and low emissions. On-board real-time monitoring of the combus-
tion event allows optimization of combustion based on current fuel properties, air
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Fig. 1.2 Schematic representation of active closed loop combustion control through real time mon-
itoring.
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Fig. 1.3 Emission and power output of typical gasoline automotive engine with respect to air to
fuel ratio. (Data from [9], [10], and [11] used to create the plot.)

quality, and engine conditions. Active control allows optimization of the combustion
process at all times and under differing load conditions so that the ideal range for
temperature, pressure, and fuel-to-air ratio can be maintained. This kind of system
will also enable fuel flexible operation as the engine can optimize the combustion
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Table 1.1 [1] Typical conditions and anticipated time of operation of combustion sensors for au-
tomotive and gas turbine applications ( c©Elsevier 1999), reprinted with permission.

Application Temperature [◦C] Conditions Time of Operation [hrs]

Gasoline engine 200-450 pressure, oxidative 4000
Diesel engine 200-450 pressure, oxidative 6000
Gas turbine 400-650 pressure, vibration, oxidative 10000

parameters suited for the particular fuel type regardless of slight variations in the
fuel constituent.

In particular to automotive engines, combustion efficiency varies cylinder to
cylinder, compromising the overall efficiency of the engine and increasing emissions
[13]. This variation is attributed to factors such as injector and air intake variability
and temperature variation. Thus, individual cylinder control has become a topic of
major interest for engine development. One of the approaches widely discussed is
the use of in-cylinder combustion monitoring with closed-loop combustion control.
Because of the need to be as close to the combustion event as possible to achieve
the highest benefit from closed-loop control, harsh environment sensors will play a
critical role in achieving this task.

Gas turbine optimization for high efficiency and reduced emissions focuses on
combustion instability and burn pattern. Active control with embedded feedback
sensors that perform dynamic pressure and air-to-fuel mixture measurements as well
as temperature mapping are needed to directly dampen unwanted combustion insta-
bilities and optimize the burn pattern. Microsensors that can operate in combustion
conditions permit incorporating these systems into combustion chambers without
an adverse effect to turbine operation.

In order to achieve the forecasted need for improved efficiency and reduced emis-
sions, sensors that can measure combustion parameters such as temperature, pres-
sure, flame speed, and chemical species are needed. MEMS-based sensors are of
considerable interest because their small form factor potentially allows them to be
directly incorporated into the combustion environment with negligible perturbation
to the combustion event and to the chamber infrastructure. However, these sensors
must withstand combustion conditions such as temperature, mechanical loads (pres-
sure, vibration), and chemically aggressive media while still being able to perform
reliably for an extended period of time. Table 1.1 summarizes the typical conditions
and anticipated time of operation of combustion sensors for automotive and gas tur-
bine applications. As will be detailed later, these requirements exceed the limits of
silicon-based microsensors and microsystems. Thus, alternative, high temperature
materials are required.
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Fig. 1.4 Schematic flow of how sensor data can be used in industrial process control.

1.1.2 Process control

In any production environment, increasing production, maintaining quality, reduc-
ing operational cost, and minimizing waste are the common goals. Process quality
monitoring through periodic sampling and product quality assessment leads to a lag
before detecting out-of-tolerance conditions, which in turn results in increased costs
due to production of inferior product that typically must be disposed of as well as
wasted manufacturing resources. As with combustion monitoring, in-situ real-time
monitoring of process parameters, process conditions, and product quality will al-
low active control that achieves the highest efficiency and standards because it is the
most direct measurement of the system to be controlled [14, 15]. It also provides
data logging capability for long-term planning as well as process and equipment
improvements (Figure 1.4). Many industrial processes in energy and chemical pro-
duction are extremely harsh. Sensors must survive these conditions for a extended
period of time to be utilized in active control. If the sensors can also be made com-
pact enough, it would be possible for direct implementation inside critical reac-
tors and ancillary equipment. Microsystems can achieve the desired form factor. So
harsh environment microsystem research is targeting improved chemical robustness
to realize active control for these types of applications. Two major industries that can
vastly benefit from harsh environment microsystem technology are oil exploration
and extraction and chemical production.

1.1.2.1 Oil and Energy

Oil and gas extraction has changed tremendously as the demand for fossil fuels
increases. For instance, petroleum wells have changed from simple vertical wells
to more complex subsurface networks comprising of horizontal, multi-lateral, and
multi-branched wells (Figure 1.5). This complexity has introduced new challenges



1.1 Harsh environment applications 7

Fig. 1.5 Schematic representation of a multi-lateral, multi-branched oil well.

in reservoir management in order to increase oil and gas production, maximize re-
covery, and at the same time minimize operation cost.

The current practice of gathering down-hole information through periodic inter-
rogation and data logging is costly and has a risk of damaging the well. Addition-
ally, optimization of oil production is rather difficult. Down-hole sensors are still
typically in the proposal or research stage. However, there are some limited deploy-
ments, such as the use of fiber Bragg grating sensors, to acquire dynamic and static
conditions of the well [16]. Due to the complexity of these methods, there are on-
going efforts to develop better technology for distributed sensors throughout the well
to get real time data on temperature, pressure, flow rates, and water content as well
as distributed actuators to control fluid flow. The data from these sensors along with
flow control systems will allow real-time optimization and improve tactical reser-
voir management and strategic planning. But the down-hole environment requires
survival in liquid and often corrosive media as well as exposure to high pressures
and temperature [17]. Given recent concerns with deep water drilling, distributed
sensing may also provide another layer of safety to these types of installations. If
these sensor and actuator modules can be controlled wirelessly, wide spread usage
is expected; however, the distances and media involved are difficult challenges for
reliable wireless communication.
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1.1.2.2 Chemical Manufacturing

The traditional product control methodology often leads to sub-optimal equipment
utilization, long delay time when transitioning product grades, and changes in prod-
uct qualities at start-up and shutdown in many chemical industries. In part, the dif-
ficulty lies in indirect measurement techniques and associated lag time between the
chemical process and sensor location because of limitations in sensor survivability.

Similar to oil well applications, integrated reactor sensors and feedback con-
trol units can detect changes at the precise moment and allow more instantaneous
remedies, which will improve consistency of the product [18]. Real-time data is
the key. Typical sensors that are needed in most chemical industries include optical
properties, temperature, flow, pressure, chemical content, humidity, viscosity, and
particulate and slag detectors.

In most chemical industries, severe processing environments require sensors that
operate reliably at high temperature, high pressure and in corrosive conditions for
active control of the process. These conditions can rapidly breakdown polymer-
based sensors and can often corrode even silicon-based sensors as well, making
certain direct reactor measurements impractical with existing technology. Further-
more, the operating temperatures may lead to premature failure or outright exceed
the operating limits of silicon electronics, requiring remote sensor signal processing
with respect to the reactor environment.

1.1.3 Military and Space Navigation

High precision navigation is a prerequisite for most military and aerospace launch
vehicles. Real-time three-dimensional position data and precise time measurement
along with thrust and trajectory controls are essential for successful mission com-
pletion [19]. This is true for both manned and intelligent unmanned operations in-
cluding space shuttles, rockets, missiles, UAV, and even planetary probes like the
Mars rover. Current inertial measurement units (IMUs), which incorporate gyro-
scopes and accelerometers with sense electronics to provide information on up to
six degrees of freedom, work in conjunction with position control thrusters to pro-
vide the necessary functionality. The current units are large, heavy, and require a
significantly large power source as well as bulky cooling systems. This is primar-
ily due to high temperature and extreme shock and vibration environment typical
in military and space applications. In most military and space applications, launch
or landing impact can exceed 100,000 g; thus high g survivability is key [20, 21].
Space exploration missions additionally subject sensors to high levels of radiation
and in some cases corrosive gases.

Silicon-based MEMS position sensing systems are being fabricated in an inte-
grated fashion making these systems extremely small and low weight. Gyroscopes,
accelerometers, and control electronics integrated into small IMUs not only de-
crease size and weight but also tend to reduce power consumption. This allows
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these systems to be applied to new and existing systems with minimal intrusion to
the infrastructure. Low power, smaller size, and reduced weight also allow applica-
tions in lighter, faster, and smaller-sized launch vehicles or aircraft critical for future
combat and aerospace operations.

State-of-art silicon-based technology is not compatible with the operating condi-
tions encountered by most of these systems without supporting infrastructure such
as cooling, extensive packaging, and radiation shielding. These additional items
add more volume and weight, reducing the inherent size and weight advantage of
MEMS-based systems. Especially in the demanding field of space exploration, but
even for more traditional military applications, all of these weight and size factors
must be minimized in order to decrease the overall cost of the mission.

Hence, more robust systems that can also survive the application environment
with a dramatically reduced supporting infrastructure are needed to maximize the
benefit of payload reduction by adopting microsystem technology. If instead high
temperature and shock resistant inertial navigation microsystems are developed that
can in some cases be used directly, with no external cooling or sophisticated pack-
aging, that in turn reduces weight, decreases complexity, and enhances reliability.

1.1.4 Structural Health Monitoring

All engineered structures undergo material and geometrical changes over time due
to use, environmental effects, and manufacturing anomalies. The process of mea-
suring these structural changes is referred to as structural health monitoring (SHM)
[22]. The most common monitoring process involves periodic evaluation of struc-
tural properties; however, periodic evaluation provides limited knowledge. In the
worst case, this can lead to unsafe conditions and loss of life. It also leads to un-
scheduled downtime and often extensive labor costs due to the unscheduled nature
of the event. Most importantly, unanticipated failures can occur between inspection
intervals. The real-time monitoring of in-service structures with less human inter-
vention mitigates the shortcoming of periodic-inspection-based SHM [23].

A variety of sensors capable of continuous monitoring of structural response are
commercially available. These are commonly piezoresistive, piezoelectric, or fiber-
optic based. Real-time monitoring requires integrating these sensors and signal pro-
cessing units into critical areas of the structure. The integration and networking
complexity depends on sensor type, structure type, and its dynamic state. Addition-
ally, the physical complexity of a structure as well as periodic maintenance, which
may involve replacement of structural components, make wire based solutions less
attractive or prohibitively costly. Combining SHM sensor nodes wirelessly is an
important aspect of the system design.

The ideal wireless sensor network module for SHM should consume very lit-
tle power, be small, be reliable, and be stable over long intervals, require no real
maintenance, and be capable of operating in a wide array of environments. MEMS-
based systems are drawing considerable attention due to their versatile functionality,
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Fig. 1.6 Usage-based maintenance for failure prevention as well as for cost reduction. (Figure
created using the concept presented in [24].)

low power requirement, small form factor, and high sensitivity. A small form factor
sensor system with high sensitivity is very attractive since it can be installed onto
many complex structures without the need to compromise the design of the original
structure.

With continuous SHM, maintenance activities can be scheduled based upon ac-
tual conditions or usage of the system. This is called condition-based maintenance
(CBM). Manufacturer recommended maintenance intervals can be either too ag-
gressive based on actual use, leading to unnecessary costs, or too lenient in some
circumstances, which can result in preventable failures. This generally becomes an
issue because the manufacturer recommended intervals do not capture all the rele-
vant operating conditions. For instance, sometimes early maintenance is necessary
when heavy usage or environmental causes accelerate structural degradation. Or in-
service structures can experience premature failure due to manufacturing imperfec-
tions, either in design or materials. Figure 1.6 graphically represents the advantage
of usage-based maintenance for failure prevention as well as for cost reduction.

An extension of CBM is adaptive operation. The use of dynamic and static re-
sponses of in-service structures to optimize real-time operating conditions is called
condition based adaptive operations (CBAO). As structures age, the likelihood of
failure increases. Based on real-time structural health data, better operational con-
ditions can be found to ensure safety and performance before maintenance is done.
In this case, CBAO allows for safe extension of the maintenance interval when im-
mediate down-time for the structure would prevent critical operations or interrupt
sensitive missions. This can also extend to operating with known damage or under
unusual external disturbances, in which case regular operational parameters have to
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Fig. 1.7 Generalized architecture of a nuclear power plant.

be drastically adjusted to ensure safety until proper maintenance can be performed
or the disturbance passes. In some situations, such as high-value military missions,
it is desired to allow systems to push beyond their normal operating limits for lim-
ited intervals without sacrificing safety. For instance, monitoring structurally criti-
cal components for in-use deformation signatures can allow periodic relaxation of
standard speed limitations during critical missions since real-time monitoring can
facilitate development of less conservative safety factors. CBAO algorithms can use
this information to both allow for overload conditions and adjust subsequent main-
tenance schedules for these equipment accordingly.

If these MEMS-based sensor systems were additionally capable of working in
harsh environment conditions, these benefits could be extended from current work
on bridges and buildings to specific critical needs in energy, avionics and aerospace,
shipping, and chemical industries. Details of how harsh environment SHM would
benefit these areas are discussed next.

1.1.4.1 SHM for Nuclear Energy Production

Figure 1.7 represents a generalized nuclear power plant. Pressure vessel and steam
generator tubes are critical parts of a nuclear power reactor. Pressure vessels sur-
round the nuclear reactor core that produces super-heated water. The steam gen-
erator tube exchanges this heated water from the core reactor side to the steam
generation side for driving turbine generators. The structural integrity of both the
pressure vessel and steam generator tube is vital as they contain water with radioac-
tive fission products. Specifically, any leaks in the steam generator tubes could lead
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to the escape of nuclear fission materials directly into the atmosphere in the form of
steam. Pressure vessel and steam generator tubes degrade through many paths that
include tube damage related to manufacturing process, general corrosion, pitting,
stress corrosion cracking, or a combination of these mechanisms [26, 27]. Common
methods of inspecting the structural integrity of steam generator tubes and pressure
vessels include visual inspection, eddy current measurements, isotope analysis of
steam, and helium leak tests. However, continual monitoring of load conditions on
vulnerable areas, monitoring wall thickness changes, and tracking temperature pro-
files would increase the safely margin drastically and reduce downtime for inspec-
tions and repair. This is one area that can heavily benefit from harsh environment
microsystems, especially systems that are temperature-, corrosion-, and radiation-
hard.

1.1.4.2 SHM for Naval Vessels

Monitoring the hull structure is vital for any naval operation as most failures occur
due to compromised hull integrity. Detection of hull thickness reduction rates, iden-
tifying localized corrosion, and tracking fatigue accumulation are highly critical for
minimizing risk factors, optimizing operation, and improving ship fleet management
[28]. Aging of naval vessels highly depends on operating conditions. For instance,
vessels that operate in rough seas experience a higher degree of stress and fatigue
compared to those in calm waters. Thus, continuous monitoring and data logging is
important for maintenance scheduling. Real-time diagnosis of the ship hull response
to rolling motion, wave slamming, and acceleration caused by ship movements and
sea states allows adaptive control of vessel maintenance [29].

Sensors that are suited for naval structure monitoring include strain gauges for
measuring structural flexure, pressure transducers for measuring emergence and
slam, accelerometers for measuring vertical motion, and inclinometers to measure
pitch and roll [30, 31]. Wireless sensors systems are ideal for naval vessels as many
of the ship structures undergo frequently scheduled maintenance and parts replace-
ment. MEMS are particularly attractive due to their small size, high sensitivity, and
integration capability, which allows minimal effects on the structure and its func-
tionality. However, the micro sensor systems applied to naval systems need to also
withstand large temperature fluctuations and corrosive atmosphere present in naval
environments.

1.1.4.3 SHM for Aerospace

The fuselage of an aircraft or spacecraft must withstand the loads anticipated during
the service life of the aircraft regardless of the age [23]. Corrosion, erosion, stress-
induced fatigue, and accidental damage are common causes of structural failure in
airplane and space shuttle structures. Traditionally, inspections and maintenance are
done at regularly scheduled intervals or when a problem is identified. These ap-



1.1 Harsh environment applications 13

Bending and torsion
High local loads

Shear stress

Hoop and 
longitudinal stressCompression loads (upper skin) 

tension loads (lower skin)

Stress on blades and stress & 
wear on bearings Impact

Fig. 1.8 [34] Loading points of aircraft structures ( c©ASME 2006), reprinted with permission.

proaches consume substantial resources and time. Furthermore, a catastrophic fail-
ure can occur, similar to that of Aloha 737, despite the above procedures, caused by
a particular set of operational conditions not adequately captured by standard main-
tenance scheduling [33]. Aging of an aircraft component cannot be determined only
by flying time or number of flights. It is also a function of operational conditions
such as hard landings, severe turbulence, rough runways, and short distance flying.
Real-time diagnostic and prognostic systems can vastly improve safety and relia-
bility. As depicted in Figure 1.8, jet engine turbine components, wing structures,
leading edges, landing gear, fuel tanks, and the fuselage are some of the critical
component that can benefit from continual structural monitoring [34].

Even though some accelerometer and strain sensor solutions are proposed or
currently being used, MEMS-based sensor platforms are desired due to small form-
factor and low weight. Adapting harsh environment compatible sensor modules can
further reduce weight by reducing cooling requirements or by allowing sensors to
be integrated into critical high-temperature components like the aircraft engine. To
measure the structural health of certain critical moving components such as turbine
blades and bearings in the aircraft engine, it is imperative that these sensor modules
be wireless [35].

Structural degradation of most space vehicles start from the moment of launch
[36, 37]. For example, thermal protection shield damage of the space shuttle can
occur during lift-off. Thus, space launch vehicles are prime candidates for SHM. As
is the case for naval structures, the following sensors would provide much needed
structural data on aerospace structures: strain, vibration (accelerometers), displace-
ment, and temperature. Outer space opens up another aspect of harsh environment
survivability because of the increased exposure to radiation and even larger tem-
perature excursions. At the extreme end, the gamut of conditions are encountered
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in NASA’s Venus mission, which requires devices to operate around 500 ◦C at
high-pressure conditions on the order of 90 atmospheres in the presence of carbon
dioxide, sulfuric fumes, as well as chlorine and fluorine compounds. Silicon-based
sensors and electronics are not expected to be suitable for such a mission without
considerable infrastructure in place to protect them from the environment.

1.1.5 Space Exploration

Every space agency in the world has emphasized the need to reduce mission cost for
future missions. The main way to accomplish this task is reduce the launch costs,
which can be achieved simply by reducing the launch mass. For instance, reducing
the launch mass of an interplanetary mission from 7800 kg to 750 kg will save nearly
half a billion dollars just in the reduced cost of the launch rocket [38].

MEMS-based ultra-miniaturized systems for space applications have drawn con-
siderable attention as a cost-saving measure by their considerable reduction in
weight while being able to add new capabilities [40, 41, 42]. Low power require-
ments of these miniature systems also indirectly reduces mission weight by reducing
the size of battery packs for instance. Currently, MEMS sensors are in early research
or limited-use trials for many space expeditions. MEMS-based devices used in space
missions include accelerometers, gyroscopes, pressure sensors, atomic force micro-
scopes, and low-noise timing references for communications systems.

Even though current microsystems technology possesses the required maturity
and reliability for many space applications, the limitations in intrinsic material prop-
erties hinder generalized application to many space environments. The systems ap-
plied into space applications should, as mentioned for SHM, have immunity to
environmental conditions such as high temperature, high levels of radiation, and
corrosive media [43, 44]. For current state-of-the-art microsystems technology, the
cooling and heavy shielding infrastructure that is needed for environmental protec-
tion compromises the weight and size advantage over more traditional technologies.
Thus, to fully tap into the weight and size advantages of microsystems, they should
withstand the demanding conditions of space with little to no additional shielding
or cooling components.

Some of the potential applications of harsh environment microsystems for space
exploration have been discussed in previous sections such as navigation and struc-
tural health monitoring. At a component level, MEMS-based on-chip IMUs, RF
switches and timing references, micro-valves, and micro-thrusters will enable new
space mission scenarios. Applications such as micro-probes, micro-rovers, and
aerobots will all benefit from the development of harsh environment microsys-
tems technology. Furthermore, in addition to the weight-saving advantage of future
manned and unmanned missions, new concepts like micro- and nano-satellite de-
ployments will most likely depend on developing robust, reliable harsh environment
microsystems that can meet the unique demands of space environments.
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Fig. 1.9 [45] Atomic structure of SiC: a) tetrahedrally bonded Si-C cluster b) Hexagonal bilayer
with Si and C in alternating tetrahedrally coordinated sites ( c©Springer 2004), reprinted with per-
mission.

1.2 SiC properties

For the harsh environment applications outlined in the previous section, all the
components of the microsystem must withstand either high temperature, high ra-
diation, intense vibration, high G-shock, corrosive environments, or some combi-
nation. Thus, materials with robust chemical, electrical, and mechanical properties
are needed. Silicon carbide (SiC) has been identified as the best suited material be-
cause of its unique materials properties. It is mechanically robust, chemically inert,
and can be used as a semiconductor substrate for integrated circuits. Furthermore,
SiC can be used to fabricate each and every component of the microsystem, namely
electronics, sensors, and packaging.

1.2.1 SiC crystal structure

SiC can be found or produced in three forms: single crystalline, poly-crystalline,
and amorphous. Depending on the device type and the functionality, all these forms
can be useful in creating SiC microsystems. SiC substrates and electronics-grade
epitaxial SiC are single-crystalline while most MEMS structures are fabricated us-
ing poly-crystalline SiC (poly-SiC). Amorphous SiC is useful for MEMS structures
and isolation layers as well as device encapsulation.

Single-crystalline SiC exists in many different polytypes. However, most re-
search has focused on just three types: 6H-SiC, 4H-SiC, and 3C-SiC (also known
as β -SiC). In all polytypes, each silicon atom is bonded to four neighboring carbon
atoms. Each carbon atom in turn bonds to four neighboring silicon atoms in a tetra-
hedral fashion (Figure 1.9a). These Si-C units are arranged in a hexagonal bilayer
with Si and C alternately occupying sub-layers (Figure 1.9b). The stacking sequence
of the Si-C bilayer with respect to the orientation of adjacent layer determines the
polytype. 3C-SiC (cubic) is formed with an identical orientation of each bilayer and
the atomic geometry is repeated every three layers along the c-axis of the crystal
(Figure 1.10a). 4H-SiC (hexagonal) is formed by stacking blocks of two identically
oriented bilayers to form the unit cell, but subsequent cells are rotated 60o with re-
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Fig. 1.10 [45] Crystal structure of different SiC polytypes displayed parallel to the (1120) plane:
(a) cubic 3C-SiC (β -SiC), (b) hexagonal 4H-SiC, and (c) hexagonal 6H-SiC ( c©Springer 2004),
reprinted with permission.

spect to each other (Figure 1.10b). 6H-SiC (hexagonal) is formed with slabs of three
identically oriented bilayers to form the unit cell. Again, the unit cell is rotated 60◦
with respect to the neighboring cell layers (Figure 1.10c).

Polycrystalline SiC, as the name implies, contains local regions of crystallinity;
however, the crystals are not continuous throughout the layer. Adjacent islands of
crystals may have different densities and crystal basal plane orientations. Poly-SiC is
mostly produced as a thin film for MEMS device fabrication because of the reduced
deposition temperatures required for poly-SiC fabrication over single-crystalline
SiC. 3C-SiC is the most common polycrystalline polytype produced and can be de-
posited on various substrates including silicon and silicon carbide [46, 47]. Colum-
nar or grain-type microstructure can be obtained by varying the deposition param-
eters. In addition to Si and C, poly-SiC may contain hydrogen or other residual
elements depending the deposition methods.

Amorphous SiC is mainly use as a structural material for MEMS and encapsu-
lation. The density and stoichiometry of the amorphous SiC are strongly dependent
on deposition method and deposition parameters. Again, due to the lower deposi-
tion temperatures, residual elements such hydrogen and argon remain trapped in the
film. Because of the lack of crystallinity, amorphous SiC acts as a dielectric.

1.2.2 Basic Chemical and Physical Properties

In this section, general physical and chemical properties are discussed. Electrical
and mechanical properties are presented in following sections. SiC is a high tem-
perature ceramic material. It sublimates at 2830 ◦C, which is very high compared
to the melting point of silicon (1420 ◦C). The high temperature stability in the solid
state is in part due to the extremely low diffusion rate in SiC. At high temperatures,
most semiconductors undergo changes due to diffusion; however, significant diffu-
sion does not occur until 1800 ◦C for SiC [48]. In addition to these properties, SiC is
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also very chemically stable making it resistant to erosion and corrosion. Altogether,
these properties make SiC a prime candidate for use in harsh environments.

SiC is inert to most chemicals at room temperature though some reactions can
happen at very high temperatures [49]. For example, SiC does not react with potas-
sium hydroxide (KOH) at room temperature but will readily react around 600 ◦C
with molten KOH. SiC is resilient to most chemical etchants used in the standard
microfabrication environment; however, amorphous SiC can be etched with 1:1
HF:HNO3. Because only amorphous SiC reacts with this acid mixture, not single
crystalline SiC, the HF:HNO3 mixture is used for selective etching of amorphous
SiC over single crystalline SiC. A recent report shows that this acid mixture can
slowly etch poly-SiC as well; the etch rate can vary from 0.01 to 5nm/min. The etch
rate is inversely proportional to grain size [50].

For most application environments described in this chapter, a high oxidative
environment is common. SiC is highly resilient to atmospheric conditions and forms
a negligible amount of oxide on the surface. SiC undergoes oxidation with oxygen,
carbon dioxide, and steam at high temperature. The oxidation reactions are shown
in equation (1.1), (1.2) and (1.3) [69]:

SiC(s)+ 3/2O2(g) → SiO2(s)+CO2(g) (1.1)

SiC(s)+ 3H2O(g) → SiO2(s)+CO(g)+ 3H2(g) (1.2)

SiC(s)+ 3CO2(g) → SiO2(s)+ 4CO(g) (1.3)

Many qualitative and quantitative studies have been done to compare the oxidation
characteristics of SiC under atmospheric conditions and in hydrocarbon combustion
environments. It is found that SiC forms a silicon dioxide passivation layer and the
rate of oxidation formation is diffusion limited at temperatures below 1200 K. For
example, heating of poly 3C-SiC at 1025 K in atmospheric air resulted in a 5 nm
thick oxide layer during the first five hours [69]. Going to even higher temperatures
does eventually lead to an oxidation condition that results in significant material
loss in SiC. At temperatures above 1200 K (927 ◦C), which is beyond the harsh
environment application space discussed previously, competing redox reactions can
occur in the presence of hydrogen, CO, and vapor H2O forming volatile SiO [52]:

SiO2(s)+ H2(g) → SiO(s)+ H2O(g) (1.4)

SiO2(s)+CO(g)→ SiO(s)+CO2(g) (1.5)

SiO2(s)+ H2O(g) → SiO(OH)2(g) (1.6)

SiO2(s)+ H2O(g) → SiO(OH)4(g) (1.7)

This reduces the surface SiO2 layer thickness resulting in a linear oxidation rate.
When comparing the oxidation behavior of common MEMS materials such as

single crystalline silicon, diamond-like carbon (DLC) film, and poly 3C-SiC film
under oxidation conditions relevant to the harsh environment applications of interest
(1025 K in atmospheric air), SiC films possess a relatively high oxidation resistance.
Under the above conditions, 500nm DLC was burned out during the first 24 hours
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Table 1.2 Electrical properties of Si, GaAs, 6H-SiC, 4H-SiC, and 3C-SiC [53, 68]. When values
depend on orientation to the c-axis (parallel, ‖, or perpendicular, ⊥), both are listed.

Property Si GaAs 6H-SiC 4H-SiC 3C-SiC

Energy Bandgap [eV] 1.12 1.43 3.03 3.26 2.3
Thermal Conductivity [W/cm-K] 1.5 0.5 3.0-3.8 3.0-3.8 3-4

Intrinsic Carrier Concentration [cm−3] 1010 1.8×106 10−5 10−7 10
Saturated Electron Drift Velocity [107 cm/s] 1.0 1.2 2.0 2.0 2.5

Breakdown Field, 0.3 0.4 ‖ 3.0 ⊥ 2.5 ‖ 3.2 ⊥ 1.0 1.8
Doping Conc. of 1017 cm−3 [MV/cm]

Electron Mobility 1200 6500 ‖ 60 ⊥ 400 800 750
Relative Dielectric Constant 11.9 13.1 9.7 10 9.6

while silicon and poly-SiC makes 290 and 48 nm of oxide after 100 hours, respec-
tively [69]. This clearly demonstrates the superiority SiC over these other MEMS
materials.

1.2.3 Electrical

In this section, two aspects of electrical properties are discussed. First, semicon-
ductor material properties are discussed in terms of electronics that can survive
high temperature, high power handling, and high radiation fields. Second, electri-
cal properties are discussed in terms of a transducer material for high temperature
environments. Mostly 4H-SiC and 6H-SiC are discussed in regards to electronics,
as they are the polytypes currently available in wafer form. Single-crystal SiC and
poly-SiC will be discussed as a piezoresistive sensing materials. Table 1.2 summa-
rizes the basic electronics properties of SiC in addition to other commonly used
semiconducting materials for comparison.

1.2.3.1 High temperature electrical behavior of SiC

High temperature electronics operation requires thermal stability of electrical pa-
rameters of the semiconductor itself as well as the semiconductor device. Thus,
both intrinsic properties of the semiconductor and the device architecture play a
critical role in temperature stability. This section focuses only on the intrinsic mate-
rial properties aspect.

In semiconducting materials, increased temperature leads to a decrease in the
energy band gap and an increase in carrier concentration, which in turn adversely
affects the device performance. Materials with high bandgap and low intrinsic car-
rier concentration are needed for high temperature electronics applications.

As shown in Table 1.2, SiC possesses a higher energy bandgap compared to the
more widely used Si and GaAs. Figure 1.11 graphically represents the estimated
energy bandgap of Si, GaAs, 4H-SiC, and 6H-SiC as a function of temperature. The
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Fig. 1.11 Calculated energy band gap of Si, GaAs, and SiC as a function of temperature [54].

data clearly show a decrease in bandgap with increasing temperature. This bandgap
reduction leads to larger intrinsic carrier densities, high leakage currents, poor junc-
tion rectification, and poor device isolation [54]. In comparison to Si and GaAs,
both 6H-SiC and 4H-SiC retain a high bandgap value at even 1000 K, confirming
SiC is better suited for high temperature operation.

Intrinsic carriers of semiconductors refers to thermal electrons and holes carriers
present in the material at a given temperature. For proper operation of a semiconduc-
tor device, the intrinsic carrier density should be well below the intentional dopant-
induced carrier density. For instance, the intrinsic carrier density of Si is 1010 cm−3

and well below the typical dopant-induced carrier densities for Si of 1014 to 1017

cm−3 at room temperature. For 6H-SiC, the intrinsic carrier density is 10−6 cm−3

and the typical dopant induced carrier density ranges from 1015 to 1017 cm−3 at
room temperature; however, carrier concentration is strongly dependent on bandgap
and temperature. The correlation of intrinsic concentration (ni) and temperature is
given by [54]:

ni = [NCNV ]1/2exp[
−Eg(T )

2kT
] (1.8)

where NC and NV are the number of carriers and vacancies respectively, Eg(T ) is
the energy bandgap at a given temperature, and k is the Boltzmann constant.

As shown in Figure 1.12, the intrinsic carrier concentration of SiC stays well
below allowable limits even at 1000K, allowing operation of SiC electronic devices
at extremely high temperatures without suffering from intrinsic conduction effects.
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Fig. 1.12 Calculated intrinsic carrier concentration of Si, GaAs, and SiC as a function of temper-
ature.

1.2.3.2 Wide-bandgap SiC for high power electronics

Solid-state semiconductor devices are being used or considered for power distribu-
tion and conversion. To fully tap the capabilities of solid-state devices, both mate-
rials and component level issues must be addressed. In this section, materials ca-
pability of SiC for power handling devices with comparison to common semicon-
ducting materials will be discussed. More efficient high power electronics require
low on resistance, low switching loss, high blocking characteristics, increased oper-
ating frequency, and high operational temperature capability. The primary material
properties that improve these characteristics of high power solid state devices are
large bandgap, high breakdown field, high saturated electron drift velocity, and high
thermal conductivity.

SiC has a high breakdown field in comparison to silicon and gallium arsenide (Ta-
ble 1.1), thus, SiC based power devices have higher breakdown voltages. A higher
electric breakdown field also allows fabrication of device with thinner drift region.

The breakdown voltage (VB) and the drift region width at a given breakdown
voltage of a p-n diode can be approximated by equations 1.9 and 1.10, respectively
[55]:

VB ∼ εE2
c /2qNd (1.9)

W (VB) ∼ 2VB/Ec (1.10)
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Table 1.3 Comparison of breakdown voltage and drift region width of Si, GaAs, 4H-SiC and 6H-
SiC.

Semiconductor Si GaAs 4H-SiC 6H-SiC

Breakdown voltage (V) for 2.96 X 1017/Nd 5.76 X 1017/Nd 249 X 1017/Nd 274 X 1017/Nd
doping concentration Nd

Drift region width (cm) for 6.67 X 10−6 VB 5.00 X 10−6 VB 0.67 X 10−6 VB 0.63 X 10−6 VB

breakdown voltage VB

where ε is the permittivity (ε = εrε0), where εr is the dielectric constant and ε0 is
the vacuum permittivity) Ec is the breakdown voltage, q is the charge of an electron,
Nd is the doping density. Using data from Table 1.2 and assuming the same doping
density and drift region width, the breakdown voltage (VB) of Si, GaAs, 4H-SiC,
and 6H-SiC are shown in Table 1.3.

The data clearly shows that both 4H- and 6H-SiC devices have much higher
breakdown voltages for a given doping concentration, and their drift regions are
much thinner at a given breakdown voltage than their counterparts made from sili-
con and gallium arsenide. Thinner drift region yields lower resistance in the on state,
resulting in much lower conduction losses. Moreover, SiC can be highly doped ow-
ing to its high breakdown field and can be utilized to further reduce the on state
resistance. Reduction of on state resistance allows high power handling capability
with better efficiency. As the device gets thinner, the storage of the minority carrier
decreases, reducing the reverse recovery loss as well. That in turn enables high fre-
quency operation. Furthermore, the switching frequency of SiC is much higher due
to its high electron drift velocity.

High power handling and high switching frequencies of power devices increase
the junction temperature. In comparison to Si and GaAs, SiC can operate in high
temperature because of its wide bandgap as discussed earlier. Also, SiC has a much
higher thermal conductivity in comparison to silicon and gallium arsenide that al-
lows quick dissipation of generated heat to the environment, further lowering the
temperature effect on the device.

1.2.3.3 Influence of radiation on SiC electrical properties

Semiconductors form acceptor or donor defects, also known as deep centers, upon
exposure to radiation. These radiation-induced defects change the carrier density in
the conduction band, which changes the conduction property of the material. For
instance, in the case of acceptor defects, electron transfer from the conduction band
to this defect results in a decrease in conductivity. Under extreme radiation doses,
this process continues until a semiconductor eventually converts into an insulator.
The process is commonly known as carrier (donor or acceptor) removal rate. The
carrier removal rate of a semiconductor strongly depends on the threshold energy
for defect formation under radiation. The threshold energy of a semiconductor can
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Table 1.4 Calculated threshold energies of defect formation for Si, GaAS, Diamond, 3C-SiC, 4H-
SiC and 6H-SiC.

Semiconductor Si GaAs Diamond 3C-SiC 4H- and 6H-SiC

Lattice Constant, a0 [Å] 5.65 5.431 3.57 4.36 3.08
Threshold Energy [eV] 9 12.8 80 37 153

be approximated using equation 1.11 [56]:

1.117Ed = (10/a0)4.363 (1.11)

where Ed is threshold energy of defect formation and a0 is the lattice constant. The
calculated threshold energies of defect formation for some common semiconductors
are presented in Table 1.4.

Clearly from Table 1.4, 4H-SiC and 6H-SiC possess the highest radiation hard-
ness among standard semiconductor substrate materials besides diamond, another
contender for harsh environment electronics. Temperature also plays a vital role in
radiation hardness of SiC as defect density decreases with increased temperature
due to the high rate of recombination of primary defects at elevated temperatures.

1.2.3.4 Piezoresistance of SiC

Change in electrical resistance of a material when subjected to applied external
stress is known as the piezoresistive effect. The effect has been used as a transduc-
tion mechanism for strain, pressure, and acceleration sensors. Typically the change
in resistance is monitored by running a controlled current through the piezoresistor
and monitoring voltage across the resistor. The sensor resistance changes due to an
applied load, which causes a shift in voltage. The sensitivity of a piezoresistive sen-
sor is quantified as gauge factor (GF), the percentage change in resistance per unit
strain [57]. The relationship is given by equation 1.12:

GF =
ΔR
R0

1
ε

(1.12)

where R0 is the nominal resistance of the network when no load is applied, ΔR is
the change in resistance, and ε is the applied strain.

In addition, doping concentration, microstructure (single crystalline or poly-
crystalline), and operating temperature all have an effect on GF. At high temper-
ature operation, piezoresistive transduction is affected by thermal stability, piezore-
sisitve gauge factor variation with temperature, and thermal coefficient of resistance
of the material. Silicon is used in many piezoresistive transduction sensor applica-
tions owing to its high gauge factor [57, 58, 59]; however, poor thermal stability of
silicon prevents its application to high temperature environments. SiC, in contrast,
maintains a high gauge factor and is electrically and mechanically stable at high
temperature.
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Table 1.5 [60] Experimental room temperature gauge factor of n-type 3C-SiC at various resistivity
levels and n-type silicon ( c©IEEE 1993), reprinted with permission.

Material Resistivity GF - π∗
11 GF - π∗

12 GF - 1/2(π11 +π12 +π44)∗

n-type 3C-SiC 0.7 -31.8 19.2 -3.7
0.02 -26.6

0.002 -12.7
n-type silicon 11.0 133.0 68.3 -52

XX X

[100] [100] [110]

[110][010][010]

V,I

V,I

xρ
δρ =  π11

[π11 + π12 + π44]1
2

π12

A B C

V,I

(a) (b) (c)

Fig. 1.13 [60] Schematic representation of strain gauges used to measure the GF of n-type 3C-SiC
of different crystallographic orientations ( c©IEEE 1993), reprinted with permission.

Like silicon, the piezoresistance coefficient, and hence gauge factor, of SiC de-
pends on the crystallographic orientation of the material. Table 1.5 lists the mea-
sured gauge factor of n-type 3C-SiC gauge factor at room temperature in compari-
son to n-type silicon. The GF corresponding to π11 has a larger value than the other
coefficients, which means gauge orientation is a critical factor for maximizing sen-
sitivity of 3C-SiC. On the other hand, the piezoresistance of 6H-SiC is isotropic
within the base plane. Hence, the rotation of the gauge normal to the c-axis will
not affect the gauge factor. Figure 1.13 shows schematically how metal foil strain
gauges are placed to characterize the GF of different crystallographic orientations
using a simple tension load test [60].

Although high gauge factor is important to improve strain sensitivity, thermal
stability is also important to minimize aliasing of the sensor output to variations
in temperature. For instance, Figure 1.14 shows the variation in GF for 3C-SiC
with different resistivity values [60]. Although the higher resistivity layer exhibits
a higher gauge factor, the lower resistivity layer maintains a decent GF yet exhibits
very little shift in GF at operating temperatures above 500 K. This minimizes or
eliminates the need for temperature compensation depending on the particular ap-
plication requirements. Hence, 3C-SiC piezoresistive sensing is a viable load mea-
surement technique in this temperature regime.
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1.2.4 Thermo-mechanical

Understanding mechanical properties is critical for designing sensors, actuators, and
mechanical timing devices for applications in high temperature, high shock, and
intense vibration conditions. Thermo-mechanical changes and shock- and vibration-
induced stiction and fracture are considered the major failure mechanisms of micro-
devices in the aforementioned conditions [61, 62, 63]. Thus, the thermo-mechanical
stability, and the shock and vibration survivability are vital parameters in materials
selection for harsh environment MEMS. This section reviews the thermo-mechanical
properties of SiC.

The change in Young’s modulus with temperature directly affects the perfor-
mance of MEMS devices. This is true for static devices such as capacitive pressure
and acceleration sensors as well as dynamic devices such as resonators. Based on
recent studies of single crystalline 3C-SiC, the temperature coefficient of Young’s
modulus (TCYM) between room temperature and 800K is given by [66]:

E(T ) = (−1.3 ∗ 10−8T 2 −4.1 ∗ 10−5T + 1.0134)E0 (1.13)
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Fig. 1.15 CTE as a function of temperature of 3C-, 4H-, and 6H-SiC along their principle axis.

where E0 is the Youngs modulus at room temperature.
Plastic deformation and changes in Young’s modulus with temperature are the

major parameters to consider when selecting materials for high temperature. The
widely used MEMS material, Si, undergoes plastic deformation around 500 ◦C un-
der minimal mechanical loads [64]. Hence, if high temperature operation is a re-
quirement, silicon is not a viable option. Experimental data for 6H-SiC shows that
macroscopic dislocation motion and plastic deformation starts above 1200 ◦C [65].

Furthermore, it is important to consider thermal expansion of SiC with changes
in temperature (captured as a coefficient of thermal expansion, CTE). It is important
because this expansion with temperature alters geometries or leads to stress changes
in built-in beams when multiple material layers are used to form the device structure.
In turn, this tends to change the response characteristics of a microstructure, aliasing
the sensor response to the desired measurand. It is also important to note that often
table values list a single value when typically CTE is a function of temperature.
Figure 1.15 plots the CTE of 3C-, 4H-, and 6H-SiC along their principle crystal
axes as a function of temperature [75]. Note that the CTE of SiC is significantly
different whether the application is for room temperature or 600 ◦C, a shift in CTE
of over 50%. It is also interesting to note that near room temperature the CTE of the
various polytypes of SiC are actually close to the value for silicon.

Shock and vibration survivability is a fundamental requirement for most military
and aerospace applications. MEMS devices can fail during shock and vibration due
to two factors, stiction and fracture. Key material properties related to shock survival
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Table 1.6 Bulk mechanical properties of select MEMS materials at 300 K [2, 63]. Note that some
of the property values are from bulk material data. However, for feature size scales greater than
1 μm, the bulk material properties will be reasonably representative of the thin-film.

Property Silicon Silicon Nitride Diamond SiC

Young’s modulus, E [GPa] 190 304 1035 448
Density, ρ [kg/cm3] 2330 3300 3510 3300

Fracture Strength, σF [GPa] 2-4 5-8 8-10 4-10
E/ρ [GN/kg-m] 72 92 295 130

are listed in Table 1.6. Shock-induced stiction occurs when adjacent microstructures
come into mechanical contact during the loading event. In general, materials with
high E/ρ (stiffness-to-weight ratio) have reduced probability of stiction or fracture
during a shock event because the high stiffness minimizes the defection while the
low density decreases the magnitude of the inertial load. In terms of fracture fail-
ure, higher fracture strength is pivotal. SiC possesses higher fracture strength when
compared to silicon and silicon nitride, only second to diamond; however, diamond
is not as well suited for high temperature oxidative environments, as discuss previ-
ously.

1.3 System integration aspects of SiC materials

As discussed earlier in this chapter, SiC is an electronic semiconductor with a wide
bandgap and high thermal conductivity, making it suitable for high power and high
temperature operation. The wide band gap also reduces its sensitivity to radiation-
induced damage. As a mechanical material for harsh environment MEMS, SiC pos-
sesses outstanding material properties, including high elastic stiffness and fracture
toughness over silicon as well as stability of these properties beyond 500 ◦C. It also
is chemically inert and resistant to wear. As will be discussed throughout the re-
mainder of the book, SiC can be produced in various forms. They generally have
similar mechanical and chemical properties yet have a variety of electrical proper-
ties and deposition temperatures, which will enable fabricating a variety of circuit
elements and sensor structures.

Depending on the particular application and corresponding environmental con-
straints, integration complexity varies widely. Integration can be as simple as a mi-
cromachined device with an impedance matching buffer. It can be as complex as
a micromachined device with control, sense, data processing, and communications
electronics as well as on-board power supply. Integration of all major components
of a microsystem (i.e., electronics, sensors, and actuators) improves performance
by reducing parasitics, increasing measurement sensitivity, reducing overall system
size, and generally reduces power consumption. This high level of integration is also
beneficial in reducing interconnect components, which further increases the opera-
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(a) (b)

(c) (d)

Fig. 1.16 (a) [70] picture of a commercial SiC Schottky diode from Infineon Inc., (b) [71] SEM mi-
crograph of a 6H-SiC JFET based differential pair, (c) surface-micromachined 3C poly-SiC strain
sensor, and (d) [67] SEM micrograph of a PECVD SiC encapsulated pressure sensor ( c©Elsevier
2003, Wiley-VCH Verlag GmbH & Co. KGaA 2009, and IOP 2004, respectively), reprinted with
permission.

tional survivability in harsh environments since traditional interconnect technology
is not typically suited for operation in corrosive or high temperature environments.

Figure 1.16 shows examples of discrete SiC devices fabricated using different
forms of SiC (single-crystalline, epitaxial, polycrystalline and amorphous). These
examples represent all major components of a microsystem: electronics, sensors,
actuators, and packaging. From the materials point of view, not only the component
but also the isolation and electrical routing layers must be fabricated using compati-
ble materials. Compatibility in this case takes on several forms. First, the deposition
methods must not damage previous layers, typically by not requiring excessively
high deposition temperatures. Second, the coefficient of thermal expansion (CTE)
differences between the various layers must be small because of the large operating
temperature range expected for many of these harsh environment applications. Fi-
nally, both electrically insulative and conductive layers are needed and must meet
the first two requirements in addition to withstanding the corrosive nature of the
application in question.
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Whether for high temperature operation or operation with frequent thermal cy-
cling, one of the key areas of concern is CTE matching of every layer both at the
discrete device level and system level. Thermal expansion differences between each
layer as well as the substrate result in stresses during both fabrication and operation.
In extreme cases, high thermal stress can lead to failure of the system due to delam-
ination and cracking of the device layers [72]. These thermal stresses can also result
in signal drift (unwanted thermal sensitivity). When the temperature-induced effects
are large, passive or even active thermal compensation methods may not be able to
successfully mitigate the problem [73, 74]. If the entire microsystem — substrate,
electronics (including dielectrics), sensor components, and encapsulation — is pro-
duced only in SiC that would substantially reduce thermal mismatch as most forms
of SiC have fairly similar CTE values. Thus, from the point of view of integrat-
ing a complete microsystem understanding CTE behavior of the complete material
set is needed. To date, information available on CTE of poly-SiC and amorphous
SiC is very limited. For both poly-SiC and amorphous SiC, deposition methods and
specific conditions determine the microstructure of the resulting material, and the
microstructure influences the CTE behavior. Thus, it is imperative to establish CTE
data for poly-SiC and amorphous SiC based on deposition method and condition.
This is one particular materials aspect that future research should focus on in order
to realize complete SiC microsystem technology.

SiC can be produced in both electrically conductive and insulative forms. The
conductivity of a SiC substrate can range from semi-insulating (105 Ω -cm) to highly
conductive (0.028 Ω -cm) [68]. Doping concentration of the epitaxial SiC can be as
high as 1019/cm3. Poly-SiC can be produced with resistivity down to 0.02 Ω -cm
while highly insulative amorphous SiC can be obtained by PVD and CVD methods
[69]. Thus, it can be used as the primary platform for both mechanical device and
electrical routing layers.

Utilizing the various forms of SiC for all aspects of the system would provide
thermal, chemical, and mechanical stability for the entire system. Other materials
with closely matched properties can also be considered for electrical and isolation
layers. For example, silicon nitride and aluminum nitride are other possible isola-
tion layer options for harsh environment applications since they both have closely
matched CTE to SiC, can withstand high operating temperatures, and are fairly re-
sistant to corrosion, although less so for silicon nitride.

This outlines the semiconductor technology aspects to integration. Integration of
the many components goes well beyond the semiconductor properties alone. Issues
such as compatibility of deposition and etching processes and thermal cycle influ-
ences on the electrical behavior of previously fabricated layers will be discussed
along with fabrication techniques for SiC. Corrosion resistant metals that can make
ohmic contact with SiC will be reviewed along with SiC-based electronics. Compo-
nent interconnects will be explored when discussing SiC as a packaging material.
At the end of the book, an overall approach is proposed that will take these various
aspects of integration together as a whole to propose different integration schemes
including a highly monolithic integration approach that simplifies piecewise integra-
tion of components and reduces system vulnerabilities to corrosive environments.
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