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Preface

The symposium was organised by the ERCIM1 CoreGRID Working Group (WG)
funded by ERCIM and INRIA. This Working Group sponsored by ERCIM has been
established with two main objectives: to ensure the sustainability of the CoreGRID
Network of Excellence which is requested by both the European Commission and
the CoreGRID members who want to continue and extend their successful co opera-
tion, and to establish a forum to foster collaboration between research communities
that are now involved in the area of Service Computing: namely high performance
computing, distributed systems and software engineering.

CoreGRID2 officially started in September 2004 as an European research Net-
work of Excellence to develop the foundations, software infrastructures and appli-
cations for large-scale, distributed Grid and Peer-to-Peer technologies. Since then,
the Network has achieved outstanding results in terms of integration, working as a
team to address research challenges, and producing high quality research results.
Although the main objective was to solve research challenges in the area of Grid
and Peer-to-Peer technologies, the Network has adapted its research roadmap to in-
clude also the new challenges related to service-oriented infrastructures, which are
very relevant to the European industry as illustrated by the NESSI initiative3 to de-
velop the European Technology Platform on Software and Services. Currently, the
CoreGRID WG is conducting research in the area of the emerging Internet of Ser-
vices, with direct relevance to the Future Internet Assembly4. The Grid research
community has not only embraced but has also contributed to the development of
the service-oriented paradigm to build interoperable Grid middleware and to benefit
from the progress made by the services research community.

1 European Research Consortium for Informatics and Mathematics, http://www.ercim.eu/
2 http://www.coregrid.net/
3 Networked European Software and Services Initiative, http://www.nessi-europe.com/
4 http://www.future-internet.eu/
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vi Preface

The goal of this one day workshop, organized within the frame of the Euro-Par
2009 conference5, was to gather together participants of the working group, present
the topics chosen for the first year, and to attract new participants.

The program was built upon several interesting papers presenting innovative re-
sults for a wide range of topics going from low level optimizations of grid operating
systems to high level programming approaches.

Grid operating systems have a bright future, simplifying the access to large scale
resources. XtreemOS is one of them and it was presented in an invited paper by
Kielmann, Pierre, and Morin.

The seamless access to data at a large scale is offered by Grid file systems such
as Blobseer, described in a paper from Tran, Antoniu, Nicolae, Boug, and Tatebe.

Failure and faults is one of the main issues of large scale production grids. A
paper from Andrzejak, Zeinalipour-Yazti, and Dikaiakos presents an analysis and
prediction of faults in the EGEE grid.

A paper from Cesario, De Caria, Mastroianni, and Talia presents the architecture
of a decentralized peer-to-peer system applied to data-mining.

Monitoring distributed grid systems allows researchers to understand the internal
behavior of middleware systems and applications. The paper from Funika, Caromel,
Koperek, and Kupisz presents a semantic approach chosen for the ProActive soft-
ware suite.

The resource discovery in large scale systems deserve a distributed approach.
The paper from Papadakis, Trunfio, Talia, and Fragopoulou presents an approach
mixing dynamic queries on top of a distributed hash table.

A paper from Carlini, Coppola, Laforenza, and Richi aims at proposing scalable
approach for resource discovery allowing range queries and minimizing the network
traffic.

Skeleton programming is one promising approach for high level programming
in distributed environments. The paper from Aldinucci, Danelutto, and Kilpatrick
describes a methodology to allow multiple non-functionnal concerns to be managed
in an autonomic way.

In their paper, Moca and Silaghi describe several decision models for resource
agregation within peer-to-peer architectures allowing different decision aids classes
to be taken into account.

Workflows management and scheduling received a large attention of the grid
community. The paper from Sakellariou, Zhao, and Deelman describes several map-
ping strategies for a astronomy workflow called Montage.

Access control is an important issue that needs to be efficiently solved to allow
the wide scale adoption of grid technologies. The paper from Colombo, Lazouski,
Martinelli, and Mori presents new flexible policy language called U-XACML that
improves the XACML language in several directions.

The paper from Fragopoulou, Mastroianni, Montero, Andrjezak, and Kondo de-
scribes several research areas investigated within the Self-* and adaptive mecha-
nisms topic from the Working group.

5 http://europar2009.ewi.tudelft.nl/



Preface vii

Several research issues around network monitoring and in particular network
virtualization and network monitoring are presented in the paper from Ciuffoletti.

Research challenges for large scale desktop computing platforms are described
in the paper from Fedak.

Finally, a paper from Rana and Ziegler presents the research areas addressed
within the Service Level Agreement topic of the Working Group.

The Programme Committee who made the selection of papers included:

Alvaro Arenas, STFC Rutherford Appleton Laboratory, UK
Christophe Crin, Universit de Paris Nord, LIPN, France
Augusto Ciuffoletti, University of Pisa, Italy
Frédéric Desprez, INRIA, France
Gilles Fedak, INRIA, France
Paraskevi Fragopoulou, FORTH-ICS, Greece
Vladimir Getov, University of Westminster, UK
Radek Januszewski, Poznan Supercomputing and Networking Center, Poland
Pierre Massonet, CETIC, Belgium
Thierry Priol, INRIA, France
Norbert Meyer, Poznan Supercomputing Center, Poland
Omer Rana, Cardiff University, UK
Ramin Yahyapour, University of Dortmund, Germany
Wolfgang Ziegler, Fraunhofer Institute SCAI, Germany

All papers in this volume were additionally reviewed by the following external
reviewers whose help we gratefully acknowledge:

Gabriel Antoniu
Alessandro Basso
Eddy Caron
Haiwu He
Syed Naqvi
Christian Perez
Pierre Riteau
Thomas Rblitz
Bing Tang

Special thanks are due to the authors of all submitted papers, the members of the
Programme Committee and the Organising Committee, and to all reviewers, for
their contribution to the success of this event.

Deflt, the Netherlands, Frédéric Desprez
August 2009 Vladimir Getov

Thierry Priol
Ramin Yahyapour
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XtreemOS: a Sound Foundation for Cloud

Infrastructure and Federations

Thilo Kielmann, Guillaume Pierre, Christine Morin

Abstract XtreemOS is a Linux-based operating system with native support for vir-
tual organizations (VO’s), for building large-scale resource federations. XtreemOS
has been designed as a grid operating system, supporting the model of resource
sharing among independent administrative domains. We argue, however, that the
VO concept can be used to establish either resource sharing or resource isolation,
or even both at the same time. We outline XtreemOS’ fundamental properties and
how its native VO support can be used to implement cloud infrastructure and cloud
federations.

1 XtreemOS

Developing and deploying applications for traditional (single computer) operating
systems is well understood. Federated resources like in grid environments, however,
are generally perceived as highly complex and difficult to use. The difference lies in
the underlying system achitecture. Operating systems provide a well-integrated set
of services like processes, files, memory, sockets, user accounts and access rights.
Grids, in contrast, add a more or less heterogeneous middleware layer on top of the
operating systems of the federated resources. This lack of integration has lead to a
lot of complexity, for both users and administrators.

To remedy this situation, XtreemOS [7] has been designed as a grid operating
system. While being based on Linux, it provides a comprehensive set of services as
well as a stable interface for wide-area, dynamic, distributed infrastructures com-

Thilo Kielmann and Guillaume Pierre
Vrije Universiteit, Amsterdam, The Netherlands, e-mail: kielmann@cs.vu.nl,gpierre@
cs.vu.nl

Christine Morin
INRIA, Centre Rennes - Bretagne Atlantique, Rennes, France, e-mail: Christine.Morin@
irisa.fr
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2 Thilo Kielmann, Guillaume Pierre, Christine Morin

posed of heterogeneous resources spanning multiple administrative domains. The
fundamental issues addressed by XtreemOS are scalability and transparency.

Scalability. Wide-area, distributed infrastructures like grids easily consist of
thousands of nodes and users. Along with this scale comes heterogeneity of
(compute and file) resources, networks, administrative policies, as well as churn
of resources and users. XtreemOS addresses these issues by its integrated view
on resources, along with its built-in support for virtual organizations (VO’s) that
provide the scoping for resource provisioning and access. For sustained opera-
tion, XtreemOS provides an infrastructure for highly-available services, to sup-
port both its own critical services and user-defined application services.

Transparency. Vital for managing the complexity of grid-like infrastructures is
providing transparency for the distributed nature of the environment, by main-
taining common look–and–feel for the user and by exposing distribution and
federation only as much as necessary. To the user, XtreemOS provides single
sign-on access, Linux look–and–feel via grid-aware shell tools, and API’s that
are based on both POSIX and the Simple API for Grid Applications (SAGA).
For the administrators of VO’s and site resources, XtreemOS provides easy-to-
use services for all management tasks.

XtreemOS API (based on SAGA & POSIX)

Extensions to Linux for VO support & checkpointing

Infrastructure for highly available & scalable services

XtreemFS/OSSVOMAEM

S
ec

u
ri

ty

SSI cluster mobile deviceStand−alone PC

Fig. 1 The XtreemOS system architecture

Figure 1 summarizes the XtreemOS system architecture. XtreemOS comes in
three flavours; one for stand-alone nodes (PC’s), one for clusters providing a single-
system image (SSI), and one for mobile devices. Common to all three flavours are
the Linux extensions for VO support, providing VO-based user accounts via kernel
modules [1]. PC and cluster flavour also share support for grid-wide, kernel-level
job checkpointing.

The infrastructure for highly available and scalable services consists of imple-
mentations of distributed servers and of virtual nodes [6]. The distributed servers
form a transparent group of machines that provide their services through a shared
(mobile IPv6) address. Within the group, load balancing and fault tolerance are im-
plemented transparent to the clients. The virtual nodes provide fault-tolerant service
replication via a Java container, transparent to the service implementation itself.
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Central to VO-wide operation are the services AEM, VOM, the XtreemFS file
system and the OSS mechanism for sharing volatile application objects. The VO
management services (VOM) provide authentication, authorization, and accounting
for VO users and resources. VO’s can be managed dynamically through their whole
life cycle while user access is organized with flexible policies, providing customiz-
able isolation, access control, and auditing. The VO management services, together
with the kernel modules enforcing local accounts and policies provide a security
infrastructure underlying all XtreemOS functionality.

The Application Execution Management (AEM) relies on the Scalaris [4] peer–
to–peer overlay among the compute nodes of a VO that allows to discover, select,
and allocate resources to applications. It provides POSIX-style job control to launch,
monitor, and control applications.

The XtreemFS grid file system [2] provides users with a global, location inde-
pendent view of their data. XtreemFS provides a standard POSIX interface, acco-
modating from multiple VO’s, across different administrative domains. It provides
autonomous data management with self-organized replication and distribution. The
Object Sharing Service (OSS) provides access to volatile, shared objects in main
memory segments.

The XtreemOS API’s accomodate existing Linux and grid applications, while
adding support to XtreemOS’ unique features. POSIX interfaces support Linux ap-
plications; grid-aware shell tools seemlessly integrate compute nodes within a VO.
Grid applications find their support via the OGF-standardized Simple API for Grid
Applications (SAGA) [5]. API’s for XtreemOS-specific functionality (XtreemOS
credentials, AEM’s resource reservation, XtreemFS URL’s, OSS shared segments,
etc.) are provided as SAGA extension packages, commonly referred to as the
XOSAGA API.

2 Cloud Infrastructure and Federations

Grid infrastructures operate by sharing physical resources among the users of a VO;
sharing and isolation are managed by the site-local operating systems and the VO-
wide (middleware) services. Although cloud computing as such is still in its infancy,
the Infrastructure as a Service paradigm (IaaS) has gained importance. Here, virtu-
alized resources are rented to cloud users; sharing and isolation are managed by the
Virtual Machine Managers (VMM’s). What makes this model attractive is that users
get full control over the virtual machines, while the underlying IaaS infrastructure
remains in charge of resource sharing and management. An important drawback of
this model is that it provides only isolated machines rather than integrated clusters
with secure and fast local networks, integrated user management and file systems.

This is where XtreemOS provides added value to IaaS clouds [3]. Figure 2 shows
how XtreemOS can integrate resources from one or more IaaS providers to form
a clustered resource collection for a given user. Within a single IaaS platform,
XtreemOS integrates multiple virtual machines similar to its SSI cluster version,
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Cloud Federation

Virtualization

XtreemOSXtreemOS

Fig. 2 XtreemOS integrating IaaS resources

to form a cloud cluster with integrated access control based on its VO-management
mechanisms, here applied to a user-defined, dynamic VO. Across multiple IaaS plat-
forms, the same VO management mechanisms allow the federation of multiple cloud
clusters to a user’s VO. In combination with the XtreemFS file system, such IaaS
federations provide flexibly allocated resources that match a user’s requirements,
while giving full control over the virtualized resources.

XtreemOS extends Linux by its integrated support for VO’s. Within grid comput-
ing environments, VO’s enable sharing of physical resources. Within IaaS clouds,
VO’s enable proper isolation between clustered resources, thus allowing to form
unified environments tailored to their users.
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Towards a Grid File System Based on a

Large-Scale BLOB Management Service

Viet-Trung Tran, Gabriel Antoniu, Bogdan Nicolae, Luc Bougé, Osamu Tatebe

Abstract This paper addresses the problem of building a grid file system for appli-
cations that need to manipulate huge data, distributed and concurrently accessed at
a very large scale. In this paper we explore how this goal could be reached through
a cooperation between the Gfarm grid file system and BlobSeer, a distributed object
management system specifically designed for huge data management under heavy
concurrency. The resulting BLOB-based grid file system exhibits scalable file ac-
cess performance in scenarios where huge files are subject to massive, concurrent,
fine-grain accesses. This is demonstrated through preliminary experiments of our
prototype, conducted on the Grid’5000 testbed.

1 Introduction

The need for transparent grid data management

As more and more applications in many areas (nuclear physics, health, cosmology,
etc.) generate larger and larger volumes of data that are geographically distributed,
appropriate mechanisms for storing and accessing data at a global scale become in-
creasingly necessary. Grid file systems (such as LegionFS [16], Gfarm [14], etc.)
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prove their utility in this context, as they provide a means to federate a very large
number of large-scale distributed storage resources and offer a large storage ca-
pacity and a good persistence achieved through file-based storage. Beyond these
properties, grid file systems have the important advantage of offering a transpar-
ent access to data through the abstraction of a shared file namespace, in contrast
to explicit data transfer schemes (e.g. GridFTP-based [3], IBP [4]) currently used
on some production grids. Transparent access greatly simplifies data management
by applications, which no longer need to explicitly locate and transfer data across
various sites, as data can be accessed the same way from anywhere, based on glob-
ally shared identifiers. Implementing transparent access at a global scale naturally
leads however to a number of challenges related to scalability and performance, as
the file system is put under pressure by a very large number of concurrent, largely
distributed accesses.

From block-based to object-based distributed file systems

Recent research [7] emphasizes a clear move currently in progress from a block-
based interface to a object-based interface in storage architectures, with the goal of
enabling scalable, self-managed storage networks by moving low-level functional-
ities such as space management to storage devices or to storage server, accessed
through a standard object interface. This move has a direct impact on the design of
today’s distributed file systems: object-based file system would then store data rather
as objects than as unstructured data blocks. According to [7], this move may elim-
inate nearly 90% of management workload which was the major obstacle limiting
file systems’ scalability and performance.

Two approaches exploit this idea. In the first approach, the data objects are stored
and manipulated directly by a new type of storage device called object-based stor-
age device (OSD). This approach requires an evolution of the hardware, in order to
allow high-level object operations to be delegated to the storage device. The stan-
dard OSD interface was defined in the Storage Networking Industry Association
(SNIA) OSD working group. The protocol is embodied over SCSI and defines a new
set of SCSI commands. Recently, a second generation of the command set, Object-
Based Storage Devices - 2 (OSD-2) has been defined. The distributed file systems
taking the OSD approach assume the presence of such an OSD in the near future
and currently rely on a software module simulating its behavior. Examples of par-
allel/distributed file systems following this approach are Lustre [13] and Ceph [15].
Recently, research efforts [6] have explored the feasibility and the possible benefits
of integrating OSDs into parallel file systems, such as PVFS [5].

The second approach does not rely on the presence of OSDs, but still tries to
benefit from an object-based approach to improve performance and scalability: files
are structured as a set of objects that are stored on storage servers. Google File
System [8], and HDFS (Hadoop File System) [9]) illustrate this approach.
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Large-scale distributed object storage for massive data

Beyond the above developments in the area of parallel and distributed file systems,
other efforts rely on objects for large-scale data management, without exposing a file
system interface. BlobSeer [11] [10] is such a BLOB (binary large object) manage-
ment service specifically designed to deal with large-scale distributed applications,
which need to store massive data objects and to efficiently access (read, update)
them at a fine grain. In this context, the system should be able to support a large
number of BLOBs, each of which might reach a size in the order of TB. BlobSeer
employs a powerful concurrency management scheme enabling a large number of
clients to efficiently read and update the same BLOB simultaneously in a lock-free
manner.

A two-layer architecture

Most object-based file systems exhibit a decoupled architecture that generally con-
sists of two layers: a low-level object management service, and a high-level file sys-
tem metadata management. In this paper we propose to explore how this two-layer
approach could be used in order to build an object-based grid file system for appli-
cations that need to manipulate huge data, distributed and concurrently accessed at
a very large scale. We investigate this approach by experimenting how the Gfarm
grid file system could leverage the properties of the BlobSeer distributed object
management service, specifically designed for huge data management under heavy
concurrency. We thus couple Gfarm’s powerful file metadata capabilities and rely
on BlobSeer for efficient and transparent low-level distributed object storage. We
expect the resulting BLOB-based grid file system to exhibit scalable file access per-
formance in scenarios where huge files are subject to massive, concurrent, fine-grain
accesses. We intend to deploy a BlobSeer instance at each Gfarm storage node, to
handle object storage. The benefits are mutual: by delegating object management
to BlobSeer, Gfarm can expose efficient fine-grain access to huge files and benefit
from transparent file striping (TB size). On the other hand, BlobSeer benefits from
the file system interface on top of its current API.

The remaining of this paper is structured as follows. Section 2 introduces the two
components of our object-based file system: BlobSeer and Gfarm, whose coupling
is explained in Section 3. Section 4 presents our preliminary experiments on the
Grid’5000 testbed. Finally, Section 5 summarizes the contribution and discusses
future directions.
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2 The building blocks: Gfarm and BlobSeer

Our object-based grid file systems consists of two layers: a high-level file metadata
layer, available with the Gfarm file system; a low-level storage layer based on the
BlobSeer BLOB management service.

2.1 The Gfarm grid file system

The Grid Datafarm (Gfarm) [14] is a distributed file system designed for high-
performance data access and reliable file sharing in large scale environments includ-
ing grids of clusters. To facilitate file sharing, Gfarm manages a global namespace
which allows the applications to access files using the same path regardless of file
location. It federates available storage spaces of Grid nodes to provide a single file
system image. We have used Gfarm v2.1.0 in our experiments.

2.1.1 Overview of Gfarm’s architecture

Gfarm consists of a set of communicating components, each of which fulfills a par-
ticular role.

Gfarm’s metadata server: the gfmd daemon. The metadata server stores and man-
ages the namespace hierarchy together with file metadata, user-related metadata,
as well as file location information allowing clients to physically locate the files.

Gfarm file system nodes: the gfsd daemons. They are responsible for physically
storing full Gfarm files on their local storage. Gfarm does not implement file
stripping and here is where BlobSeer can bring its contribution, through trans-
parent file fragmentation and distribution.

Gfarm clients: Gfarm API and FUSE access interface for Gfarm. Gfarm pro-
vides users with a specific API and several command lines to access the Gfarm
file system. To facilitate data access, the Gfarm team developed Gfarm2fs:
a POSIX file system interface based on the FUSE library [17]. Basically,
Gfarm2fs transparently maps all standard file I/Os to the corresponding routines
of the Gfarm API. Thus, existing applications handling files must no longer be
modified in order to work with the Gfarm file system.
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2.2 The BlobSeer BLOB management service

2.2.1 BlobSeer at a glance

BlobSeer [11] [10] addresses the problem of storing and efficiently accessing very
large, unstructured data objects, in a distributed environment. It focuses on heavy
access concurrency where data is huge, mutable and potentially accessed by a very
large number of concurrent, distributed processes. To cope with very large data
BLOBs, BlobSeer uses striping: each BLOB is cut into fixed-size pages, which
are distributed among data providers. BLOB Metadata facilitates access to a range
(offset, size) for any existing version of a BLOB snapshot, by associating such a
range with the physical nodes where the corresponding pages are located. Metadata
are organized as a segment-tree like structure (see [11] for details) and are scat-
tered across the system using a Distributed Hash Table (DHT). Distributing data
and metadata is the key choice in our design: it enables high performance through
parallel, direct access I/O paths, as demonstrated in [12]. Further, BlobSeer provides
concurrent clients with efficient fine-grained access to BLOBs, without locking. To
deal with the mutable data, BlobSeer introduces a versioning scheme which allows
clients not only to roll back data changes when desired, but also enables access to
multiple versions of the same BLOB within the same computation.

2.2.2 Overview of BlobSeer’s architecture

The system consists of distributed processes, that communicate through remote pro-
cedure calls (RPCs). A physical node can run one or more processes and, at the same
time, may play multiple roles from the ones mentioned below.

Clients. Clients may issue CREAT E, WRIT E, APPEND and READ requests.
There may be multiple concurrent clients. Their number dynamically vary in
time without notifying the system.

Data providers. Data providers physically store and manage the pages generated
by WRIT E and APPEND requests. New data providers are free to join and leave
the system in a dynamic way.

The provider manager. The provider manager keeps information about the avail-
able data providers and schedules the placement of newly generated pages ac-
cording to a load balancing strategy.

Metadata providers. Metadata providers physically store the metadata, allowing
clients to find the pages corresponding to the various BLOB versions. Metadata
providers are distributed, to allow an efficient concurrent access to metadata.

The version manager. The version manager is the key actor of the system. It regis-
ters update requests (APPEND and WRIT E), assigning BLOB version numbers
to each of them. The version manager eventually publishes these updates, guar-
anteeing total ordering and atomicity.
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Accessing data in BlobSeer

To READ data, the client contacts the version manager: it needs to provide a BLOB
id, a specific version of that BLOB, and a range, specified by an offset and a size. If
the specified version is available, the client queries the metadata providers to retrieve
the metadata indicating the location of the pages for the requested range. Finally, the
client contacts in parallel the data providers that store the corresponding pages.

For a WRIT E request, the client contacts the provider manager to obtain a list
of providers, one for each page of the BLOB segment that needs to be written.
Then, the client contacts the providers in the list in parallel and requests them to
store the pages. Each provider executes the request and sends an acknowledgment
to the client. When the client has received all the acknowledgments, it contacts
the version manager and requests a new version number. This version number is
then used by the client to generate the corresponding new metadata. Finally, the
client notifies the version manager of success, and returns successfully to the user.
At this point, the version manager is responsible for eventually publishing the new
version of the BLOB. The APPEND operation is a particular case of WRIT E, where
the offset is implicitly the size of the previously published snapshot version. The
detailed algorithms for READ, WRIT E and APPEND are given in [11].

2.3 Why combine Gfarm and BlobSeer?

Gfarm does not rely on autonomous, self-managing object-based storage, like the
file systems mentioned in Section 1. Each Gfarm file is fully stored on a file sys-
tem node, or totally replicated to multiple file system nodes. If a large number of
clients concurrently access small parts of the same copy of a huge file, this can
lead to a bottleneck both for reading and for writing. Second, Gfarm’s file sizes are
limited by the storage capabilities of the machines used as file system nodes in the
Gfarm deployment. However, some powerful features, including user management,
authentication and single sign-on (based on GSI: Grid Security Infrastructure [1])
are present in Gfarm’s current implementation. Moreover, due to the Gfarm’s FUSE
access interface, data can be accessed in a transparent manner via the POSIX file
system API.

BlobSeer brings different benefits: it handles huge data, which is transparently
fragmented and distributed at a large scale. Thanks to its distributed metadata
scheme, it sustains a high bandwidth is maintained even when the BLOB grows
to large sizes, and when the BLOB faces heavy concurrent access [12]. BlobSeer
is mostly suitable for massive data processing, fine-grained access, and versioning
in a large-scale distributed environment. But BlobSeer lacks a file system interface
that may help existing applications to use it directly. As explained above, such an
interface is provided by Gfarm, together with the associated file system metadata
management. It then clearly appears that making Gfarm cooperate with BlobSeer
would enhance their respective functionalities and would lead to an object-based
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file system with better properties: huge file support (TBs), fine-grain access under
heavy concurrency, versioning, user and GSI-compliant security management. In
this paper we focus on providing an enhanced concurrency support. Exposing mul-
tiversioning to the file system user is currently under study and will not be addressed
in this paper.

3 Towards an object-based file system based on Gfarm and

BlobSeer

3.1 How to couple Gfarm and BlobSeer?

Since each gfsd daemon running on Gfarm’s file system nodes is responsible for
physically storing Gfarm’s data on its local file system, our first approach aims at
integrating BlobSeer calls at the gfsd daemon. The main idea is to trap all requests
to the local file system, and map them to the corresponding BlobSeer API in order to
leave the job of storing Gfarm’s data to BlobSeer. A Gfarm file is no longer directly
stored as a file on the local system; it is stored as a BLOB in BlobSeer. This way, file
fragmentation and striping is introduced transparently for Gfarm at the gfsd level.

Nevertheless, this way of integrating BlobSeer into gfsd daemon clearly does
not fully exploit BlobSeer’s capability of efficiently handling concurrency, in which
multiple clients simultaneously access the same BLOB. The gfsd daemon always
acts as an intermediary for data transfer between Gfarm clients and BlobSeer data
providers, which may limit the data transfer throughput. For this reason, we propose
a second approach. Currently, Gfarm defines two modes for data access, local access
mode and remote access mode. The local access mode is the mode in which the
client and the gfsd daemon involved in a data transaction are on the same physical
node, allowing the client to directly access its local disk. In contrast, the remote
access mode is the mode in which a client accesses data through a remote gfsd
daemon.

Our second approach consists in introducing into Gfarm a new access mode,
called BlobSeer direct access mode, allowing Gfarm clients to directly access Blob-
Seer. In this mode, as explained in Section 2.2, clients benefit from a better through-
put, as they access the distributed BLOB pages in parallel. During data accesses, the
risk to create a bottleneck at the gfsd level is then reduced, since the gfsd daemon no
longer acts as an intermediary for accessing data; its task now is simply to establish
the mapping between Gfarm logical files and BlobSeer’s corresponding BLOB ids.
Keeping the management of this mapping at the gfsd level is important, as, this way,
no change is required on Gfarm’s metadata server (gfmd), which is not aware of the
use of BlobSeer.
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3.2 The Gfarm/BlobSeer file system design

The Gfarm/BlobSeer cooperation aims at working on a large-scale distributed envi-
ronment where multiple sites in different administrative domains interconnect with
each other to form a global network. Therefore, it is vital that our design is scalable
to such settings.

A global view

We assume that our object-based file system runs on a multi-site grid, where each
site corresponds to a specific cluster. As shown on Figure 1, the whole system con-
sists of a single instance of Gfarm, with one metadata server (gfmd), multiple dis-
tributed clients and multiple file system nodes (gfsd). In addition to this regular
Gfarm configuration, we introduce multiple instances of BlobSeer (one per site).
Any node of the grid may be a client. On each site, a dedicated node runs a gfsd
daemon and the other nodes run a BlobSeer instance, with all its entities described
in Section 2.2. On each site, the gfsd daemon is responsible for mapping Gfarm files
to BLOBs and for managing all BLOBs on the site. This approach guarantees the
independent administration of the sites. By separating the whole system into differ-
ent sites, we provide a simple strategy for efficiently using different access modes
whenever a client access a Gfarm file. Typically, if the client is on the same site with
the BlobSeer instance that stores the BLOB corresponding to the desired Gfarm file,
it then should use the BlobSeer direct access mode, allowing for parallel access of
the BLOB pages by the client. Otherwise, the client may not be able to directly ac-
cess the BlobSeer instance of a remote site, due to security policies. In that case, the
remote access mode is more appropriate: the client may access data through the gfsd
daemon of the remote site, which acts as a proxy.

Fig. 1 A global view of the Gfarm/BlobSeer system.
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Description of the interactions between Gfarm and BlobSeer

Figure 2 describes the interactions inside the Gfarm/BlobSeer system, both for re-
mote access mode (left) and BlobSeer direct access mode (right). When opening a
Gfarm file, the global path name is sent from the client to the metadata server. If no
error occurs, the metadata server returns to the client a network file descriptor as an
identifier of the requested Gfarm file. The client then initializes the file handle. On a
write or read request, the client must first initialize the access node (if not done yet),
after having authenticated itself with the gfsd daemon. Details are given below.

Fig. 2 The internal interactions inside Gfarm/BlobSeer system: remote access (left) vs BlobSeer
direct access mode (right).

Remote access mode. In this access mode, the internal interactions of Gfarm with
BlobSeer only happen through the gfsd daemon. After receiving the network file
descriptor from the client, the gfsd daemon inquires the metadata server about
the corresponding Gfarm’s global ID and maps it to a BLOB id. After opening the
BLOB for reading and/or writing, all subsequent read and write requests received
by the gfsd daemon are mapped to BlobSeer’s data access API.

BlobSeer direct access mode. In order for the client to directly access the BLOB
in the BlobSeer direct access mode, there must be a way to send the ID of the
desired BLOB from the gfsd daemon to the client. With this information, the
client is further able to directly access BlobSeer without any help from the gfsd.
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4 Experimental evaluation

To evaluate our Gfarm/BlobSeer prototype, we first compared its performance for
read/write operations to that of the original Gfarm version. Then, as our main goal
was to enhance Gfarm’s data access performance under heavy concurrency, we eval-
uated the read and write throughput for Gfarm/BlobSeer in a setting where multiple
clients concurrently access the same Gfarm file. Experiments have been performed
on the Grid’5000 [2] testbed, an experimental grid infrastructure distributed on 9
sites around France. In each experiment, we used at most 157 nodes of the Rennes
site of Grid’5000. Nodes are outfitted with 8 GB of RAM, Intel Xeon 5148 LV CPUs
running at 2.3 GHz and interconnected by a Gigabit Ethernet network. Intra-cluster
measured bandwidth is 117.5 MB/s for TCP sockets with MTU set at 1500 B.

Access throughput with no concurrency

First, we mounted our object-based file system on a node and used Gfarm’s own
benchmarks to measure file I/O bandwidth for sequential reading and writing. Basi-
cally, the Gfarm benchmark is configured to access a single file that contains 1 GB
of data. The block size for each READ (respectively WRIT E) operation varies from
512 bytes to 1,048,576 bytes.

We used the following setting: for Gfarm, a metadata server and a single file sys-
tem node. For BlobSeer, we used 10 nodes: a version manager, a metadata provider
and a provider manager were deployed on a single node, and the 9 other nodes
hosted data providers. We used a page size of 8 MB. We measured the read (respec-
tively write) throughput for both access modes of Gfarm/BlobSeer: remote access
mode and BlobSeer direct access mode. For comparison, we ran the same bench-
mark on a pure Gfarm file system, using the same setting for Gfarm alone.

As shown on Figure 3, the average read throughput and write throughput for
Gfarm alone are 65 MB/s and 20 MB/s respectively in our configuration. The I/O
throughput for Gfarm/BlobSeer in remote access mode was better than the pure
Gfarm’s throughput for the write operation, as in Gfarm/BlobSeer data is written in
a remote RAM and then, asynchronously, on the corresponding local file system,
whereas in the pure Gfarm the gfsd synchronously writes data on the local disk. As
expected, the read throughput is worse then for the pure Gfarm, as going through
the gfsd daemon induces an overhead.

On the other hand, when using the BlobSeer direct access mode, Gfarm/BlobSeer
clearly shows a significantly better performance, due to parallel accesses to the
striped file: 75 MB/s for writing (i.e. 3.75 faster than the measured Gfarm through-
put) and 80 MB/s for reading.
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(a) Writing (b) Reading

Fig. 3 Sequential write (left) and read (right).

Access throughput under concurrency

In a second scenario, we progressively increase the number of concurrent clients
which access disjoint parts (1 GB for each) of a file totaling 10 GB, from 1 to 8
clients. The same configuration is used for Gfarm/BlobSeer, except for the number
of data providers in BlobSeer, set to 24. Figure 4(a) indicates that the performance
of the pure Gfarm file system decreases significantly for concurrent accesses: the
I/O throughput for each client drops down twice each time the number of concur-
rent clients is doubled. This is due to a bottleneck created at the level at the gfsd
daemon, as its local file system basically serializes all accesses. In contrast, a high
bandwidth is maintained when Gfarm relies on BlobSeer, even when the number
of concurrent clients increases, as Gfarm leverages BlobSeer’s design optimized for
heavy concurrency.

Finally, as a scalability test, we realized a third experiment. We ran our
Gfarm/BlobSeer prototype using a 154 node configuration for BlobSeer, includ-
ing 64 data providers, 24 metadata servers and up to 64 clients. In the first phase,
a single client appends data to the BLOB until the BLOB grows to 64 GB. Then,
we increase the number of concurrent clients to 8, 16, 32, and 64. Each client writes
1 GB to that file at a disjoint part. The average throughput obtained (Figure 4(b))
slightly drops (as expected), but is still sustained at an acceptable level. Note that, in
this experiment, the write throughput is slightly higher than in the previous experi-
ments, since we directly used Gfarm’s library API, avoiding the overhead due to the
use of Gfarm’s FUSE interface.

5 Conclusion

In this paper we address the problem of managing large data volumes at a very large-
scale, with a specific focus on applications which manipulate huge data, physically
distributed, but logically shared and accessed at a fine-grain under heavy concur-
rency. Using a grid file system seems the most appropriate solution for this context,
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(a) Gfarm alone & Gfarm/BlobSeer (b) Heavy access concurrency on
Gfarm/BlobSeer

Fig. 4 Access concurrency

as it provides transparent access through a globally shared namespace. This greatly
simplifies data management by applications, which no longer need to explicitly lo-
cate and transfer data across various sites. In this context, we explore how a grid
file system could be built in order to address the specific requirements mentioned
above: huge data, highly distributed, shared and accessed under heavy concurrency.
Our approach relies on establishing a cooperation between the Gfarm grid file sys-
tem and BlobSeer, a distributed object management system specifically designed for
huge data management under heavy concurrency. We define and implement an inte-
grated architecture, and we evaluate it through a series of preliminary experiments
conducted on the Grid’5000 testbed. The resulting BLOB-based grid file system ex-
hibits scalable file access performance in scenarios where huge files are subject to
massive, concurrent, fine-grain accesses.

We are currently working on introducing versioning support into our integrated,
object-based grid file system. Enabling such a feature in a global file system can
help applications not only to tolerate failures by providing support for roll-back, but
will also allow them to access different versions of the same file, while new versions
are being created. To this purpose, we are currently defining an extension of Gfarm’s
API, in order to allow the users to access a specific file version. We are also defining
a set of appropriate ioctl commands: accessing a desired file version will then be
completely done via the POSIX file system API.

In the near future, we also plan to extend our experiments to more complex,
multi-cluster grid configurations. Additional directions will concern data persistence
and consistency semantics. Finally, we intend to perform experiments to compare
our prototype to other object-based file systems with respect to performance, scala-
bility and sability.
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Improving the Dependability of Grids via

Short-Term Failure Predictions

Artur Andrzejak and Demetrios Zeinalipour-Yazti and Marios D. Dikaiakos

Abstract Computational Grids like EGEE offer sufficient capacity for even most
challenging large-scale computational experiments, thus becoming an indispensable
tool for researchers in various fields. However, the utility of these infrastructures is
severely hampered by their notoriously low reliability: a recent nine-month study
found that only 48% of jobs submitted in South-Eastern-Europe completed success-
fully. We attack this problem by means of proactive failure detection. Specifically,
we predict site failures on short-term time scale by deploying machine learning algo-
rithms to discover relationships between site performance variables and subsequent
failures. Such predictions can be used by Resource Brokers for deciding where to
submit new jobs, and help operators to take preventive measures. Our experimental
evaluation on a 30-day trace from 197 EGEE queues shows that the accuracy of re-
sults is highly dependent on the selected queue, the type of failure, the preprocessing
and the choice of input variables.

1 Introduction

Detecting and managing failures is an important step towards the goal of a de-
pendable and reliable Grid. Currently, this is an extremely complex task that re-
lies on over-provisioning of resources, ad-hoc monitoring and user intervention.
Adapting ideas from other contexts such as cluster computing [11], Internet ser-
vices [9, 10] and software systems [12] is intrinsically difficult due to the unique
characteristics of Grid environments. Firstly, a Grid system is not administered cen-
trally; thus it is hard to access the remote sites in order to monitor failures. More-
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over, failure feedback mechanisms cannot be encapsulated in the application logic
of each individual Grid software, as the Grid is an amalgam of pre-existing software
libraries, services and components with no centralized control. Secondly, these sys-
tems are extremely large; thus, it is difficult to acquire and analyze failure feedback
at a fine granularity. Lastly, identifying the overall state of the system and exclud-
ing the sites with the highest potential for causing failures from the job scheduling
process can be much more efficient than identifying many individual failures.

In this work, we define the concept of Grid Tomography1 in order to discover re-
lationships between Grid site performance variables and subsequent failures. In par-
ticular, assuming a set of monitoring sources (system statistics, representative low-
level measurements, results of availability tests, etc.) that characterize Grid sites,
we predict with high accuracy site failures on short-term time scale by deploying
various off-the-shelf machine learning algorithms. Such predictions can be used for
deciding where to submit new jobs and help operators to take preventive measures.

Through this study we manage to answer several questions that have to our
knowledge not been addressed before. Particularly, we address questions such as:
“How many monitoring sources are necessary to yield a high accuracy?”; “Which
of them provide the highest predictive information?”, and “How accurately can we
predict the failure of a given Grid site X minutes ahead of time?” Our findings sup-
port the argument that Grid tomography data is indeed an indispensable resource for
failure prediction and management. Our experimental evaluation on a 30-day trace
from 197 EGEE queues shows that the accuracy of results is highly dependent on
the selected queue, the type of failure, the preprocessing and the choice of input
variables.

This paper builds upon on previous work in [20], in which we presented the
preliminary design of FailRank architecture. In FailRank, monitoring data is contin-
uously coalesced into a representative array of numeric vectors, the FailShot Matrix
(FSM). FSM is then continuously ranked in order to identify the K sites with the
highest potential to feature some failure. This allows a Resource Broker to automat-
ically exclude the respective sites from the job scheduling process. FailRank is an
architecture for on-line failure ranking using linear models, while this work investi-
gates the problem of predicting failures by deploying more sophisticated, in general
non-linear classification algorithms from the domain of machine learning.

In summary, this paper makes the following contributions:

• We propose techniques to predict site failures on short-term time scale by de-
ploying machine learning algorithms to discover relationships between site per-
formance variables and subsequent failures;

• We analyze which sources of monitoring data have the highest predictive infor-
mation and determine the influence of preprocessing and prediction parameters
on the accuracy of results;

1 Grid Tomography refers in our context to the process of capturing the state of a grid system by
sections, i.e., individual state attributes (tomos is the Greek word for section.)
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• We experimentally validate the efficiency of our propositions with an extensive
experimental study that utilizes a 30-day trace of Grid tomography data that we
acquired from the EGEE infrastructure.

The remainder of the paper is organized as follows: Section 2 formalizes our
discussion by introducing the terminology. It also describes the data utilized in this
paper, its preprocessing, and the prediction algorithms. Section 3 presents an ex-
tensive experimental evaluation of our findings obtained by using machine learning
techniques. Finally, Section 4 concludes the paper.

2 Analyzing Grid Tomography Data

This section starts out by overviewing the anatomy of the EGEE Grid infrastruc-
ture and introducing our notation and terminology. We then discuss the tomography
data utilized in our study, and continue with the discussion of pre-processing and
modeling steps used in the prediction process.

2.1 The Anatomy of a Grid

A Grid interconnects a number of remote clusters, or sites. Each site features hetero-
geneous resources (hardware and software) and the sites are interconnected over an
open network such as the Internet. They contribute different capabilities and capac-
ities to the Grid infrastructure. In particular, each site features one or more Worker
Nodes, which are usually rack-mounted PCs. The Computing Element runs various
services responsible for authenticating users, accepting jobs, performing resource
management and job scheduling. Additionally, each site might feature a Local Stor-
age site, on which temporary computation results can reside, and local software
libraries, that can be utilized by executing processes. For instance, a computation
site supporting mathematical operations might feature locally the Linear Algebra
PACKage (LAPACK). The Grid middleware is the component that glues together
local resources and services and exposes high-level programming and communica-
tion functionalities to application programmers and end-users. EGEE uses the gLite
middleware [6], while NSF’s TeraGrid is based on the Globus Toolkit [5].

2.2 The FailBase repository

Our study uses data from our FailBase Repository which characterizes the EGEE
Grid in respect to failures between 16/3/2007 and 17/4/2007 [14]. FailBase paves
the way for the community to systematically uncover new, previously unknown pat-
terns and rules between the multitudes of parameters that can contribute to failures
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in a Grid environment. This database maintains information for 2,565 Computing
Element (CE) queues which are essentially sites accepting computing jobs. For our
study we use only a subset of queues for which we had the largest number of avail-
able types of monitoring data. For each of them the data can be thought of as a time-
series, i.e., a sequence of pairs (timestamp,value-vector). Each value-vector consists
of 40 values called attributes, which correspond to various sensors and functional
tests. That comprises the FailShot Matrix that encapsulates the Grid failure values
for each Grid site for a particular timestamp.

2.3 Types of monitoring data

The attributes are subdivided into four groups A, B, C and D depending of their
source as follows [13]:

A. Information Index Queries (BDII): These 11 attributes have been derived from
LDAP queries on the Information Index hosted on bdii101.grid.ucy.ac.cy. This
yielded metrics such as the number of free CPUs and the maximum number of
running and waiting jobs for each respective CE-queue.

B. Grid Statistics (GStat): The raw basis for this group is data downloaded from the
monitoring web site of Academia Sinica [7]. The obtained 13 attributes contain
information such as the geographical region of a Resource Center, the available
storage space on the Storage Element used by a particular CE, and results from
various tests concerning BDII hosts.

C. Network Statistics (SmokePing): The two attributes in this group have been de-
rived from a snapshot of the gPing database from ICS-FORTH (Greece). The
database contains network monitoring data for all the EGEE sites. From this col-
lection we measured the average round-trip-time (RTT) and the packet loss rate
relevant to each South East Europe CE.

D. Service Availability Monitoring (SAM): These 14 attributes contain information
such as the version number of the middleware running on the CE, results of
various replica manager tests and results from test job submissions. They have
been obtained by downloading raw html from the CE sites and processing them
with scripts [4].

The above attributes have different significance when indicating a site failure. As
group D contains functional and job submission tests, attributes in this group are
particularly useful in this respect. Following the results in Section 3.2.1 we regard
two of these sam attributes, namely sam-js and sam-rgma as failure indicators.
In other words, in this work we regard certain values of these two attributes as queue
failures, and focus on predicting their values.
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2.4 Preprocessing

The preprocessing of the above data involves several initial steps such as masking
missing values, (time-based) resampling, discretization, and others (these steps are
not a part of this study, see [13, 14]). It is worth mentioning that data in each group
has been collected with different frequencies (A, C: once a minute, B: every 10
minutes, D: every 30-60 minutes) and resampled to obtain a homogeneous 1-minute
sampling period. For the purpose of this study we have further simplified the data
as follows: all missing or outdated values have been set to −1, and we did not make
difference in severity of errors. Consequently, in our attribute data we use −1 for
“invalid” values, 0 to indicate normal state, and 1 to indicate a faulty state. We call
such a modified vector of (raw and derived) values a sample.

In the last step of the preprocessing, a sample corresponding to time T is assigned
a (true) label indicating a future failure as follows. Having decided which of the sam
attributes S represents a failure indicator, we set this label to 1 if any of the values
of S in the interval [T + 1,T + p] is 1; otherwise the label of the sample is set to 0.
The parameter p is called the lead time. In other words, the label indicates a future
failure if the sam attribute S takes a fault-indicating value at any time during the
subsequent p minutes.

2.5 Modeling methodology

Our prediction methods are model-based. A model in this sense is a function map-
ping a set of raw and/or preprocessed sensor values to an output, in our case a binary
value indicating whether the queue is expected to be healthy (0) or not (1) in a spec-
ified future time interval. While such models can take a form of a custom formula or
an algorithm created by an expert, we use in this work a measurement-based model
[17]. In this approach, models are extrapolated automatically from historical rela-
tionships between sensor values and the simulated model output (computed from
offline data). One of the most popular and powerful class of the measurement-based
models are based on classification algorithms or classifiers [19, 3]. They are usually
most appropriate if outputs are discrete [17]. Moreover, they allow the incorpora-
tion of multiple inputs or even functions of data suitable to expose its information
content in a better way than the raw data. Both conditions apply in our setting.

A classifier is a function which maps a d-dimensional vector of real or discrete
values called attributes (or features) to a discrete value called class label. In the
context of this paper each such vector is a sample and a class label corresponds
to the true label as defined in Section 2.4. Note that for an error-free classifier the
values of class labels and true labels would be identical for each sample. Prior to
its usage as a predictive model, a classifier is trained on a set of pairs (sample,
true label). In our case samples have consecutive timestamps. We call these pairs
the training data and denote by D the maximum amount of samples used to this
purpose.
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Fig. 1 Recall and Precision of each sam attribute

A trained classifier is used as a predictive model by letting it compute the class
label values for a sequence of samples following the training data. We call these
samples test data. By comparing the values of the computed class labels against the
corresponding true labels we can estimate the accuracy of the classifier. We also
perform model updates after all samples from the test data have been tested. This
number - expressed in minutes or number of samples - is called the update time.

In this work we have tested several alternative classifiers such as C4.5, LS,
Stumps, AdaBoost and Naive Bayes. The interested reader is referred to [3, 16]
for a full description of these algorithms.

3 Experimental Results

Each prediction run (also called experiment) has a controlled set of preprocessing
parameters. If not stated otherwise, the following default values of these parameters
are used. The size of the training data D is set to 15 days or 21600 samples, while
the model update time is fixed to 10 days (14400 samples). We use a lead time
of 15 minutes. The input data groups are A and D, i.e., each sample consists of
11 + 14 attributes from both groups. On this data we performed attribute selection
via the backward branch-and-bound algorithm [16] to find 3 best attributes used as
the classifier input. As classification algorithm we deployed the C4.5 decision tree
algorithm from [15] with the default parameter values.
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Fig. 2 Standard deviation and failure ratio for each sam attribute

0 50 100 150 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Queue index

R
ec

al
l o

f s
am

−r
gm

a

Fig. 3 Recall of attribute sam-rgma for all 197 queues

3.1 Evaluation metrics: recall and precision

During preprocessing, each training or test sample is assigned a true label: a value
of 1 indicates a failure at the corresponding sample time, and a value 0 indicates
no failure. During testing, a classifier assigns to each test sample a predicted label
with analogous values. Obviously, the more frequently both values agree, the higher
the quality of predictions. For the purpose of failure prediction cases with true label



28 Artur Andrzejak and Demetrios Zeinalipour-Yazti and Marios D. Dikaiakos

equal to 1 are especially interesting. This gives rise to the following definitions
common in the field of document retrieval.

For all test examples in a single experiment, recall is the number of examples
with both predicted and true label equal 1 divided by number of cases with true label
equal 1. This metrics estimates the probability that a failure is indeed predicted. The
precision is the ratio of the number of examples with both predicted and true labels
equal 1 to the number of examples with predicted label equal 1. It is interpreted as
the probability that a predicted failure really occurs. We use in the following these
two metrics to evaluate prediction accuracy.

3.2 Analysis of prediction accuracy

We shall next present an extensive experimental study, which focuses on two as-
pects: First, we investigate the influence of monitoring data groups as well as var-
ious preprocessing and mining parameters on the accuracy of results. Second, we
seek to determine the highest prediction accuracy (measured in terms of recall and
precision) that can be achieved depending on specific requirements on the predic-
tions. For example, one type of the latter questions is: how accurately can we predict
the behavior of a Grid site X minutes ahead of time?

3.2.1 Selecting the target attributes

First we study which sam attributes are most interesting in terms of prediction accu-
racy and variance. We compute recall and precision for each combination of queue
/ sam attribute. Figure 1 shows these results for each particular sam attribute av-
eraged over all queues. The preliminary conclusion from the figure is that most of
the sam attributes (i.e., 12 out of the 14) are good choices for yielding a high re-
call/precision.

Consequently, we also considered the failure ratio: the ratio of all samples in-
dicating a failure (in respect to the chosen target attribute) to all samples. Figure
2 shows these values for each sam attribute, averaged over all queues. The at-
tributes sam-bi, sam-gfal, sam-csh, sam-ver and sam-swdir had a
low failure ratio and standard deviation and were consequently excluded from fur-
ther consideration.

We additionally ranked the remaining attributes according to their importance
and their recall values, and consequently decided to only focus on the following two
attributes:

• sam-js: This is a test that submits a simple job for execution to the Grid and then
seeks to retrieve that job’s output from the UI. The test succeeds only if the job
finishes successfully and the output is retrieved.

• sam-rgma: R-GMA [2] is the Relational Grid Monitoring Architecture which
makes all Grid monitoring data appear like one large Relational Database that
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may be queried in order to find the information required. The sam-rgma test
tries to insert a tuple and run a query for that tuple. The test returns success if all
operations are successful.

Figure 3 shows that the recall of sam-rgma varies strongly among the queues.
We observed a similar behavior for the failure indicator sam-js but omit these
results for brevity.

3.2.2 Data characteristics and accuracy
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Fig. 4 Recall vs. sorted failure ratio of sam-js for all 197 queues

Next, we investigated the key characteristics of the data and how their variations
influence the prediction accuracy. For each of the 197 queues and for the two tar-
get attributes (sam-js and sam-rgma) we computed the failure ratio as defined
above. We then sorted all queues by increasing failure ratios and plotted the cor-
responding recall values for predictions with standard values. As seen in Figure 4
there is obviously no relationship between failure ratio and prediction accuracy. The
same conclusions apply for the sam-rgma attribute.

We have also inspected visually the failure patterns over time in our data. Typ-
ically, an occurrence of a failure or non-failure is followed by a large number of
samples of the same kind, i.e., the failure state does not change frequently; see top
graph in Figure 5. Also typically the prediction errors occur right after the change
in the failure state. This indicates that the value of the last historical sample of the
target attribute was a good indicator of its future value.
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Fig. 5 Comparison of true and predicted failures for a typical interval of data (queue number 6,
attribute sam-js, samples 27100 to 27500)

3.2.3 Effects of different classification algorithms

Despite the theoretical knowledge and practical evidence that no classification algo-
rithm can perform significantly better than others [8, 1] we experienced substantial
deviations in recall and precision values for different algorithms, in the absence of
attribute selection. We attribute this to the potentially high dimensionality of the in-
put data (up to 40 attributes if all input groups are used) and a relatively large noise
in the data. Figure 6 shows the recall values of five classification algorithms (see
[15]) for the attribute sam-js averaged over 10 randomly selected queues (indexes
6, 9, 19, 54, 62, 75, 86, 137, 163, 188) without and with an attribute selection al-
gorithm. Other algorithms such as k-nearest neighbor classifier or Support Vector
Machine did not produce representative results due to memory or implementation
problems in the used libraries [16, 15]. Figure 6 tells us that the AdaBoost algorithm
(combined with Stumps) yielded best recall values. Furthermore, attribute selection
improved the accuracy in all cases but for C4.5. Despite of this fact, C4.5 has been
used as it had very small running time compared e.g. to AdaBoost.

4 Conclusions

In this paper we attack the problem of low reliability in job completion of Grid
systems by means of proactive failure detection. Specifically, we predict site fail-
ures on short-term time scale by deploying classification algorithms that discover
the relationships between site performance variables and subsequent failures. Our
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Fig. 6 Recall (sam-js) for five different classification algorithms without and with attribute se-
lection (averaged over 10 queues)

experimental evaluation on a 30-day trace from 197 EGEE queues shows that the
accuracy of results can be significantly high in many cases.

Acknowledgements

This work was supported in part by the European Union under projects CoreGRID
(# IST-2002-004265) and EGEE (#IST-2003-508833). The authors would like to
thank Kyriacos Neocleous and Yannis Ioannou from the University of Cyprus for
their valuable help in constructing the Failbase repository and Charalampos Gkikas
from ICS/FORTH for providing access to the Hellas-FORTH gPing data.

References

1. A. Andrzejak and L. Silva. Using machine learning for non-intrusive modeling and pre-
diction of software aging. In IEEE/IFIP Network Operations & Management Symposium
(NOMS 2008), Salvador de Bahia, Brazil, Apr 7–11 2008.

2. A. Cooke et. al. The Relational Grid Monitoring Architecture: Mediating Information about
the Grid. Journal of Grid Computing, 2(4):323–339, 2004.

3. R. Duda, P. Hart, and D. Stork. Pattern Classification. John Wiley and Sons, 2001. 0-471-
05669-3.

4. EGEE. Service availability monitoring (SAM), http://sam-docs.web.cern.ch/sam-docs/.
5. I. Foster. Globus Toolkit Version 4: Software for Service-Oriented Systems. Journal of

Computer Science and Technology, 21(4):513–520, 2006.



32 Artur Andrzejak and Demetrios Zeinalipour-Yazti and Marios D. Dikaiakos

6. Glite. Glite middleware, http://glite.org/.
7. GStat. Grid statistics (gstat), http://goc.grid.sinica.edu.tw/gstat/.
8. E. J. Keogh, S. Lonardi, and C. A. Ratanamahatana. Towards parameter-free data mining. In

Proceedings of the Tenth ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pages 206–215, August 2004.

9. E. Kiciman and A. Fox. Detecting application-level failures in component-based internet
services, June 2004.

10. E. Kiciman and L. Subramanian. Root cause localization in large scale systems. In In
Proceedings of the 1 st Workshop on Hot Topics in System Dependability (HotDep-05. IEEE
Computer Society, June 2005.

11. S. Krishnamurthy, W. H. Sanders, and M. Cukier. A dynamic replica selection algorithm for
tolerating timing faults. In 2001 International Conference on Dependable Systems and Net-
works (DSN 2001) (formerly: FTCS), pages 107–116, Goteborg, Sweden, July 2001. IEEE
Computer Society.

12. M. E. Locasto, S. Sidiroglou, and A. D. Keromytis. Application communities: Using mono-
culture for dependability. In In Proceedings of the 1 st Workshop on Hot Topics in System
Dependability (HotDep-05, pages 288–292, 2005.

13. K. Neocleous. Failure analysis, prediction and management on the EGEE grid infrastructure.
Master’s thesis, University of Cyprus, August 2007.

14. K. Neocleous, M. D. Dikaiakos, P. Fragopoulou, and E. Markatos. Failure management in
grids: The case of the EGEE infrastructure. Parallel Processing Letters, 17(4):391–410, Dec.
2007.

15. D. G. Stork, E. Yom-Tov, and R. O. Duda. Computer manual in MATLAB to accompany
Pattern Classification. Wiley, second edition, 2004.

16. F. van der Heijden, R. P. W. Duin, D. de Ridder, and D. M. J. Tax. Classification, Parameter
Estimation and State Estimation. John Wiley & Sons, 2004.

17. R. Vilalta, C. V. Apte, J. L. Hellerstein, S. Ma, and S. M. Weiss. Predictive algorithms in the
management of computer systems. IBM Systems Journal, 41(3):461–474, 2002.

18. WISDOM. Initiative for grid-enabled drug discovery against neglected and emergent dis-
eases, http://wisdom.eu-egee.fr.

19. I. H. Witten and E. Frank. Data Mining: Practical machine learning tools and techniques.
Morgan Kaufmann, San Francisco, 2nd edition edition, 2005.

20. D. Zeinalipour-Yazti, H. Papadakis, C. Georgiou, and M. Dikaiakos. Metadata ranking and
pruning for failure detection in grids. Parallel Processing Letters, 18(3):371–390, Sept. 2008.



Distributed Data Mining using a Public

Resource Computing Framework

Eugenio Cesario, Nicola De Caria, Carlo Mastroianni and Domenico Talia

Abstract The public resource computing paradigm is often used as a successful
and low cost mechanism for the management of several classes of scientific and
commercial applications that require the execution of a large number of indepen-
dent tasks. Public computing frameworks, also known as “Desktop Grids”, exploit
the computational power and storage facilities of private computers, or “workers”.
Despite the inherent decentralized nature of the applications for which they are de-
voted, these systems often adopt a centralized mechanism for the assignment of jobs
and distribution of input data, as is the case for BOINC, the most popular framework
in this realm. We present a decentralized framework that aims at increasing the flexi-
bility and robustness of public computing applications, thanks to two basic features:
(i) the adoption of a P2P protocol for dynamically matching the job specifications
with the worker characteristics, without relying on centralized resources; (ii) the use
of distributed cache servers for an efficient dissemination and reutilization of data
files. This framework is exploitable for a wide set of applications. In this work, we
describe how a Java prototype of the framework was used to tackle the problem of
mining frequent itemsets from a transactional dataset, and show some preliminary
yet interesting performance results that prove the efficiency improvements that can
derive from the presented architecture.
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1 Introduction

In the last few years, volunteer computing has become a success story for many
scientific applications. In fact, Desktop Grids, in the form of volunteer computing
systems, have become extremely popular as a mean for exploiting huge amount of
low cost computational resources with a few manpower getting involved.

Two of the most popular volunteer computing platforms available today are
BOINC and XtremWeb. BOINC [2] is by far the most popular volunteer comput-
ing platform available today, and to date, over 5 million participants have joined
various BOINC projects. The core BOINC infrastructure is composed of a schedul-
ing server and a number of clients installed on users’ machines. The client soft-
ware periodically contacts a centralized scheduling server to receive instructions for
downloading and executing a job. After a client completes the given task, it then
uploads resulting output files to the scheduling server and requests more work. The
BOINC middleware is especially well suited for CPU-intensive applications but is
somewhat inappropriate for data-intensive tasks due to its centralized nature that
currently requires all data to be served by a group of centrally maintained servers.
BOINC was successfully used in projects such as Seti@home, Folding@home, and
Einstein@home.

XtremWeb [4][5] is another Desktop Grid project that, like BOINC, works well
with “embarrassingly parallel” applications that can be broken into many indepen-
dent and autonomous tasks. XtremWeb follows a centralized architecture and uses a
three-tier design consisting of a worker, a coordinator, and a client. The XtremWeb
software allows multiple clients to submit task requests to the system. When these
requests are dispensed to workers for execution, the workers will retrieve both the
necessarily data and executable to perform the analysis. The role of the third tier,
called the coordinator, is to decouple clients from workers and to coordinate tasks
execution on workers.

Despite the inherent decentralized nature of the applications for which they are
devoted, the current adopted public computing systems generally rely upon central-
ized algorithms for the assignment of jobs and the distribution of input data. This is
a clear limitation for the wide adoption of these systems, due to the lack of flexibil-
ity and robustness of centralized architectures. For example, the server in charge of
job assignment and data distribution is a clear bottleneck and single point of failure
for the system. Moreover, the client/server data distribution scheme does not offer
valuable solutions for applications in which input data files can be initially stored
in different locations or may be reused by different workers. Finally, the centralized
architecture does not allow users to define their own applications and ask the system
to execute them: applications are managed centrally, and users can only contribute
by running jobs that are useful for applications defined elsewhere.

Recent efforts are investigating the exploitation of distributed infrastructures and
protocols to efficiently deliver large data files to Desktop Grid workers. For exam-
ple, the P2P-ADICS project [7] aims at building a P2P software layer that can be
used by scientific applications, specifically those engaged in volunteer computing,
to distribute, manage, and maintain their data. BitDew [6] is a programmable envi-
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ronment for automatic and transparent data management on computational Desktop
Grids. The Bitdew runtime environment is a distributed service architecture that
integrates modular P2P components such as DHT structures for a distributed data
catalog and collaborative transport protocols for data distribution.

In the last few years, we have presented a decentralized framework that aims at
increasing the flexibility and robustness of public computing applications, thanks
to two basic features: (i) the adoption of a P2P protocol for dynamically matching
the job specifications with the worker characteristics, without relying on central-
ized resources; (ii) the use of distributed cache servers for an efficient dissemination
and reutilization of data files. Unlike BOINC and XtremWeb, our data distribution
scheme does not rely heavily on any centralized mechanisms for job and data distri-
bution.

This framework is exploitable for a wide set of applications. We proposed a
framework for the analysis of gravitational waveforms [1]), then it was adapted for
the problem of discovering closed frequent itemsets in a transactional dataset (the so
called FCIM problem) [3]. So far, the analysis has only been performed through a
simulation environment. Now we implemented a Java prototype of the framework,
and in this paper we present the first results obtained with the prototype in a real
testbed, for the FCIM problem. These results confirm the efficiency improvements
that can derive in distributed data mining from the distributed volunteer computing
architecture. This paper has also the objective to show that the distributed frame-
work may help the management of a large set of distributed applications, both in
the data mining domain and in other application domains. The adopted protocols
and algorithms are general and can easily be adapted to different scenarios. In fact,
not only this kind of solution can improve the performance of public computing
systems, in terms of efficiency, flexibility and robustness, but also it can enlarge the
use of the public computing paradigm, in that any user is allowed to define its own
application and specify the jobs that will be executed by remote volunteers, which
is not permitted by BOINC.

The remainder of the paper is organized as follows. Section 2 describes the dis-
tributed framework for the execution of applications according to the public resource
paradigm, and illustrates the characteristics of the applications that may benefit from
this framework. It is then shown that the FCIM problem is indeed an interesting use
case. Section 3 presents the performance results obtained with a prototype of the
framework for the FCIM problem. Conclusions and future work are discussed in
Section 4.

2 A Distributed Framework for Public Computing with Caching

Capabilities

In the last few years, we have worked on a decentralized framework for public re-
source computing having as main goal to overcome the limitations, in terms of flex-
ibility and robustness, of centralized architectures, such as BOINC.
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First, we proposed a framework for the analysis of gravitational waveforms [1]),
in which the partition of an application into independent jobs is trivial and the input
dataset is the same for all the tasks. In [3], the algorithm was adapted for the prob-
lem of discovering frequent itemsets in a transactional dataset. When compared to
the astronomy application, the input dataset for the data mining problem may be
different for different jobs, which requires more attention in the cache management.
In [3] performance analysis was obtained through simulation experiments for the
data mining case. Recently, we have implemented a Java prototype of the frame-
work, which exploits the presence of a super-peer network for the assignment and
execution of jobs, and adopts caching strategies to make the data distribution more
efficient. The prototype uses TCP sockets for communication and data exchange,
and can be easily adapted for different types of public computing applications. In-
deed, both the protocol and the caching algorithm are generic and can be reused for
the distributed execution of all those applications that present the following charac-
teristics:

1. the number and complexity of jobs are such that distributed execution can be
more efficient than centralized execution. For example, if the duration of jobs
is short, the time needed to transfer the input data to the worker nodes over a
distributed system may not be compensated by the advantages obtained with the
parallel execution of jobs in different machines;

2. it frequently occurs that input data is reused by different jobs, which is the
rationale for the presence of distributed cache servers that hold this data and
forward it to the workers when needed;

3. the size of input data is sufficiently large, so that its caching can be actually
profitable. If the data size is too small, it could be more efficient to let the
workers get the data from the original data source instead of exploiting caching
strategies.

The problem of mining frequent closed itemsets (FCIM), described in Section
2.1, presents all these characteristics and therefore is a good candidate for the pre-
sented distributed framework. However, it is clear that the framework can bring ben-
efits to many other applications, both in the data mining and in completely different
domains.

The framework exploits the presence of different types of nodes that are available
within a super-peer topology, as detailed in the following:

• the data source is the node that stores the entire data set that must be analyzed
and mined;

• the job manager is the node in charge of decomposing the overall application
in a set of independent tasks. This node produces a job advert document for
every task, which describes its characteristics and specifies the portion of the
data needed to complete the task. This node is also responsible for the collection
of output results;

• the workers are the nodes that are available for job execution. In data mining
applications, such as that illustrated in this paper, they are referred to as miners.
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A miner first issues a job query and then a data query to retrieve the job advert
and the corresponding data;

• data cachers are super-peers having the additional ability to cache data and the
associated data adverts. Data cachers can retrieve data from the data source or
other data cachers, and later provide such data to miners;

• super-peers nodes constitute the backbone of the network. Miners connect di-
rectly to a super-peer, and super-peers are connected with one another through a
high level P2P network. Super-peers play the role of rendezvous nodes, i.e. meet-
ing places for job or data providers and consumers. They match miner queries
with job and data adverts.

Fig. 1 Execution of the distributed algorithm for public resource computing in a sample super-peer
network.

In order to execute our data mining algorithm, the network works as follows (see
Figure 1). A set of job adverts are generated by the job manager node. A job advert
is a job descriptor that collects the characteristics of the job and the minimum pro-
cessing and storage capabilities required to a node for its execution. An available
miner M issues a job query (step 1), that travels across the super-peer interconnec-
tions, to the job manager. A matching job advert is sent back to M (setp 2). Thanks
to the job advert, the miner is also informed of the data necessary to complete its
job. Thus, it issues a data query to discover a data cacher (step 3). Since multiple
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data cachers may answer (step 4), the miner selects the nearest one 1 and gives it the
responsibility to retrieve the required input data. In our example, the selected data
cacher DC1 (step 5) does not hold the data needed by M, and issues a query to the
data source DS or to the other data cachers (step 6). Eventually, DC1 retrieves the
data from DS (step 7), stores it and provides it to the miner M (step 8). In the future,
DC1 will be able to provide the same data to other miners or to other data cachers.
Finally, the miner M executes the job.

Our implementation includes a number of techniques that can speed up the ex-
ecution, depending on the state of the network and the dissemination of data. For
example, in the case that the data cacher DC1 has already downloaded data, steps 6
and 7 are unnecessary. Also, once a miner has discovered the job manager or a data
cacher, it could decide to contact them directly without paying the cost of sending a
message across the super-peer network.

The presence of data cachers helps the dissemination of data and can improve the
performance of the network. An interesting strategic choice concerns the amount of
data that is downloaded by a data cacher from the data source. Two different caching
strategies have been analyzed and compared:

• Strategy #1: partial download. The data cacher downloads from the data source
only the portion of the data set that is strictly required by the miner for job exe-
cution. If some of this data was already downloaded in previous operations, the
data cacher retrieves only the missing data.

• Strategy #2: full download. The data cacher downloads the entire data set from
the data source. Therefore, the data cacher will not need to turn to the data source
in the future, and will be able to provide every portion of data required by the
miners for successive job executions.

Of course, the two strategies have pros and cons and can be advantageous in
different scenarios. Intuitively, the first strategy is advantageous if the same portion
of data is needed several times by miners that are located in the same region of
the network. On the other hand, the second strategy performs better if the required
portions of data overlap rarely, so that a single download operation can be more
efficient that many operations aimed at retrieving the different portions of data in
different steps. Moreover, strategy #1 requires that the cacher performs a matching
between the data already stored and the data needed for the next job execution, in
order to individuate the possible missing data. No such operation is needed with
strategy #2.

2.1 Parallel Mining of Closed Frequent Itemset

After the general description of the distributed framework given in the previous
section, here we show how the proposed architecture can be exploited for distributed

1 The nearest data cacher is individuated by measuring the round trip time, but in general the most
convenient data cacher may be chosen according to a different strategy.
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data mining algorithms, and in particular for the FCIM problem. In this section, we
report a brief description of an FCIM algorithm that has been implemented (and
used in our experiments) in order to validate the proposed distributed approach.

Frequent Itemsets Mining (FIM) is a demanding task common to several im-
portant data mining applications that look for interesting patterns within databases
(e.g., association rules, correlations, sequences, episodes, classifiers). A frequent is-
sue is that the number of frequent itemsets produced from a transactional dataset
can be very large. For this reason, it is useful to identify a small representative set
of itemsets from which all other frequent itemsets can be derived. Frequent Closed
Itemsets provide a minimal representation of itemsets without losing their support
information. Formally, an itemset X is closed if none of its immediate supersets has
exactly the same support count of X [9].

Historically, the study of parallel algorithms for Frequent Closed Itemsets Mining
(FCIM) did not produce good results. However, an interesting parallel algorithm for
mining closed itemsets, MT-Closed [8], was recently proposed in literature. Anal-
ogously to other FCIM algorithms, MT-Closed executes two scans of the dataset
D in order to initialize an internal data structures. A first scan is needed to discover
frequent single items, denoted with L 1. During a second scan, a vertical bitmap
representing the dataset is built by considering frequent items only. The resulting
bitmap has size |L 1|× |D | bits, where the i-th row is a bit-vector representation of
the tid-list g(i) of the i-th frequent item. The kernel of the algorithm consists in a
recursive procedure that exhaustively explores a subtree of the search space given
its root. The input of this procedure is a seed closed itemset X , and its tid-list g(X).
The input should also include the set of items used to calculate closures. Initially,
X = c( /0), and g(X) = D . Similarly to other FCIM algorithms, given a closed item-
set X , new candidates Y = X ∪ i are created according to the lexicographic order. If
a candidate Y is found to be frequent, then its closure is computed and c(Y ) is used
to continue the recursive traversal of the search space. for more details, the reader
could refer to [8].

An interesting features of MT-Closed is that every single closed itemset X can
be thought as the root of a sub-tree of the search space that can be mined inde-
pendently from any other (non overlapping) portion of the search space. Thus, it is
possible to partition the whole mining task into independent regions, i.e. sub-trees
of the search space, each of them described by a distinct job descriptor J. This per-
fectly fits with our proposed architecture. In fact, the job manager could assign (by a
job descriptor) to each miner the task of searching itemsets in a specific sub-region
of the search space. Then the miner sends to the data cacher a request for the input
data needed for its mining activity. As soon as the search task has been terminated,
the miner returns to the job manager the set of discovered frequent closed itemsets.
Then, the miner is ready for a new job assignment.
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3 Performance Evaluation

To evaluate the performance of the architectural model proposed in the paper, we
carried out an analysis by executing different experiments in different scenarios. We
have implemented the framework exploiting the super-peer protocol described in
Section 2 and deployed it in a real network, composed of 10 nodes of the University
of Calabria. The nodes have Intel Pentium 4 processors, CPU frequency 1.36GHz,
and 2GB RAM.

The main goal is to carry out a quantitative analysis of performance aimed
at evaluating the efficiency of the framework and pointing out how the caching
strategies affect the total execution time. The P2P network used in the experi-
ments is composed of 1 data source, 1 job manager, a number of data cachers
between 1 and 4, and a number of miners between 1 and 10 2. The input dataset
used to measure the running times of the various jobs was a subset of the
USCensus1990 dataset, composed of 100,000 transactions, for a total size of 560
MB. We run the algorithm by fixing the minimum absolute support threshold to 100.

Execution Time and SpeedUp.

A first set of experiments were performed by using the caching strategy #1 (partial
download), as described in Section 2. Figure 2 shows the overall time needed to
execute all the jobs, i.e. the time elapsed from the submission of the mining task
(from the job manager) until its termination. The execution time is reported with
respect to the number of miners (from 1 to 10) that are used to execute the data
mining jobs. In this figure, we report 4 different curves plotting the execution time
obtained when 1, 2, 3 or 4 data cachers are used.

By observing the plot, we can point out two main aspects. The first one is that the
total execution time decreases when the number of miners increases. For instance,
if we consider the execution with 3 data cachers, it can be seen that the distributed
framework execution time decreases from 5368 seconds, when all the jobs are exe-
cuted on a single miner, to about 840 seconds if 10 miners are active in the network.
This is justified by the fact that, in order to complete the whole process, the job man-
ager assigns to each miner the execution of a number of jobs that is less and less as
the number of miners increases. For this reason, the whole mining task terminates in
a shorter time. From the figure, it is clear that the trend is general and independent
from the number of data cachers working in the network.

The second consideration is about the influence that the number of available data
cachers has on the execution time. It can be observed that the execution time de-
creases as the number of data cachers increases from 1 to 4. The reason is that when
a higher number of data cachers are available, the miners can concurrently retrieve
data from different data cachers, and consequently the length of single download
operations decreases. For example, let us consider when 5 miners are used: when
a single data cacher is involved the total execution is 1771 seconds, while when 4
data cachers are used it is equal to 1159 seconds.

2 where needed, the same machine was used to host one miner and one data cacher



Distributed Data Mining using a Public Resource Computing Framework 41

0

1000

2000

3000

4000

5000

6000

0 1 2 3 4 5 6 7 8 9 10

Ti
m

e 
(s

)

Miners

1 DC
2 DC
3 DC
4 DC

Fig. 2 Overall execution time vs. the number of miners, for different numbers of available data
cachers, and use of caching strategy #1.
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Fig. 3 Value of speedup vs. the number of miners, for different numbers of available data cachers,
and use of caching strategy #1.

In addition to the execution time, another interesting performance index is the
relative speedup, that is, the ratio of the execution time when one miner is involved
to the execution time with n miners. Figure 3 shows the achieved execution speedup
for different number of miners and data cachers. From this figure we can observe
that the larger is the number of data cachers, the higher is the speedup value. For
example, if one data cacher is used, the speedup ranges from 1.66 (with 2 miners)
to 4.21 (with 10 miners); if 4 data cachers are used, the speedup ranges from 1.68
(with 2 miners) to 6.39 (with 10 miners).

Influence of the caching strategies.

As mentioned before, another interesting point is the analysis of how the two
caching strategies described in Section 2 influence the execution time. Figure 4
shows the overall running time on varying the number of mining peers by using
caching strategies #1 and #2, in case of 3 data cachers available in the system. It is
worth noticing that the execution time is reduced if the cachers adopt strategy #2.
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Fig. 5 Value of speedup vs. the number of miners, with 3 data cachers, and use of caching strategies
#1 and #2.

In fact, with strategy #2, each data cacher downloads the entire data set as soon as
the first data query is received, and then reuses the data for all the following miner
requests. Since the number of miner requests is high (over 4,000 requests) and the
requested portions of the input data set are not frequently coincident or overlapping,
the strategy #2 is more profitable for this application. As mentioned in Section 2,
strategy #1 would be more efficient with a lower number of jobs and/or if the same
portion of data is often requested by different jobs. Finally, this trend is confirmed by
observing the Figure 5, where the speedup is plotted for the two caching strategies.
In particular, strategy #2 obtains better speedup values with respect to the strategy
#1 when a larger number of miners are used. For example, the speedup is equal to
9.15 when 10 miners and 3 data cachers exploiting the strategy #2 are used. On the
contrary, using the same configuration, with strategy #1, the obtained speedup by
using 10 miners is equal to 6.16.
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4 Conclusions

This paper described the architecture and the performance evaluation of a decentral-
ized software framework for public resource computing. The framework implemen-
tation and its use for a P2P data mining algorithm showed how the public resource
computing paradigm can be effectively exploited also outside the traditional scien-
tific application areas.

In several scientific and business application domains, it is required to analyze
large amounts of data that are distributed over a large number of sites or are origi-
nated from many remote data sources (from the sky, sensors, or mobile devices). In
those cases, decentralized models and systems can be useful to distribute the min-
ing of data on a large set of computing nodes. The framework presented here can
represent a software solution for such scenarios where both data and computation
are distributed on a large scale.

Our work will proceed with the adoption of the presented architecture for dif-
ferent data mining applications that may take advantage of distributed execution
and caching facilities, such as ensemble learning algorithms and mining of stream-
ing data. Moreover, we are devising efficient strategies to cope with the failure of
computing nodes.
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Integration of the ProActive Suite and the

semantic-oriented monitoring tool SemMon

Wlodzimierz Funika, Denis Caromel, Pawel Koperek, and Mateusz Kupisz

Abstract In this paper we present our semantic-based approach to the monitoring
of distributed applications built with the ProActive Parallel Suite framework. It is
based on a semantic description of what is to be monitored, it’s measurable capa-
bilities, and related operations. We explore the ability to adapt a semantic-oriented
monitoring tool, SemMon to ProActive. The latter provides a stable environment for
development of parallel applications, while SemMon is aimed at semantic-oriented
performance monitoring support, originally designed for distributed Java applica-
tions. We introduce a uniform monitoring environment model which describes the
resources provided by ProActive and supports JMX-based notifications. A sample
monitoring session is provided as well as plans for further research.

1 Introduction

The importance of distributed computing using parallelism techniques continues to
grow. Because of the demand for a fast development of robust and reliable applica-
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tions, which in many cases are very complex, the use of production-ready develop-
ment environments is essential. One of such environments is the ProActive Paral-
lel Suite [1]. It enables to develop parallel and concurrent applications in different
paradigms, including support for asynchronous communication, load balancing, and
migration of computations. ProActive is correlated with the research on grid com-
puting models carried out within the CoreGRID project [2].

The monitoring of distributed applications is essential in the development and
production phase. Java runtime provides a standard and production-ready solution
for this issue - Java Management Extensions (JMX) [3]. JMX enables observation
and management of virtual machine and applications that run in it. Every standard
Java Virtual Machine with version number higher than 1.5.0 supports this technol-
ogy. JMX is used in ProActive as well, by a graphical monitoring system bundled
with ProActive (IC2D - Interactive Control and Debugging of Distribution), for con-
trol and monitoring of applications.

The benefits of using the existing monitoring applications are unquestionable.
These tools are often tailored to specific platform needs - like IC2D from the ProAc-
tive Suite. They provide a lot of useful profiling information, but in complex systems
there still is a need of more sophisticated and powerful tools that enable exploring
the monitoring data, like semantic monitoring and analysis of gathered data. Such
semi-automatic monitoring facilities provide a controllable solution to the problem
of overwhelming amount of information gathered from the observed systems - the
information is given a meaning and because that semantic description is both human
and machine understandable correlations between found meanings can be easily an-
alyzed. This approach is a lot more human - friendly than plain data analysis but still
can be easily automated - a standardized semantic description can be extended to fit
the needs of more complex and bigger systems. It helps users and administrators
to cope with the management and improvement of wide and complex distributed
systems, e.g., grids. With such an approach, common problems like network bottle-
necks or overloaded machines can be instantly diagnosed and handled. Such analy-
sis can identify, without much effort from the researcher, behavior patterns among
the elements of the monitored system and trigger relevant actions. It can also pro-
vide suggestions on what is worth monitoring next, e.g. when processor usage is too
high for a period of time it proposes to start the monitoring of JVM threads since the
number of threads running in the JVM is semantically connected with CPU usage.

At the beginning of the paper, following the Related work section, we present
the basic concepts of extending the SemMon tool [4] towards the ability to monitor
ProActive using the benefits of semantics. Then we discuss elements of integra-
tion with the ProActive system: the system architecture after integration and custom
changes introduced into SemMon. Next, a sample monitoring session utilizing the
new features is presented. At the end we provide our conclusions on the integration
work and discuss further research plans.
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2 Related work

A number of tools can be mentioned when speaking about the monitoring of com-
plex systems.
Autopilot [7] is the very first monitoring tool that used some kind of semantics to
help the user with monitoring. Precisely, it used fuzzy logic to interpret gathered
data. It was developed in Grid Application Development Software Project (GrADS)
[10] as a part responsible for adaptive control of distributed applications. It is mostly
used for automatic resource configuration. It provides features like: dynamic per-
formance instrumentation, real-time adaptive control mechanisms and configurable
resource management algorithms.

Another monitoring tool employing semantic approach is Aksum [8] - part of
the Askalon [9] project. It uses the concept of performance properties to search for
performance bottlenecks. It is the first project that uses ontology to represent the
performance data, not only to provide data for sharing and reusing between other
monitoring tools but also to automatize the performance analysis process.

A different approach is used by PerfOnto [11]. Fundamentally, it is an OWL
[13] ontology which describes experiment-related and resource-related concepts.
The ontology employed by PerfOnto gives not only detailed information about re-
sources and experiments. Ontological queries can be used in various ways, e.g. to
monitor critical sections of a deployed application or submit hints to the scheduler to
migrate a task from an overloaded node. Albeit PerfOnto profoundly describes per-
formance data it lacks automation in using them and doesn’t contain any adaptation
algorithms.

PerfExplorer [12] is aimed at the clustering and reduction of multidimensional
performance data, correlation analysis of execution paths. It enables comparative
analysis of multiple executions of applications using data mining algorithms avail-
able, e.g. in Weka. The tool is very helpful when used on multiprocessor systems,
however, its usability in the environments featuring great dynamics, like grids, is
constrained.

3 Extending SemMon’s support for specific platforms

SemMon’s modular architecture makes the integration process to any platform easy.
The scientist, who wants to extend SemMon, first has to define platform-specific re-
sources and its measurable capabilities. A next step of the process is implementation
which consists of:

• Extending the ontology used by SemMon with the resources isolated at the anal-
ysis step and their capabilities

• Configuring an existing Adapter or making a new one.

In SemMon’s architecture, Adapter follows the standard adapter design pattern and
it’s a component which translates requests between SemMon’s core component and



48 Wlodzimierz Funika, Denis Caromel, Pawel Koperek, and Mateusz Kupisz

the monitored system. Since JMX is a standard way of sharing monitorable data,
we have provided a widely configurable JMX adapter. In most cases it is not nec-
essary to develop a new adapter, a configuration of the JMX one will be sufficient.
JMX Adapter configuration consists of declaring a mapping between the capabil-
ities stored in the ontology and standard JMX queries, which are used to retrieve
capabilities values. However, simple JMX queries sometimes are not enough to pro-
foundly use the monitoring capabilities of the platform. That’s when a new adapter
is needed. Designing an adapter is a platform-specific task and depends on things
like: protocol that is used to communicate with the platform, configuration param-
eters, etc. The design of a sample adapter (for ProActive environment) is covered
later on in the paper.

4 ProActive integration strategy

Below we show the features of the ProActive system which produce some impor-
tant implications for the concept of semantic-oriented monitoring architecture and
extensions to the SemMon infrastructure.

4.1 Features of the systems to be integrated

ProActive is a Java library (Open Source, licensed on GPL2) that is aimed at par-
allel, distributed, and multi-threaded computing. ProActive simplifies the program-
ming of applications distributed on a variety of platforms. It is used as a base for
a reference implementation of Grid Component Model [14] created within Core-
GRID project [15]. Using Java both as a programming language and runtime envi-
ronment, ProActive is a cross-platform solution: it can be run in any environment
in which JVM works. ProActive Suite comprises a graphical, real-time monitor-
ing solution - IC2D, an Eclipse-based visualization platform that allows the user to
observe the current state of the system and carry out measurements. It enables ob-
taining extended benchmarking and profiling information concerning computations.

The SemMon project [4, 5] is aimed to create a tool providing semantic analy-
sis of the monitoring data on a distributed system. Knowledge about effective tool
usage (the relevance and accuracy of the metrics used during a system examination)
may be shared within the research team with a built-in scoring system. All resources
and metrics used are elements of a specific ontology which provides a semantic de-
scription of gathered data. Based on this approach to monitoring data processing,
SemMon has the ability to interpret data and can trigger indispensable actions, e.g.
provide some suitable notifications (alerts) to users or launch additional, semanti-
cally close measurements.
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SemMon has been designed with modularity and extendability in mind. It con-
sists of several loosely coupled components: Ontology subsystem, Core subsystem,
and GUI subsystem.

Parsing, searching, storing, and sharing of ontology data is handled by Ontol-
ogy subsystem. It features the ability to interpret data coming from monitoring. The
knowledge, held in the underlying ontology, is used to point out which metric should
be used as next to diagnose the reason of problems. Core subsystem provides mech-
anisms for connecting to “physical” monitoring systems, deployment, initialization,
and executing measurements. It is an interface for the Ontology subsystem and a
public, remote interface for GUI clients (called Monitoring tool). The Core subsys-
tem comprises three components: Adapter, Resource Registry, and Remote interface
for GUI. The first one provides a binding between the underlying monitoring system
and SemMon. The Resource Registry holds information about all instances of mon-
itored resources and maps them to the identifiers of Core subsystem. The Remote
interface for GUI allows clients to connect to the Core subsystem and interact with
the SemMon infrastructure.

GUI subsystem consists of two components: the Registrar and Monitoring tool.
The first one is a simple graphical interface for web service methods used for regis-
tering new machines to Core subsystem. Monitoring tool is a GUI for the results of
the monitoring actions performed by SemMon.

4.2 ProActive requirements for monitoring vs. SemMon

The systems created using the ProActive Parallel Suite involve usually a large num-
ber of resources. The basic unit in a ProActive-based system is an Active Object
(AO). Active Objects are grouped in nodes. Nodes are part of ProActive Runtime,
which usually corresponds to a single Java Virtual Machine. Active Objects them-
selves are just Java objects with an assigned thread and own execution queue. Re-
mote access to their methods is provided by the ProActive Suite. The process of
communication is transparent for the end user - the application developer. The mon-
itoring of Active Objects requires processing lots of information, which can be bur-
densome for the user. In case IC2D is used for monitoring, it is the researcher who
has to interpret all incoming data. It would often be more helpful, if the system
would try to point at the measurements which should be started next or at the ac-
tions which should be undertaken automatically or manually. This could help in
diagnosing the reason of problems through providing a guidance dependent on the
current behavior of system, e.g. in case the value of a system parameter exceeds a
threshold.

Such an approach can be illustrated by the following use case:

- ActiveObject (A1) sends a request to another ActiveObject (A2),
- SemMon monitors the responsiveness of A2,
- if the time exceeds a specified threshold an alarm is raised and the system sug-

gests the monitoring of the queue length of A2.
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Next, the system might suggest the monitoring of CPU load or network bandwidth.
This could reveal the real reasons of problems with the responsiveness of A2. The
user could make a decision based on these results, e.g. to migrate the Active Object
to another host.

4.3 Concept of architecture

The system under discussion (its architecture is shown in Fig. 4.3) consists of:

• a number of Java Virtual Machines (JVM) running ProActive runtimes (may be
distributed across the network or reside on a single machine)

• machine running Core and Ontology subsystems and Metrics results database
• one or several machines running Monitoring tool
• machine with Registration tool.

Fig. 1 Architecture of SemMon and ProActive integration

As mentioned above, the JMX technology is used for the communication of Core
with the resources under monitoring. ProActive Parallel Suite provides extended
JMX connectors. To ensure compatibility with IC2D at the data gathering level,
SemMon makes use of these connectors as well (Fig. 2).

Each ProActive runtime instance provides MBeans supplying information about
the runtime. A set of these information is extended by JVM statistics gathered by
a JIMS MBean (deployed with the application) [6]. All these data is periodically
downloaded by the Core subsystem, stored in Metrics results database and then
used to compute the values of metrics. The end user can observe the system state
with the graphical Monitoring tool.
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Fig. 2 Usage of extended ProActive Connector

Connection between Core and monitored resources is established with the use of
Registration tool. Its function is to pass the address of RMI registry used by ProAc-
tive runtime to a resources registry. The resources registry maps the custom names
provided by users to the currently established connections. This provides access to
the information held by MBeans as well. Once the address is obtained, a lookup
is performed on the newly added RMI registry and all the discovered instances of
ProActive runtimes are added to the monitored resources list. Parts of SemMon in-
frastructure may be held on different machines, but it is also possible to run them
on the same computer.

4.4 Extensions introduced into the integrated system

The integration of both systems required introducing changes to their code. Since
modifications to the ProActive Parallel Suite might result in unpredictable errors,
so alteration of the source code of the framework has been maximally reduced. The
only change in the library’s source code is the introduction of JIMS MBean which
provides various information about the monitored system (e.g. average load, mem-
ory statistics, CPU information). In SemMon, the following enhancements have
been introduced:

• a new web service registering ProActive specific resources - it accepts URLs of
RMI registries and performs the discovery of the attached ProActive runtimes

• the resource and metric ontologies have been extended by the classes of ProAc-
tive specific resources, capabilities and metrics

• the capabilities of the central repository of the monitored JVMs (called ”the reg-
istry”) have been extended to support ProActive resources.
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4.4.1 New model of the monitored environment

The adaptation of SemMon to ProActive framework revealed that the general model
of a monitored system had following limitations:

• the hierarchy of ProActive system’s elements was lost at the registration step - the
model didn’t hold any information about the structure of the environment under
monitoring, just information about connections to MBeans, e.g. the monitoring
of all Active Objects was possible, but the user didn’t know on which node a par-
ticular instance of AO operates. Such information is crucial when the dynamics
of the environment, e.g. migrations of Active Objects, is taken into account.

• the model was static - once created at runtime, didn’t react on later changes of
the structure of the observed system.

To match the requirements of integration and to overcome the above constraints, a
new data model has been provided. To utilize its full capabilities, the registry has
been rewritten from the ground up. The new data model introduces a dedicated,
uniform representation of ProActive environment. It consists of ”data providers” -
objects responsible for single MBean instances. ”Data providers” create the follow-
ing structure, which matches the basic structure of ProActive environment (see Fig.
3):

• ProActiveRuntimeDataProvider - root element containing all ProActive nodes
held in a single JVM, an equivalent of ProActive Runtime

• ProActiveNodeDataProvider - container element for Active Objects, an equiva-
lent of ProActive Node

• ProActiveActiveObjectDataProvider - represents a basic unit which can perform
computations, an equivalent of ProActive Active Object

• ProActiveActiveObjectMethodDataProvider - represents a public method ex-
posed by an Active Object. Such method may be called to obtain specific be-
havior. Methods are not shown on Fig. 3 due to its clarity.

Another major improvement of the model is support for dynamic changes occur-
ring to the system under monitoring. The information about such events is broad-
casted within the ProActive framework with JMX notifications. The new model
provides support for these notifications, therefore can be adjusted during runtime.

All notifications defined by ProActive are currently listened to. One of the next
problems to be coped with is making the SemMon’s GUI to reflect changes intro-
duced by them.

One should remember that the mechanism of JMX notifications, albeit very use-
ful, has a significant drawback: the delivery of a notification is not guaranteed in the
JMX Remote API specification [16]. This may lead to the loss of some information
and therefore to the inconsistency of the model and the monitored system. Further
research should provide methods to minimize the impact of such situations.
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Fig. 3 Architecture of new data model

4.4.2 Registrar tool extensions

Adding new registries led to a new meaning of the data passed with Registrar tool,
e.g. for ProActive, the address of the system to be monitored is the address of RMI
registry and for JMX it is JMX connector’s address. In the future SemMon is go-
ing to cooperate with other environments e.g. those monitored with the use of J-
OCM [18]. It will lead to an increase in the number of registries handled by Sem-
Mon. This would require to provide new implementations of Registrar tool as well.
To reduce the amount of effort in such a case, we have introduced an Information
Service. This new Web Service provides information about the registries supported
by specific instances of SemMon Core component. These information includes:

• address of the Web Service used to register specific resources
• label for this address - shown in Registrar tool’s GUI
• user-friendly help information about this address - shown in Registrar’s GUI
• default address value of resources handled by a particular type of registry
• label for default resources address - shown in Registrar’s GUI
• help info about default resources address - given in Registrar’s GUI.

The address of Information Service should be configured before using the Regis-
trar tool. During the start procedure, this application will try to connect to the pro-
vided location and obtain information about the supported registries. The user don’t
have to remember different addresses of registering Web Services. This makes the
use of SemMon easier and less error-prone.



54 Wlodzimierz Funika, Denis Caromel, Pawel Koperek, and Mateusz Kupisz

5 Sample monitoring session

Below we give an example of how to use the SemMon monitoring tool to monitor a
ProActive–based application - C3D, bundled with ProActive Suite. It is a distributed
raytracer for benchmarking Java RMI and serialization. The choice is motivated by
the fact it enables the user to measure the performance of the integrated system.
This functionality can be used to evaluate SemMon’s impact on the system under
monitoring. However, to make the example more realistic, we modified rendered
image size to 2500x2500 pixels.

The objective of the monitoring session is, on the one hand, to monitor if any of
the rendering active objects is causing delays to the rendering process, and on the
other hand, to examine the impact of monitoring using SemMon on the monitored
host. This example shows how SemMon can support researcher’s activities. The
metric results for measurables are shown on a single chart. We will monitor the
ServeTime capability of 4 active objects (renderers for the image), which represents
the total time spent on computation.

1. Set up ProActive environment (C3D example application) and start SemMon.
Both systems need at least a small configuration to allow successful monitoring.
Gathering the whole information may take a while depending on how many
threads are started.

2. Monitoring of new resources may be started. In SemMon’s GUI win-
dow, expand the tree in the Resources view: ProActiveRuntime
(Resource->Cluster ->Node ->Software ->ProActiveRuntime
- >ProActiveNode - >ProActiveActiveObject). One will see all
the instances of active objects detected on the monitored machine. For each
renderer Active Object (C3D Dispatcher shows the names of renderers): select
it, then select ProActiveActiveObjectServeCapability in the resources list panel,
select Software metric, and click Run metric at the background.

3. Next, proper visualization is performed. Click Manage run metric and add all
metrics to the default visualization. Click Show visualization - one can see the
the serve time values in real-time. Sample results of this session are shown in
Fig. 4.

5.1 SemMon’s impact on monitored system

Monitoring with SemMon may induce some extra load on the monitored machine.
This is expected behavior, since monitoring in general is a intrusive task. The extra
overhead can have two different reasons:

• listing the resources of the monitored system before an actual system monitoring
• gathering monitoring information during system examination.
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Fig. 4 Results of a sample monitoring session.

The overhead coming from listing the resources is not significant on the mon-
itored machine. However, since ontology processing is still a resource-expensive
task, we can expect high CPU utilization and extensive database usage on the ma-
chine running SemMon.

Gathering information during a system examination may induce some extra over-
head, which is caused by SemMon polling for capabilities values over JMX.

The sample measurements (presented in Table 1) were taken in the environment
consisting of two machines with the following configurations:

• Machine running C3D:

– Intel Core2 Duo 2,4 GHz
– 4 GB RAM

• Machine running SemMon’s core:

– AMD Athlon XP 2,2 GHZ
– 2 GB RAM

The network connection between these machines was a standard 100 Mbit Eth-
ernet connection.
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Table 1 Rendering times

Without While listing While running
SemMon resources 4 metrics on 4 AOs

Avg. rendering time (ms) 7754 7623 8039
Std. dev. (ms) 357 300 392
Overhead (%) — 3.0 8.6

6 Conclusions and Future work

The monitoring of complex distributed systems is a hard task both in theory and
implementation. It is rather difficult to monitor them with conventional facilities
where the user is responsible for choosing what should be measured and later to
interpret results. The semantic-oriented approach to monitoring and performance
analysis introduces new capabilities: we can not only state that a given metric has
a value, but also explore correlations between metrics and infer what phenomena
influence what. Owing to semantics, tools can provide more meaningful informa-
tion in the context of systems under monitoring and make use of mechanisms to
automate some of the common monitoring activities. The research on integrating
SemMon with ProActive or, what would be more correct, porting of SemMon to
ProActive proves that the adaptation of a semantic-oriented tool for more complex
environments such as ProActive introduces a number of new possibilities for users.
The architecture of SemMon, based on components, is prepared for further exten-
sions. Other environments, which e.g. don’t expose JMX for monitoring purposes
or use a different technology still can be considered for integration.

Our further work will be focused on making SemMon more extensible. All the
parts that SemMon is composed of are going to be migrated to the OSGi platform,
to enable further extensions to SemMon functionality. Our plan is to redo GUI as
a set of Eclipse RCP plugins. This will allow users to run SemMon in the same
environment simultaneously with other tools, like IC2D provided by ProActive.

The most important work which has to be done is adding the event support to
the the graphical interface. Currently, the monitored resources model exploited by
SemMon’s GUI is insensitive to changes in the underlying model. It’s built upon
the connection to a monitored host and remains constant. This means that if, e.g.
Active Object has migrated, SemMon’s GUI will not be able to display the change.
Enabling the graphical interface for dynamic changes is the key to support the mon-
itoring of Active Object migration. Once this is completed, it will be possible to
fully integrate JMX notifications sent by ProActive. Furthermore, support for vir-
tual nodes is needed. The MBean, which is currently used, is Linux-specific and
cannot gather data from non-Linux systems. It has to be extended to support other
platforms as well. Also the alarms subsystem has to be remodelled to allow users to
set the alarms in a more flexible way. Especially, in terms of Active Object’s capa-
bilities - their values are total times, so alarms triggered by exceeding a maximum
flat value (that is how alarms are currently triggered) are not so useful. There should
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be a possibility to trigger alerts based on a sudden change of a value (increase or
decrease).

The integration of ProActive and SemMon has proved the concept of the lat-
ter’s adaptability to new environments. Further implementation work should pro-
vide a stable and reliable solution for semantic, semi-automatic monitoring of the
distributed applications built with the use of the ProActive Parallel Suite.
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Abstract DQ-DHT is a resource discovery algorithm that combines the Dynamic
Querying (DQ) technique used in unstructured peer-to-peer networks with an algo-
rithm for efficient broadcast over a Distributed Hash Table (DHT). Similarly to DQ,
DQ-DHT dynamically controls the query propagation on the basis of the desired
number of results and the popularity of the resource to be located. Differently from
DQ, DQ-DHT exploits the structural properties of a DHT to avoid message dupli-
cations, thus reducing the amount of network traffic generated by each query. The
goal of this paper is to evaluate experimentally the amount of traffic generated by
DQ-DHT compared to the DQ algorithm in a Grid infrastructure. A prototype of a
Grid information service, which can use both DQ and DQ-DHT as resource discov-
ery algorithm, has been implemented and deployed on the Grid’5000 infrastructure
for evaluation. The experimental results presented in this paper show that DQ-DHT
significantly reduces the amount of network traffic generated during the discovery
process compared to the original DQ algorithm.
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1 Introduction

Information services are fundamental components of Grid systems as they allow
to locate the resources needed to execute large-scale distributed applications based
on application requirements and resource availability. Designing a decentralized but
efficient Grid information service is a significant strand of research, with many re-
searches demonstrating the use of peer-to-peer (P2P) models and techniques as an
effective alternative to centralized and hierarchical solutions [1]. Such P2P systems
are typically classified as structured or unstructured, based on the way nodes are
linked each other and information about resources is placed in the resulting overlay.

Structured systems, like Chord [2], use a Distributed Hash Table (DHT) to as-
sign to each node the responsibility for a specific part of the resources. When a peer
wishes to find a resource identified by a given key, the DHT allows to locate the node
responsible for that key in O(logN) hops using only O(logN) neighbors per node.
In unstructured systems, like Gnutella [3], links among nodes can be established ar-
bitrarily and data placement is unrelated from the topology of the resulting overlay.
To locate a given resource, the query must be distributed through the network to
reach as many nodes as needed, a method known as “flooding.” Each node reached
by the query processes it on the local resources and, in case of match, replies to the
query initiator.

Thanks to the DHT infrastructure, searching in structured systems is more scal-
able - in terms of traffic generated - than searching in unstructured systems. How-
ever, DHT-based lookups do not support arbitrary types of queries (e.g., regular
expressions [4]) since it is infeasible to generate and store keys for every query ex-
pression. Unstructured systems, on the contrary, can do it effortless since all queries
are processed locally on a node-by-node basis [5]. Even though the lookup mecha-
nisms of DHT-based systems do not support arbitrary queries, it is possible to exploit
their structure to propagate any kind of information (including arbitrary queries) to
all nodes in its overlay. Such queries can then be processed on a node-by-node basis
as in unstructured systems. In this way, the DHT can be used for both key-based
lookups and arbitrary queries, combining the efficiency of structured networks with
the flexibility of unstructured search.

This strategy has been exploited in the design of DQ-DHT [6], a P2P search
algorithm that supports arbitrary queries in a Chord DHT by implementing an ef-
ficient (i.e., bandwidth-saving) unstructured search technique on top of its overlay.
In particular, DQ-DHT combines the Dynamic Querying (DQ) technique [7], which
is used to reduce the amount of traffic generated by the search process in unstruc-
tured P2P networks, with an algorithm that allows to perform efficient broadcast of
arbitrary data over a Chord DHT [8].

In the original DQ algorithm, which is used in unstructured systems like
Gnutella, the querying node starts the search by sending the query to a few of its
neighbors and with a small Time-to-Live (TTL). The main goal of this first phase
(referred to as “probe query”) is to estimate the popularity of the resource to be
located. If such an attempt does not produce a sufficient number of results, the
querying node sends the query towards the next neighbor with a new TTL. Such
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TTL is calculated taking into account both the desired number of results, and the
resource popularity estimated during the previous phase. This process is repeated
until the expected number of results is received or all the neighbors have already
been queried.

Similarly to DQ, DQ-DHT dynamically controls the query propagation on the
basis of the desired number of results and the popularity of the resource to be lo-
cated. Differently from DQ, DQ-DHT exploits the structural properties of a DHT
to avoid message duplications, thus reducing the amount of network traffic gener-
ated by each query. A detailed description of the DQ-DHT algorithm, as well as an
evaluation of its performance obtained through simulations, has been presented in a
previous work [6].

The goal of this paper is to experimentally evaluate the amount of traffic gen-
erated by DQ-DHT compared to the original DQ algorithm in a real Grid infras-
tructure. To this end, a prototype of a Grid information service, which can use both
DQ and DQ-DHT as resource discovery algorithm, has been implemented and de-
ployed on the Grid’5000 infrastructure [9] for evaluation. The experimental results
presented in this paper show that DQ-DHT significantly reduces the amount of net-
work traffic generated during the discovery process compared to the original DQ al-
gorithm. These results confirm that combining unstructured search techniques with
structured overlays is a simple but effective way to support both DHT-based lookups
and arbitrary queries using a single overlay.

The rest of the paper is organized as follows. Sect. 2 provides a background on
the DQ-DHT algorithm. Sect. 3 describes the prototype of Grid information service
implemented to perform the evaluation and presents the experimental results. Sect. 4
discusses related work. Finally, Sect. 5 concludes the paper.

2 Background on DQ-DHT

As mentioned above, DQ-DHT combines the DQ technique with an algorithm that
allows to perform a broadcast operation with minimal cost in a Chord network. In
order to better explain how DQ-DHT works, Sect. 2.1 introduces the algorithm of
broadcast over a Chord DHT, proposed in [8]. Then, Sect. 2.2 briefly describes the
DQ-DHT algorithm.

2.1 Broadcast over a Chord DHT

Chord assigns to each node an m-bit identifier that represents its position in a circular
identifier space ranging from 0 and 2m−1. Each node x maintains a finger table with
m entries. The jth entry in the finger table at node x contains the identity of the first
node, s, that succeeds x by at least 2 j−1 positions on the identifier circle, where
1 ≤ j ≤ m. Node s is called the jth finger of node x. If the identifier space is not
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fully populated (i.e., the number of nodes, N, is lower than 2m), the finger table
contains redundant fingers. In a network of N nodes, the number u of unique (i.e.,
distinct) fingers of a generic node x is likely to be log2 N [2]. In the following, we
will use the notation Fi to indicate the ith unique finger of node x, where 1 ≤ i ≤ u.

To broadcast data item D, a node x sends a broadcast message to all its unique
fingers. This message contains D and a limit argument, which is used to restrict
the forwarding space of a receiving node. The limit sent to Fi is set to Fi+1, for
1 ≤ i ≤ u− 1. The limit sent to the last unique finger, Fu, is set to the identifier of
the sender, x. When a node y receives a broadcast message with a data item D and a
given limit, it is responsible for forwarding D to all its unique fingers in the interval
]y, limit[. When forwarding the message to Fi, for 1 ≤ i ≤ u−1, y supplies it a new
limit, which is set to Fi+1 if it does not exceed the old limit, or the old limit otherwise.
As before, the new limit sent to Fu is set to y. As shown in [8], in a network of N
nodes, a broadcast message originating at an arbitrary node reaches all other nodes
in O(log2 N) steps and with exactly N −1 messages.

Fig. 1a shows an example of broadcast in a fully populated Chord ring, where
u = m = 4. For each node, the corresponding finger table is shown. The broadcast
messages are represented by rectangles containing the data item D and the limit
parameter. The entire broadcast is completed in u = 4 steps, represented with solid,
dashed, dashed-dotted, and dotted lines, respectively. In this example, the broadcast
is initiated by node 2, which broadcasts a message to all nodes in its finger table
(nodes 3, 4, 6 and 10) (step 1). Nodes 3, 4, 6 and 10 in turn forward the broadcast
message to their fingers under the received limit value (step 2). The same procedure
applies iteratively, until all nodes in the network are reached (steps 3 and 4).
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Fig. 1 (a) Example of broadcast in a fully populated Chord ring; (b) corresponding spanning tree
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The overall broadcast procedure can be viewed as the process of passing the data
item through a spanning tree that covers all nodes in the network [8]. Fig. 1b shows
the spanning tree corresponding to the example of broadcast shown in Fig. 1a. As
discussed in [6], the spanning tree associated to the broadcast over a (fully popu-
lated) Chord ring is a binomial tree.

2.2 The DQ-DHT algorithm

As mentioned earlier, the goal of DQ-DHT is two-fold: allowing arbitrary queries
in a Chord DHT and supporting dynamic adaptation of the search based on the
popularity of the resources to be located. To support dynamic search adaptation,
DQ-DHT performs the search in an iterative way, similarly to the original DQ al-
gorithm introduced in Sect. 1. In the following, the DQ-DHT algorithm is briefly
described.

Let x be the node that initiates the search, U the set of unique fingers of x not
yet visited, and Rd the desired number of results. Initially U includes all unique
fingers of x. Like in DQ, the search starts with a probe query, aimed at evaluating
the popularity of the resource to be located. To this end, node x selects a subset V of
U and sends the query to all fingers in V . These fingers will in turn forward the query
to all nodes in the portions of the spanning tree they are responsible for, following
the DHT broadcast algorithm described in Sect. 2.1. When a node receives a query,
it checks for local resources matching the query criteria and, for each matching
resource, sends a query hit directly to x. The fingers in V are removed from U to
indicate that they have been already visited.

After sending the query to all nodes in V , x waits for an amount of time TL, which
is the estimated time needed by the query to reach all nodes up to a given level L
of the subtrees rooted at the unique fingers in V , plus the time needed to receive a
query hit from those nodes. The value of L can be chosen to be equal to the depth
of the deepest subtree associated to the fingers in V . The time needed to pass a mes-
sage from level to level can be estimated taking into account the network latency
measured by the application. After the waiting period, if the current number of re-
ceived query hits Rc is equal or greater than Rd , x concludes the search. Otherwise,
the algorithm proceeds iteratively as follows.

At each iteration, node x: 1) calculates the resource popularity P as the ratio
between Rc and the number of nodes already theoretically queried; 2) calculates
the number Hq of hosts in the network that should be queried to hit Rd query hits
based on P; 3) chooses, among the nodes in U , a new subset V of unique fingers
whose associated subtrees cumulatively contain the minimum number of nodes that
is greater or equal to Hq; 4) sends the query to all nodes in V ; 5) waits for an amount
of time needed to propagate the query to all nodes in the subtrees associated to V .
The iterative procedure above is repeated until the desired number of query hits is
reached, or there are no more fingers to contact. If the item popularity is properly
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L = 4

x

F1 F2 F3 F4 F5
F6

F7

Iteration 1:
V = fingers to contact = { F5 }
L = level to reach = 4

Rc = # results received = 6 < Rd
Hv = # hosts visited = 24 = 16
P = probability of match = Rc / Hv = 0.375
Hq = hosts to query = Rd / P – Hv = 37.33

Q

Search initiator
[Query = Q; Rd = 20]

(a)

F1 F2 F3 F4 F5
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L = 5

Q

Iteration 2:
V = fingers to contact = { F2, F3, F6 }
L = level to reach = 5

Search initiator
[Query = Q; Rd = 20]

Q

Rc = # results received = 22 Rd search concluded

x

(b)

Fig. 2 Example of a two-iteration DQ-DHT search in a fully populated Chord network with 128
nodes: (a) first iteration; (b) second iteration. Filled black circles represent nodes that produced a
query hit after receiving the query. Empty bold circles represent nodes that received the query but
did not produce a query hit. Empty circles are nodes that did not receive the query

estimated after the probe query, only one additional iteration may be sufficient to
obtain the desired number of results.

Fig. 2 illustrates an example of a two-iteration DQ-DHT search in a fully pop-
ulated Chord network with 128 nodes. The root of the binomial tree represents the
search initiator, x, and its children represent the fingers F1...F7 of x. As discussed
in [6], given the structural properties of binomial trees, the subtree rooted at finger
Fi has depth i− 1 and number of nodes equal to 2i−1. In this example the query to
process is indicated as Q and the desired number of results is Rd = 20.
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Fig. 2a shows the first iteration of search (probe query). Node x chooses to send
the query to finger F5 (i.e., V = {F5}) in order to probe 25−1 = 16 nodes at first.
Note that in a real scenario (like that described in Sect. 3) the number of nodes to
be contacted during the probe query should be larger to obtain a good estimation
of the resource popularity, as discussed in [6]. After sending Q to F5, x waits for an
amount of time proportional to L = 4 (which is the depth of the subtree rooted at
F5) before counting the number of results received. The filled black circles represent
the nodes, in the subtree rooted at F5, which have sent a query hit to x in response
to Q. Thus, after the first iteration, the number of results is Rc = 6. Since Rc < Rd ,
x proceeds by calculating the resource popularity P and the number Hq of hosts to
query to obtain a minimum of Rd results, as shown in the figure.

The second iteration is shown in Fig. 2b. Given Hq = 37.33, node x chooses the
new set of fingers to contact as V = {F2,F3,F6} since the total number of nodes in
the subtrees associated to the fingers in V (which is equal to ∑i∈{2,3,6} 2i−1 = 38) is
the minimum value, greater or equal to Hq, that can be obtained from the fingers not
previously contacted. Then, Q is sent to all fingers in V and, after a waiting period
proportional to L = 5 (depth of the subtree associated to F6), the search is concluded
because other 16 nodes (filled black circles in the figure) have sent a query hit to x,
reaching the goal of obtaining at least Rd results.

3 Experimental evaluation

In this section we evaluate the amount of traffic generated by DQ-DHT compared to
the original DQ algorithm in a Grid infrastructure. We focus on the traffic generated
because it is the performance parameter that mostly affects the overall efficiency
of a large-scale P2P system. This is particularly true when a large number of con-
current searches are performed on the same overlay, leading to nodes overload and
possible bandwidth saturation even in high-end Grid networks. Sect. 3.1 describes
the prototype of Grid information service implemented to perform the experimental
evaluation. Sect. 3.2 presents the experimental results obtained by deploying and
using the prototype on the Grid’5000 platform.

3.1 System prototype

The prototype of Grid information service used to compare DQ-DHT with DQ is an
extension of the prototype originally presented in [10]. Such prototype is based on a
“superpeer” architecture in which nodes belong either to the category of peers or su-
perpeers based on the level of service they can offer. Most nodes act as peers, while
nodes with higher capacity act as superpeers. Superpeers form the P2P overlay and
also act on behalf of peers, which participate in the system indirectly by connecting
to superpeers.
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Superpeer

Peer

Client

Fig. 3 The architecture of the original prototype presented in [10], with superpeers organized to
form a Chord overlay

Several Grid information services proposed so far are based on superpeer archi-
tectures (see [1] for some examples) since they are naturally appropriate to the orga-
nizational nature of current Grids. Moreover, the superpeer model allows to improve
the scalability of large-scale system by exploiting the heterogeneity of participating
nodes. This essentially means that more work can be assigned to those participants
that can handle it, while at the same time removing most of the workload from the
less capable nodes.

The original prototype organizes superpeers to form a Chord overlay (see Fig. 3).
This overlay can be used to perform both key-based lookups using the Chord algo-
rithm, and arbitrary queries using the DQ-DHT algorithm. As the goal of this work is
to compare DQ-DHT with the original DQ algorithm (which works only on unstruc-
tured overlays) we extended the original prototype by building also an unstructured
overlay among superpeers. In this way, an arbitrary query can be processed using
either DQ-DHT over the Chord overlay, or DQ over the unstructured overlay.

For the construction of the Chord overlay we used Open Chord, an imple-
mentation of the Chord algorithm by the University of Bamberg [11]. The Open
Chord API provides only methods for joining/leaving a Chord network and insert-
ing/removing keys from it. To perform DQ-DHT searches over the overlay, we ex-
tended that API by adding the functionality to send arbitrary messages among nodes
in the system.

The unstructured overlay among superpeers is built using a custom implementa-
tion of the Gnutella protocol [3], appropriately extended to implement the original
DQ algorithm [7]. DQ works iteratively as described in Sect. 1. In particular, after
each iteration, the querying node calculates the total number Ht of hosts to query
to reach the desired number of results. Then, it calculates the number Hn of hosts
to query per neighbor as Ht/n, where n is the number of neighbors that have not
yet received the query. Finally, it calculates the minimum TTL to reach Hn hosts
through the next neighbor, and sends the query towards that neighbor.
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To get a fair comparison of the number of messages generated by DQ and DQ-
DHT, the prototype ensures that the average number of connections (i.e., neigh-
bors) in the unstructured overlay is equal to the average number of connections (i.e.,
unique fingers) in the Chord overlay. As mentioned in Sect. 2.1, this number can be
calculated as log2 N, where N is the number of superpeers in the overlay.

Furthermore, for uniformity purposes, while queries are distributed using either
the Chord overlay or the unstructured overlay, results are sent directly to the query
initiator. That is, if a peer contains resources that match the query criteria, it is-
sues a query hit message directly to the superpeer that initiated the search (i.e., the
superpeer to which the client/peer that issued the query is connected).

3.2 Experimental results

The goal of our experiments is to evaluate the efficiency of DQ-DHT by comparing
the amount of traffic generated by it with that generated by the original DQ algo-
rithm. The comparison has been performed by executing the two algorithms in the
same network scenario (i.e., same number of superpeers and peers) and with the
same query parameters (desired number of results and probability of match). The
amount of traffic has been measured as the number of messages exchanged across
the superpeer overlay to complete a search process. The experiments have been
performed by deploying our Grid information service prototype on the Grid’5000
platform [9].

We used hosts from four Grid’5000 sites (Rennes, Sophia, Nancy, and Orsay) for
a total of around 400 hosts across those sites. Each host has been used to execute a
number of independent superpeer and peer applications. To distribute the load across
sites, superpeers and peers have been uniformly and randomly distributed across all
hosts. In order to build the largest possible infrastructure, we first fixed PS = 10 as
the number of peers per superpeer, and then we performed some experiments to find
the maximum number of superpeers (with associated peers) that was possible to
deploy using all the available hosts, based on the memory availability of the hosts.
Based on the results of these experiments, we managed to build a network including
S = 8500 superpeers, each one connected to PS peers, on average. Each superpeer
in the unstructured overlay has been connected to log2 S � 13 other superpeers, in
order to obtain approximatively the same number of connections that superpeers
have in the Chord overlay, as explained in Sect. 3.1.

After initializing the overlays, we started several clients, each of which submitted
the same batch of queries. Each query had a different probability to match the re-
sources available in the network. Given a query, we define the probability of match,
P, as the ratio between the total number of resources that match the query criteria,
and the total number of peers in the network. When submitting the query, each client
specifies the desired number of query hits Rd , i.e., the number of resources to be lo-
cated that match the query criteria. Notice that, for the purpose of our experiments,
the only relevant information associated to a query is its probability of match. Thus,
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in our prototype, each query carries its value of P and each node receiving that query
will reply with a query hit with probability P.

All the searches have been performed in the same network with S = 8500 super-
peers and PS = 10 peers per superpeer. Each query submitted to the system had a
probability of match, P, that varied in the following values (expressed as percent-
ages): 0.0125, 0.025, 0.05, 0.1, 0.2, 0.4, 0.8 and 1.6. The desired number of results,
Rd , was varied in the following values: 10, 20, 40 and 100.

The parameters of the original DQ algorithm are: the number of neighbors con-
tacted during the probe phase, Np, and the TTL used for the probe query, T T Lp.
We used the following values: Np = 3 and T T Lp = 2, as suggested in [7]. After
the probe query, the maximum allowed value of T T L is increased to 5, to ensure
complete network coverage.

The parameter of DQ-DHT is the set of fingers to contact during the probe query,
V . We used V = F8 and set consequently the value of L to 7, to reach all superpeers
under finger F8. Since the number of nodes reachable through the ith finger is likely
to be 2i−1, the number of superpeers reached during the first iteration was 27 = 128
on average.

Table 1 lists the main parameters introduced above and all the values used to
carry out the experiments.

Table 1 Parameters values used to carry out the experiments

Symbol Definition Values

S Number of superpeers 8500
PS Number of peers per superpeer 10
P Probability of match (%) .0125, .025, .05, .1, .2, .4, .8, 1.6
Rd Desired number of results 10, 20, 40, 100
Np Neighbors contacted during probe phase (DQ) 3
T T Lp TTL used during probe phase (DQ) 2
V Fingers contacted during probe phase (DQ-DHT) {F8}

The graphs in Fig. 4 show the number of messages generated by DQ and DQ-
DHT to process queries with different probabilities of match, for increasing values
of Rd . Each value in the graphs is calculated as an average of 25 search executions,
where at each search the same query is submitted to a randomly chosen superpeer.

As expected, for all values of Rd , the number of messages decreases when the
probability of match increases, with both DQ and DQ-DHT. This is due to the fact
that both DQ and DQ-DHT are able to reduce the query propagation when the pop-
ularity of the resource to be located increases. In particular, for the highest probabil-
ities of match (i.e., 0.8-1.6%) the lines associated to DQ and DQ-DHT are always
superimposing, since with both algorithm it is possible to obtain the desired number
of results by contacting just a small number of superpeers.

The behaviors of DQ and DQ-DHT diverge significantly in presence of low prob-
abilities of match. For example, with Rd = 10 and P = 0.0125% (see Fig. 4a), DQ-
DHT generates around 8200 messages, while DQ generates almost 14000 messages.
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Fig. 4 Number of messages generated by DQ and DQ-DHT to process queries with different
probabilities of match, with increasing values of Rd . (a) Rd = 10; (b) Rd = 20; (c) Rd = 40; (d)
Rd = 100

This difference can be explained taking into account that with DQ-DHT each super-
peer is contacted at most once (i.e., there is not messages duplication), while in DQ
a message can reach a superpeer more than once due to the randomness of connec-
tions.

The difference between DQ and DQ-DHT in presence of low probabilities of
match increases when the total number of resources matching the query criteria
is lower than Rd . In our experiments this happens in three cases: 1) Rd = 20 and
P < 0.025%; 2) Rd = 40 and P < 0.05%; 3) Rd = 100 and P < 0.8%. In all these
cases, both DQ and DQ-DHT cannot find the desired number of results even if they
have distributed the query to all superpeers. Therefore, DQ-DHT generates exactly
S messages (i.e., each superpeer is contacted exactly once), while DQ generates a
high number of unnecessary (duplicated) messages.

As a final remark, all the experimental results presented above demonstrate the
ability of DQ-DHT to control the number of messages generated by the search in
function of the probability of match and the number of desired results, also com-



70 Harris Papadakis, Paolo Trunfio, Domenico Talia and Paraskevi Fragopoulou

pared to the original DQ algorithm implemented on an unstructured overlay built on
top of the same nodes.

4 Related work

The most related work to DQ-DHT is the Structella system designed by Castro et
al. [12]. Structella replaces the random graph of Gnutella with the structured overlay
of Pastry [13], while retaining the content placement and discovery mechanisms of
unstructured P2P systems to support complex queries. Two discovery mechanisms
are implemented in Structella: constrained flooding and random walks.

Constrained flooding is based on the algorithm of broadcast over Pastry presented
in [14]. A node x broadcasts a message by sending the message to all the nodes y
in the Pastry’s routing table. Each message is tagged with the routing table row r of
node y. When a node receives a message tagged with r, it forwards the message to
all nodes in its routing table in rows greater than r. To constrain the flood, an upper
bound is placed on the row number of entries to which the query is forwarded.

Random walks in Structella are implemented by walking along the ring formed
by neighboring nodes in the identifier space. When a node receives a query in a
random walker, it uses the Pastry’s leaf set to forward the query to its left neigh-
bor in the identifier space. It also evaluates the query against the local content and
sends matching content back to the query originator. A random walker is terminated
when it finds matching content. Multiple concurrent random walkers can be used to
improve search time.

DQ-DHT and Structella share the same goal of supporting complex queries in
structured network. However, DQ-DHT has been designed to find an arbitrary num-
ber of resources matching the query criteria, while Structella is designed to discover
just one of such resources. In Structella in fact, with both constrained flooding and
random walks, a node stops forwarding a query if it has matching content.

A few other research works broadly relate to our system for their combined use
of structured and unstructured P2P techniques. Loo et al. [15] propose a hybrid
system in which DHT-based techniques are used to index and search rare items,
while flooding techniques are used for locating highly-replicated content. Search is
first performed via conventional flooding techniques of the overlay neighbors. If not
enough results are returned within a predefined time, the query is reissued as a DHT
query. This allows fast searches for popular items and at the same time reduces the
flooding cost for rare items.

A critical point in such system is identifying which items are rare and must be
published using the DHT. Two techniques are proposed. A first heuristic classifies as
rare the items that are seen in small result sets. However, this method fails to classify
those items that have not have been previously queried and found. Another proposal
is to base the publishing on well-known term frequencies, and/or by maintaining
and possibly gossiping historical summary statistics on item replicas.
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Another example is the work by Zaharia and Keshav [16], who focus on the prob-
lem of selecting the best algorithm to be used for a given query in a hybrid network
allowing both unstructured search and DHT-based lookups. A gossip-based algo-
rithm is used to collect global statistics about document availability and keyword
popularity that allow peers to predict the best search technique for a given query.

Each peer starts by generating a synopsis of its own document titles and keywords
and labels it as its “best” synopsis. In each round of gossip, it chooses a random
neighbor and sends the neighbor its best synopsis. When a node receives a synopsis,
it fuses this synopsis with its best synopsis and labels the merged synopsis as its
best synopsis. This results in every peer getting the global statistics after O(logN)
rounds of gossip.

Given a query composed by a set of keywords, a peer estimates the expected
number of documents matching that set of keywords using the information in its
best synopsis. If this number is over a given threshold, many matches are expected,
so the peer floods the query. Otherwise, it uses the DHT to search for each key-
word, requesting an in-network join, if that is possible. The flooding threshold is
dynamically adapted by computing the utility of both flooding and DHT search for
a randomly chosen set of queries.

It is worth noticing that the last two systems do not support arbitrary queries,
since information about resources is published and searched using DHT-based
mechanisms. DQ-DHT, on the contrary, supports arbitrary queries in an easy way
since content placement is unrelated from the DHT overlay and query processing is
performed on a node-by-node basis.

5 Conclusions

Providing efficient resource discovery mechanisms in Grids, Clouds and large-scale
distributed systems is fundamental to build and execute distributed applications in-
volving geographically dispersed resources. In this paper we experimentally evalu-
ated the efficiency of DQ-DHT, a resource discovery algorithm that combines the
Dynamic Querying (DQ) technique used in unstructured P2P networks with an al-
gorithm for efficient broadcast over a Distributed Hash Table (DHT). Similarly to
DQ, DQ-DHT dynamically controls the query propagation on the basis of the de-
sired number of results and the popularity of the resource to be located. Differently
from DQ, DQ-DHT exploits the structural constraints of a DHT to avoid message
duplications, thus reducing the amount of network traffic generated by each query.

This paper experimentally evaluated the amount of traffic generated by DQ-DHT
compared to the original DQ algorithm in a large-scale Grid infrastructure. A proto-
type of a Grid information service, which can use both DQ and DQ-DHT as resource
discovery algorithm, has been implemented and deployed on the Grid’5000 infras-
tructure for evaluation. The experimental results presented in this paper showed that
DQ-DHT significantly reduces the amount of network traffic generated during the
resource discovery process compared to the original DQ algorithm. These results
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confirm that combining unstructured search techniques with structured overlays is a
simple but effective way to support both DHT-based lookups and arbitrary queries
using a single overlay.

Acknowledgement

We would like to thank the Grid’5000 team for providing us the platform for de-
ploying and experimenting our system.

References

1. Trunfio, P., Talia, D., Papadakis, H., Fragopoulou, P., Mordacchini, M., Pennanen, M., Popov,
K., Vlassov, V., Haridi, S.: Peer-to-Peer Resource Discovery in Grids: Models and Systems.
Future Generation Computer Systems 23(7), 864-878 (2007)

2. Stoica, I., Morris, R., Karger, D., Kaashoek, M. F., Balakrishnan, H.: Chord: A Scalable Peer-
to-peer Lookup Service for Internet Applications. SIGCOMM’01, San Diego, USA (2001)

3. Gnutella Protocol Development. http://rfc-gnutella.sourceforge.net. Cited 24 Sep 2009
4. Castro, M., Costa, M., Rowstron, A.: Debunking Some Myths About Structured and Un-

structured Overlays. 2nd Symposium on Networked Systems Design and Implementation
(NSDI’05), Boston, USA (2005)

5. Chawathe, Y., Ratnasamy, S., Breslau, L., Lanham, N., Shenker, S.: Making Gnutella-like P2P
Systems Scalable. SIGCOMM’03, Karlsruhe, Germany (2003)

6. Talia, D., Trunfio, P.: Dynamic Querying in Structured Peer-to-Peer Networks. 19th IFIP/IEEE
International Workshop on Distributed Systems: Operations and Management (DSOM 2008),
Samos Island, Greece, LNCS 5273, 28-41 (2008)

7. Fisk, A.: Gnutella Dynamic Query Protocol v0.1. http://www9.limewire.com/developer/
dynamic query.html. Cited 24 Sep 2009

8. El-Ansary, S., Alima, L., Brand, P., Haridi, S.: Efficient Broadcast in Structured P2P Networks.
2nd Int. Workshop on Peer-to-Peer Systems (IPTPS’03), Berkeley, USA (2003)

9. Bolze, R., Cappello, F., Caron, E., Dayd, M., Desprez, F., Jeannot, E., Jgou, Y., Lantri, S.,
Leduc, J., Melab, N., Mornet, G., Namyst, R., Primet, P., Quetier, B., Richard, O., Talbi, E-G.,
Touche, I.: Grid’5000: a large scale and highly reconfigurable experimental Grid testbed. Int.
Journal of High Performance Computing Applications 20(4), 481-494 (2006)

10. Papadakis, H., Trunfio, P., Talia, D., Fragopoulou, P.: Design and Implementation of a Hybrid
P2P-based Grid Resource Discovery System. In: Danelutto, M., Fragopoulou, P., Getov, V.
(eds.) Making Grids Work, pp. 89-101. Springer, USA (2008)

11. Open Chord. http://open-chord.sourceforge.net. Cited 24 Sep 2009
12. Castro, M., Costa, M., Rowstron, A.: Should we build Gnutella on a structured overlay? Com-

puter Communication Review 34(1), 131-136 (2004)
13. Rowstron, A., Druschel, P.: Pastry: Scalable, Decentralized Object Location, and Routing for

Large-Scale Peer-to-Peer Systems. Middleware 2001, Heidelberg, Germany (2001)
14. Castro, M., Jones, M. B., Kermarrec, A.-M., Rowstron, A., Theimer, M., Wang, H., Wolman,

A.: An Evaluation of Scalable Application-Level Multicast Built Using Peer-to-Peer Overlays.
IEEE INFOCOM’03, San Francisco, USA (2003)

15. Loo, B.T., Huebsch, R., Stoica, I., Hellerstein, J.M.: The Case for a Hybrid P2P Search Infras-
tructure. 3rd Int. Work. on Peer-to-Peer Systems (IPTPS’04), La Jolla, USA (2004)

16. Zaharia, M., Keshav, S.: Gossip-based Search Selection in Hybrid Peer-to-Peer Networks. 5th
Int. Workshop on Peer-to-Peer Systems (IPTPS’06), Santa Barbara, USA (2006)



Reducing traffic in DHT-based discovery

protocols for dynamic resources

Emanuele Carlini, Massimo Coppola, Domenico Laforenza and Laura Ricci

Abstract Existing peer-to-peer approaches for resource location based on dis-
tributed hash tables focus mainly on optimizing lookup query resolution. The un-
derlying assumption is that the arrival ratio of lookup queries is higher than the
ratio of resource publication operations. We propose a set of optimization strategies
to reduce the network traffic generated by the data publication and update process
when resources have dynamic-valued attributes. We aim at reducing the publication
overhead of supporting multi-attribute range queries. We develop a model predict-
ing the bandwidth reduction, and we assign proper values to the model variables on
the basis of real data measurements. We further validate these results by a set of
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1 Introduction

The issue of controlling and organizing a large number of computing resources in
performing information-related tasks naturally arises and leads to the exploitation
of distributed and peer to peer (P2P) techniques.

Many approaches in the literature exploit structured P2P systems, in particular
Distributed Hash Tables (DHT). Popular works are based on Space Filling Curves
[1, 2], and tree-based structures [3]. The main issue of these approaches is the in-
sufficient scalability in the space dimension (the number of independent attributes).
Systems based on locality preserving hash functions [4, 5] try to cope with the di-
mensionality problem as well.

Resource location and directory services in very large distributed systems have
to provide multi-attribute range-search capabilities. Our reference case is the
XtreemOS [6] platform. XtreemOS is a Grid-enabled Operating System, based on
Linux, which aims at scalable management of large computational platforms extend-
ing across federated Virtual Organizations. In order to provide system scalability
and fault resiliency, XtreemOS employs a P2P approach in providing the resource
location services. We reproduce in this work XtreemOS typical conditions, where
resources with dynamically varying features congregate into a very large platform
(thousands of nodes) and have to be selected according to their instantaneous state.

Existing P2P proposals in the field of resource location focus on optimizing the
performance of lookup queries, rather than the data publication phase. They are
designed with the assumption that the number of queries submitted to the system is
much greater than the amount of publications of resources. In this paper we explore
the case where this assumption does not hold. We deal with dynamic attributes of
resources and data publications must occur frequently, in order to provide a fresh
view of the system to the end-user.

We propose REMED (REduce MEssage on Dht), an enhanced algorithm for the
publication process in multi-attribute MAAN-like DHTs. The method is suitable for
DHT-based approaches using locality preserving hashing functions, and combines
two different optimizations.

In REMED, the base optimization technique exploits a small-size soft-state cache
that, in each node, contains the most frequent routing results completed during the
publication steps. Results are cached in order to achieve one-hop publication where
possible, bypassing the native DHT routing algorithm. We study the cache utiliza-
tion value and we show that the closer are the published values the better are the
performance we achieve. Following the measurements presented in [7] we try to
exploit the short-term stability of attributes in spite of their long-term dynamic be-
haviour.

A second, complementary optimization exploits the concept of attribute popular-
ity in order to selectively reduce the update frequency. Resources associated with an
attribute which is seldom used in queries are updated less frequently.

Each DHT node maintains its own popularity estimates, which depend on the
query history of the system, and are exploited in an adaptive and completely dis-
tributed manner. To evaluate the network traffic reduction achieved by our algo-
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rithm, we discuss an analytical model describing the behaviour of a single node dur-
ing the publication process, and evaluate both its parameters and the overall network
behaviour by simulation, also considering the impact of churn over the network.

The rest of the paper is organized as follows. Section 2 briefly discusses the most
popular approaches used to resolve range queries and others proposals related to
our work. Section 3 describes how the range query are resolved in our approach, the
optimization of publication process. Section 4 presents the model. Section 5 presents
the data used for the evaluation of the model, describes how the model is used in a
real context and shows the results of our simulations. Finally, Sect. 6 concludes and
discusses open issues for future work.

2 Related Work

Many approaches have been suggested to automate the resource discovery process
using P2P techniques. Our work is based on popular solutions like SWORD [5]
and MAAN [4] that focus on data replication over different logical DHT spaces
identified by attributes properties.

Other popular solutions such as Baton [3], the work of Caron et al. [8] and Gao
[9] make use of DHTs as a building block for solution based on tree data structures.
Although studies on hierarchical structures and different indexing schemes may be
effective, we consider this kind of approaches as a different research line.

Caches are widely used in many P2P approaches for different purposes. Ro-
driguez et al. [10] studied the bandwidth consumption of different caching strategies
to manage maintenance operation (i.e. peer join and leave). The CUP approach [11]
exploits a cache to optimize query resolutions over P2P overlay networks. It also
introduces the idea of node popularity, where the popularity of a node N is related
to the number of nodes depending on N to resolve a query. Similarly, the ShortCuts
algorithm [12] uses soft state caches to improve the look-up performance of DHTs.
Like [10, 11, 12], REMED exploits caching, but besides reducing the routing cost,
it also caches information needed to reduce the overhead for publishing data. Works
like Kelips [13] and the approach of Gupta et al. [14] extend the standards DHTs
routing tables to achieve one-hop routing, tolerating non-trivial overhead of mem-
ory usage and bandwidth consumption. Contrary to these approaches, REMED has
well bounded memory and bandwidth requirements.

The approach of Liben-Nowell et al. [15], suggested us a model based on the
concept of half life to estimate the churn frequency over a peer to peer overlay.
Finally, Cheema et al. [7] examine the attributes variability of workstations in a
Grid context. We exploit as a fundamental assumption what they experimentally
observed, that several dynamic attributes (i.e cpu load, memory usage) show a good
degree of temporal locality.
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2.1 MAAN Range Query Implementation

The MAAN [4] approach builds up a mechanism over a Chord DHT [16] to resolve
range multi-attribute queries.

A resource is defined by a collection of attribute-value pairs. Each one of these
attribute values is coupled with a key that maps that value in the DHT space. Unlike
classical DHTs, the key is obtained using a static locality-preserving hash function
in order to resolve lookup range queries more effectively. Following [4], a mapping
function H(v) preserves locality if it has the following properties: (i) H(vi) < H(v j)
if and only if vi < v j and (ii) if an interval [vi,v j] is split into [vi,vk] and [vk,v j],
the corresponding interval [H(vi),H(v j)] must be split into [H(vi),H(vk)] and
[H(vk),H(v j)]. The function is static since it does not change during the system
execution.

The MAAN publication process (depicted in Fig. 1 and pseudocode in Fig. 2),
works as follow. A node, called provider, publishes periodically its attributes-values
set (a1,v1)..(ak,vk), by sending a PUT message with the whole resource description
for each different ai. The messages in general reach other nodes, called recipients,
identified by H(vi); each recipient responds in turn with a REPLY message. The
same resource descriptor is spread and replicated into the overlay by a factor equal
to the number K of attributes.

A generic multi-attribute range query is structured like a set of pairs attribute-
constraint, where a constraint is the range of values in which an attribute must
belong to in order to satisfy the query. Given an attribute constraint [l,u], all the
resources that satisfy it lie in the contiguous portion of DHT space bounded by H(l)
and H(u). The constraint corresponding to the smallest portion of DHT space is
called the most selective, and its attribute is called dominant.

In order to resolve a lookup query, a QUERY REQUEST message is sent to
the node managing H(l) (the lower bound value) of the most selective constraint.
The request is forwarded to the following node in the DHT space, accumulating
on the way the identifiers of resources that satisfy all query constraints. When the
query reaches the node handling H(u), the computed answer is returned to the query
initiator.

3 REMED

MAAN resolves look-up queries with a number of hops that does not depend on the
number of attributes used to describe a resource. However, data is heavily replicated,
causing high overhead especially when the data change frequently. Our proposal
REMED reduces the traffic generated by publications, in particular when dealing
with dynamic resources. We reduce the bandwidth consumption by cutting down
the number of messages that spread over the system during the publication process
(see Fig. 1).
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In the rest of the paper, the generic term message refers to the information unit
sent using the transport layer protocols (TCP or UDP).

3.1 Reducing the Routing Overhead

In various DHT implementations the publication may be divided in two different
steps. The routing process (which typically has a logarithmic cost with the network
size) can be seen as an isolated operation. It is usually followed by the PUT message
with the relative REPLY message as response.

The idea behind the first strategy proposed by REMED is to equip a node with
a soft-state cache of the routing results obtained during the publication phase. The
cache allows to reuse the routing results already discovered in the previous itera-
tions, and consequently to deploy less messages over the network. By using a soft-
state cache, we ignore the need to update or synchronize data among the different
caches (e.g. we do not explicitly cope with peer arrivals and departures), at the ex-
pense of some occasional retry. As we will see later on, this does not impair the
other optimization strategy. Refreshing of cache contents is fully hidden inside the
optimized publication algorithm.

Consider two generic but sequential resource publications, both relative to the
attribute A. If the value of A does not change between the two steps, the recipient
node remains the same (here we do not consider the churn impact on the cache;
section 5.4 evaluates and describes in more details the issue). Even if the value of
A does not change, it is still necessary to publish the resource descriptor if other
resource attributes have changed. It is not necessary that A keeps a constant value,
as long as the difference between consecutive values remains small enough to let
the recipient node stays the same. A publication which does not require the routing
process is referred as a direct publication.

Fig. 1 (left) Without caches, routing is always performed with the implementation of CHORD,
in order to locate N1 and N2. (right) In REMED, routing is skipped if N1 and N2 are found in
cache, i.e. values mapped to N1 and N2 were used recently. Reply messages update the cache of
the provider node Np with managed range and popularity information.
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1: resource = monitor.state()
2: for all attribute in resource do

3: key = hash(attribute.value)
4: routing = do routing(key)
5: reply = put(routing, key, attribute)
6: end for

Fig. 2 Pseudo code of standard MAAN publication. Monitor is a process running on the provider
node, which periodically probes the attribute values.

Peer Information Popularity
ID Range IP A B
N1 Range(N1) x.y.z.10 70% 30%
N2 Range(N2) x.y.z.20 50% 50%

Provider cache

Attr. Pop.
A 70%
B 30%

Node N1

Attr. Pop.
A 50%
B 50%

Node N2

Fig. 3 Routing cache and popularity information in REMED, case with two attributes.

1: resource = monitor.state()
2: for all attribute in resource do

3: key = hash(attribute.value)
4: in f o = cache.resolve(key)
5: if in f o contains information then

6: if popularity is high then {the put has to be done}
7: reply = put(in f o.routing, key, attribute)
8: if reply is an error then {routing has to be done due churn}
9: routing = do routing(key)

10: reply = put(routing, key, attribute)
11: end if

12: end if

13: else {no data into the cache about key}
14: routing = do routing(key)
15: reply = put(routing, key, attribute)
16: end if

17: Update the cache with the newest information
18: end for

Fig. 4 Pseudo code of optimized publication

Although some attributes have a dynamic behaviour, a good chance for a direct
publication to happen does exist, as shown in [7]. Their observations reveal that
dynamic attributes like cpu load and memory usage exhibit properties of temporal
locality. For example, a processor that is idle for a relatively long period of time,
maybe at night, is likely to also remain idle in the near future. Following these
last considerations, we found that even with a small-size cache the hit probability
remains high enough to guarantee a good number of direct publications.
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3.2 Skipping Publication

The second strategy exploits the implementation of range queries in REMED, as
described in section 2.1. Like in the MAAN approach, we resolve queries using the
dominant attribute. We define the popularity of an attribute as the frequency with
which it is chosen as dominant.

The popularity depends either on the contents of the published resource and on
the queries submitted to the system. In general, attribute popularity may vary over
the lifetime of the system, hence we need a dynamic and adaptive solution to exploit
this information.

The idea is to update at a low frequency the resource associated with low popular-
ity attributes (i.e. rarely used in query resolution), so to perform only the minimum
numbers of publications. For example, if we consider a scenario where an unique
attribute is dominant for all the queries, updates for all the other non-dominant at-
tributes become useless. In practice, we can often afford to refresh less often those
attributes that do not belong to the narrow set of continuously used ones, but we
want to automatically tune the update frequencies according to the current history
of publication and queries.

Computing a global measure of attribute popularity, for instance using a logical
data structure where nodes in the overlay read and write popularity information, be-
sides being complex to implement and heavy to update, it has the crucial drawback
that global popularity values can be misleading.

An example can show why a global view of the system can lead to inaccurate
choices. Consider the case of attribute A in a network with 100 nodes, where 30
nodes observe popularity 80%, and 70 nodes observe a value of 10%. Since the
global popularity of A is 31%, the consequent update frequency would be too low
for resources assigned to the former 30 nodes, which are frequently searched for,
while it would be unnecessarily high for the latter nodes.

We thus chose to compute popularity as a local value. Every node has a table to
keep popularity value for attributes, measured by counting how many times the at-
tribute is dominant in queries that traverse the portion of DHT space handled by the
node. Information about popularity is needed by provider nodes, but is gathered by
queried nodes. Therefore, we use REPLY messages to carry popularity estimates to
the provider (Figure 1). This approach is completely distributed and works without
introducing any new message in the existing protocol. Information obtained this way
may be used to skip some following publications, throttling the update frequency,
whenever a resource is published on the same destination node because of that at-
tribute. How many publications are skipped, and when, can be decided exploiting
the popularity value.

Figure 4 shows the pseudo code of an optimized publication. For each of attribute
that we want to publish, a key in the DHT space is generated by using the proper
hash function on the attribute value, then the cache is searched for the node owning
that key. If the popularity value associated to the (key, attribute) pair by the cache
is low enough, the publication can sometimes be skipped. Otherwise, the node per-
forms a direct publication. Only if the cache does not contain useful information the
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publication is done in the standard way. After every iteration, the cache is updated
with popularity information from the REPLY message.

4 Cost model

We model both the standard and the optimized publication process, according to the
algorithm presented. In the following, N is the number of peer participating to the
overlay, and K is the number of attributes composing a resource. The publication is
logically divided into three different steps: routing, put and reply, associated with the
relative messages ROUTING, PUT and REPLY. According to Chord [16] analysis,
O(logN) messages correspond to each routing step, while O(1) are needed for both
the put and the reply steps.

4.1 The Standard MAAN Model

In the standard publication, where no optimization are applied, the number of mes-
sages spreading in the system is given by

(2KN)+(KNlog(N)) (1)

where the first term evaluates the messages required by put and reply and the second
term deals with the routing messages. If dP, dRP and dRT are the respective sizes
of put, reply and routing messages, we obtain that P = dP ·NK is the cost in bytes
relative to a put, RP = dRP ·NK relative to a reply and RT = dRT ·NK · log(N)
relative to routing. The total traffic T in bytes for a publication is thus

T = P+RP+RT (2)

4.2 The REMED Optimized Model

We introduce three boolean variables, in order to model the optimizations according
to the algorithm (Figure 4). Variable X states if an item has been found in cache
(line 5), Y tells us if an attribute has a low popularity (line 8) and Z is true when a
publication is executed without being affected by churn (line 6).

Table 1 shows the expected publication costs depending on these boolean vari-
ables. When X is false, we have to follow the standard algorithm. When both X and
Y are true, the publication can be completely skipped. If X is true and Y is false, the
cost depends on Z. If Z is true, we only pay the cost of put and reply operations; if it
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is false, we waste a put and reply couple by trusting the cache, and a new complete
publication is needed thereafter.

Along with the boolean variables, we define also the probability that such vari-
ables are true as Px, Py and Pz. The value of Px essentially depends on the cache
size and on its management policies. We evaluate this parameter by simulations in
Section 5.3. Pz value expresses the degree of churn within the system, but it also
depends on the cache size. We rely on an already known model and we have run
simulations to devise a proper value for Pz (Section 5.4). The Py value depends on
the hash functions used and the history of queries in the system.

For each one of the three phases of the publication, these probabilities affect the
relative cost. We derive from Table 1 three coefficients, modifiers for routing (Mr),
put Mp and reply (Mrp) that affect the expected publication cost.

Mr = 1+PxPyPz −PxPz −PxPy
Mp = Mrp = 1+Px +PxPyPz −PxPz −2(PxPy)

(3)

Finally, the traffic of the optimized publication is given by the integration of the
equation 2 with the modifiers.

T = MpP+MrpRP+MrRT (4)

5 Simulations

The model behaviour depends on a few parameters such cache dimension, level of
churn in the network and queries submitted to the system. In order to evaluate the
model in a real context, we assign a value to these parameters exploiting a real-
world data-set sample. We thus assume to work in a large Grid platform, and let the
network size range from 500 to 5000 nodes.

5.1 Tools and Implementation

To perform experimental evaluation we use Overlay Weaver (OW, [17]) as our main
software development framework. OW also embeds very powerful test tools that we

Table 1 Different optimizations cases in REMED

X Y Z REMED cost MAAN standard cost
false - - routing + put + reply routing + put + reply
true true - 0 routing + put + reply
true false true put + reply routing + put + reply
true false false 2(put + reply) + routing routing + put + reply
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used extensively in our simulation. The OW emulator allows to run a large number
of nodes on a single machine, exploiting the very same code that would run on a
real platform.

OW has a layered architecture, and aims at separating high level services such
as DHT, multicast and anycast from the underlying key-based routing (KBR) [18]
level. The OW routing layer architecture follows the KBR concepts but leaves be-
hind the monolithic approach, decomposing the routing layer in a set of independent
modules, (e.g. communications, routing and query algorithms). The routing module
is defined by three layers: the routing layer (bottom), the service layer and the appli-
cation layer (top). Decoupling of put(routing.addr) from put(key) allows us to cache
the result of each routing operation.

The implementation of REMED within OW belongs to the service layer, pro-
viding an alternative to the classical DHT services. The main development effort
has been focused on redesigning DHT basic functions like put and get to allow
the resolution of multi-attribute range queries. The basic put operation present in
Overlay Weaver has been extended to support the needs of the MAAN range query
resolution, along with the optimizations we have designed. The pseudo code of the
optimized algorithm is shown in Fig. 4.

The monitor process takes care of the publication of resources, and in our tests
it runs on every node of the overlay. It periodically measures the interesting values
of the workstation where it is running, and eventually sends the information to the
underlying DHT system. Successive measurements are taken T = 150 seconds apart.

In order to estimate attribute popularity, every node maintains a counter Pi for
each attribute i = 1..K. Counter Pi is incremented whenever a query is processed in
which ai is dominant. Whenever a provider node publishes a resources for attribute
y, the recipient node N includes the value of Py in its REPLY message. The provider
caches this information. Each cache entry stores more values of popularity, one
for each different attribute, since the same resource may be indexed by different
attributes (see Fig. 3). Eventually the provider node checks its cache to find attribute
popularity regarding N during a successive publication. When the node finds only
routing information, it proceeds with a direct publication, otherwise it considers the
possibility to skip the publication at all.

5.2 Data Analysis

We simulate the behaviour of resources with real-life measurements from Planet-
Lab [19], a heterogeneous platform open to public experiments. Services like the
content distribution network CoDeeN [20] are available on the platform. One of
CoDeeN’s sub projects is CoMon [21], whose goal is monitoring the state of Plan-
etLab machines. Each of these services is running over a slice, a set of resources dis-
tributed on a subset of nodes; each workstation may handle more active slices at the
same time, making the measurements both heterogeneous and realistic for our tests.
CoMon every 5 minutes records the measurements on all nodes of PlanetLab. From
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the whole database we selected six dynamic attributes: available memory, available
swap space, bits per second received and sent on the network, CPU load and usage.
CPU load differs from usage, load measures the average number of threads currently
in the run queue, the way the UNIX command uptime does, while CPU usage is the
time not spent in the idle state by the processor. Available memory is the output of a
daemon that periodically tries to allocate 100MB of memory on the node, with high
values meaning that the node is not under memory pressure.

5.3 Cache Evaluation

The cache (Figure 3) stores information about other nodes: (i) the range in the ID
space each node handles, (ii) the communication address (IP address), (iii) infor-
mation about attribute popularity at the node. The size of a single cache line grows
linearly with K. The overall cache size obviously influences the hit probability, but
a large cache is more vulnerable to peer churn.

In order to evaluate the tradeoff on the cache size we exploited two different
measurements. Both tests emulate 5000 nodes that join and publish CoMon data
over a single DHT for 200 consecutive iterations (about 4 hours).

The first test measures the number of accesses to each cache position during the
computation. We consider an optimal situation where an unlimited dimension cache
is used and thus we do not apply any cache policy replacement. The results in Fig.
5(a) show that only a few positions are heavily used, leaving most of the cache
barely used. The hit count per position follows a power-law trend, it belongs to the
zipf family [22] with an α value of 1.26. Such a behaviour suggests that even a
relatively small cache may allow significant savings.

The second test, in Fig. 5(b), measures the percentage of cache hits as a function
of cache size. The total number of accesses is the sum of two numbers: (i) the times
every cache position has been used successfully to avoid a routing process, and
(ii) the times that a node has been added to the cache. This test confirms that we
can obtain good results even with a small size cache and allows to estimate such
size. According to our simulation data, when N = 5000 a realistic cache size can be
range from 40 to 60 lines, e.g. a 50 lines cache provides a 78% hits for in 75% of
the attemps (quartile of 0.25).

5.4 Churn Evaluation

We study REMED behaviour under churn to evaluate Pz, that measures the negative
impact of churn on cached routing information. Higher and higher churn values
reduce cache accurateness and lower the hit ratio. To model churn, we use the half
life model [15]. In a network of size N, the doubling time is the arrival time for
further N nodes, and the halving time is the time required for N/2 nodes to leave
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Fig. 5 Cache behaviour in a a network of 5000 nodes with session of 4 hours (about 100 publica-
tions). Results are aggregated in quantiles. No optimization enabled.
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Fig. 6 Effectiveness of the soft-cache approach in reducing the routing traffic overhead.

the network. The half life is defined as the smaller of the doubling time and halving
time, and represent the time needed for half the nodes in a network to be replaced
by new arrivals.

We define H as half life measured in seconds, and the decay factor as

D = H
√

1/2 (5)

According to the model, the cache builds up a proportion of (1-D) of obsolete data
per second. As a simple example let H = 2; after one second the cache still has√

1/2 of valid data, that is, about 30% of its data is obsolete.
In a peer to peer overlay, half life H is evaluated as 14400 seconds (4 hours)

[23]. This value is related to a world-size content sharing P2P network like Overnet,
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where a somewhat higher churn is expected than in a Grid environment. We can
safely use this value as a worst-case bound. To adapt this value to our context, we
define a publication cycle as the interval between two publication, which in our case
are T = 150 seconds apart. We derive from formula 5 the definition of decay factor
per iteration.

D′ = H/T
√

1/2 ≈ 0.9928 (6)

In other words, at each following publication, the probability for each cached item
of becoming obsolete is slightly less than 1%.

We define as oldness the average time spent in cache by all its elements, nor-
malized with T . The higher the oldness, the higher the probability that churn affects
cache entries. Oldness value distribution has been evaluated experimentally, Fig.
6(a) reports result over 200 cycles in a network of 5000 nodes, with a cache size
of 50. The average oldness tends to a maximum value near to 20, which means an
expected churn probability of 1−D′20 ≈ 0.135, and is below 28 in 75% of the cases
(expected churn 0.183). On the ground of this analysis, in the optimized model we
assume that a cache line is affected by churn with a probability of 10%, which cor-
responds to H ≈ 19800s and to Pz = 0.9.

5.5 Model Evaluation

In the previous sections we evaluate the cache probability hit (Px) and the probability
of low churn (Pz) with a series of simulations using a real data-set of measurements.
Since we have only preliminary results as far as popularity is concerned, we proceed
with the evaluation of the model using sample values for Py. The graph in Fig. 6(b)
shows the average bandwidth in Mbits used up by publication, for the MAAN and
the REMED optimized model (Px = 0.7, Pz = 0.9 and various values Py ∈ [0,1]).
The analytic results show that the saving in network traffic ranges from 53% to 71%
of the MAAN needs, depending on the value of Py. Figure 7 shows the number
of messages needed to cope with some combinations of different churn levels and

Fig. 7 Number of messages
on the network with and with-
out REMED optimizations,
with different churn prob-
ability and cache size (50,
unbounded), on a network of
5000 nodes.
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cache sizes, without consider popularity optimizations. From this graph it is already
clear that a routing cache saves up to 70% routing messages, that a small cache is
already sufficient, imposing no hard memory constraint, and that the estimated level
of churn is well tolerated by REMED.

6 Conclusion and Future Work

We presented the REMED strategy to reduce network use when publishing dynamic
valued resources in a resource discovery P2P system, based on a MAAN approach
and on saving routing effort, as well as on reducing the number of actual publication
messages. The approach allows consistent savings in term of network bandwidth and
number of messages exchanged, allowing the overlay a faster query response and
increased scalability. We plan to refine our approach in several directions, starting
from a deeper study of popularity-based optimizations, one that exploits real-life
query distributions to evaluate Py. In this direction, XtreemOS Resource Location
Services will be both an application case and an evaluation platform for REMED.

Another interesting issue is related to load balancing in the DHT space. Discrete
valued attributes with low cardinality tend to concentrate keys in a small set of
nodes, and unevenly distributed attributes cause a similar behaviour. When many
resources are focused on few nodes, in a large DHT there are many nodes between
two highly-loaded ones. The query resolution process is affected, as focused queries
find a bottleneck at the most loaded nodes, while other queries have to traverse
many nodes containing little useful data. Key distribution balancing can be improved
by customising the Hash functions used, and we will investigate the relationships
among key distribution, query constraint distribution, and local popularity estimates,
in order to assess their impact on REMED optimizations.
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Autonomic management of multiple

non-functional concerns in behavioural skeletons

Marco Aldinucci, Marco Danelutto and Peter Kilpatrick

Abstract We introduce and address the problem of concurrent autonomic manage-
ment of different non-functional concerns in parallel applications build as a hier-
archical composition of behavioural skeletons. We first define the problems arising
when multiple concerns are dealt with by independent managers, then we propose a
methodology supporting coordinated management, and finally we discuss how au-
tonomic management of multiple concerns may be implemented in a typical use
case. Being based on the behavioural skeleton concept proposed in the CoreGRID
GCM, it is anticipated that the methodology will be readily integrated into the cur-
rent reference implementation of GCM based on Java ProActive and running on top
of major grid middleware systems.

Key words: Behavioural skeletons, autonomic computing, multi-concern auto-
nomic management.

1 Introduction

Efficient implementation of parallel/distributed applications requires solving sev-
eral problems related to the handling of different non-functional concerns. A non-
functional concern is a concern not related to what is computed by the application,
but rather to how the results of the application are computed [9]. Typical examples
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of non-functional concerns include performance tuning, fault tolerance, security and
power efficiency.

In [1] we discussed a framework based on the concept of behavioural skele-
ton, aimed at supporting the programming of parallel/distributed applications. A
behavioural skeleton is a co-designed and optimized implementation of a paral-
lel algorithmic skeleton modelling a well-known parallelism exploitation pattern,
together with an autonomic manager taking care of one of the non-functional con-
cerns related to the execution of that algorithmic skeleton. The complete behavioural
skeleton framework has been experimented with in the GCM context [7]. Simple
managers, each taking care of a non-functional concern in a single behavioural
skeleton have been designed and implemented [1], as well as hierarchies of auto-
nomic managers, each taking care of a single non-functional concern relative to a
single skeleton in a hierarchy of skeletons [2, 4]. In both cases experimental results
demonstrated the feasibility of the behavioural skeleton approach and the efficiency
of the GCM implementation of behavioural skeletons in its application to real use
cases.

However, the autonomic management of multiple non-functional concerns has
not yet been considered in this framework, although it is clear that it would be a
very useful and powerful tool to address non-functional issues.

When dealing with autonomic management of multiple non-functional concerns
several distinct issues arise, in addition to those for a single non-functional concern.
In particular, coordination of the autonomic managers taking care of the different
concerns is needed to avoid conflicting decisions being taken that eventually im-
pair the whole autonomic management framework. This coordination represents a
significant challenge.

In this paper we consider autonomic management of several different non-
functional concerns in a distributed system. We address the problem in a structured
programming framework (Sec. 2), we consider the issues related to coordination of
autonomic managers each dealing with a different concern (Sec. 3), and we discuss
the methodology proposed in Sec. 3.1 applied to a typical use case (Sec. 4). Related
work and conclusions sections end the paper.

2 Parallel framework

We assume here that parallel applications are programmed according to structured
parallel programming principles [6]. In particular, we assume a parallel application
is built as a composition of behavioural skeletons [1] and sequential portions of code
modelling pure functions. A behavioural skeleton (BS) models a well-know paral-
lelism exploitation pattern. We assume here the existence of a set of BS including:
pipeline modelling computations in stages processing streams of tasks; task farm
modelling embarrassingly parallel computations processing streams of tasks; data
parallel modelling different kinds of data parallel patterns (embarrassingly parallel,
with stencil, with shared read-only data structures, etc.); and sequential wrapping
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pure functional sequential code in such a way that it can be used within other BS.
Each BS implements a known parallelism exploitation pattern and an autonomic
manager taking care of some non-functional concern. A parallel application is thus
built as a composition of BS. The user provides the sequential portions of code
wrapped in the sequential BS, the input data and a QoS contract. The BS run time
system executes the application in such a way that the (hierarchy of) application
manager(s) takes care of ensuring the QoS contract provided by the user.

As an example, in [2] we discuss an application which is a pipeline whose first
and third stages are sequential, whose second stage is parallel (a task farm with
sequential workers) and whose autonomic manager deals with performance tuning.
The structure of the resulting application is shown in Fig. 1.

Restriction of the parallelism patterns the programmer can exploit by the use of
behavioural skeletons makes it possible to achieve better performance and efficiency
while implementing the application, and allows effective autonomic management
to be programmed in the autonomic managers while preserving the possibility to
model all (or most) of the commonly used patterns in parallel and distributed com-
puting.

3 Autonomic management of multiple concerns in structured

parallel computations

When dealing with multiple non-functional concerns, we have to consider that,
in the most general cases, distinct autonomic management strategies may exist
for each of the non-functional concerns under consideration. More precisely, we
may assume that a collection of (possibly hierarchical) autonomic managers ex-
ist A M 1, . . . ,A M m that can independently and autonomically take care of non-
functional concerns C1, . . . ,Cm. For example, the managers AMpipe, AMseq (two
instances) and AMfarm of Fig. 1 constitute a single, hierarchically structured col-
lection of autonomic managers. If more concerns are to be considered, we will as-
sume more managers will be associated with the single behavioural skeleton. Fig. 2
shows how these managers will be organized when two non-functional concerns are
involved: CP (performance tuning) and CS (security).

We will use the term A M i to refer to the top level manager of a hierarchy of
managers handling non-functional concern Ci, if not otherwise specified.

Our approach to handling multiple non-functional concerns is based on a five-
pronged attack: identifying an overall strategy for coordinating the managers’ activ-
ities; finding a common currency by which managers may interact; finding means
of reaching consensus on decisions; determining how the management activity can
be initialized; and devising a means to implement autonomic management. We now
consider each of these in turn.
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3.1 Centralized vs. distributed autonomic management of multiple
concerns

When considering autonomic management of multiple non-functional concerns, we
must identify a general strategy to coordinate the autonomic management activities
performed by the different managers (or manager hierarchies). In general, it may be
the case that manager A M i takes a decision affecting the global application that is
in contrast with the strategies of manager A M j. For example, A M P (a manager
taking care of ensuring performance contracts) may clearly take decisions that are
in contrast with the policies ensured by A MW (a manager taking care of ensuring
power management contracts).

To resolve these conflicts a means must exist by which managers may reach
mutually acceptable positions. Two strategies can be identified for this purpose:

SM a Super Manager A M 0 can be introduced, positioned hierarchically above
managers A M 1 to A M m, coordinating the decisions taken locally by these
autonomic managers and relating to different, possibly interfering concerns; or

CM the managers A M 1 to A M m can be modified so that before actuating any
decision, they reach agreement with the others.

Both solutions share a common concept, which is the idea of building a consensus
on the decisions taken. In the former case (SM) the consensus has to be sought by
A M 0, upon communication from one of the A M i of a proposed decision. Upon
consensus, A M 0 may give the green light to A M i so that the decision is actuated.
If consensus is not reached, eventually A M 0 will communicate to the A M i that
the decision is to be aborted. In the latter case (CM), the A M i that proposes to
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take a decision should contact all the other managers and behave as the SM in the
former case to build a consensus on this decision. So, the two strategies considered
differ only in the way they will build the manager network, but thereafter most of
the coordination algorithms and strategies should be the same, or very similar.

As a matter of fact, in solution CM the coordination among managers may hap-
pen at any level of the autonomic manager hierarchy. Fig. 2 shows how managers
dealing with different concerns within the same behavioural skeleton can be natu-
rally paired in such a way they can coordinate locally taken decisions.

3.2 Shared knowledge among different autonomic managers

The second area to be addressed when reasoning about multi-concern management
is the common knowledge necessary across different concern managers to make
possible agreement on global application management. Different manager hierar-
chies should agree on a common view of the parallel/distributed application at hand
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in order to be able to share decisions and, where appropriate, obtain consensus on
local decisions before actuating them.

The main common concept across the different managers is the application graph
whose nodes represent the parallel/distributed activities and whose arcs represent
communications/synchronizations among these activities. Each node and arc can be
labelled with suitable metadata. For example, the node metadata could represent
mapping information (which processing element(s) host the parallel activity, what
are its features in terms of CPU, memory, disk, network bandwidth, etc.); the arc
metadata may represent features of the corresponding communication channel (kind
of protocol used, bandwidth and latency, whether it can be regarded as a secure
channel or not, etc.).

We do not address here general parallel/distributed applications. Rather, we tar-
get only those applications build by composing behavioural skeletons. Therefore the
application graph we will deal with is the graph representing a well-formed compo-
sition of parallel/distributed patterns modelled by the behavioural skeleton library at
hand. Fig. 3 shows the application graph (with sample associated metadata) corre-
sponding to our sample application: a three-stage pipeline with parallel second stage
(task farm with 4 workers).

The application graph represents the minimal information that can be shared
among managers to implement multi-concern autonomic management.

Consider a typical example, involving autonomic management of performance,
security and power saving options in an application such as that of Fig. 3. A typical
decision taken by the A M P consists in varying the number of workers in the farm
representing the second stage of the pipeline. For example, the number of workers
can be increased to increase the throughput of the second stage and thus guarantee
the user supplied performance contract. In this case, the decision of the A M P will
eventually lead to a different application graph. The new worker allocated will be
labelled with some metadata representing, among other information, the resource
where it will be mapped or the set of resources where the actual resource to host
the worker will be taken from. The agreement with the other managers must be ob-
tained in this case before committing the decision. A MW may provide some prior-
ities among the potential target resources for allocation of the new worker, in such a
way that low consumption options are preferred. On the other hand, A M S (an au-
tonomic manager taking care of security concerns) may provide a binary mapping
of the resources distinguishing those that are secure (i.e. those that can be reached
using only private and trusted network segments) from those that are not. Eventu-
ally, A M P may decide to allocate the new worker on a low consuming, secure
resource (with no additional effort), on a low consuming, insecure resource (with
provision for encryption of communications) or on a high consuming, insecure re-
source (again, providing for encryption). In all cases, the common level of agree-
ment with the other managers will be on the final application graph. Even where no
consensus can be reached among the different managers (e.g. no secure resources
found, user contract asking for completely secure computations, impossibility to use
alternative secure protocols) the eventual agreement will be on retaining the original
graph, thus representing the fact that the decision by A M P has been aborted.
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3.3 Impact of local decisions on global application management

Having stated that a consensus has to be reached on the resulting application graph
(with metadata) before committing any decision, we now consider how such con-
sensus may be built. In particular, we discuss how the consensus process can be
established and implemented; and the possible results of the consensus process.

3.3.1 Consensus building

Consensus building must be implemented as a two-phase process. In the first phase,
the autonomic manager whose control cycle has identified that a decision has to be
implemented as a consequence of some triggering event (here we assume it will be
A M 1) must initiate the consensus building, either by interacting with A M 0 (SM
case) or with all the other managers (A M 2 to A M m, CM case). In the second
phase, A M 1 should await for the consensus results and, depending on their nature,
either commit the decision (i.e. execute the actions in the plan associated with the
decision) or abort it.

The intent of the two-phase protocol for consensus building is clear: no decision
may be taken locally if the management of other concerns may be affected by the
results of the decision. This in turn has two consequences:

1. decisions can be assigned to one of two classes: independent decisions, i.e.
those not affecting the behaviour of other autonomic managers handling differ-
ent concerns, and interfering decisions, i.e. those (potentially) having an impact
on contract maintenance by other concern managers. For example, a decision
to change the implementation of a parallel activity already mapped to a given
processing resource, from single to multi-threaded, will most likely be an inde-
pendent decision. On the other hand, a decision to migrate an already mapped
parallel activity or to start a new parallel activity will be interfering decisions.
In this case, new processing resources have to be recruited and that will typi-
cally affect contract maintenance by managers concerned with security, power
management, etc.

2. decisions taken by A M 1 could have several alternative equivalent implemen-
tations (i.e. plans and sequences of actions implementing the decision at A M i)
including

• plain implementation of the decision, i.e. no modification is made with re-
spect to the implementation plan prepared by A M 1 as a consequence of the
answers provided by the other managers, and

• “adjusted implementation” of the decision, i.e. an implementation whose ac-
tions have been modified according to the requirements gathered from the
A M j ( j �= i) in order to ensure maintenance of the whole set of contracts
provided to the different managers rather than taking into account only con-
cern C1.
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Typically, independent decisions will lead to the execution of unmodified im-
plementation plans, whereas interfering decisions will lead to adjusted imple-
mentations.

Clearly, the necessity to provide “adjusted” implementation plans at manager
A M i raises a compositionality issue: if A M i only had to take care of concern Ci,
no adjustment would be needed to its implementation plans. Adjustments are only
needed when other concerns (C j, j �= i) are taken into account. It is therefore clear
that adjustments will depend on the nature of the C j. Thus A M i will be no longer
independent of the other managers/concerns.

In order to solve this issue, we propose the following methodology:

• A decision D j taken by a manager A M i is implemented with an ordered list
of actions a j1, . . . ,a jk j . This ordered list of actions is the implementation plan of
decision D j.

• The granularity of the actions is the finest possible preserving the independence
of each of the actions themselves.

• Actions are labelled as independent or interfering as above.
• Taking into account the overall set of concerns C j, j �= i considered in ad-

dition to Ci, for each interfering action ak (or for each sequence of actions
ak−m, . . . ,ak+n containing at least one interfering action ak) one or more sub-
stitute plans ak1, . . . ,akik are prepared that have the same effect as ak with respect
to the concern Ci but that also accomplish some property required by other man-
agers A M j, j �= i.

• Finally, the consensus building phase will be modified as follows: the man-
agers informed of decision Dk by manager A M i will eventually report back
to A M i either an ACK message or a needProperty(propName j) message, where
propName j is one of the “other concern” properties A M i is able to deal with.
If no suitable propName is available at A M i to deal with what is required by
the other manager, a NACK message will be returned that will serve to block the
execution of Dk by A M i.

3.3.2 Consensus results

The smoothest outcome is the one where A M i, seeking consensus on decision Dk,
gets from other managers (CM case) or from A M 0 (SM case) only ACK messages.
This will be the result both in the case of an independent Dk, and of an interfering
Dk which at the moment does not cause any conflict with the policies implemented
by the other managers.

The second case is in a sense the opposite of the first: A M i gets at least one
NACK message back from one of the other managers. In this case the decision Dk
will be aborted and manager A M i must attempt to determine some other strategy
(if any) to address the situation that triggered decision Dk.
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The last, and most interesting (and challenging) case, is that where A M i gets
only ACK or needProperty messages back from the other managers. Here we should
distinguish two further sub-cases:

• There is a single needProperty(propNamei) message. In this case, A M i should
simply implement the substitute plans for the interfering actions in the original
Dk plan corresponding to propNamei.

• There are multiple needProperty messages from the other managers. In this case
A M i should first determine which substitute implementation plans should be
used and then consider whether the simultaneous usage of all of these substitute
plans is still consistent. If it is consistent, the resulting new implementation plan
will be executed. If not, Dk will be aborted.

Once the final plan implementing Dk has been determined (consensus having
been achieved), the execution of the plan (i.e. the execution of the sequence of ac-
tions a1, . . . ,an in the plan) involves a modification of the application graph (the
structure of the graph and/or the associated metadata). This modification has to be
notified to all the other managers so that they can maintain a consistent view of the
system. Moreover, the execution of the plan a1, . . . ,an has to be implemented as an
atomic procedure. This means that any further decision taken by other managers
should be processed only after finishing action an and releasing the atomic action
lock. In turn, all of this process obviously requires a distributed coordination mech-
anism. To avoid running a complicated and costly distributed coordination protocol,
we can consider here to have the application graph controlled by A M 0 in a SM
implementation of the multiple concern management, and to have the single A M i
communicating the actions in the agreed plan to A M 0 in such a way that these
actions can be executed directly by A M 0.

3.4 Initialization of the A M hierarchy

We assume that the user submits QoS contracts to the different A M i provided
with the behavioural skeleton framework. These contracts describe the user’s (non-
functional) requirements that have to be guaranteed by the behavioural skeleton
implementation of the user application.

We assume the user provides these contracts in such a way that:

• The order of the contracts establishes a priority among the managers. Thus, if
the user provides contracts QoS1, . . . ,QoSk (in order), only the managers dealing
with concerns C1 to Ck will be activated and the decisions of manager i will have
precedence over the decisions of manager i + h. The relative ordering among
managers and, consequently, among manager decisions can be used to resolve
conflicts when multiple decisions are communicated for consensus or even to
impose an ordering on the substitute plan implementations when multiple need-
Property messages have been directed to the A M i seeking consensus on D j.
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• The first contract QoS1 determines which manager is in charge of establishing
the initial application implementation configuration. This is particularly impor-
tant as multiple concern management needs a starting configuration to initiate
the autonomic management activities. Consider the case where performance, se-
curity and power saving concerns are of relevance. The same application will be
configured to use the maximum number of powerful nodes if run under the sole
control of A M P, on a number of secure nodes if run under the control of A M S,
or on a number of low consumption nodes if run under the control of A MW . In
the three cases, the number of processing elements used may vary as well as the
overall performance of the application.

3.5 Rule-based multi-concern autonomic manager implementation

In earlier work we demonstrated the suitability of business rule management frame-
works for implementing autonomic managers handling a single concern [1]. A busi-
ness rule framework implements a system of pre-condition (P) action (ai) rules in
the form P(x1, . . . ,xn) → a1; . . . ;ak. When executed, the precondition part of all the
rules is evaluated. Those rules that have a precondition holding true are fired (pos-
sibly using some ordering based on priorities); that is, the corresponding action part
is executed.

In particular, the classical control loop (monitor→analyze→plan→execute) im-
plemented by each manager may be implemented in such a way that:

• the monitor phase is implemented by gathering the current values of the variables
used in the pre-condition parts of the rules;

• the analyse and plan phases correspond to evaluating which pre-conditions are
satisfied and choosing one of the corresponding rules, possibly using some
priority-based ordering;

• the execute phase is implemented by simply executing the action set (the im-
plementation plan) in the right hand side of the rule identified in the previous
step.

This was shown to work well when a single manager is considered. Now the idea
can be adapted to the multi-concern management as follows:

• each rule originally present in the rule set implemented by A M i in isolation
is transformed into two distinct (classes of) rules: 1) a rule with the same pre-
condition hosting as action part the consensus building start-up actions; 2) one or
more rules with a pre-condition evaluating the responses of the other managers in
the consensus building phase, and as the action part the original implementation
plan or one of the adjusted plans.

• specific rules are added to deal with NACK answers. These rules may include
priority reordering within the manager rules, as well as new rules exploiting the
available accumulated knowledge to deal with the new situation (we assume here
that some “learning” technique is used).
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4 Sample case study

We consider here a case study, to illustrate the concepts and the methodology dis-
cussed above. A more complete version of this use case may be found in [3]. Con-
sider the application whose schema is depicted in Fig. 1, and assume two distinct
non-functional concerns are handled by two autonomic manager hierarchies associ-
ated with the BS used: security and performance tuning. Let us assume that the QoS
contracts provided by the user are:

1. secureData(), directed to A M S and specifying that all the data transfers
involving remote nodes must be secured, and

2. minThroughput(1 task/sec), directed to A M P and specifying that
the parallel application is expected to deliver at least one result per second.

As the first contract is directed to A M S, the autonomic manager dealing with secu-
rity will handle the initial configuration of the program, i.e. it will define the initial
application graph. Not being concerned with performance, A M S will set up a graph
using the default values for all those parameters that have not been specified by the
user. In this case, the parallelism degree of the task farm will be set to some default
value (say 4) and there will be no grouping of pipeline stages. Thus, the application
graph will be a graph G = 〈N,A〉 with:

N = {ns1,ne,nw1 , . . . ,nw4 ,nc,ns3}
A = {(ns1,ne),(ne,nw1), . . . ,(ne,nw4),(nw1 ,nc), . . . ,(nw4 ,nc),(nc,ns3)

A M S will try to select nodes ni that belong to trusted domains (i.e. domains that
can be reached through trusted interconnections and hosting trusted nodes). If this
is not possible, nodes from untrusted domains will be selected and metadata will be
inserted in the application graph to state that the arcs leading to the untrusted nodes
should be secured.

Once the initial application graph has been produced by A M S, it will be mapped
onto the target architecture and the application will be started. After application
start, metadata will be added to the application graph modelling node placement
(e.g. location(ni, ip address j)), resource characterization (e.g. nodeProp(ni, op-
Sys(Linux), procType(dualcore), ...)), etc. This metadata will be used to derive vari-
ables and values used in the pre-conditions as well as in the action part of the man-
ager rules. Metadata also represent de facto the actual mapping of the abstract ap-
plication graph to real resources.

Both A M S and A M P will start their control loops. A M S, being solely re-
sponsible for the initial allocation, will have no rules triggered and therefore will
not execute any action affecting the system. On the other hand, A M P will im-
mediately evaluate the performance achieved by the program and this, in turn, will
make some rules fireable if the performance is not consistent with the supplied QoS
contract. Sample rules used in a hypothetical stand-alone A M P should include the
following rules for farms:
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Name Rule

Farminc priority(x),
instanceo f ( f arm) & Tarr > QoS & T hroughput < QoS
→ f indNewResource,allocateNewWorker,

connectNewWorker
Farmdec priority(x),

instanceo f ( f arm) & T hroughput >> QoS
→ removeWorker

(priority(x) denoting the fact that the rule has priority x, Tarr being the inter-arrival
time of tasks to the farm and QoS being the throughput contract issued by the user).
These two rules will be different in an A M P that is aware of the fact that it is
managing performance while some other manager (A M S) is managing another
concern. In this case they should be of the form:

Name Rule

FarmincPH1 priority(x),
instanceo f ( f arm) & Tarr > QoS & T hroughput < QoS
→ f indNewResource,askConsensus(G′,R′)

FarmincPH2 priority(x),
ackFromAll → allocateNewWorker,connectWorker

FarmincPH2 priority(x),
ackFromAll & needProperty(security)
→ allocateNewWorker,connectSSLWorker

FarmincPH2 priority(x),
nackConsensus → lowerPriority(Farminc)

Farmdec priority(x),
instanceo f ( f arm) & T hroughput >> QoS
→ removeWorker

(where G′ is the new application graph resulting from the decision taken in the rule,
R′ is the newly recruited resource).

In this case we assume the use of priorities to smooth the effect of aborted rules.
Consider the example above. For the sake of simplicity, we omit other rules relating
to autonomic management of performance in the task farm behavioural skeleton.
However, it would be probable that other rules exist that also happen to be fireable
when rule FarmincPH1 is fireable, i.e. when we have sufficient tasks to compute but
still do not meet the QoS contract. For example, a rule whose effect is to move a
farm worker from a slow resource to a faster resource may exist, or a rule changing
the kind of task-to-worker scheduling adopted in the farm to speed up computation.
Now, if a rule has been selected and eventually aborted (as in FarmincPH2 third item),
by lowering the priority of the rule aborted we make fireable (at the next control loop
iteration) an alternative rule firing on the same pre-condition but previously ignored
due to its lower priority. This is a mechanism for ensuring fairness in rule selection
in the presence of NACKs during the consensus building phase.

In classifying actions as being independent/interfering (Sec. 3.3) we consider
actions such as allocateNewWorker, f indNewResource, askConsensus to be inde-
pendent while actions such as connectWorker are regarded as being interfering. In
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fact, the way we connect a worker (e.g. the way we implement the communications
between ne and nwnew and between nwnew and nc) impacts the security (confiden-
tiality and integrity) of the communicated data or code. Indeed, if A MW (power
management) is also included, the allocateNewWorker action must be considered
interfering: the choice of a resource from those available will lead to a particular
power consumption that in turn will eventually affect the power management con-
cern managed by A MW . Notice that allocateNewWorker actions could have been
considered to be interfering actions when taking into account only the existence of
A M S. However, the choice of an insecure node in place of a secure one can be
tolerated provided the actions and plans used by A M P can be “adjusted” as out-
lined in Sec. 3.3. This is actually what happens in the rules above where the plan
f indNewResource,allocateNewWorker,connectWorker is substituted (after con-
sensus) by the plan f indNewResource, allocateNewWorker, connectSSLWorker.

In general, the decision to label an action as interfering depends on the set of con-
cerns C j (i �= j) involved in addition to the concern Ci of the manager executing the
actions. Also, it is worth pointing out that metadata associated with the element of
the application graph may influence handling of interfering actions. If the metadata
associated with the application graph allows A M S to conclude that the node added
by A M P is a secure node, no “adjustment” will be necessary to the interfering
action connectWorker, for example.

5 Related work

The IBM blueprint paper on autonomic computing has already established, in a
slightly different context, the need to orchestrate independent autonomic managers
[10]. In [8] strategies to handle performance and power management issues by auto-
nomic managers are discussed. However the approach is much more oriented to the
generic combination of target functions relating to the two non-functional concerns
considered, rather than to the constructive coordination of the actions planned by
the two managers.

A framework that can be used to reason on multiple concerns was introduced in
[11]. Based on the concepts of state and action (i.e., state transition) adopted from
the field of artificial intelligence, this framework maps three types of agenthood
concepts (action, goal, utility-function) into autonomic computing policies. Action
policies may produce and consume resources, which are used by a resource arbiter
(i.e. a super manager) to harmonize conflicting concerns. The framework, however,
does not provide any specific support for policy design and distributed management
overlay.

A similar approach was followed in [5], which also exploits the same policies
(action, goal, utility-function) defined on the (Cartesian product of) state and con-
figuration space of the system. These policies are extended with resource-definition
policies, which specify how the autonomic manager exposes the system to its en-
vironment; this makes it possible to dynamically extend manager knowledge with
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other resources/parameters, possibly coming from other managers, thus supporting
management overlay.

6 Conclusions

In this work we discussed a general methodology that can be used to support auto-
nomic management of multiple non-functional concerns in a behavioural skeleton
framework. The methodology is based on coordination of decisions taken by mostly
independent autonomic managers (each taking care of a single non-functional con-
cern) through a two-phase consensus protocol. We also discussed how the method-
ology can be applied to a typical use case.

While protocols and policies may be established to coordinate the activities of
different concern managers, the main challenge lies in not being overwhelmed by
the sheer complexity of their interactions. To this end, we need to exploit to the full
the fact that the structure of the underlying skeleton is known and use this knowledge
in marshalling the activities of the overlaid autonomic management structure.
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Decision Models for Resource Aggregation in

Peer-to-Peer Architectures

Mircea Moca and Gheorghe Cosmin Silaghi

Abstract As service-oriented systems emerge toward a fully decentralized collabo-
rative environment, resource aggregation becomes one of the important features to
study. While previous work investigated the effectiveness of resource aggregation in
unstructured peer-to-peer networks with autonomous nodes, in this paper we inves-
tigate several sorts of decision models for this task. By extensive experimentation,
we find that a good decision model can further enhance the overall user satisfaction
and reduce the transaction risks.

1 Introduction

As the grid emerges toward fully distributed P2P networks [8], service oriented
architectures need to adapt to the new peer-to-peer networked environment. To make
the P2P-based SOA pervasive, the challenge is to let all the nodes in the system to
play both roles: consumers and providers of services. Such an ideal system should
be able to discover and aggregate the suitable resources to supply a consumer query.

In [14] we analyzed the effectiveness of resource aggregation in P2P architec-
tures. We investigated a two-steps resource aggregation mechanism consisting of an
initial service discovery, where for each service request available provider peers are
identified, and a subsequent partners selection. For the latter phase, we employed
a simple decision model, emphasizing the difference between an objective and a
subjective partner selection. The subjective partner selection method allows each
node to customary modify the decision scheme to accommodate individual or lo-
cal preferences. We found that unstructured P2P networks equipped with resource
discovery mechanisms of some a-priori performance are able to properly fulfill the
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consumers’ queries. If the wealth is heterogeneously distributed on the network, the
subjective decision model can bring more global user satisfaction.

In this paper we continue our previous work on resource aggregation, by in-
vestigating several more complex decision models. In [14] we employed only the
Onicescu decision model [9], focusing on both the objective and the subjective vari-
ants of the model. The Onicescu model fits in the non-parametric class of decision
models, the literature [1, 7] recommending also other more complex alternatives.
In this paper, besides Onicescu, we considered the Global Utility Method [9] from
the Multi-Attribute Utility Theory (MAUT) [11] and Promethee [2], covering all
spectrum of decision models types. We aim to recommend the decision model class
that suits best for a given wealth endowment of the P2P network and a given service
request load.

The paper is structured as follows. After a short introduction into related work
concerning resource aggregation, section 3 describes the resource aggregation setup
in unstructured P2P networks. Section 4 presents the decision models selected for
this analysis. Section 5 presents simulation experiments and results, and section 6
concludes.

2 Related Work

Resource allocation is widely studied in multi-agent systems [4]. They present var-
ious issues of interest we should consider when designing a resource allocation
mechanism. Such mechanisms are employed in grid systems for job scheduling [5].
Xiang-Yang L. et al. [12] is concerned in designing mechanisms that provide more
trust in intermediate nodes of a transaction. They treat the ”moral hazard” (as called
in economics) problem in networks with multi-hop routing and design incentive
schemes for nodes to eliminate hidden information that stands between end-points
of a transaction.

Service composition in the sense of finding the proper instantiation for an orches-
tration is approached in [3] by employing genetic algorithms. The authors propose
a slower (than integer programming) but scalable solution that deals with generic
QoS attributes.

In [15], authors present a model for improving cooperation by using reciproca-
tion between immediate neighbors, in decentralized networks. This work tackles the
economic concept of ”utility-maximizing behavior”. Emerging cooperative behav-
ior in P2P networks is mostly based on developing incentive techniques, like the
one presented in [6] to confront the problem of ”free riding” (lack of cooperation).
The basis of their techniques consist in the Generalized Prisoner’s Dilemma and the
Reciprocative decision function. Jurca & Faltings [10] propose a reputation model
to stand as an incentive mechanism.
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3 The resource aggregation setup

In this section we present our resource aggregation setup, similar with the one con-
sidered in [14].

The discussed system comprises a set of N participants, organized in a unstruc-
tured peer-to-peer architecture. Each peer owns a certain quantity of resources and
it is linked to a subset of other peers, called neighbors. Consequently, our system is
a connected graph. This structure is established a-priori, in the sense that it remains
stable during one round of experiments. Thus, before each round, we randomly
build the graph structure of the system architecture by selecting the neighbors of
each peer.

Each peer pi owns a quantity qi from some resource R. The resource R (which
might be a service) is defined by a set of attributes (properties) {is1, ..., isk} that
characterize the resource. These issues might be the price, the resource quality etc.
and can hold numerical values {vi,1,vi,2, ...,vi,k}, specific for the resource provider
pi. For the sake of simplicity, we endow the system with only one sort of resource
R and we vary the attributes’ values.

We consider various endowments of the system with resources. Thus, the wealth
can be uniformly distributed among the peers or peers might be unequally equipped
with resources (e.g. some peers might own a big quantity and might ask for a higher
price in contrast with other peers that can supply only with a small quantity of
resource).

Upon this peer-to-peer infrastructure we construct the resource aggregation func-
tionality employing two mechanisms: resource discovery and partner selection. Dur-
ing resource discovery, the process starts at a node - called initiator - that demands
a quantity Qd of the resource R for Td units of time. We assume the network is
equipped with some resource discovery mechanism to search the network in order
to discover potential resource providers [16]. The discovery mechanism has some
intrinsic discovery power in the sense that it is able to investigate a fraction f of
the total number of peers. The resource discovery process returns a list of potential
partners (providers).

Next, the partner selection mechanism is applied. During this phase, the initiator
selects the proper peers to aggregate resources from, by applying a decision model
on the list returned by the resource discovery mechanism. Section 4 describes sev-
eral decision models investigated for the partner selection phase. If the initiator can
not aggregate the entire demanded quantity, the query fails.

At the end of the resource aggregation process the initiator holds an optimal list
with selected partners as the result of the query injected into the system.

The time Td related with a resource demand indicates the duration in time units
for which the initiator will hold occupied the selected resource, during resource
usage.

Models for resource discovery in peer-to-peer architectures are presented in [16].
Among them, we can consider the deterministic simple-flooding broadcasting pro-
tocol [13]. With message broadcasting, each resource query is broadcasted by the
initiator in the network with a time-to-live (TTL) parameter. The TTL is strongly



108 Mircea Moca and Gheorghe Cosmin Silaghi

related with the connection degree of the network. They determine the number of
nodes reached by the search - the query horizon. The bigger the TTL, the farther the
message is delivered in the network and the query horizon of the resource discov-
ery mechanism increases. The theoretical query horizon can be deduced out of the
network size, topology and TTL. The actual horizon is the total number of distinct
nodes that actually respond the queries.

In our setup, a round of experiments consists of multiple resource demands, each
being delivered at individual time units on the time scale. For a resource demand, a
peer pi is randomly selected and it initiates a query for Qd quantity of resources with
Td . The resource discovery mechanism retrieves a list of potential providers. Next,
the initiator applies some decision model in order to select the peers to aggregate
resources from. The efficacy of the selection is evaluated and next, the transaction
happens in the sense that the selected peers will have the selected quantity of re-
source unavailable for the next Td units of time. This resource demand scenario is
applied several times and at the end, we report the total efficacy achieved.

During experimentation (section 5), we test several decision models, by changing
various inputs, and we report and conclude about how effective each model is for
resource aggregation.

User satisfaction is evaluated globally, after each round of experiments. Global
user satisfaction is a summation of the individual utility acquired from each resource
aggregation process, in response to a service demand. The computation of an indi-
vidual result is based on the number of selected partners Np, the total prices Pi,
i = 1,Np required by each partner and the quantities Qi delivered for the prices Pi.
Initiators are interested in:

• aggregating all the demanded quantity Qd
• minimizing the payments
• minimizing the risks associated with the transaction delivery. In our case, risks

increase with the number of partners per transaction.

Eq. 1 describes the individual ’utility’ associated with a query.

Ud =
1

Np
× 1

∑Np
i=1 Pi

× 1

∑Np
i=1 Qi

(1)

The bigger the utility yielded by a demand d, the better. Utilities are aggregated
over all demands in a run of experiments to obtain the global utility Ug of a system
setup. The global utility Ug characterizes the social welfare concept, presented in
[4].

From the consumers’ point of view, the objective is to minimize the payments.
From the providers’ point of view, the objective is to maximize the payments.

Besides the above-described utility, we could also count the number of failures
to supply the entire demanded quantity and the total payments. But, as we have seen
in [14], for every initial endowment of the network, the system architect can select a
TTL big enough to eliminate failures. Thus, in this paper we will not be concerned
any more about the number of failures.
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4 Decision Models for Resource Aggregation

In this section we describe the decision models employed in the partner selection
phase.

As indicated by the decision making literature [1, 7], decision makers take action
based on various criteria and on their preference among them. Criteria can be qual-
itative and quantitative and the decision models are parametric or non-parametric
as they employ rankings of the alternatives based on their evaluations, or they fully
employ the evaluations of the criteria in some more complicated computations.

The ranking produced by a decision model is valuable for us when no single
provider can deliver the demanded quantity. Thus, the provider will have a mean to
select the top-ranked potential providers in order to aggregate the demanded quan-
tity. If one provider can supply the demand, the initiator will select the first-ranked
potential provider.

In this study we apply and evaluate the performances of some representative
decision models from both parametric and non-parametric categories. Thus, we em-
ploy Onicescu, Global Utility (from MAUT) and Promethee models, presented in
the following subsections.

4.1 Onicescu

Onicescu model is a non-parametric decision model, presented in [9], developed
by the Romanian mathematician Octav Onicescu, which is applicable in the same
initial conditions of the ELECTRE method (version with one decision maker) [7].
The key requirements of the method are:

• the decision makers include more criteria in the model;
• actions are evaluated on an ordinal scale;
• a strong heterogeneity related to the nature of the evaluations exists among crite-

ria;
• compensation of the loss on a given criterion by the gain on another may not be

acceptable for the decision maker.

The Onicescu algorithm assigns a score to each alternative and ranks the alter-
natives based on their scores. The score is an evaluation of the decision maker’s
preference for the evaluated alternative. We present below two variants of the On-
icescu’s decision criteria algorithm.

Given the set of alternatives V = {vi}, i = 1,n, the decision maker uses a set of
criteria C = {c j}, j = 1,k to evaluate the alternatives. In our case, potential providers
represent the alternatives, and the price and quantity proposed by peers are the cri-
teria.

The Onicescu algorithm starts with a matrix A of size n× k having a line for
each alternative and a column for each decision criteria. Value ai, j represents the
actual values of the ith alternative for the jth criterion. Next, the algorithm builds a
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matrix B of size n× k where the value bi, j represents the rank of value ai, j among
the values on the column j of A. Hence, the bi, j represents the ranking of alternative
vi on criterion c j.

In the objective version of the Onicescu’s algorithm, from B, we further build a
new matrix C of size n×n, where ci, j represents the count of rank j for the alterna-
tive vi on all values on line i of B. Thus, matrix C depicts how many times alternative
vi ranked first, second, third etc. among all decision criteria. Equation 2 gives the
score for an alternative vi computed out of C:

SC1(vi) =
n

∑
j=1

ci, j
1
2 j (2)

Next, each alternative is ranked according to the score SC1, the best one being
the one that scores highest.

The subjective version of Onicescu’s algorithm takes as input the matrix B con-
taining all rankings of alternatives vi for all criteria. This version allows the decision
maker to assign importance weights to each criterion. Assuming that the k criteria
are ordered according with the preference of the decision maker (criterion 1 being
the most preferred one, next criterion 2 and so on), eq. 3 presents a possible weight-
ing scheme that assigns to each criterion twice as much importance than to the next
positioned one:

W = {w j, w j =
1
2 j , j = 1,k} (3)

Using this weighting scheme, the subjective Onicescu’s score for each decision
alternative is presented in eq. 4:

SC2(vi) =
k

∑
j=1

w j
1

2bi, j
(4)

The variants of Onicescu differ only on the score assigned to the decision alter-
natives. We note that the subjective variant of Onicescu personalizes the decision
making process. Each decision maker is free to consider her own preference order
among criteria and this preference order might vary from a resource demand to an-
other. More, the decision maker can use other weighting schemes instead the one
described in eq. 3 and recommended in [9]. The subjective approach was envisaged
as more realistic, coming close to the real-world decision problems.

4.2 Promethee

Promethee [2] is another non-parametric decision model which employs pairwise
comparisons to produce a ranking of potential providers. The literature [7] de-
scribes this method as representative for a decision maker due to its structure. Hence,
it takes into consideration preferences and priorities of the decision maker, provid-
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ing a space of freedom [7] for her. Also, Promethee does not assess an intrinsic
absolute utility for an alternative, neither on a criterion nor globally, but makes pair-
wise comparisons, which provides the decision maker with a thorough perception
over the alternatives.

Promethee considers the set of criteria C and the set of alternatives V as defined
above for the Onicescu model. Like other multicriteria decision aids, Promethee
starts from an evaluation table, then, by making pairwise comparisons of the evalu-
ations within a criterion, assesses a dominance relation. After comparing the eval-
uations c j(a) and c j(b), the dominance relation between alternatives (a,b) ∈V can
fall into one of the following situations, as defined in [7]:

• aPb, meaning that alternative a is strictly preferred to b,
• aIb, meaning that there is some indifference (equivalence) between a and b, and
• aRb, meaning that a and b are incomparable.

The practice of the pairwise comparisons can lead to incomparability of the al-
ternatives. Thus, some additional information is required for reducing the incompa-
rability occurrences and turn them into preference relations. The main distinction
between different decision models is the additional information they require from
the decision maker. Thus, Promethee requires information within each criterion and
between criteria. The information within each criterion is represented by a prefer-
ence function defined as in equation 5.

Pj(a,b) = Fj[d j(a,b)], ∀a,b ∈V (5)

The preference function above takes as input the amplitude of the deviation be-
tween two evaluations of the same criteria j: d j(a,b) = c j(a)−c j(b) and yields a P
or I state. The literature [7] proposes several models for the preference function P:

• Usual criterion: P(d) =
{

0, i f d ≤ 0
1, otherwise

• U-shape criterion: P(d) =
{

0, i f d ≤ q
1, otherwise

• V-shape criterion: P(d) =

⎧
⎨

⎩

0, i f d < 0
d
p , i f 0 ≤ d ≤ p
1, i f d > p

• Gaussian criterion: P(d) =

{
1− e−

d2

2s2 i f d > 0
0, otherwise

• Level criterion: P(d) =

⎧
⎨

⎩

0, i f d ≤ q
1
2 i f q < d < p
1, i f d > p

Each decision maker should have in mind a preference function for each criterion
c(·), which highly influences the result of Promethee.

The key-facts for adjusting the result yielded by Promethee are the thresholds for
some of the preference functions. That means that the decision maker can decide
for himself which is the threshold for the amplitude of the deviation to consider the
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preference relation between the alternatives. In other words, the decision maker is
free to establish how significant has to be the deviation to determine the preference
relation.

Having the above prerequisites established, the Promethee decision model can
be applied. Based on the fact that each alternative is facing m−1 other alternatives,
Promethee calculates the outranking flows, defined in [7]: the positive outranking
flows φ+(a) which expresses how many times an alternative outranks all the oth-
ers and the negative outranking flows φ−(a) which expresses how many times an
alternative is outranked by all the others. Thus, the higher the φ+(a), the better.

At least two versions of the Promethee decision aid exist [7]: Promethee I, which
ends by providing the positive and negative outranking flows and Promethee II.
This latter version can yield a final ranking, by calculating the net outranking flow,
φ(a) = φ+(a)−φ−(a). Thus, the higher the net flow, the better the alternative. We
employ in our study the Promethee II, since we need a complete ranking of the
alternatives.

4.3 The Multi-Attribute Utility Theory

The Multi-Attribute Utility Theory (MAUT) [11] represents a class of parametric
decision aids that fully employ the values scored by each candidate alternative for
the various decision criteria. MAUT is based on the preference theory which as-
sumes the existence of a binary preference relation  on the choice set of alterna-
tives.

Given that for each criterion a best and worst scored value can be objectively ob-
served and an ordinary relation exists for the criterion values, the binary preference
relation can be deducted as follows:

• for each criterion j of an alternative choice a, weights the deviation between
the scored value c j(a) and the worst value for the criterion and report it to the
deviation between the best and worst evaluations.

Thus, the valuation of an alternative is calculated by summating the relative val-
uations within each criterion, as in equation 6 [9]:

U(a) =
n

∑
j=1

c j(a)−worst(c j(·))
best(c j(·))−worst(c j(·)) (6)

Alternatives a are ranked according with their scored evaluations U(a).
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5 Experiments and results

In this section we describe the experiments and comment the obtained results. Ex-
perimentation is performed on the message-based simulator for a P2P network used
in [14] extended with modules for Promethee and MAUT-based decision aids. We
employ the P2P system architecture described in section 3 with the broadcasting
protocol for resource discovery. Next, we present the set of the main system param-
eters that guide our experiments:

• the TTL of the broadcasting mechanism employed for resource discovery,
• the query horizon (Hd), meaning the number of potential providers that an ini-

tiator discovers; this is the practical achieved value for the parameter f - the
coverage factor of the resource discovery mechanism,

• the number of selected providers Np,
• the initial endowment qi of a node,
• the total number of request messages (Nm) broadcasted for a particular resource

demand (This is a cost measure for the resource discovery mechanism), and
• the demanded quantity Qd for a query; might be (i) low, (ii) high or can uni-

formly vary between the low and the high value. Each fulfilled query will hold
the committed resources busy for the next Td queries, with Td being set up to a
random number from 2 to 10. The demanded quantity is in fact the load factor of
the network, as employed in [5].

We experiment on three different network setups regarding the distribution of qi
as in [14]: qi ≈ 1

QN : the welfare is uniformly distributed in the network, qi ≈Pois(1):
very few nodes hold large quantities of resources and qi ≈ Pois(4): only few nodes
own large or small quantities of resources. We consider this third scenario closer to
the reality.

For the rest of our discussion, a scenario (or a round of experiments) is a set of
100 queries initiated by participants randomly chosen from a network of 500 nodes.
The results we present below scales proportionally with the network size and the
load in queries, by maintaining the same network topology.

First, we inspect how the different decision models perform in terms of the global
utility as a function of TTL (figure 1), as we expect that a higher TTL value would
lead to a broader horizon and therefore, a better satisfaction. Thus, for a uniformly
distributed load Qd of the network, we run scenarios for each decision model and a
range of TTL values.

We notice that the total utility Ug increases with the TTL, as depicted in figure 1.
We also notice that decision aids show similar performances without regard to the
distribution of qi, except the MAUT-based decision aid, which performs differently.
Hence, this method performs better when the value of qi has a Pois(1) distribution,
nearly equaling the performance of Promethee aid. For the rest of the distribution
types of qi Promethee yields best results in terms of global utility. We also notice that
both Promethee and the MAUT-based parametric method yield better results than
Onicescu. This means that is worth to investigate more complex decision models
when designing the resource aggregation inside a P2P architecture.
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(a) qi ∼ 1
QN (b) qi ∼ Pois(1)

(c) qi ∼ Pois(4)

Fig. 1 Total utility curves for different distributions of qi value

Next, within the same scenario we highlight the variation of two parameters:
the query horizon Hd and number of selected participants Np (figure 2). In figure
2 we considered the qi ≈ Pois(4) distribution of wealth, corresponding with the
situation in figure 1(c). Query horizon and the number of selected partners is almost
the same for the rest of decision models. Thus, it means that Promethee succeeds to
improve the global user satisfaction not by minimizing the payments and increasing
the monetary benefits but, from reducing the risks associated with the aggregation
transactions.

Out of figure 2, we extract an interesting conclusion: the Promethee method
which supplies with the best user satisfaction achieves it with fewer selected par-
ticipants in the aggregation (figure 2(b)), which leaves a larger available horizon for
the forthcomming queries (figure 2(a))

Further, we inspect the the way in which the network load influences the global
utility Ug. Thus, for a range of TTL values we run experiments with high as well as
low values of Qd . Figure 3 presents the results.

We notice that even for high loads of the P2P network (figure 3(a)), still the
Promethee method produces the best results. The low loads of the network (figure
3(b)) shows how weak is a simpler decision model like Onicescu.

In [14] we emphasized that a subjective decision model has the power to lead to
better user satisfaction in heterogeneous environments, characterized by medium



Decision Models for Resource Aggregation in Peer-to-Peer Architectures 115

(a) Query horizon (b) Selected partners

Fig. 2 Horizon and selected partners variation

(a) Qd value is high (b) Qd value is low

Fig. 3 Global utility for high and low loads of network queries

to high network loads and un-evenly distributed wealth. This conclusion is fur-
ther supported by the evidences extracted out of our experimentation, which put
the Promethee method in front of the rest. Promethee is strongly characterized by
subjectivity, in the sense of the concept defined in section 4.1. In Promethee, each
decision maker has its own (subjective) preference relation among the criteria, simi-
lar with the MAUT. We also noticed that the parametric MAUT-based model scored
better results than Onicescu.

Another conclusion is the fact that Promethee overpasses MAUT indicates that
a ranking extracted from local pairwise comparisons performs better than a ranking
computed from a global evaluation.

6 Conclusion

In this paper we investigated several decision models in order to achieve an effec-
tive resource aggregation in peer-to-peer architectures. We present here the general
resource aggregation scenario in a totally unstructured P2P network equipped with
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the deterministic simple-flooding broadcasting protocol. Investigated decision mod-
els were selected to cover all the important decision aids classes: a parametric model
originating in the Multiple Attribute Utility Theory and two non-parametric models:
the sophisticated Promethee, widely used in management sciences and the simpler
Onicescu, previously employed in [14].

Our experiments further support the previous conclusion of [14], that a subjec-
tive decision model can bring more user satisfaction in environment, by letting each
node to apply its own preferences when deciding for the transaction partners. But,
we found out that refined methods like Promethee can further enhance the gains and
also reduce the transaction risks by globally reducing the number of selected part-
ners for resource aggregation. Promethee proved to behave better even for difficult
conditions, like a high query load. Selecting a proper decision model is important,
while both the MAUT-based method and Promethee overpassed Onicescu, even for
setups with low network load.
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Mapping Workflows on Grid Resources:

Experiments with the Montage Workflow

Rizos Sakellariou and Henan Zhao and Ewa Deelman

Abstract Scientific workflows have received considerable attention in Grid comput-
ing. This paper is concerned with the issue of scheduling scientific workflows and,
by considering a commonly used astronomy workflow, Montage, investigates the
impact of different strategies to schedule the workflow graph. Our experiments sug-
gest that the rather regular and symmetric nature of the Montage graph allows rather
simple to implement scheduling heuristics that do not take into account the whole
structure of the graph, such as Min-min, to deliver competitive performance in most
cases of interest. The results support the view that sophisticated graph scheduling
heuristics may not be always a prerequisite for good performance in workflow exe-
cution. Instead, mechanisms to deal with uncertainties in execution time may be of
comparatively higher importance.

Key words: Grid scheduling, DAG scheduling, Montage workflow application

1 Introduction

A number of scientific applications consist of individual, standalone application
components, each often independently designed and developed, which are then
combined in pre-defined ways to perform large-scale scientific analysis. In recent
years, scientific workflows [9, 22] have been used to refer to the process of bringing
the individual components together and specifying their interactions in a systematic
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way. Once a scientific workflow (or simply workflow) has been assembled, a key
problem that needs to be addressed relates to mapping the components of the work-
flow onto distributed resources, that is, what node of the graph is going to execute on
what resource. This problem needs to take into account all constraints (for instance,
some components may have to execute on specific nodes) as well as to optimize
for various objectives such as the overall completion time of the workflow, resource
usage, (monetary) cost of using the resources, etc.

Since most known types of workflows appear to be typically represented by a Di-
rected Acyclic Graph (DAG), there has been a considerable amount of work trying to
solve this workflow mapping problem using DAG scheduling heuristics [4, 25, 27].
Such heuristics generally aim at minimizing the cost of running the critical path
of the graph. However, it has been argued [12] that such heuristics, although worth-
while, might not be substantially more efficient in the particular context of workflow
scheduling on the grid; their benefits might be outweighed by their additional com-
plexity. This argument can be reinforced by the easy to make observation that DAGs
representing many real-world workflow applications seem to have a somewhat reg-
ular and symmetric structure. As a consequence, simple scheduling approaches,
which do not consider the whole structure of the DAG at once, might be a good
alternative for workflow scheduling. Following the broad classification in [4, 26],
we term the latter approaches as local (or task-based), since their decision making
strategy relies on locally optimal choices, as opposed to global (or workflow-based
according to [4]) strategies that consider the whole structure of the graph.

To the best of our knowledge, there has been only limited work trying to evalu-
ate and quantify the advantages and disadvantages of local strategies versus global
strategies when mapping workflows on the grid. In [4], it has been found that the dif-
ference in the makespan between a global and a local strategy using the well-known
Montage workflow [2, 17] was less than 0.3%. However, the difference would in-
crease to more than 100% for data-intensive workflows, where the communication
cost would dominate computation (see Table 1 in [4]). In contrast, the experimental
study in [12] has indicated that a simple local strategy can also cope with data-
intensive cases and high communication to computation cost; however, the authors
of this study notice limitations for the local strategy in the case of sparse DAGs,
which are due to the small degree of parallelism or the small number of dependen-
cies amongst the tasks.

In this paper, we contribute to the quantitative evaluation of the advantages and
disadvantages of local versus global strategies by considering the impact of un-
certainty in workflow mapping, using, in our study, a workflow that implements
a widely mentioned astronomy application to build mosaics of the sky, Mon-
tage [2, 17]. Since the initial mapping decisions for the workflow are made on the
basis of static estimates, a key factor in the evaluation of the performance of local
vs global strategies is how well the initial mapping onto resources performs when
there are deviations from the estimated execution time of each task.1 The ability of

1 Such deviations, from the initially estimated execution time, may be due to any reason: wrong
prediction, resource load, etc. In principle, these deviations can be corrected at run-time using, for
example, rescheduling [21] or adaptive [14] techniques. However, there is also a need to minimize
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a scheduling algorithm to produce a schedule that is affected as little as possible
by run-time changes is known as robustness and, for limited degrees of uncertainty,
has been studied elsewhere [7]. In this paper, we use large degrees of uncertainty,
which include actual execution times that may be up to 4 times higher than initially
estimated (these times can also be shorter than the estimates). Our simulation results
validate our hypothesis: when using Montage, variations between local and global
workflow mapping strategies are insignificant (at most about 3.5%) and appear to be
consistent regardless of the degree of uncertainty with respect to the initial execution
times estimates. Instead, by using a tweaked version of the Montage DAG, with a
smaller number of edges, and longer parallel paths in the graph, the variation in ex-
ecution time between local and global workflow mapping strategies becomes more
profound, up to about 12%. This indicates some correlation of the performance of
these mapping strategies strategies with the type of the DAG they are applied to.

The remainder of the paper is structured as follows. Section 2 provides some
background on the problem of DAG/workflow scheduling and relevant heuristics.
Section 3 gives a motivating example that highlights the possible differences in per-
formance that some heuristics may exhibit depending on the structure of the graph
considered. Section 4 is trying to assess the possible differences in performance be-
tween a local, task-based, approach and a global, workflow-based, approach when
scheduling Montage [10], a commonly cited application used in astronomy to create
a large mosaic image of the sky from many smaller astronomical images. Finally,
Section 5 concludes the paper.

2 Background

The model used for the representation of a workflow is a Directed Acyclic Graph
(DAG), where nodes (or tasks) represent computation and edges represent data or
control flow dependences between nodes. A set of machines is assumed to be al-
ready available and known. These machines and the network links between them
are heterogeneous: tasks may need a different amount of time to execute on each
machine and the transmission of data between different machines is not the same. A
machine can execute only one task at a time, and a task cannot start execution until
all data from its parent nodes is available. The scheduling problem is to assign the
tasks onto machines so that precedence constraints are respected and the makespan
is minimized.

In order to be able to make sensible scheduling decisions, it is assumed that
information about the estimated execution time of each task on each machine is
available. In addition, it is assumed that there are estimates about the speed of the
links connecting the machines available. This information, used in conjunction with
the amount of data that may need to be transferred before a task starts its execution,

the overhead associated with rescheduling and/or adaptivity and keep the number of times when
such an action occurs small. Our work focuses on how the initial workflow mapping decisions can
help in this respect.
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can provide an estimate about the earliest possible start time of a task whose parents
have finished their execution.

The problem of scheduling DAGs onto parallel resources is well studied in the lit-
erature [13]. In recent years, partly as a result of the emergence of Grid systems and
applications such as workflows, additional research has focused on DAG scheduling
algorithms for heterogeneous systems [20, 23, 27], as well as their performance in
the context of the uncertainties typically associated with the actual execution time of
tasks [7, 11, 15, 21]. A growing amount of work has also evaluated DAG scheduling
algorithms in the context of specific workflow applications [4, 16, 24].

As already mentioned, it is common to classify DAG scheduling algorithms ac-
cording to whether scheduling decisions are made locally, with reference to just
a task or a set of tasks, or globally, with reference to the whole DAG (work-
flow) [4, 26]. A commonly used heuristic in the former class (task-based) is Min-
min, originally developed in the context of scheduling independent tasks [5]. This
can also be applied in the context of scheduling DAGs, since, at any point in time,
the tasks that are considered to be eligible for scheduling are, by definition, indepen-
dent. This is because the eligible tasks are tasks whose data is available, hence, their
parents have finished execution. The key idea of Min-min is to find, for each eligible
task, the machine that gives the earliest completion time for this task. Then, the task
with the minimum earliest completion time is chosen for scheduling. The process is
then repeated with the remaining task as well as any new tasks that become eligi-
ble (as a result of the completion of their parents). As noticed in [4], “the intuition
behind this heuristic is that the makespan increases the least at each iterative step,
hopefully resulting in a small makespan for the whole workflow”.

A commonly cited global heuristic in the context of DAG scheduling for hetero-
geneous systems is HEFT [23]. HEFT first orders tasks by assigning a value to each
task. This value roughly corresponds to the cost to reach the exit node from this
task. Then, tasks are scheduled using this order to the machine that gives the earli-
est completion time. The key idea (of this list scheduling based heuristic [18]) is to
give higher priority to tasks on the critical path. Several variations to assign weights
and prioritize the tasks have been studied in [28]. Following observations about the
impact of such variations, HBMCT [20] tries to improve the performance of HEFT
by relaxing the requirement to schedule tasks in a strict order of their ranking, con-
sidering groups of independent tasks. Among the global heuristics, it is also worth
mentioning the workflow-based allocation algorithm (WBA) [4], which compares
several alternative workflow schedules before the final schedule is chosen, based on
a generalized greedy randomized adaptive search procedure.

Typically, heuristics that make decisions locally (task-based) are simpler and
faster, whereas heuristics that make decisions globally, with reference to the whole
workflow (workflow-based), have the potential to produce a shorter makespan at the
expense of increased complexity. Such a potentially shorter makespan is a conse-
quence of their ability to consider the whole graph at once and, hence, give appro-
priate priority in execution to tasks in the critical path. The hypothesis considered in
this paper, however, is that the regular and symmetric structure of scientific work-
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flows does not stand to benefit from global heuristics. To illustrate the impact that
the structure of the graph may have, we present two examples in the next section.

3 A Motivating Example

The simplicity of local, task-based approaches as opposed to the shorter makespan
expected to be produced by a global, workflow-based approach is the key trade-off to
assess when selecting the heuristic that would be more suitable to schedule a certain
application. In the context of arbitrary DAGs, global heuristics, which are capable
of tracking the critical path, are expected to give better performance. However, it is
questionable whether the examples of scientific workflows that exist can be regarded
as arbitrary DAGs. Instead, all the evidence available seems to suggest that many
scientific workflows have a regular and rather symmetric structure. Many appear
to consist of sequences of fan-out (where the output of a task is input to several
children) and fan-in (where the output of several tasks is aggregated by a child).
Typically, the outcome of fan-out procedures is identical tasks that simply operate
on different data (indicating the exploitation of data parallelism). For examples, we
refer to workflows such as Montage (see Figure 9 in [10]), Chimera (see Figures 6
and 7 in [1]), LIGO (see Figure 4 in [19]), WIEN2k (see Figure 6 in [24]), Invmod
(see Figure 7 in [24]) and AIRSN (see Figure 5 in [29]) as well as the workflows
studied in [3].

In order to illustrate the possible differences in the schedule resulting from a lo-
cal heuristic, Min-min, and a global heuristic, HBMCT, and how they are affected
by the structure of the graph, consider the examples in Figures 1 and 2. The graph
in Figure 1 has a rather regular, symmetric structure. We view it as regular because
it consists of a sequence of fan-out and fan-in (repeated twice) and symmetric be-
cause the independent subgraphs created during the fan-out procedure are identical
(in terms of their structure). In addition, the execution time of the tasks on three
different machines, M0, M1, M2, is similar, although not always identical (see the
table at the top right of the figure), while the cost of sending data from one task
to another (when these tasks are executed on different machines) is set to 8 time
units. The schedule produced by Min-min and HBMCT is shown at the bottom of
the figure (Min-min is on the left-hand side). Both heuristics produce a schedule
of an identical length (130 time units), although task assignments to machines are
different (and tasks are not necessarily assigned by HBMCT to the fastest machine
for the task).

Conversely, the example in Figure 2 considers a graph with an asymmetric struc-
ture (for example, each of nodes 6, 7, and 8, which are at the same layer, has a
different number of parents: 1, 2, 3, respectively). Also, the execution time of each
task on three different machines shows a higher degree of heterogeneity, while the
time needed to send data between different machines varies, with the link between
machines M0 and M2 being the slowest. In this case, the makespan of the sched-
ule produced by Min-min (left-hand side at the bottom of the figure) is 143.6 time
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Fig. 1 Scheduling a regular and symmetric graph using Min-min and HBMCT.

units, while the makespan of the schedule produced by HBMCT (right-hand side)
is 124.6, which is approximately 13% better than Min-min. This is because a global
approach, such as HBMCT, is capable of giving priority to tasks of those (critical)
paths in the graph that have a higher cost (such as the paths consisting of the tasks
0, 1, 7, and 9 and 0, 5, 8, and 9) as opposed to tasks of other paths.

The question that this paper is set to investigate is whether a typical scientific
workflow, such as Montage, would stand to benefit significantly from a global,
workflow-based approach for scheduling. The hypothesis is that the regular and
symmetric structure of the graph in workflows, such as Montage, is the key factor
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Fig. 2 Scheduling an asymmetric graph using Min-min and HBMCT.

that makes the performance of local approaches for scheduling equally competitive
to the performance of the more complex global strategies.

4 Experimental Evaluation

4.1 The Simulator and Settings

For the purposes of our evaluation we used a grid simulator built on the top of
the network simulator NS-2 [6], which was also used in earlier research [4]. We
only briefly describe the grid simulator here; more details can be found in [4]. The
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(b) 55-task tweaked Montage
(without the two middle jobs)

Fig. 3 Graphs of the workflows used in the experiments (based on Montage [10]).

simulator models resources, networks connecting different resources, jobs and files.
Each file is considered as a separate object. Each resource (i.e., a site) consists of
several hosts and each host can run jobs and store files. The simulator can be adapted
to include different scheduling algorithms to allocate jobs to sites; as part of this
work we adapted it to include HBMCT [20]. Thus, the simulator includes three
different approaches for scheduling: one local, task-based, Min-min, and two global,
workflow-based, from which one is based on a list scheduling principle, HBMCT,
whereas the other, WBA, is not.

The workflow application we considered is Montage [2, 10, 17]. The instance
of the workflow we used is shown in Figure 3(a). This contains 57 tasks (adding
the tasks of each level from the top the sum is 13+14+14+1+1+13+1). The original
version of Montage assumes that tasks at the same level have a similar computation
cost. In some of the experiments we considered different types of variation in the
execution time of the tasks at each level. In addition, in order to experiment with
the structure of the graph, a variant of the Montage graph has also been used; this is
shown in Figure 3(b). The latter graph does not contain the middle two tasks of the
original graph, thus reducing the degree of synchronization needed and increasing
the relative importance of the independent (i.e., parallel) paths in the graph when it
comes to the overall makespan.
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QoI 57-task Montage 55-task tweaked Montage
(%) Min-min WBA HBMCT % Min-min WBA HBMCT %
0 7802.6 7785.4 7796.9 0.22 7302.1 7288.5 7234.9 0.92

50 9146.0 9060.4 9097.7 0.93 9750.3 9710.6 9688.0 0.64
100 9949.4 9878.8 9930.2 0.71 10293.4 9696.1 9627.7 6.47
200 12562.7 12436.4 12420.3 1.13 11949.0 11432.3 11370.5 4.84
300 12763.4 12531.3 12305.2 3.58 11273.3 10410.1 10392.1 7.82
400 13125.0 12710.7 12687.3 3.33 11287.0 10551.1 10523.8 6.76

Table 1 Overall execution time when tasks at each level have a similar (estimated) execution time.

In order to capture the degree of variation expected between the estimated ex-
ecution time and the actual execution time of each task, we adopted the notion of
the Quality of Information (QoI) [8, 21]. This corresponds to an upper bound on
the percentage of error that the static estimate may have with respect to the actual
execution time. So, for example, a percentage error of 50% indicates that the actual
(run-time) execution time of a task will be within 50% (plus or minus) of the static
estimate for this task. This value is always positive. In our experiments, we consider
values for QoI of 0% (perfect estimates), 50%, 100%, 200%, 300%, and 400%.

4.2 Results and Discussion

The objective of our experiments has been to quantify and assess the difference in
the performance of the schedule produced by Min-min, HBMCT and WBA, and test
our hypothesis that the symmetric and regular structure of the graph does not have
much to gain from global scheduling strategies. To achieve our objective, we used:

I Five different values for QoI to check run-time deviations, which are up to four
times the estimated execution times of tasks.

II Two different graph structures, one corresponding to a 57-task instance of the
original Montage workflow, shown in Figure 3(a), and one corresponding to a
55-task tweaked version of Montage, shown in Figure 3(b), which reduces the
degree of synchronization by removing two tasks.

III Three different assumptions about the estimated execution time of tasks at each
level of the graph. These assumptions are: (a) tasks at each level have a similar
execution time; (b) all tasks except the rightmost task at each level have an
execution time which is twice the execution time of the rightmost task; and
(c) the leftmost task at each level has an execution time which is ten times the
execution time of the remaining tasks at the same level.

In the following, we group the results using the three different assumptions for the
execution time of the tasks at each level. We also note than, in all cases, the results
are averaged over 20 runs and there are always 6 machines available to schedule the
tasks of the workflow.
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QoI 57-task Montage 55-task tweaked Montage
(%) Min-min WBA HBMCT % Min-min WBA HBMCT %
0 14437.2 14109.4 14120.8 2.27 14667.2 14059.0 13527.3 7.77
50 16024.3 15327.1 15545.2 4.35 15994.0 15197.2 15068.9 5.78
100 18774.0 18258.0 18223.5 2.93 17466.2 15855.5 15356.1 12.08
200 33625.5 32485.0 32448.7 3.50 28843.6 27598.7 26832.8 6.97
300 39438.9 37937.1 38066.2 3.81 39151.8 37430.0 36557.0 6.63
400 51123.0 50701.0 50278.6 1.65 50706.6 49861.0 49211.3 2.95

Table 2 Overall execution time when all tasks at each level except the rightmost task have an
(estimated) execution time which is twice the (estimated) execution time of the rightmost task.

4.2.1 All tasks at each level have a similar (estimated) execution time

Table 1 shows the overall execution time (as provided by the simulator) of the two
different variants of Montage considered, when tasks at each level have a similar
execution time. The leftmost column shows the upper bound of Quality of Informa-
tion (QoI) considered in each row. The next three columns show the execution time
for each scheduling algorithm used with the 57-task Montage. The fourth column
shows the percentage gain of the best global scheduling strategy (that is, the best of
WBA and HBMCT) as compared to the task-based Min-min (this value is computed
as 100× (1−min(mWBA,mHBMCT )/mMinMin)), where m is the makespan of the cor-
responding strategy. From the results, it can be seen that in the case of the 57-task
Montage, Min-min has a performance which is comparable to the performance of
the workflow-based heuristics. Thus, the gain of global, workflow-based heuristics
is less than 1% if the value of QoI is up to 100%, reaching a maximum of just 3.58%
in more extreme cases where the value of QoI is higher. The comparatively worse
performance of Min-min in the case of high variations in the actual execution time
(as opposed to the estimated execution time) may be due to its lower robustness
(comparing to HBMCT and WBA), a result also corroborated from [7]. The gain
is higher in the case of the tweaked 55-task Montage, due to the higher degree of
parallelism, which opens up more opportunities for different schedules. As an aside
remark, it is noted that, with the 57-task Montage, WBA has a slightly better per-
formance than HBMCT for small values of QoI, whereas HBMCT tends to perform
better as the value of QoI increases (a result also corroborated from [7]). The per-
formance of HBMCT is consistently better than WBA (although not by much) in
the case of the 55-task tweaked Montage.

4.2.2 All tasks at each level, except the rightmost task, have an (estimated)

execution time which is twice the (estimated) execution time of the

rightmost task

Table 2 shows the overall execution time when there is some variation in the ex-
ecution time of the tasks at each level, in particular when the rightmost task has
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QoI 57-task Montage 55-task tweaked Montage
(%) Min-min WBA HBMCT % Min-min WBA HBMCT %
0 8213.0 8190.6 8204.7 0.27 7685.6 7674.8 7662.0 0.31
50 9297.3 9286.6 9276.3 0.23 9311.3 9199.4 9034.7 2.97
100 10105.2 10071.0 10151.0 0.34 10323.7 10002.8 9839.0 4.70
200 12946.5 12836.4 12633.9 2.41 14181.6 12684.3 12557.3 11.45
300 14277.8 14001.6 14247.0 1.93 13926.9 12578.5 12482.6 10.37
400 21896.4 21719.1 22035.1 0.81 23462.0 21214.3 21092.0 10.10

Table 3 Overall execution time when the leftmost task at each level has an (estimated) execution
time which is 10 times the (estimated) execution time of the other tasks at the same level.

an execution time which is half the execution time of the other tasks at the same
level. The impact of this variation is that it creates a particular shorter path as op-
posed to several longer paths in the graph. The Min-min heuristic still manages
to produce reasonably efficient schedules comparing to WBA and HBMCT. Even
though these schedules are not as efficient as before, their performance is still only
up to 4.35% worse than the performance of the more sophisticated, workflow-based
heuristics. We observe the same pattern of behaviour as before; the efficiency of
Min-min is worse in the case of the 55-task tweaked Montage. Furthermore, we
observe the same pattern of behaviour when we compare the performance of WBA
and HBMCT.

4.2.3 The leftmost task at each level has an (estimated) execution time, which

is 10 times the (estimated) execution time of the other tasks at the same

level

Table 3 shows the overall execution time of the workflows when the variation in
task execution time is due to an increase in the execution time of the leftmost task
at each level, which is 10 times the execution time of the other tasks at the same
level. The impact of this variation in execution time is that it creates one relatively
long critical path in the graph. It can be seen that in the case of the 57-task Montage
the performance of Min-min is clearly comparable to the performance of WBA and
HBMCT; it is at most 2.41% worse. In one case (for a value of QoI equal to 400),
Min-min even outperforms HBMCT. Same as before, the performance of Min-min
worsens in the case of the 55-task tweaked Montage. In fact, interestingly enough,
in this case, the deficiency of Min-min is worst comparing to the two previous sets
of results.

4.2.4 Summary

The results in Tables 1, 2, 3 support our view that in the case of the regular and
symmetric Montage application, a local strategy, such as Min-min, does not appear
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to be inferior to sophisticated global strategies, both when there are large run-time
deviations from the actual estimated execution times (i.e., large values of QoI) and
when there are differences in the estimated execution time between tasks at each
level (as it is the case in Tables 2 and 3). As already hypothesized, this property
appears to be a consequence of the structure of the graph. This is supported by our
experiments with the tweaked Montage, where Min-min clearly lags behind as a
result of its inability to handle efficiently the critical paths. Finally, it is interesting
to observe that the introduction of uncertainty in the execution time (which may
also cause individual tasks to run faster) on average increases the overall execution
time of the workflow by up to more than three times with respect to the statically
estimated execution time. This observation suggests that, regardless of the quality
of the scheduling heuristic that is used to find an initial mapping for tasks of a DAG,
there may be, comparatively, much more to be gained in performance by run-time
rescheduling, a finding also supported by the experiments in [14].

5 Conclusion

This paper has compared the performance of the schedule produced by three dif-
ferent approaches for scheduling workflows on the Grid. It has been found that
scheduling a workflow, such as (a 57-task) Montage, using a simple heuristic that
makes only local decisions, Min-min, results in performance which is comparable
to the performance obtained with more sophisticated, workflow-based scheduling
heuristics such as WBA or HBMCT. The performance of Min-min worsens slightly,
but not significantly, when high variations between the estimated and the actual
execution time of the tasks of the workflow exist. Min-min also exhibits good per-
formance if the workflow consists of a single critical path with significantly longer
execution time. The performance of Min-min drops when there is a single path of
shorter length and multiple critical paths in the workflow (cf. Table 2). Its perfor-
mance worsens even further in the case of a workflow with multiple long parallel
paths (cf. the results with the 55-task tweaked Montage). It is noted that this may not
be a common case in practice, since, as already mentioned, the structure of several
commonly cited workflows consists of alternating fan-out and fan-in phases.

In summary, the results are encouraging in that they suggest that Min-min may be
sufficiently efficient in the context of scheduling certain classes of scientific work-
flows on the Grid even when there are uncertainties in the estimated task execution
times. It is noted that the small performance deficits of Min-min can be offset by
its inherent simplicity and the ease with which it can be adopted to perform adap-
tive rescheduling at run-time, options that have been shown to be relatively more
important when addressing run-time changes [14, 21]. Future work can expand the
preliminary experimental study of this paper. Also, it can try to find out under what
circumstances the relative importance of run-time changes dominates the choice of
an appropriate heuristic for the initial mapping onto the resources.
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Abstract Usage control (UCON) proposed by R. Sandhu et al. [8, 9] is an attribute-
based authorization model and its main novelties are mutability of attributes and
continuity of control.

OASIS eXtensible Access Control Markup Language (XACML) [10] is a
widely-used language to write authorization policies to protect resources in a dis-
tributed computing environment (e.g. Grid). The XACML policy specifies before-
usage authorization process optionally complemented with obligation actions ful-
fillment. By now, XACML has insufficient facilities to express continuous usage
control afterwards an access was granted and started.

In this paper, we introduce U-XACML, a new policy language, which enhances
the original XACML with the UCON novelties. We extend a syntax and semantics
of the XACML policy to define mutability of attributes and continuity of control.
We introduce an architecture to enforce the U-XACML policy.

Key words: Access control, usage control, policy language, XACML, UCON, Grid
computing

Maurizio Colombo, Fabio Martinelli, Paolo Mori
Istituto di Informatica e Telematica, Consiglio Nazionale delle Ricerche, via G. Moruzzi 1,
Pisa, Italy e-mail: \{maurizio.colombo,fabio.martinelli,paolo.mori\}@iit.
cnr.it

Aliaksandr Lazouski
Universita di Pisa, via B. Pontecorvo 3, Pisa, Italy e-mail: lazouski@di.unipi.it

∗ This work has been partially supported by the EU project FP6-033817 GRIDTRUST (Trust and
Security for Next Generation Grids).

133



134 Maurizio Colombo, Aliaksandr Lazouski, Fabio Martinelli, and Paolo Mori

1 Introduction

Over the last decade researchers have shown advantages of attribute-based access
control. Access decision is based on attributes of a requesting subject, of an access-
ing object, and of an environment where the computing system operates. Traditional
authorization scenarios assume that attributes remain invariable in time. Therefore,
authorization conditions can be checked only once before granting an access and
they will also hold when the access is in progress. To express comprehensive us-
age scenarios R. Sandhu et al. [8, 9] proposed the UCON model and an idea of
the attributes mutability occurred as a side-effect of the object usage. This idea goes
beyond a before-usage authorization and assumes a continuous evaluation of a secu-
rity policy before granting an access, and when the access is in progress. Essentially,
this is important for long-lived accesses, which are peculiarities of Grid computing,
e.g. computational services [6, 7, 11]. During last years, UCON has gathered a lot
of attention as the most expressive attribute-based access control model.

XACML [10] is an OASIS standard for expressing, combining and managing
access control policies in a distributed environment. XACML was designed for
attribute-based access control and it is widely used nowadays in many applications
and environments due to its extensibility and interoperability. By now, XACML has
facilities to express traditional access control.

Several papers stated that XACML needs extension to capture the concept of ac-
cess decision continuity [4, 11]. Recently, some attempts were done to implement
a continuous policy enforcement using XACML [3, 5, 11]. These approaches in-
troduce events that trigger the policy reevaluation when the access is in progress.
Security checks are invoked by changes of subject, object, and/or environmental at-
tributes. The focus of these papers was on an architecture and policy enforcement
mechanisms, while a few attention was placed on the policy model expressing the
UCON model. Moreover, they consider how the XACML is capable to model the
UCON. In contrast, our approach considers how XACML should be extended to
capture the UCON model.

The aim of this work is to present a flexible policy language called U-XACML,
which enhances the original XACML with the UCON novelties. The policy lan-
guage is designed towards a service oriented architecture and collaborative comput-
ing, e.g. the Grid. We analyzed semantics of the XACML policy and the UCON
abstract model. We revised the notion of authorizations, obligations, conditions and
attribute update actions to establish a unified semantics for the U-XACML. The U-
XACML captures attribute updates, continuous policy evaluation, and places con-
ditions triggering ongoing attribute updates and obligations. The original XACML
architecture and authorization dataflow was modified to enforce the U-XACML pol-
icy. We studied several architectural approaches and shown their advantages and
disadvantages.

This paper is organized as follows. Section 2 gives background on XACML and
UCON. In section 3 we introduce syntax and semantics of the U-XACML policy
language. Section 4 shows an architecture to enforce a continuous usage control.
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Section 5 introduces a usage scenario and informal security policy for Grid compu-
tational service. We summarize the paper in Section 6.

2 Background

2.1 UCON

UCON [5, 8, 9] is a novel access control model that addresses problems of mod-
ern distributed environments. UCON has two novel aspects: 1) mutability of at-
tributes, and 2) continuity of policy enforcement. Mutability of attributes means that
attributes may change in time. Since attributes are used for access decision evalu-
ation, policy statements should be reevaluated continuously whenever any change
of any attribute value occurs. UCON implies security policy enforcement not only
when the request for an object should be authorized, but also when the actual usage
of the object is in progress. This continuous evaluation is particularly important in
the case of long-lived accesses, i.e. accesses that lasts hours or even days (e.g. Grid
services). If during the usage attribute change violates a security policy, the access
has to be revoked and the resource’s usage terminated.

The UCON policy is stated using authorizations, obligations and conditions. Au-
thorization predicates put constrains on subject’s and/or object’s attributes (e.g. sub-
ject’s name must be “John”). Obligations are mandatory actions performed by an
obligation subject (not always a requesting subject). Conditions are environment
restrictions (e.g. object is available during working hours).

Generally, the UCON policy is paired with the following meta information:

• Access decision factor. A security policy can be stated using authorizations only,
obligations only, conditions only, or any of their combinations. These policy
statements are encoded by A, B, and C respectively.

• Access decision timing specifies when an access decision is evaluated. If the ac-
cess decision is made before the usage, these scenarios are encoded with a prefix
“pre”. Access decisions evaluated during the usage are encoded with “on”.

• Attribute update timing identifies when attributes are updated by the authoriza-
tion system. Attributes can be updated before the usage (the pre-update action is
encoded by (1)), during the usage (on-update action is encoded by (2)), or when
the usage is over (post-update action is encoded by (3)). If no attribute updates
are needed, the corresponding models are encoded by (0).

Based on the policy meta-information, the UCON model launches 24 core sce-
narios - combining “pre” and “on” evaluation of authorizations, obligations and
conditions with attribute updates that can be performed before (1), during (2), after
(3) the access, or no updates (0). For example, the “preA3” model, called as pre-
authorization with post-updates, represents a scenario where an access decision is
evaluated only once before the usage starts. The access decision is done by check-
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ing authorization predicates only, and one or more attributes are updated after the
resource usage ends.

2.2 XACML

Although, the UCON proposes a comprehensive access control model, it still
remains abstract. In contrast, XACML [10] is a widely-used standard to write
and manage security policies. Arbitrary attributes can be expressed which makes
XACML application-independent and extensible to accommodate the specific re-
quirements of a specific application and domain. This also encourages an interop-
erability between components of the authorization system. Currently, the OASIS is
working on XACML v3.0 draft, while several implementations of XACML v2.0
have been presented recently by third-party vendors2.

XACML is facilitated to express the classical access control model, where the
access decision is evaluated only once when a request to access a resource comes.
The XACML model implies a security policy managed by multiply parties. XACML
provides algorithms to build a resulting policy and assumes that many points of en-
forcement exists in distributed system. Access decision is based on attributes which
characterize a subject, object, environment and also the content of the accessing ob-
ject. A set of mathematical operators can be used over attributes to build authoriza-
tion predicates. Also, the XACML model expressiveness is enhanced by introducing
obligations, a set of actions performed in conjunction with the policy enforcement.
XACML v3.0 is enhanced with advices, a supplementary information (not manda-
tory for execution) for the policy enforcement point (PEP).

XACML standards a policy meta-model, syntax and semantics, and enforcement
architecture. The top-level policy elements are <PolicySet>, <Policy>, and
<Rule>. The <Rule> has three main parts <Target>which denotes rule’s appli-
cability to the authorization request, <Condition>s which are authorization pred-
icates over attributes, and effect is the result of the rule evaluation. It returns either
“Permit” or “Deny” if the rule is satisfied and “Non Applicable” if the <Target>
and/or <Condition>s are not satisfied. The XACML <Policy> consists of one
or more <Rule>s and forms an the authorization decision accompanied with a set
of <Obligations>. The <Policy> has a procedure for combining the result of
the evaluation of <Rule>s it contains. XACML identifies several combining algo-
rithms: deny-overrides, permit-overrides, first-applicable and only-one-applicable.
The <PolicySet> is an optional element which provides the resulting policy
through the combining of several <Policy>s applicable to the access request.

XACML realizes the enforcement architecture and abstract dataflow model com-
pliant with IETF and ISO standards. Access request goes through an abstract com-
ponent PEP. The PEP invokes a policy decision point (PDP) for an access decision.
The PDP works as a double “filtering” of the initial access request. First, the PDP

2 http://sunxacml.sourceforge.net, http://mvpos.sourceforge.net
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evaluates an applicability of the policy to a given request (<Target> element is
satisfied). In the second phase, a set of <Condition>s is checked. The result-
ing authorization decision plus set of <Obligations> and <Advice>s are sent
back to the PEP. After fulfilling <Obligations>, the PEP grants or denies access
to the resource and no further control is provided when the access is in progress. The
interactions between the PDP and the PEP are synchronous and state-less.

3 U-XACML policy syntax and semantics

In this section, we propose syntax and semantics for U-XACML, an enhancement
of the XACML standard that includes facilities to express UCON policies. The U-
XACML policy meta-model derived from the original XACML and enhanced with
UCON novelties is presented in the Figure 1. The original model was extended
to capture attribute updates, continuous policy evaluation, and to place conditions
triggering ongoing attribute updates and obligations.

Fig. 1 U-XACML policy language model.

We start from an authorization request. Subject, object and right of
the UCON model are represented in the XACML by subject, resource and
action respectively. The <Target> element specifies a policy applicability to
the authorization request.
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Subjects, resources and environment are associated with a set of attributes. At-
tributes are presented in both models and the XACML identified the following el-
ements to describe attributes: <AttributeDesignator> (states to whom and
by whom the attribute is issued), <AttributeSelector> (states where the at-
tribute can be found), and <AttributeValue> (contains an attribute value). In
the XACML attributes have static values and are never changed by the policy. In
contrary, the UCON model presents an attribute mutability occurred as a side-effect
of the policy enforcement. Also, attributes can be changed by the execution envi-
ronment. We categorizes the U-XACML attributes as follows:

• (i) Immutable, e.g. identity. These attributes are static during the usage and can
be change only by the administrative actions.

• (ii) Mutable by the security policy (enforceable mutability). These attributes are
changed as the result of the policy enforcement only. As example, the subject
attribute could be the number of applications currently running on behalf of the
subject in Grid.

• (iii) Mutable by the execution environment (observable mutability). These at-
tributes are mutable by their nature (e.g. environmental attributes), but how they
change is not stated explicitly in the policy. As example, consider time-based at-
tributes, e.g. resource usage time, current time value, or location-based attributes,
etc.

• (iv) Combination of the last two (observable mutability). These attributes can be
change either by the policy, or by the environment (e.g. a reputation). Here, we
also consider attributes mutable by the security policy, but the update of this at-
tribute is triggered by the environmental attribute (e.g. in the case study presented
in section 5, the time quota is updated by the policy, but when the update occurs
depends on the application execution time).

This attribute mutability category is optional and can be useful during the policy
enforcement phase (we refer the reader to Section 4).

To represent attribute updates, we defined a new element, <AttrUpdates>,
that contains a collection of single <AttrUpdate> elements to specify update
actions in the U-XACML:

<xs:element name="AttrUpdates" type="u-xacml:AttrUpdatesType"/>
<xs:complexType name="AttrUpdatesType">

<xs:sequence>
<xs:element ref="u-xacml:AttrUpdate"

maxOccurs="unbounded"/>
</xs:sequence>
...

</xs:complexType>

<AttrUpdate> element defines a sequence of update functions which can run
in UpdateTime. In general, each of these functions refers to a distinct attribute,
and defines: the name of the attribute to be updated, the mutability category of the
attribute, and the update function to compute the new value of the attribute.

UpdateTime has values 1, 2, or 3 that denote, respectively, pre-, on- and post-
updates:
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<xs:element name="AttrUpdate" type="u-xacml:AttrUpdateType"/>
<xs:complexType name="AttrUpdateType">

<xs:sequence>
<xs:element ref="u-xacml:UpdateExpression"
minOccurs="0"/>

</xs:sequence>
...
<xs:attribute name="UpdateTime" type="xs:integer"
use="required"/>

<xs:element ref="TriggerOn"/>
...

</xs:complexType>

In the previous definition, <UpdateExpression> is a specific update func-
tion.

The U-XACML policy inherits the policy structure from the XACML. The U-
XACML policy contains a set of <Rule>s and each <Rule> besides update ac-
tions includes a set of decision factors. Authorizations and conditions
proposed in the UCON are modeled in the XACML by means of the <Target> and
<Condition>s elements. In the U-XACML, we assume that the <Target> ele-
ment puts constraints on the immutable attributes only, while the <Condition>s
element covers other attributes of the subject, object and environment.

Obligations. In the UCON model, obligations are actions that have to be per-
formed by obligation subjects over obligation objects. In XACML, instead, obliga-
tions have different semantics, and are considered as duties that will be performed
by the PEP enforcing the access decision.

XACML obligations can easily be exploited to implement UCON obligations
when the obligation subject and object are under the control of the protection sys-
tem, and the PEP can assure the obligation fulfilment. In U-XACML, we also ex-
tended XACML obligations to model UCON obligations whose subject or object re-
side outside the protection system. However, in this case, the PEP can only observe
the obligation fulfilment by checking some conditions. Such UCON obligations are
modelled as two U-XACML obligations. The first asks the obligation subject to ful-
fil the obligation, and the second one checks the fulfilment. This check is triggered
when some conditions hold (e.g. deadline to fulfil the obligation is over or some at-
tributes changed). XACML obligations take a set of attributes as input parameters.
Due to XACML extensibility, these parameters can state a UCON obligation subject
and object.

Continuous policy enforcement. In the UCON access decision should be evalu-
ated not only before granting the access but also continuously when the access is
in progress. The U-XACML policy specifies when the access decision is made by
the DecisionTime in the <Obligation> and <Condition> elements. For
example, the <Condition> element in the U-XACML should include the follow-
ing:

<xs:element name="Condition"/>
<xs:complexType name="ConditionType">

...
<xs:attribute name="DecisionTime" type="xs:string"

use="required"/>
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...
</xs:complexType>

DecisionTime has values pre and on. For the pre models, the conditions
are evaluated only once, while for the on-going models they have to be valid perma-
nently. Meanwhile, the obligations are duration-less in both scenarios. For the on
model, obligations invocation is triggered by some conditions (e.g. in the case study
presented in section 5, if application’s execution time is 1 hour to reach the quota
value, the ongoing obligation is triggered). The same observation applies for on-
going attribute updates, they are duration-less and triggered when some conditions
hold. <ObligationExpression> and <AttrUpdate> elements contains a
<TriggerOn> element:

<xs:element name="ObligationExpression"/>
<xs:complexType name="ObligationExpressionType">

...
<xs:element ref="TriggerOn"/>
...

</xs:complexType>

The element <TriggerOn> states conditions which trigger the update and obli-
gation actions. As a matter of fact, the <TriggerOn> has the same syntax as the
<Condition>.

4 U-XACML architecture

This section presents an architecture to enforce the U-XACML policy and a data-
flow between its main components (see Figure 2). The U-XACML extends the
functionality of authorization components of the XACML to handle continuous
policy enforcement. The policy enforcement can be separated in two parts: pre-
authorization, and ongoing usage.

For pre part, we have authorization/condition predicates evaluation, attributes
update and obligations fulfilment. All this actions are duration-less and executed
in the order as stated above: first predicates evaluation, than updates and finally
obligations. We fix this order whether the UCON assumes any possible combination.
We will address this issue in the future work presenting the formal model of the U-
XACML policy. The data-flow in pre-authorization is the same as in the original
XACML excepting the attribute updates. The PDP invokes an Attribute Manager to
update attributes before sending the access decision and obligations to the PEP.

In the ongoing model, we assume that authorization and condition predicates
should be valid during all the usage, while obligation and update actions still re-
main duration-less. Obligations and updates are conditioned by attributes and are
triggered when they change appropriately. The U-XACML ongoing policy can be
represented by the sequence of states and the state is specified by attribute values.
The policy state transition and decision reevaluation are driven as the result of at-
tributes mutability. This schema is similar to the run-time monitoring of applications
where the PEP intercepts security-relevant actions performed by applications and
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triggers the PDP for the policy reevaluation. In usage control, instead of security-
relevant actions there are security-relevant events, i.e. the change of an attribute
value. The U-XACML architecture should be enhanced with a component (the At-
tribute Manager) which captures all security-relevant events and keeps fresh values
of attri butes. Whenever an attribute is changed the PDP performs a policy check.

Fig. 2 U-XACML architecture and data flow.

As shown in the Figure 2 the U-XACML architecture consists of the following
components (we omit the explanation of components if they functionality coincide
with the original XACML):

• PEP is responsible for the enforcement of the access decision and the obligations
fulfillment. The PEP can also manage meta-information associated with the us-
age session, e.g. session id and the current state of the policy.

• PDP receives as an input the policy, a current policy state, a set of fresh attributes.
The PDP evaluates the policy associated with the current policy state. If the pol-
icy is violated the PDP return “Non applicable”. Otherwise, it returns “Permit”
and makes a state transition if needed. The PDP may also invoke attribute update
and/or obligation actions.

• Attribute manager has fresh values of attributes. It enforces update actions trig-
gered by the PDP and is capable to capture any change of attributes done by
the execution environment and/or the policy administration point (PAP). The At-
tribute Manager exploits sensors to collect attributes.
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• Sensors are plugged into subject, object and environment attribute repositories.
They are activated every time when attributes are changed. The new value is
forwarded to the Attribute Manager.

• Context handler converts messages circulating in the system to the proper format.

Depending on how fresh attributes are acquired and security-relevant events are
detected in the system, and who triggers the policy reevaluation, we assume three
possible data-flow models: (i) active Attribute Manager; (ii) passive Attribute Man-
ager with active PEP; (iii) passive Attribute Manager with active PDP.

Active Attribute Manager (push attribute model). This is an event-based model.
It assumes that sensors are activated every time whenever attributes are changed.
This information is forwarded to the active Attribute Manager who invokes the PDP
for the policy reevaluation. It more details the ongoing data-flow goes as follows:

• When a pre-usage phase is over, the PEP starts a usage session. The PEP gener-
ates a usage session identifier and sends it with the ongoing request to the PDP;

• The PDP loads relevant policies, and builds a resulting policy using combining
algorithms. The PDP analyzes the resulting policy and selects a set of mutable
attributes that can change a policy state, i.e trigger access revocation, obligations
or attribute updates. The PDP subscribes to the Attribute Manager be notified
whenever any attribute from this set is changed. The subscription is done only
once when the usage session starts.

• The Attribute Manager is always active. It handles all subscriptions and collects
information about requested attributes through sensors. When a change of an
attribute value occurs, the Attribute Manager pushes the attribute value to the
PDP.

• The PDP wakes up and loads usage sessions related to the pushed attribute and
reevaluates the policy. If no change in the access decision, the PDP awaits for the
next invocation. Otherwise, the PDP performs state transition and triggers either
access revocation, or attribute update, or obligation actions request to the PEP.

• The usage session is over, when either the endaccess() action is forwarded from
the user, or the PDP recognizes a violation of a policy and returns “Non applica-
ble” access decision to the PEP. Afterwards, the PDP initiates post-updates and
unsubscribes from the Attribute Manager for attributes which are no longer used.
All the relevant information to the usage session is deleted.

The model with active Attribute Manager is the most appropriate and intuitive
for the usage control needs but it has pros and cons. The main advantage is that pol-
icy reevaluation is run immediately when a security-relevant event occurs. Unfor-
tunately, in distributed system it is costly to discover and broadcast every attribute
change from possible repositories. Frequent secure communications between au-
thorization components provide a meaningful overhead. Further, communications
between the PEP and the PDP are asynchronous and state-full. The PEP invokes
the PDP only when a usage session starts or is ended by a user. The PDP calls the
PEP when the access should be revoked or every time when ongoing obligations
should be fulfilled. The support of the asynchronous communication requires the
usage session identifier shared between the PDP and the PEP.
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The alternative approach assumes passive Attribute Manager (pull attribute
model). In this approach, fresh attributes are pulled to the PDP and the policy reeval-
uation in triggered periodically when a certain time interval elapsed.

Passive Attribute Manager with active PEP imposes that the PEP during the us-
age session periodically sends access requests to the PDP. The PDP pulls the re-
quired attributes from the Attribute Manager. The Attribute Manager questions the
sensors to obtain fresh values and returns them to the PDP. The PDP makes access
decision and replies to the PEP. Notice, that it is not necessary, that attribute val-
ues and/or the access decision will change between two adjacent invocations. The
procedure is repeated iteratively until the usage session is ended or revoked. In this
model the interactions between the PEP and the PDP are synchronous. For every
request the PEP receives the response from the PDP. The PEP also manages the
usage session meta-information. The current policy state is included into the access
request. As the result, the PDP can be state-less and is capable to recover the pol-
icy state from the access request. After the policy reevaluation, the PDP ins erts the
current policy state to the response message. The passive Attribute Manager with
active PEP puts too much functionality on the PEP side which is usually applica-
tion depended. We consider this as a limitation of the model.

Passive Attribute Manager with active PDP imposes that the PDP during the us-
age session periodically pulls fresh attributes values from the Attribute Manager and
reevaluates the access decision. In contrast to the previous model, the PDP is active
now and manages the usage session meta-information. The interactions between the
PDP and the PEP are asynchronous in this case and are the same as in the case of
active Attribute Manager.

Although the models with the passive Attribute Manager are easier to implement,
they have some limitations. The most crucial issue is that a choice of a big time slot
leads to a security breach. The access can not be revoked immediately when the
policy is violated due to change of attributes. The access will be revoked only after
the scheduled invocation. On the other side, too frequent invocations will produce
a time-overhead. To minimize this shortcoming, a several adoptive checks can be
used. The idea is to adapt the next scheduled policy reevaluation to the current values
of the attributes depending on how far attribute values are from the critical value
which triggers an obligation, or update actions, or the access revocation. As closer
the values are as more frequently the policy should be reevaluated and vice versa [2].
We consider as a future work an appropriate model for the periodic policy checks.

The preferable data-flow model also depends on the attributes used in the policy.
If the policy based on immutable attributes, the model with the passive Attribute
Manager and active PDP is the best solution. In this case, only PDP is a responsible
for all attribute updates and triggers security-relevant events. In contrast, if the pol-
icy exploits attributes mutable rarely by the PAP, environment and third parties, the
model with active Attribute Manager is more appropriate.
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5 A case study

We chosen an access to and usage of Grid computational services as a case study.
Computational services (e.g. GRAM service in Globus Toolkit) are designed to ex-
ecute remote user’s applications at the resource provider side.

The traditional authorization model, where an authorization decision is taken
only once before granting an access to a service, is insufficient for long-lived com-
putational services. Initial conditions can change during the application execution
due to attributes change. This requires continuous access reevaluation. The policy
violation can lead to the access revocation and service termination.

We follow the XACML philosophy and impose a security policy combining
many policies from distinct parties, e.g. a policy written by a VO (virtual organi-
zation) administrator and a policy written by a provider of a computational service.
The VO administrator might want to implement the following policy containing 2
rules:

• Grid user should present his/her VO membership certificate with the initial re-
quest (pre-authorization). This rule refers to “preA0” model;

• No more that 10 applications in the whole VO can run on behalf of the user. If
the number exceeded 10, than the access should be denied (pre-authorization).
The update of the number of running applications is required before starting a
service (pre-update) and when the usage is over (post-update). This rule refers to
“preA13” model.

The resource provider policy contains 5 rules:

• Grid user’s reputation should be higher the threshold value before the usage (pre-
authorization). If it is below the threshold during the execution, the access should
be revoked and the application terminated (on-authorization). After the usage,
the resource provider updates Grid user’s reputation (post-update). If the service
was ended normally by the user, the reputation should be increased, while if the
access was revoked by the system, than the reputation should be decreased. This
rule refers to “onA3” model;

• No more that 5 applications can run on behalf of the user on the resource
provider node. If the number exceeded 5, than the access should be denied (pre-
authorization). The update of the number of running applications is required be-
fore starting a service (pre-update) and when the usage is over (post-update).
This rule refers to “preA13” model;

• Grid user has to sign an agreement, e.g. that application is not malicious, before
submitting it to the execution. This rule refers to “preB0” model;

• The application submitted for execution can exploit computational resources for
a particular time quota. If during the usage, application’s execution time is 1
hour to reach the quota value, the ongoing obligation is triggered. This obligation
informs the user, that allowed execution time is elapsing and the credit is required
to proceed the execution. This rule refers to “onB0” model;
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• If application’s execution time exceeded the quota and no credit was submitted
by the user, the system should terminate the execution of the application (on-
authorization). Otherwise, if the credit is presented, the system triggers attribute
updates (on-update). It doubles the execution quota time limit and sets the credit
value to zero. The iterative prolonging of the usage quota can be performed un-
bounded number of times. This rule refers to “onA2” model;

The policies given above fit to the UCON abstract model but can not be ex-
pressed in the XACML. Actually, they contain features which are not presented in
the XACML, e.g. the policies have continuous checks of authorization predicates,
have ongoing obligations and attribute updates. Some obligations and updates are
conditioned using the application execution time attribute.

The resulting policy is the combination of the VO and the resource provider
policies. Before the usage, the system first checks the VO certificate of the user, the
number of running applications in the VO on the behalf of the user, the number of
running applications on the local host on the behalf of the user. If these conditions
are satisfied, the PDP invokes the Attribute Manager to update number of running
application in the VO and on the local host. Further, the grant access and obligation
to sign an agreement is sent to the PEP. The PEP enforces the obligation. If the user
signs the agreement, the PEP starts the user’s application execution and initializes a
new usage session. During the usage, the system follows that the time quota does not
exceed and a user’s reputation is over a threshold. When the usage time is in hour
to the time quota value, the system enforces ongoing obligation and proposes the
user to obtain a credit to prolong the usage session. If the user acc epts and presents
the credit, the time quota is doubled. The time quota can be prolonged unbounded
number of times. Eventually, when the usage session is over, the system performs
post-updates - decreases the number of running applications and updates the user’s
reputation appropriately.

6 Conclusions

In this paper, we introduced the U-XACML policy language which extends the
XACML to capture the UCON features. We outlined the syntax and semantics and
the enforcement architecture for the U-XACML. XACML has been extended to cap-
ture attribute updates, continuous checks of authorization predicates and obligations
fulfilment, and conditions over ongoing attribute update and obligation actions. We
studied the enforcement architecture with the event-based and a push attribute model
and periodic invocation with a pull attribute model of the policy reevaluation. All
approaches shown advantages and disadvantages.

Our future step will be an implementation of the U-XACML policy engine which
can be exploited for the usage control over Grid resources. This work is in progress
and currently we implemented the Grid service revocation mechanism [1] which
can be considered as a part of the U-XACML PEP. Afterwards, we intend to give a
formal model and the analysis of the U-XACML policy.
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1 Introduction

Many current large-scale distributed computing systems and infrastructure, such as
Grids, P2P systems and desktop Grid platforms, have the characteristic of being
decentralized, pervasive, and composed of a large number of autonomous entities.
The complexity of these systems is such that human administration is nearly impos-
sible and centralized or hierarchical control is highly inefficient. Moreover, often
these systems need to run on highly dynamic environments, where content, network
topologies and workloads are continuously changing. These systems are also char-
acterized by the high degree of volatility of their components and the need to handle
efficiently large amounts of data. Thus, design for adaptation becomes a key feature.

Self-directing and self-managing systems are emerging in response to these is-
sues. Novel approaches for the construction of scalable and efficient Grid systems
need to have the following properties: ”self-organization” (Grid components are au-
tonomous and do not rely on any external supervisor), decentralization (decisions
are to be taken only on the basis of local information) and adaptive nature (mech-
anisms must be provided to cope with the dynamic characteristics of hosts and re-
sources). Having these characteristics, these systems become naturally robust, be-
cause they adapt to the environmental changes, scalable, because they do not depend
on any centralized control or information, and dependable, as they are able to ensure
their own maintenance or repair.

Current Grids present a number of obstacles that prevent their efficient use,
namely: high degree of heterogeneity; difficult isolation and partition of the re-
source contributed to the Grid; specific environment requirements by each Virtual
Organization; and high operational costs. Recently virtualization technologies have
emerged as a promising solution to overcome these barriers. The challenge is to de-
vise efficient methods based on virtualization to dynamically shape and adapt large
scale Grid infrastructures. Additionally this challenge includes the study of heuris-
tics to adapt the computational capacity of the Grid using Cloud providers.

Self-organizing and adaptive systems often involve a social dimension, since en-
tities within such systems can engage in interactions, discover suitable other partici-
pants, negotiate, and perform transactions. These characteristics are similar to those
that can be observed in self-organizing systems we see in nature, such as physical,
biological and social systems. In such systems, a number of entities perform sim-
ple activities in an autonomous fashion, but as a whole such systems are able to
carry out much more complex tasks. Such behavior, in some cases referred to as
”swarm intelligence”, emerges in a coherent way through the local interactions of
the various components. There is no wonder that bio-inspired algorithms as well
as evolutionary processes, are emerging as powerful techniques for the design and
implementation of self-organizing systems.

The remaining of this paper is organized as follows: Following the introduction
to the subject, Section 2 is devoted to the elastic management of Grid infrastruc-
ture. Section 3 elaborates on the topic of bio-inspired algorithms to achieve self-
adaptation. In Section 4, the topic of monitoring and healing of complex applications
to deal with the volatility of the infrastructure is presented. Section 5 of this paper
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is devoted to desktop Grids and the methods to increase availability. We conclude in
Section 6.

2 Elastic management of computational Grid resources

In spite of their success, current Grids suffer from several obstacles that limit their
efficiency, namely: (i) increase in the cost of the application development cycle; (ii)
a limitation on the effective number of resources available to each application; and
(iii) increase in the operational cost of the infrastructure. This situation often leads
to a struggle between the users, who need more control on their execution environ-
ments, and Grid operators, who want to limit the heterogeneity of the infrastructure.
As a result several alternatives to reconcile both positions have been explored in the
past [1, 2].

However, virtualization, has emerged as the most promising technology to pro-
vide both the users with custom execution environments and Grid administrator with
a powerful tool to manage the infrastructure. The first works in this area integrated
resource management systems with Virtual Machines (VMs) to provide custom ex-
ecution environments on a per-job basis (see for example [3]). A more general ap-
proach that involves the use of virtual machines as workload units combined with
public Cloud providers is proposed in [5, 7].

A computing cluster can be easily virtualized by putting the front-end and worker
nodes into VMs, see Fig. 1. This separation of resource provisioning from job ex-
ecution provides the following benefits: (i) elastic cluster capacity; (ii) cluster par-
titioning; and (iii) support for heterogeneous configurations [9]. We have evaluated
the performance of this approach in a physical infrastructure that consists of five
hosts interconnected by a Gigabit Ethernet LAN; and Amazon EC2 small instances.
Fig. 1 shows the dynamic performance (jobs per second or throughput) of three
different cluster configurations in the execution of the ED, NAS Grid Benchmark.

As expected, the EC2 cluster presents a lower performance, about half of the
performance of the local cluster. This lower throughput is due to the lower perfor-
mance profile of the EC2 instance compared to the local nodes. Additionally, these
results show a sustained increment in the performance of the cluster with a growing
number of EC2 nodes.

Current results show that virtualization and Cloud computing can be effectively
used to manage Grid Resources. The decoupling of the infrastructure from the appli-
cation layer enables an elastic management of the resource, and opens up a whole
new framework for the self-adaptivity of Grid infrastructures. In this way, these
technologies establish the basis for self-adapting Grid resources not only in terms
of their capacity but also in their type, cost or power consumption in three basic
ways:

• Self-adapting Grid sites. Virtualization and Cloud technologies enable the dy-
namic re-shaping of Grid services. In particular, a Grid site will be able to self-
adapt its computational capacity and the number and type of its computational
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services to the dynamic demands of the Grid users. This would require the devel-
opment of load-driven algorithms to adapt the underlying computational facility,
that may include Cloud resources, to the Grid workload.

• Self-configuring Grid services. The use of central repositories would make pos-
sible to easily distribute security patches or new versions of a given software
component. The use of VO-specific images (appliance) will ease the develop-
ment and porting of Grid applications.

• Self-adapting Grid Applications. The ability to request Grid resources on-
demand would allow applications to adapt the underlying computational infras-
tructure to their particular control flow and parallelism level.

3 Bio-inspired algorithms for self-organizing distributed systems

The large-scale and dynamic nature of Grids makes human administrative interven-
tion difficult or even unfeasible and centralized information services are proving
unsuitable to scale to hundreds or thousands of nodes. To tackle these issues, the
scientific community has proposed to design information services according to the
P2P paradigm, which offers better scalability and adaptivity features [10]. A simi-
lar trend can be envisioned for the recently emerged Cloud paradigm [11], which
is switching computation and storage responsibilities from the client size to the
“Clouds”, i.e., to unseen computers on the server side, possibly scattered across
continents. Grid and Cloud issues are similar in many aspects [12], especially in the
need to assure scalability in a dynamic environment, therefore P2P techniques are
very likely to be adopted in Clouds as they are today in Grids.

Along with the P2P approach, another interesting and recent trend is the de-
sign of self-organizing Grids [13], often inspired by biological systems such as ant
colonies and insect swarms. Complex functionalities are achieved by mobile agents
that perform simple operations at the local level, but at the global level engender an
advanced form of intelligence that would be impossible to obtain with centralized
or human-driven strategies [14]. For example, the Anthill system [15] is tailored to
the design, implementation and evaluation of P2P applications based on multi-agent
and evolutionary programming. It is composed of a collection of interconnected
nests. Each nest is a peer entity that makes its storage and computational resources
available to swarms of ants, mobile agents that travel the network to satisfy user
requests.

Recently, ant algorithms have been proposed to design “self-structured” P2P sys-
tems, in which the association of keys with hosts is not pre-determined but adapts to
the modification of the environment [16, 17, 18]. In So-Grid [16], Grid resources are
assumed to be pre-categorized in classes, and their descriptors are spatially clustered
by ant-inspired mobile agents, thus facilitating the discovery of a cluster containing
a large number of resources that belong to the desired class. Antares [18] extends
this concept by using a locality preserving hash function, which guarantees that sim-
ilar resources are assigned similar key values. Keys are spatially sorted by mobile
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agents according to their key values. In this way, a search message can be driven to-
wards the desired descriptors by following the gradient of resource keys: at each step
the message is forwarded to the neighbor peer that minimizes the distance between
the keys stored there and the target key. Anthill, So-Grid and Antares are all unstruc-
tured P2P systems. Indeed, structured P2P systems have always been considered not
compatible with self-organizing properties and adaptive behaviors. Recently, how-
ever, it was shown that self-organization can also be provided to structured systems.
Self-Chord [19] is a P2P system that inherits from Chord the ability to construct and
maintain a structured ring of peers, but features enhanced functionalities achieved
through the activity of ant-inspired mobile agents. As opposed to Chord, Self-Chord
decouples the naming of resources and peers, resulting in two sets of keys/indices
that can have different cardinalities. Resource keys are organized and managed by
self-organizing mobile agents through simple local operations driven by probabilis-
tic choices. Self-Chord features enhanced functionalities deriving from ant-inspired
algorithms, such as autonomous behavior, self-organization and capacity to adapt to
a changing environment.

One of the objectives of future research is the application of self-organizing al-
gorithms to other structured systems. For example, in CAN [20], resource keys are
placed in a toroidal multi-dimensional structure: the position of a key over each
dimension is equal to the value of a corresponding numerical parameter. An ant-
inspired algorithm can be devised also in this case: a centroid can be defined to
represent the keys stored in a restricted region of the multi-dimensional space. The
keys will be moved by agents through adjacent peers, by comparing their values with
the values of peer centroids, with the objective of sorting the keys over the multi-
dimensional structure. The reordering of keys will allow the efficient execution of
queries, without requiring a rigid association among resource keys and peer codes.
Similar techniques can be devised for Pastry and other structured systems: a general
approach can be defined to retain the advantages of self-organization behavior in
structured P2P systems.

Another research trend concerns the use of bio-inspired algorithms for the ef-
ficient discovery and composition of services. The ICT market is experiencing an
important shift from the request/provisioning of products toward a service-oriented
view where everything (computing, storage, applications) is provided as a network-
enabled service. It often happens that a solution to a problem cannot be offered by
a single service, but through a proper composition of multiple basic services in a
“workflow” [21, 22]. The problem of service composition involves issues such as
the design and execution of a workflow and the discovery of its basic components
on the network.

A line of research is the definition and design of an ant-inspired framework that
facilitates “collective” discovery requests, issued to search a peer-to-peer network
for all the basic services that will compose a specific workflow. The basic idea would
be to reorganize the services so that the descriptors of services that are often used
together are placed in neighboring peers. This would help a single discovery request
to find multiple basic services, in order to decrease the number of needed discovery
requests and, consequently, to reduce the search time and the network load.
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4 Non-intrusive monitoring and healing of complex applications

As computers continue to invade all areas of human activities ranging from work
to entertainment, keeping systems running is the major challenge as more and more
applications require non-stop computing - frequently with real time requirements
[28]. Yet a negative effect of this growing proliferation and functionality of com-
puter systems is their increasing complexity, mostly due to larger number of (het-
erogeneous) software components, hardware distribution, configuration dependen-
cies, and others. Coupled with fact that many of the components are black-boxes
(e.g. COTS or legacy applications), resolving faults or performance bottlenecks in
complex (especially enterprise and distributed) systems become an extremely chal-
lenging and costly task, making the above-mentioned requirement for high depend-
ability even harder to fulfill [29]. A related phenomenon is the increasing rate of
changes in systems due to software updates, reconfiguration or infrastructure re-
placement. All these maintenance actions are likely to induce service outages or
cause (in worst-case long-term) functionality or performance degradation, creating
a further challenge to ensure reliable, uninterrupted system operations. The amount
of such maintenance is illustrated by the fact that major high-tech companies, e.g.,
SAP get more than 40% of their income from software maintenance, and many oth-
ers simply ”live” from maintenance cost. The result is soaring system management
costs and increased likelihood of failures. Especially difficult and expensive is main-
tenance, fixing of errors and introducing changes in ”post-release” software and in
complex productive systems:

• Some systems can be taken off-line only for a brief period of time or not at all.
• Application-level debugging and code changes are frequently impossible due to

legacy, COTS or complexity issues.
• Configuration and update errors can be catastrophic for availability and user ex-

perience.
• Some problems e.g. related to software updates or aging occur only in the de-

ployment scenarios and cannot be replicated in a ”sandbox”.
• The difficulties and costs grow with larger complexity and heterogeneity, as e.g.

fault diagnosis and performance modeling becomes increasingly difficult.

All above problems require solutions and practices which can handle partially
”black-boxed” systems and eliminate or minimize the risk of service outage or func-
tionality degradation due to system maintenance or changes. It is important to de-
vice self-* techniques for system monitoring, resolution of faults and performance
problems, software updates and other maintenance, paying particular attention to
aspects such as overhead, cost, and practicability. A further goal is to help in iden-
tifying and popularizing a consolidated set of tools and practices for non-intrusive,
low-risk maintenance and healing of software systems. More specifically, the devel-
opment of realistic and cost-effective solutions which take into account constraints
imposed by working with productive systems, include:

• Overhead of fault and performance monitoring has to be minimal.



Self-* and Adaptive Mechanisms for Large Scale Distributed Systems 153

• Debugging and error fixing on code level is in many cases impractical or impos-
sible.

• Software/configuration changes or updates might cause degradation of perfor-
mance or functionality.

The methods and fields which are relevant span a variety of areas, rougly to be
divided into monitoring/analysis, system healing, and software maintenance. Within
the monitoring/analysis area, the most interesting approaches appear to be: low-
overhead and DTrace-based monitoring [25]; analysis and modeling of COTS and
legacy components; statistical performance and fault modeling [24], and proactive
fault management [28]. Concerning the healing part, topics of root cause analysis
(RCA) [26], automated debugging, software aging and rejuvenation [23], and (self-)
healing support in operating systems and middleware [29] should be considered. To
solve the problems related to application and software maintenance, attention should
be devoted to approaches including reversible software updates [27], virtualization-
based replication [29], and studies of maintenance practices in Grids and enterprise
/ heterogeneous software systems.

5 Self-management in desktop Grids

Recent work on self-managing desktop Grids focuses on availability prediction and
modeling. Increasingly services are being deployed over large-scale computational
and storage infrastructures. To meet ever-increasing computational demands and
to reduce both hardware and system administration costs, these infrastructures have
begun to include Internet resources distributed over enterprize and residential broad-
band networks. As these infrastructures increase in scale to hundreds of thousands
to millions of resources, issues of resource availability and service reliability in-
evitably emerge. Recent work [32, 33], determines and evaluates predictive methods
that ensure the availability of a collection of resources. More specifically, prediction
models are developed that ensure a set of resources is continuously available for a
period of time.

In addition to online predictive models, statistical distributions and properties of
availability in desktop Grid resources are analyzed [30]. This in turn can be used for
automated stochastic scheduling. In particular, it is investigated in recent work the
stationary versus non-stationary behavior of resource availability and fit different
models (for example Exponential, Weibull, or Pareto probability distributions) to
the observed availability. It is believed that this characterization is fundamental in
the design of automated stochastic scheduling algorithms across large-scale systems
where host availability is uncertain.

Three critical areas for future research have been identified, namely automated
resource co-allocation, automated green computing, and automated integration of
distributed systems such as desktop Grids and Clouds. With the trend of many-core
processors in consumer desktops, the likelihood of idle cores increases. This brings
the research question of how to co-schedule automatically multiple desktop Grid
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applications on the same host. The difficulty of this problem lies in the schedul-
ing of applications that minimizes resource contention. One approach is to auto-
matically develop application signatures that indicate which resources (for example
CPU, memory, disk) the application uses and when. These signatures of desktop
Grid applications can then be used for automated co-allocation on multi-core pro-
cessors.

The second critical research challenge is automated energy management on desk-
tops. Desktop Grid applications often run without considering energy consumption.
At the same time, the additional energy consumption of running such applications
can incur significant environmental and monetary costs to the PC owner. Thus auto-
mated methods that limit energy consumption, i.e., energy throttling, are vital. One
approach again is to use application signatures as a way of proactivelly estimating
energy consumption. Then one can use methods such as dynamic voltage scaling or
limiting core-usage to reduce energy consumption as needed.

The third critical research challenge is the integration of distributed systems such
as desktop Grids and Clouds [31]. Clouds have emerged as a cost-effective platform
for many applications, in particular web services. The advantages of Clouds include
the ability to pay for resources as one uses them and the ability to scale up or down
the number of resources used. The disadvantages include the cost of transferring
data to and from the Cloud, and the potential for lock-in to a particular Cloud when
using a specific platform API. By contrast, the advantage of desktop Grids is that
their amortized cost is orders of magnitude lower than Clouds, and the potential
computing power is higher. The disadvantage is that desktop Grids require non-
trivial system administration and application development costs. Moreover, the time
to construct a platform can be significant, and resources have higher volatility and
heterogeneity.

Thus, given a scientific or industrial workload, the challenge is to partition the
workload to use both Clouds and desktop Grids in a way that minimizes costs and
maximizes application turnaround. Self-management methods must be developed to
predict which platform type is more advantageous or whether the application exe-
cution should be split to use both platforms. These decision will certainly leverage
our previous work on availability prediction in desktop Grids.

6 Conclusions

This paper presented some of the areas for which adaptation emerges as a key fea-
ture, namely, the management of computational Grids and of desktop Grid plat-
forms and the monitoring and healing of complex applications. Finally, the use of
bio-inspired algorithms to achieve self-management was presented. Future trends
and challenges related to each one of these issues were described. Self-adapting and
self-configuring Grid sites and applications through virtualization will lead to a real
elastic management of computational Grid resources. Self-adaptation also emerges
as a key feature in desktop Grids, for example to efficiently partition workloads to
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desktop Grids and Clouds, using prediction algorithms, for most efficient utiliza-
tion. In another approach bio-inspired algorithms are devised for efficient service
discovery and composition.
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Fig. 1 Upper chart: Virtual computing cluster infrastructure. Lower chart: Experimental perfor-
mance of the ED benchmark for a local cluster (4L0R), an EC2 cluster (0L4R), and for a hybrid
cluster configuration (4L4R and 4L8R).



Network Monitoring in the age of the Cloud

Augusto Ciuffoletti

Abstract Network virtualization plays a relevant role in provisioning an Infras-
tructure as a Service (IaaS), implementing the fabric that interconnects virtual com-
ponents. We identify the standard protocol IEEE802.1Q 1 , that describes Virtual
LAN (VLAN) functionalities, as a cornerstone in this architecture.

We distinguish two aspects of virtual networking: one related to the user of the
virtual connectivity, the other related to the provider that implements virtual con-
nectivity. We describe these aspects, and put them into relation with commercial
products considered typical: Amazon EC22 and VMware3.

Next we devise network monitoring features that are appropriate in the user and
in the provider environments. It turns out that there are significant differences be-
tween the two, and we conclude with directions for future research in the field.

1 Introduction

One of the reasons that sustain the peak of popularity reached by the cloud com-
puting concept, is that it aggregates a number of extremely effective techniques into
a unique abstraction, which is intuitively understandable also without a technical
background.

The pieces that come to implement the concept of cloud computing are many,
and come from all fields of information technology: from the point of view of the
software architecture it is a descendant of Web Services, from that of processing
resources it inherits from cluster computing, from the point of view of storage man-
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1 IEEE and 802 are registered trademarks of The Institute of Electrical and Electronics Engineers,
Inc.
2 Amazon Elastic Compute Cloud (Amazon EC2) [2] is a trademark of Amazon.com
3 VMware is a trademark of VMware, Inc.

157



158 Augusto Ciuffoletti

agement it takes from distributed storage architectures, to name the more evident,
and we find a first crosspoint of all these technologies in the concept of Grid com-
puting.

Cloud computing adds another ingredient into the melting pot: resource virtu-
alization. The result is a concept quite effective for the company dedicated to the
management of large IT infrastructures, impressive for the manager that doesn’t
want to invest in the volatile IT technology.

From the point of view of the infrastructure management, the implementation of
a Service that offers on demand a virtual infrastructure means the maintenance of
a unique technology throughout the whole infrastructure, with every available Mips
usable to satisfy the next request. There is no resource specialization, since user
needs are met when configuring the virtual infrastructure onto generic hardware.

From the point of view of the user, an Infrastructure as a Service (IaaS) provider
makes available reliable, low cost resources with unlimited scalability. The know-
how needed to exploit an IaaS resource is minimal.

Other aspects are less transparent: from green aspects related to energy savings
reached optimizing resource utilization (e.g, processing units), to the technological
lock in deriving from the dependency from a given IaaS provider in order to carry
on a productive activity.

The same aspects that are now evident from the point of view of the computing
activity, are also present from the networking point of view. In this paper we want
to give a perspective of how networking issues emerge in a framework that offers
IaaS.

We argue that the role played by the hypervisor in computing resources domain
is here taken by the VLAN, implemented using networking facilities compliant with
the ad-hoc standard IEEE802.1Q [5].

This standard regulates the functionalities offered by VLAN-aware switches,
which enable the implementation of VLANs over a switched network: frames orig-
inated within the virtual LAN are transparently delivered to every other interface
registered in the VLAN. Its history begins in 1998, and a revision has been released
in 2005: there is an intense activity around this standard, and several substandards4

are being developed.
One consequence of the IEEE802.1Q protocol is the introduction of a sort of

“two tiers” networking, that hardly fits into the layered ISO/OSI architecture: the
Data Link layer is decomposed into two tiers, the server implementing an abstrac-
tion for use of the client.

In figure 1 we see a popular example (see Cisco white paper [3]): a network
decomposed into three distinguished physical subnetworks for logistic reasons (the
network spans three floors in a building), is rearranged into three VLANs reflecting
distinguished offices.

Note that the level 3 router controls routing among the VLANs, and traffic in one
VLAN is not visible to interfaces attached to other ones.

4 http://standards.ieee.org/cgi-bin/status?802
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Fig. 1 Two tiers view through using LAN virtualization

The effect of the introduction of VLANs in a complex network is of decoupling
the needs of infrastructure management, worried by logistic issues and load balanc-
ing, and of network-aware applications, that are usually happy with a flat network
abstraction.

The role of network monitoring is different in the two tiers: on client’s side the
user is mainly concerned by the compliance to the agreed quality of service, within
the infrastructure its role is to verify the expected performance of the network and
help the diagnosis in case of deviation.

The next section is dedicated to an insight of the IEEE802.1Q protocol, in or-
der to introduce some basic concepts for use. Later we proceed analyzing the kind
of network abstraction offered by popular cloud providers, and finally we give an
outlook of the role of network monitoring in that framework.

2 LAN virtualization

The infrastructure that supports virtual networking is a traditional, geographically
extended network, that includes diverse technologies in order to adapt to different
demands: distant computer centers, connected by long haul links, segmented into a
number of LANs, connected by switches [3].

The technology used to implement virtual networks over a real network is based
on a specific protocol, the IEEE802.1Q, and a specific device, the VLAN-aware
bridge.
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2.1 The IEEE802.1Q protocol

The purpose of the IEEE802.1Q protocol is to allow a network of conformant
bridges, the network infrastructure, to emulate a number of Virtual LANs. The
network infrastructure is composed of LAN segments: VLAN-aware bridges route
MAC frames so that they are confined within the LAN segments that participate in
the implementation of a given VLAN.

In figure 1 the example of a network split into three segments to accommodate
logistics, hosting three distinct Virtual LANs. Although some of the advantages of
LAN virtualization are not evident in that simple example, we note that:

• performance improves, since physical links that are part of a given VLAN carry
only traffic on that VLAN;

• security improves, since it is impossible to interfere (e.g. sniff) traffic on a differ-
ent VLAN;

• network configuration (e.g., move a host onto a different VLAN) becomes easier
since VLAN reconfiguration does not require intervention on cabling.

At this point of our description, each physical link is associated to a single
VLAN. To simplify the cabling, IEEE902.1Q defines bridge ports that exchange
frames belonging to several VLANs, while ensuring that each VLAN is isolated
from the others. This introduces the presence of trunks that aggregate the traffic for
several VLANs.

The IEEE802.1Q protocol confines communication within one single VLAN:
there is no provision for inter-VLAN routing using VLAN-aware bridges. This must
be done by a level 3 router: for instance a router with one trunking interface attached
to the network infrastructure supporting IEEE802.1Q is split into several virtual
interfaces (or sub-interfaces in Cisco jargon) attached to distinct VLANs: packets
from one VLAN to the other will cross the router.

The extra functionalities of VLAN-aware bridges are supported by an extra field
added to the Ethernet frame header (see figure 2), whose presence is announced by
an Ethernet Type specific for the IEEE802.1Q (0x8100).

Fig. 2 Frame header with IEEE802.1Q tagging
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The tag contains a subfield to indicate a priority (3 bits), and another (12 bits) to
indicate the VLAN, using an identifier (or color) unique for a specific VLAN.

The Priority is used by a VLAN-aware bridge in order to select the appropriate
outbound queue associated with the output port of the bridge. In its turn, each queue
is associated to a given class of service, corresponding to a determined quality of
service.

As a consequence, each VLAN is separately manageable, and VLAN-aware
bridges are informed about the quality of service associated to a given VLAN. In
particular, this can be used to differentiate expedited traffic, like VoIP, from other
classes.

A LAN segment that has been selected by network management to receive frames
assigned to a given VLAN is said to be a member of the VLAN. Similarly, end sta-
tions that are attached to those LAN segments and that can receive frames assigned
to the VLAN are said to be attached to that VLAN.

One relevant consequence of the introduction of the IEEE802.1Q protocol is that
part of the routing activity is moved from layer 3 (network) to level 2 (data link),
using the VLAN identifier recorded in each frame: routing aims at multicasting the
frames only within segments that belong to the destination VLAN. Routing activity
in IEEE802.1 materializes in a filtering activity.

The information for taking the decisions needed to drive the filtering activity
are contained in a database, the Filtering Database. In principle its content might
be compiled by network administrators. In practice this task is delicate and diffi-
cult, so that a specific protocol has been designed to gather informations from man-
ager requests, and automatically diffuse Filtering Database updates to the concerned
VLAN switches. A standard specification for such protocol has been given (called
Multiple VLAN Registration Protocol (MVRP) defined in IEEE802.1ak-2007), and
there are also proprietary solution (Cisco5 VTP [4]).

It is important to note that the presence of these facilities makes practically fea-
sible the on demand management of a VLAN aware network.

One of the caveats in the configuration of the filtering database contents that
implement a VLAN is the presence of loops: the packets originated at an interface
attached to a VLAN should be propagated in a tree rooted in the originating in-
terface. An algorithm that conforms to this requirement is embedded in the same
standard document. The Multiple Spanning Tree (MSTP) is based on an algorithm
found by R. Perlman [7], modified in order to take into account the existence of
VLANs.

5 Cisco is a trademark of Cisco Systems, Inc
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3 The VLAN-cloud connection

The VLAN technology is quite powerful, and has a number of potential applications.
The point for us is that it converges towards the concept of cloud computing in the
IaaS sense.

In fact,

• VLAN trunking allows a single interface to serve several VLANs through virtual
interfaces;

• a protocol exists to automatically reconfigure VLANs by managing the filtering
databases of the involved switches;

• distinct VLANs run in isolation, without the possibility of leaking, thus ensuring
an adequate level of security.

These facts allow to introduce the abstract concept of a virtual host, attached to a
virtual LAN through a virtual interface: the building block of a virtual infrastructure.
All this can be arranged dynamically, on demand, using the VLAN management
protocol.

Here we want to note that the result is that the management of a complex in-
frastructure is rendered with a very simple metaphor, with the effect of making the
infrastructure usable with limited background, without even knowing the name of
the IEEE902.1Q protocol, reaching an extremely wide platea of users.

Although appealing, this concept exhibits a potential problem given by the lim-
ited scalability. In fact, the number of VLANs in a network is necessarily limited
by the length of the VLAN-Id field: 12 bits allow not more that 4096 VLANs to be
specified.

In the next section we consider two cases of commercial products that offer vir-
tualization benefits. The two cases are quite different in nature, although they fall
in the IaaS category: their study is a way to understand different approaches to vir-
tualization from the point of view of networking, and thus give the basis for our
discussion of network monitoring issues.

Amazon EC2 offers a service to the end user wishing to exploit the IaaS technol-
ogy for its own purpose. VMware is capable of implementing the IaaS service using
available technologies, including VLANs. We briefly summarize their characteris-
tics, before proceeding in our discussion on network monitoring.

3.1 Amazon EC2

EC2 gives a minimal control over networking issues, which are almost completely
hidden from the user. The user is provided with one pair of IP addresses assigned
to the Virtual Machine (VM) when it is created: one accessible only from inside
the cloud, the other accessible from outside. The user has no control on how these
IPs are generated. In addition, the client may reserve a few additional IP numbers
exposed to the Internet.
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The user has some possibility to indicate the logistics of a given VM. With this,
Amazon wants to meet the practical needs of an enterprise wishing to delocalize
computational activities: legal issues concerning the place where processing takes
place, and reliability concerns, related to avoiding the loss of data as a consequence
of a single failure.

The two aspects are coped with using two distinct abstractions: the region, which
specifies the geographical region where the computation will take place, and the
availability zone, that allows to allocate instances so to minimize the possibility that
a single failure hits more than one instance.

The security group may indirectly serve to implement a sort of VLAN, intended
as a set of VMs sharing the same reachability constraints. There are no guarantees
of efficiency in the communication, and such tool is primarily intended to simplify
the management of security issues.

We note that such abstractions are mostly oriented to a solid and specific market:
3-tiers web servers. Offering a restricted number of functionalities the resulting in-
terface is easy to use, and hides most of the complexities inherent to provisioning
an IaaS.

Here we consider EC2 as the representative of a larger class of products with
similar characteristics: from our point of view, they share an opaque approach to
networking. The service provider may make efforts in order to optimize network
utilization, but this is totally out of control from the point of view of the client.

The Open Grid Forum OCCI Working Group [1] is currently pursuing the stan-
dardization of an interface for Cloud Computing. The concepts reflected in the in-
terface, for what is concerning networking, are quite similar to those implemented
by EC2.

3.2 VMware

VMware offers a quite complete set of tools oriented to exploiting various virtual-
ization technologies; when we focus on networking, we see that the VLAN concepts
descending from the standard IEEE802.1Q are easily integrated in VMware infras-
tructures [10].

Both virtual adapters and virtual switches [8] are present as abstractions in the
toolset. Trunking between ports on virtual switches and adapters is supported as
well. However, VMware introduces a notable limitation: within a single host there
is no possibility to interconnect two virtual switches.

This option is justified by the improved reliability obtained by forcing the net-
work into a flat structure; on the other hand, complex hierarchical structures are
mainly justified by logistics, but a virtualized environment removes such kind of
concerns.

In essence, a Virtual Switch can be connected to a number of virtual hosts ar-
ranged into distinct VLANs within the server, and to physical adapters or switches
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outside the server. The typical networking internal to a server is depicted in figure
3.

Fig. 3 Typical internal networking of a VMware server

This option makes useless running the cumbersome spanning tree protocol inside
the server: the single-tier structure enforced by VMware simply does not allow the
introduction of loops, whose avoidance is the main reason for the existence of the
spanning tree protocol.

The flexibility inherent to a virtual infrastructure allows the introduction of some
limits to the utilization of the traffic trunking technology: these restrictions con-
tribute to a more efficient operation of the server. The recommended organiza-
tion envisions virtual switches exposing trunking links to the outside (uplinks, in
VMware terminology), and untagged communications on ports directed to virtual-
ized hosts within the VMware server.

Overall, the VMware framework allows the exploitation of the VLAN advantage
in a virtualized environment: for instance, a virtual server can be moved from one
VLAN to another just by reconfiguring switches.

The perspective of a cloud computing facility offering elastic services is envi-
sioned as one of the potential applications, using the Lab Manager application.
Within this framework the possibility of managing network configuration is re-
tained.

4 Network Monitoring in the age of the Cloud

In order to find the concepts that should guide the design of an effective network
monitoring activity in an environment that makes use of virtualization techniques,
we need to identify which kind of data do we need to obtain from this activity. We
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discover that they are different, depending on the layer where the monitored activity
takes place: we distinguish, and examine separately, the user layer and the cloud
infrastructure layer.

Further, network monitoring activity may be directed to fulfill two distinct pur-
poses: on one side, to detect networking problems and thus improve fault tolerance,
on the other to optimize network utilization. Here we mostly focus on the second al-
ternative: the typical scenario is a network intensive application that has alternative
ways to carry out its activity. Network availability may bias the decision process.

4.1 Network monitoring on the user side

The user is typically presented with an unstructured set of processing units with no
clues about the network infrastructure that binds them together, as seen inspecting
the EC2 framework. We may envision two scenarios for the requirements of an end
client to a network monitoring infrastructure:

• verify the conformance of the provided service with respect to the Quality of
Service (QoS) or for accounting;

• optimize its operation depending on network performance.

We note that the Cloud Service provider may dynamically interfere with both
aspects, as seen studying the VMware toolset.

The conformance to QoS is accommodated using passive monitoring tools that
inspect traffic across virtual interfaces: being implemented in software, a tempting
idea is that such interfaces might be easily instrumented with code used to extract
traffic patterns and characteristics. However, the implementation of virtual interfaces
turns out to be rather out of control from the point of view of the user, who should
rely on features implemented by the IaaS provider.

Network Monitoring tools running in the user space appear to be more appropri-
ate for the task: for instance, inside a virtual server used for load balancing purposes
of a number of virtual data servers. In this case, traffic and connections monitoring
can be used, for instance, to measure the data transfer rate within the cloud between
data servers and the load balancer, or to bill the user accounts according to the quan-
tity of data transferred.

One relevant aspect is that, since one of the major benefits of the cloud computing
concept is dynamic adaptation, network monitoring configuration must be dynamic
as well. For instance, in the data server example above, when one data server is
added or removed to respond to load changes, the network monitoring activity must
be adapted accordingly.

We observe that such adaptation should be controlled by an application running
in the user space of the load balancer: this enforces the conclusion that network
monitoring application should be resident in the user space, and controlled by the
user application.
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Fig. 4 Closed loop load balancing with user level network monitoring

A consequence of the discussion above is that network monitoring may sit in
a critical place concerning resource management of an application that makes use
of IaaS, since it implements the feedback control, as seen in figure 4: from con-
trol theory, we know that a badly controlled feedback may make the whole system
unstable.

One aspect that is not very relevant for the end user is testing liveness and reach-
ability of virtual machines: the probability of host unreachability is drastically re-
duced by the service provider, which manages the underlying resources and may
even relocate the virtual server in case of failure of its physical support.

4.2 Network monitoring on the service provider side

The service provider needs are more composite than those of the end user. We dis-
tinguish two aspects: one related to the underlying virtualization infrastructure, the
other making reference to the provided service.

As mentioned in the previous section, one of the major tasks of the service
provider is to guarantee that VMs are properly working and connected: virtualiza-
tion infrastructures need to provide tools for such purpose.

For instance, VMware introduces the concept of beacons in order to verify the
state of health of the virtual infrastructure.

Beacons technique is based on sending packets outside physical servers. In this
way the unavailability of uplinks is detected. When coupled with Network Interface
Card (NIC) teaming (a materialization of standard IEEE802.1AX [6]) we obtain a
substantial increment of reliability of the networking infrastructure: teams of links
are operated to implement a single virtual link, performing load balancing and ex-
cluding a link when diagnosed as failed.

However, pure connectivity does not exhaust the needs of a cloud computing
infrastructure. The performance of the networking infrastructure is fundamental in
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the operation of the cloud both from the point of view of the user of the cloud
infrastructure, and from the perspective of the management.

From the point of view of the user, the virtual network performance should be
consistent with the agreed QoS. Here the task of network management is to en-
force that such constraints are respected: this entails a selective monitoring of the
connectivity services offered to a given client.

The task is addressed using end-to-end monitoring between the servers where
client instances are running: packet filters are applied in order to select the traf-
fic relevant for the specific client application, and to measure the related network
performance.

We note that traffic between physical servers is probably trunked and link aggre-
gation is also used: network monitoring may become difficult in a generic intermedi-
ate point. Therefore we conclude that network monitoring should be operated within
the virtual environment (e.g., within the server) probably using passive techniques
implemented, for instance, within virtual switches. Alternatives are viable, since the
virtualization infrastructure may provide a promiscuous mode for switches.

These measurements might be offered as additional services to the user wanting
to optimize its computation.

From the point of view of the traffic associated to the management activity, one
primary concern is Virtual Machine Image (VMI) displacement: this piece of data
amounts to several GBytes, and each VM instantiation entails the displacement
of the corresponding VMI from a repository to the server hosting the VM. Com-
monly used VMIs may be disseminated throughout the Cloud infrastructure, but
customized ones must not be too far from the server where the corresponding VM is
instantiated. The optimization problem exhibits several degrees of freedom, and its
solution is not straightforward. However VMI displacement is the kind of activity
that is planned in advance, with little help from network monitoring results.

The event of the displacement of a running VM may be envisioned for fault toler-
ance, as well as for extreme performance reasons. This event cannot be anticipated,
so its execution should be evaluated also considering instantaneous bandwidth avail-
ability. Such measurements are extremely difficult to synthesize from a link level
view of the traffic: an active end-to-end measurement of residual network availabil-
ity seems to be a simpler solution for this case. We note that this kind of solution
may hinder or make less effective traffic engineering solutions operated on the basis
of more predictable traffic.

Looking at the other aspect of network management, the compliance to the QoS
agreed with user, we focus on especially demanding applications: those that require
audio and video transfer.

The team working around IEEE802.1 is deeply concerned with audio/video
streaming over bridged architectures: such interest materializes in a task group6 The
activity of the group covers the identification of the components of such a network,
the transport of timing information [9], and end-to-end resource reservation.

6 http://www.ieee802.org/1/pages/avbridges.html



168 Augusto Ciuffoletti

Network monitoring plays a relevant role in media streaming: as a general rule,
the application itself collects statistics in order to optimize buffering or for other rea-
sons related to the real time nature of the stream. The presence of resource reserva-
tion protocols should restrict network monitoring to fault tolerance and accounting
purposes.

5 Conclusions

Cloud computing is a concept that arises from the aggregation of new and effective
techniques. Among these techniques there is a new way for network management,
centered around the Virtual Local Area Network technology.

The application of this technology drastically changes the basics of network mon-
itoring design, since tools running at level 3 in the ISO/OSI stack have a picture of
the network that does not correspond to the real network, but to a synthetic abstrac-
tion.

Network level 2 implements sophisticated traffic engineering techniques:

• trunking allows a single link to support distinct virtual links, managed individu-
ally, preventing leaking with high security;

• teaming allows several links to cooperate to the implementation of a single highly
reliable link;

• traffic classification allows provisioning several quality of service over the same
link.

The consequence is that network phenomena at level 3 are quite different, overall
exhibiting a reliable operation, with predictable performance.

The purpose of network monitoring changes accordingly. The user may want
to use it primarily for accounting and secondarily to optimize, while fault detection
and removal are uninteresting, since the infrastructure provides highly reliable links,
and failures are beyond reach when they occur. The service provider needs data that
report the dynamic evolution of the link level in order to drive mapping the VM
instances requested by users to the servers, and to operate fault tolerance.

We have deliberately disregarded the utilization of network monitoring tech-
niques to enforce security: we considered that this utilization falls outside the scope
of this paper, that mostly addresses traffic control. However the potential security
of VLAN based architectures must be protected against certain attacks, e.g. VLAN-
hopping.

5.1 Looking ahead

Here we envision future directions for research on network monitoring, motivated
by the above arguments:
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• defining link level network monitoring features that can be embedded into virtual
switches and virtual network adapters. The user may take advantage of statistics
collected from within the NIC. Using virtual adapters, this feature does not need
expensive specialized hardware, but the implementation of such features in the
software that implements virtual adapters. Questions arise concerning how to
control such features, how to implement them in a efficient way, and how to
manage the data produced.

• embedding network monitoring features within developing standards. The
IEEE802.1 working groups are currently active in the definition of new stan-
dards for VLANs: the inclusion of native network monitoring features within the
protocol itself may reduce the overhead introduced to perform measurements;

• studying user level network monitoring infrastructures that dynamically deploy
in infrastructures configured on demand. A network monitoring infrastructure
may become quite complex, and its management may become a problem for
itself. A network monitoring infrastructure that is automatically deployed while
new VMs are instantiated may be of interest for those users that want to optimize
the utilization of the virtualized infrastructure.
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Recent Advances and Research Challenges in

Desktop Grid and Volunteer Computing

Gilles Fedak

Abstract For over a decade, Desktop Grid systems have paved the way to high
throughput computing over large scale network of Desktop PCs. Nowadays, the
aggregate computing power of the main Volunteer Computing projects shows per-
formance exceeding several PetaFlops . To achieve this outstanding result, many
theoretical and experimental projects and researches have investigated on how to
take advantage of idle CPU’s and derived the principles of Desktop Grids. After a
decade of research in this prolific field of distributed computing science, time has
come to survey the recent advances and results as well as understand what are the
real challenge and technological issues. In this paper, we present and classify several
Desktop Grid systems according to their principles and architectures. We discuss the
opportunity for Data Desktop Grid and we present the future trends of this research
at the age of Cloud Computing.

Key words: Desktop Grids, Volunteer Computing Systems

1 Introduction

Nowadays, Desktop Grid (DG) is a well-accepted computing platform for high
throughput computing. Volunteer Computing Systems (VCS), which are a particular
kind of Desktop Grids where the computing resources are provided by individuals,
are among the largest distributed systems in the world. For instance, the BOINC
[1] platform is used to run over 60 Internet Computing projects and scale up to 4
millions of participants. As of October 2009, the aggregated computing power pro-
vided by the participants in all projects, is over 2.7 PFlops, which is considerable
computing power although it could not be compared to traditional supercomputing.
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To achieve this outstanding result, many theoretical and experimental projects
and researches have investigated on how to take advantage of idle CPU’s and derived
the principles the of Desktop Grids. After a decade of research in this prolific field
of distributed computing science, time has come to survey the recent advances and
results as well as understand what are the real challenge and technological issues.

Since the late 90’s, the landscape of computational distributed systems has
evolved dramatically with Grid systems being deployed and run in production at
large scale and the recent emergence of Cloud Computing. Because Desktop Grid
systems are built around flexible and robust technologies, they remarkably well
adapt to radical evolutions, as for instance, the emergence of multi-core systems or
GPU processing. For instance the Folding@Home project has a significant part of
its computing power contributed by PS3 gaming consoles. In this paper, we present
and classify several Desktop Grid systems according to their principles and architec-
tures. We will try to forecast and maybe envision some of the technological break-
throughs needed for Desktop grid research to sustain their growth.

The rest of the paper is organized as follows. Section 2 gives an overview of main
DG systems, Section 3 discusses Data Desktop Grid, Section 4 discusses integration
of DG into eScience infrastructures and we conclude in Section 5.

2 History and Classification of Desktop Grid Systems

In this section, we briefly present the main principles of Desktop Grid computing
and examine the main research topics. We direct the reader who would like to obtain
deeper information and details to this paper [2].

Origin of Desktop Grids comes from the concept of cycle stealing developed in
the late 80’s [3] : using remotely CPU’s cycles when workstation are idle. Due to
its high attractiveness, cycle stealing has been studied in many research projects
like Condor [4], Glunix [5] or MosiX [6]. Results of these researches have been the
design and development of software enabling high throughput computing over sets
of idle workstation in a single administrative domain.

In the early 90’s, the WWW has become increasingly popular. Beside the pub-
lication usage, the idea of using the Web as a technology to build distributed com-
puting systems became reality by designing client/server application using http tech-
nologies. The combination of web technologies with the Master/Worker programing
model has enabled the first generation of Desktop Grid systems, like SETI@Home
[7], or distributed.net. The Master-Worker programming approach essentially al-
lows the execution of bag of tasks parallel applications on loosely coupled comput-
ing resources. Because it can be combined with simple fault detection and tolerance
mechanisms, it fits extremely well with the Desktop Grid platforms that are very
dynamic by essence.

At the same time emerged the Java language, which was offering key benefits
of virtual machine properties: high portability across heterogeneous hardware and
OS, large diffusion of virtual machine in Web browsers and a strong security model
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associated with byte-code execution. A first approach was proposed by Web Com-
puting projects such as Charlotte [8], Javelin [9], Bayanihan [10] , SuperWeb [11]
and PopCorn [12]. At the end of the 90’s these projects have proved that DG was a
successful proof of concept. They have paved the way for several research works in
the fields of programming model, results certification and scheduling. However, this
success has been obtained at the price of simplification as they were built around a
single application and only the project administrator could use the computing power
provided by the whole Desktop Grids.

Lack of genericity is one of the fundamental motivations of the second generation
of Global Computing systems like BOINC [1] and XtremWeb [13].

The Berkeley Open Infrastructure for Network Computing (BOINC) is a middle-
ware dedicated to volunteer based Desktop Grid which provides several components
like jobs scheduler, user forum, credits reward system, application authentication
for an easy integration and deployment of VCS projects. Only the application that
actually does the computation needs to be changed for each project. Results are
computed by volunteers on the Internet and therefore cannot be trusted. A special
component must exist which certifies that results are valid.

Fig. 1 Global Desktop Grid : users can aggregate and share their computing power as well as
network and storage capacity

XtremWeb [14] is an open source research project at LRI and LAL which can
be classified as a Global Desktop Grid (see Figure 1) : the principle is that any
participant can volunteer his computing resources, as in BOINC, but can also use
other participants’ computing resources or storage. In this scenario, each partici-
pant, assuming that he or she has the user rights which allow such operations, has
the ability to register new applications and data and to submit new computational
jobs. As a consequence, Global Desktop Grid systems need several additional com-
ponents with respect to Volunteer Desktop Grids : a sandbox [15] system which
protects the participant’s computing resources of the users’ submitted application as
well as users authentication and users rights management system which defines the
relationship between users/data/application/hosts.
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There exists several approaches to classify Desktop Grid systems. Desktop Grids
have emerged while the community was considering clustering and hierarchical de-
signs as good performance-cost tread-offs. A first approach is to compare Desktop
Grid against Clusters, Grids and P2P systems as shown in Figure 2. Several param-
eters distinguish Desktop Grids from clusters: scale, communication, heterogeneity
and volatility. Moreover, Desktop Grids share with Grid a common objective: to ex-
tend the size and accessibility of a computing infrastructure beyond the limit of a
single administration domain.

2 kinds of 
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systems 
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« Internet Computing » 

Peer-to-Peer systems 

Large scale distributed 
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Fig. 2 Desktop Grid Systems versus Grid System

In [16] the authors present the similarities and differences between Grids and
Desktop Grids. Two important distinguishing parameters are the user community
(professional or not) and the resource ownership (who own the resources and who
is using them). In contrast, institutional HPC relies on few number of stable nodes
and authenticated users belonging to well known institutions. Table 1 summaries the
characteristics of Desktop Grid resources and the consequence over Desktop Grid
systems design.

Resources System
High number Requires scalable design
Volatility PCs can join and leave the network at any time and appear with

several identities. Requires strong fault-tolerance mechanisms.
Low performance Poor communication link and unreliable storage. Requires replica-

tion mechanisms.
Owned by volunteer Resources are shared between their users and the desktop grid ap-

plications and scattered across administrative domains with a wide
variety of security mechanisms such as personal routers/firewalls

Table 1 Resources characteristics and the influence over Desktop Grid systems design.
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The second approach is to classify Desktop Grid resources according to deploy-
ments and resources location. We can further subdivide Desktop Grid systems into
the following categories :

Local Desktop Grid, also known as Enterprise Desktop Grid, consists of Desk-
top PC hosted within a corporation or University interconnected by LAN’s. Several
companies such as Entropia [17], United Devices, Platform, Mesh Technologies
have specically targeted these LANs as a platform for supporting Desktop Grid ap-
plications. The Condor [4] system has shown that Enterprise Desktop Grids are an
attractive platform for high throughput computing because the hosts usually have
better connectivity and have relatively less volatility and heterogeneity than Desk-
top Grids that span the entire Internet.

Internet Desktop Grids aggregates resources provided by end-user Internet
volunteer. At the beginning, the largest projects such as distributed.net [18] or
SETI@Home [7] were running a single application. In contrast the BOINC sys-
tem allows multiple application to be executed on volunteer PCs and XtremWeb
allows participants to submit applications and jobs to the Desktop Grid.

Most of the Desktop Grid systems are built around three logical components :
clients, servers and workers. Several instances of those components might be used
at the same time. Client allows platform users to interact with the platform by sub-
mitting stand-alone jobs and retrieving results. Worker is the component running
on the PC which is responsible for executing jobs. The server is a coordination ser-
vice which connects clients and workers. The server receives jobs submissions from
clients and distributes them to workers according to the scheduling policy. Servers
also manage fault tolerance by detecting worker crash or disconnection. If needed
tasks are restarted on other available workers. At the end, server retrieves and stores
results before clients download them.

We can further classify Desktop Grids according to their architectural organiza-
tion with respect to the three components previously mentioned.

We can see from the Figure 3 that Distributed Applications (3-a), Global Desktop
Grid (3-b), and Volunteer Desktop Grid (3-c) are built around a centralized architec-
ture where a single server and sometime client is shared by all computing resources.
This design could potentially face issues with scalability and fault tolerance (single
point of failure). One should expect that more computing resources also provides
more network bandwidth and storage capacity. On the contrary, data distribution
with BOINC for instance, relies on multiple http servers and tasks are described as
a list of files locations, which can be a potential bottleneck when scheduling tasks
sharing large input files.

In contrast, Collaborative Desktop Grid (3-d) and P2P Desktop Grid (3-e) are
built around network of servers. The Ourgrid [19] project proposes a mechanisms
for laboratories to put together their local Desktop Grids. OurGrid organizes the
interconnection of Local Desktop Grid in P2P network of Peers, where each peers
represent a set of Clients and Workers. A similar approach has been proposed by
the Condor team under the term ock of condor [20] Several P2P Desktop Grids
(P3, PowerPlant, PastryGrid [21]) have proposed which consider a flat architecture
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Fig. 3 Different architectures of Desktop Grid project : a/ Distributed Application, b/ Global Desk-
top Grid, C/ Volunteer Computing, d/ Collaborative Desktop Grid, e/ P2P Desktop Grid

where each node provides computing resources, submits jobs and participates to the
maintenance of the system.

3 Towards Data Desktop Grid

Data-intensive applications form an important class of applications for the e-Science
community which require secure and coordinated access to large datasets, wide-
area transfers and broad distribution of TeraBytes of data while keeping track of
multiple data replicas. Although Desktop Grid have been very successful in the area
of High Throughput Computing, data-intense computing is a promising area where
some major achievements combining the huge storage potential with the processing
capability are expected.

Although Data Desktop Grid tackle many research issues, we can decompose
this problem in four subtopics : data distribution, data storage, data processing and
handling high volume of data output. At the moment there is no single solution
which solve all these issues. Instead, several significant advances have been recently
achieved independently in each of this subtopics. In this section, we survey the most
recent and significant ones.

There are two approaches to distribute large volume of data to large number of
nodes distributed on Internet.

The first approach relies on P2P protocols where peers collaboratively participate
to the distribution of the data by exchanging file chunks. In [22], authors investigate
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the use of the Bittorrent protocol with the XtremWeb Desktop Grid in the case of
data-intense bag of tasks application. The conclusion is that Bittorrent outperforms
FTP if the file is large and shared amongst a large number of nodes. In [23], authors
conduct similar studies with the BOINC middleware and conclude similarly. If the
P2P approach seems efficient, it assumes that volunteers would agree that their PC
connects directly to another participant’s machine to exchange data. Unfortunately,
this could be seen as a potential security and is unlikely to be accepted widely by
users. This drawbacks has so far prevented adoption of P2P protocol by major vol-
unteer computing projects.

The second approach is to use a content delivery approach where files are dis-
tributed by a secure network of well-known and authenticated volunteers [24, 25].
This approach is followed by the ADICS project [26] (Peer-to-Peer Arhictecture
for Data-Intensive Cycle Sharing), whose architecture is presented in Figure 4. In-
stead of retrieving files from a centralized server, workers get their input data from
a network of cache peers organized in a P2P ring. This approach presents the fol-
lowing benefits : i) central servers can offload data distribution, thus reducing the
server bottleneck and increasing data availability, ii) security criteria and replication
strategies can be imposed upon data cache peers and iii) only workers who agree to
participate to the data-sharing network have to run a P2P protocol, others use regular
HTTP protocol to download files.

Fig. 4 Architecture of the ADICS project (original Figure can be found in [25])

Several systems have been proposed to aggregate unused storage of desktop
workstation within a LAN. Farsite [27] builds a virtual centralized file system over
a set of untrusted desktop computers. It provides file reliability and availability
through cryptography, replication and file caching. Freeloader [28] fulfills similar
goals but unifies data storage as a unique scratch/cache space for hosting immutable
datasets and exploiting data locality. Recently [29] Freeloader has been enhanced
by high level features such as prefix-caching and collective file transfer in order
to increase performance of applications accessing cached data. Nevertheless these
projects offer a file system semantic for accessing data that is not precise enough to
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give users (or an agent that work on behalf of the user) control over data placement,
replication and fault tolerance. However these projects target local network, an open
question is how these solutions would scale to the Internet scale.

BitDew [30] is a programmable environment for automatic and transparent data
management on computational Desktop Grids. BitDew relies on a specific set of
meta-data to drive key data management operations, namely life cycle, distribution,
placement, replication and fault-tolerance with a high level of abstraction. The Bit-
dew runtime environment is a flexible distributed service architecture that integrates
modular P2P components such as DHT’s for a distributed data catalog and collab-
orative transport protocols for data distribution. asynchronous and reliable multi-
protocols transfers.

The former projects allows to persistently store data on Desktop PCs, only few
initiatives associate data-intense computing with large scale distributed storage on
volatile resources. In [31], authors present an architecture following the super-peer
approach where the super peers serve as cache data server, handle jobs submissions
and coordinate execution of parallel computations. Authors show how this frame-
work is efficient when processing classical distributed data mining tasks such as
solving FCIM (Frequent Closed Itemsets Mining) problem. FCIM is a widespread
data mining operation which search for associations or patterns within databases.

One of the grand challenge which requires huge processing power and large vol-
ume of data is to determine the DNA structure and sequences of human being and
animals. Basic Local Alignment Search Tool (BLAST)[32] is one of the most im-
portant and fundamental technology to achieve this challenge. BLAST computation
on Desktop Grid is proposed in [33] following a data-driven master/worker. Im-
plementation leverages on the BitDew environment to take benefit of multi-protocol
data distribution and combination of data fault tolerance and data replication to cope
with highly volatile and heterogeneous computing resources.

Massively distributed computation is likely to produce high data outputs which
can be handled either by generic file system or by specialized storage. BlobSeer [34]
s a data storage service designed to handled high data throughput of Desktop Grid
data-intensive applications. It features blobs abstraction, data fine grain access as
well as large number of concurrent clients to efficiently read/write and append huge
data that are fragmented.

Another important source of output data is the checkpoint operation, which is
frequent in Desktop Grid in order to cope with long running applications. StdChkpt
[35] is a checkpoint storage systems which gathers local storage desktops. stdchk
is specialized in many ways to for management of checkpoint images : handling of
write series for high-speed I/O, support for data reliability and versionning, incre-
mental checkpointing and lifetime management of checkpoint images. [36] and [37]
propose to cluster nodes and use replication to improve checkpoint images reliabil-
ity and performance when getting data.
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Research Highlights 1 : MapReduce on Desktop Grid
MapReduce [38] is an emerging programing model for data-intense appli-
cation proposed by Google, which has attracted a lot of attention recently.
MapReduce borrows from functional programming : programmer defines
Map task executed on data which produces intermediate output and Reduce
task which combines intermediate output into a final result. Most of the cur-
rent implementation, such as Hadoop[39] associates a distributed file system
with a master/worker runtime which schedules Map and Reduce tasks to the
nodes holding the data. MapReduce on Desktop Grid presents most of the
challenges presented this section with respect to data distribution storage and
processing. In addition, the reduction phase has to be considered as collective
operation on files which has not been addressed yet.

4 Integrating Desktop Grids into Cyber-Science Infrastructures

There is a growing demand of scientific communities for large scale distributed com-
puting infrastructures to solve their grand-challenge problems. Grid infrastructures
such as EGEE [40] in Europe, NorduGrid, TeraGrid in the United States or China-
Grid [41] in China, Desktop Grids and Volunteer Computing systems and the new
emerging Cloud Computing such as Amazon EC2 [42] are representative of this
diverse attempts to reach ever higher throughput computing. Unfortunately, these
computing infrastructures are developed independently without interaction between
them.

Interoperation between Service Grids (SG) and Desktop Grids (DG) has al-
ready been explored, notably by the Lattice project [43], Condor and XtremWeb
[4], Superlink as well as the new the European FP7 infrastructure project: EDGeS
(Enabling Desktop Grids for e-Science) [44]. EDGeS aims to build technological
bridges to facilitate interoperability between the EGEE Grid and XtremWeb and
BOINC Desktop Grids. EDGeS enables EGEE users to access Desktop Grid com-
puting resources, either provided by Internet users (public DGs) or deployed within
universities or enterprises (private DGs) as shown in Figure 5.

There exists two main approaches to bridge SG and DG. The superworker, pro-
posed by the Lattice[43] project and the SZTAKI Desktop Grid[46], is the first so-
lution. This enables the usage of several Grid or cluster resources to execute DG
tasks. The superworker is a daemon between the DG server and the SG resources.
From the DG server point of view, the Grid or cluster appears as one single resource
with large computing capabilities. The superworker continuously fetches tasks or
work units from the DG server, wraps and submits the tasks accordingly to the local
Grid or cluster resources manager. When computations are finished on the SG com-
puting nodes, the superworker sends back the results to the DG server. Thus, the
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Fig. 5 EDGeS infrastructure connects EGEE VO and XtremWeb and BOINC Desktop Grids, ei-
ther public and private. (original figure can be found in [45])

superworker by itself is a scheduler which needs to continuously scan the queues of
the computing resources and watch for available resources to launch jobs.

The SZTAKI 3G bridge [45] is a middleware developed within the EDGES con-
sortium which extends this concept by providing a generic interface allowing several
SG and DG technologies to work together. At the moment gLite, DC-API, BOINC
and XtremWeb are supported and it is planned to support other Grid middleware
such as Unicore.

Since the superworker is a centralized agent this solution has several drawbacks:

1. the superworker can become a bottleneck when the number of computing re-
sources or the number of tasks and data increase,

2. the round trip for a work unit is increased because it has to be marshalled/un-
marshalled by the superworker,

3. it introduces a single point of failure in the system, which has low fault-
tolerance,

4. some allocation algorithms are needed to mediate between the different SG.

On the other hand, this centralized solution provides better security properties,
concerning the integration with the Grid. First the superworker does not require
modification of the infrastructure, it can be run under any user identity as long as
the user has the right to submit jobs on Grid. Next, as works are wrapped by the
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superworker, they are run under the user identity, which conforms with the regular
security usage, in contrast with the approach described in the following paragraph.

The Gliding-in approach to cluster resources spread in different Condor pool
using the Global Computing system (XtremWeb) was first introduced in[47]. The
main principle consists in wrapping the XtremWeb worker as regular Condor task
and in submitting this task to the Condor pool. Once the worker is executed on a
Condor resource, the worker pulls jobs from the DG server, executes the XtremWeb
task and return the result to the XtremWeb server. As a consequence, the Condor
resources communicates directly to the XtremWeb server. Similar mechanisms are
now commonly employed in Grid Computing[48]. The generic approach on the Grid
is called a pilot job. Instead of submitting jobs directly to the Grid gatekeeper, this
system submits so-called pilot jobs. When executed, the pilot job fetches jobs from
an external job scheduler.

The gliding-in or pilot job approach has several advantages. While simple, this
mechanism efficiently balances the load between heterogeneous computing sites. It
benefits from the fault tolerance provided by the DG server; if Grid nodes fail then
jobs are rescheduled to the next available resources. Finally, as the performance
study of the Falkon[49] system shows, it gives better performances because series
of jobs do not have to go through the gatekeeper queues which is generally charac-
terized by long waiting time, and communication is direct between the worker run-
ning on the computing element (CE) and the DG server without intermediate agent
such as the superworker. From the security point of view, this approach breaks the
Grid security rule about Pilot Jobs. This rule does not allow actual jobs owner to
be different than pilot job owner. This is a well known issue of pilot jobs and new
solution such as gLExec[50] are proposed to circumvent this security limitation.
Furthermore, in [51], a security model is proposed which enable both authenticated
an unauthenticated resources, users and application to cooperate within the same
infrastructure.

Principle of Cloud computing is to provide access through web services to high-
performance computing and storage infrastructure rented by companies. Recently,
providing the infrastructure as a service (Iaas) has been pushed partly because the
complexity of IT infrastructure is completely hidden from its users. This vision
is achieved through the use of virtualization technologies where users can deploy
and manage virtual images of their computing environment directly on the Cloud.
These capabilities are provided at relatively low costs compared to the infrastructure
and administration costs of a traditional Grid system. Amazon Web Service (AWS)
[42] is set of services such as virtual cluster, storage, database and content deliv-
ery network which provides reliable and scalable cloud computing platform. AWS
users relatively to the usage of the platform (CPU time, bandwidth, storage etc. . . ).
Eucalyptus[52] provides an interface which is compatible with Amazon EC2 and as
such, which can be used in a LAN in place of Amazon EC2.

Virtual machine (VM) technologies are currently experiencing a resurgence in
both industry and research communities. These technologies are widespread both
in the server market (XEN) and the Desktop market (VMWare, Virtual Box). We
think that VMs offer many desirable features such as security, ease of management,
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OS customization, performance isolation, checkpointing, and migration, which can
offer the technological breakthrough needed to unify the large scale distributed in-
frastructure.

There are several ongoing work which aims at bringing virtualization technolo-
gies to Desktop Grid. Daniel L.G et al. [53] present a method to run legacy applica-
tions on BOINC using the standard BOINC Wrapper and a special starter applica-
tion to set up the environment for the application. The capability of Virtual Machines
(VM) to save and resume their state image is used to provide a checkpoint/restart
mechanism. LHC@Home [54] chose to use virtualization to increase the portability
of the Atlas [55] physics application. Atlas requires the Athena framework which
is around 8GB and it is closely tied to a specific Linux distribution. LHC@Home
provides VMware images with Linux and the whole software stack needed to run
Atlas plus a BOINC client executed within the virtual machine.

However, to be broadly adopted, one needs to bring new lightweight Virtual Ma-
chine technology that is generic enough to be deployed over a large range of high
throughput computing infrastructures and which will feature fast deployment VM
on-the-fly, VM monitoring, VM migration and VM scheduling.

Research Highlights 2 : Cloud made of Desktop PCs
Desktop Clouds, or clouds made of Desktop PCs is disruptive new research
challenge that combines virtualization and Desktop Grid technologies. This
would consist in building virtual cluster such as Violin[56], WoW[57] or
PVC[58] on top of volunteers PCs and which could be deeply configured on
demand by DG users. The expected benefit is that a much broader range of
applications could to run on Desktop Grid. Furthermore DG users would have
the ability to tune OS their own VM images and deploy their prefered set
of services (scheduler, file system, monitoring infrastructure) along with the
application. Desktop Clouds raise many research challenges : deployment of
VM images on DG resources, scheduling heuristics allowing reservation of
DG resources, establishment of virtual cluster despite the network protection
of firewalls and NAT, transparent checkpoint/restart of networked VM and,
finally replication of communicating VM to ensure better reliability.

5 Conclusion

For over a decade, Desktop Grids have delivered to scientists huge computing power
at a performance/price ratio unreachable otherwise. Researches around Desktop
Grid Systems have been prolific in many aspects : from the system design to large
scale deployment and from formal model to observation of real systems, proposing
new algorithms as well as adapting existing mechanisms or systems.
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At the age of Cloud Computing, Desktop Grid research faces new challenges
such as data deluge caused by large experiment such as the LHC. In this paper, we
have surveyed the most prominent works towards Data Desktop Grid and we have
gave some perspective towards Clouds made of Desktop PCs.
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Research Challenges in Managing and Using

Service Level Agreements

Omer Rana, Wolfgang Ziegler

Abstract A Service Level Agreement (SLA) represents an agreement between a
service user and a provider in the context of a particular service provision. SLAs
contain Quality of Service properties that must be maintained by a provider, and as
agreed between a provider and a user/client. These are generally defined as a set
of Service Level Objectives (SLOs). These properties need to be measurable and
must be monitored during the provision of the service that has been agreed in the
SLA. The SLA must also contain a set of penalty clauses specifying what happens
when service providers fail to deliver the pre-agreed quality. Hence, an SLA may be
used by both a user and a provider – from a user perspective, an SLA defines what is
required – often defined using non-functional attributes of service provision. From a
providers perspective, an SLA may be used to support capacity planning – especially
if a provider is making it’s capability available to multiple users. An SLA may be
used by a client and provider to manage their behaviour over time – for instance,
to optimise their long running revenue (cost) or QoS attributes (such as execution
time), for instance. The lifecycle of an SLA is outlined, along with various uses of
SLAs to support infrastructure management. A discussion about WS-Agreement –
the emerging standard for specifying SLAs – is also provided.

1 Introduction

A Service Level Agreement (SLA) represents an agreement (or contract) between a
service user and a provider in the context of a particular service provision. An SLA
may exist between two parties, for instance, a single user and a single provider, or
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between multiple parties, for example, a single user and multiple providers. SLAs
contain certain Quality of Service (QoS) properties that must be maintained by a
provider during service provision – generally defined as a set of Service Level Ob-
jectives (SLOs). These properties need to be measurable and must be monitored dur-
ing the provision of the service that has been agreed in the SLA. The particular QoS
attributes that are used must be pre-agreed between the user and provider(s), before
service provision begins, as they also define the obligations of the user/client when
the provider meets the quality specified in the SLA. The SLA must also contain a
set of penalty clauses when service providers fail to deliver the pre-agreed quality.
Although significant work exists on how SLOs may be specified and monitored,
not much work has focused on actually identifying how SLOs may be impacted by
the choice of specific penalty clauses. Once a violation has been detected, a num-
ber of possible actions may be undertaken, e.g. a client may initiate search for an
alternative service provider, an enforcement component may initiate the process of
obtaining a financial credit for the client, a service provider may release additional
capacity to determine whether the agreed quality thresholds identified in the initial
SLA can still be provisioned, etc.

Recent interest in Cloud computing and service aggregations or mashups (involv-
ing use of services such as Google maps, Amazon’s EC2 and S3, etc) has increased
the importance of SLAs. This is due to the aggregation of capability from multi-
ple providers to realise a particular service – whereby each constituent of such a
service is being provided by an independently managed (autonomous) entity. An
SLA therefore provides some assurance to the aggregator that the combined service
will be delivered according to some pre-defined criteria that has been agreed with
the provider(s). Similarly, for a provider of a constituent capability within such a
mashup, an SLA limits the liability that such a provider has towards an external
user (who may be aggregating capability from multiple providers). Such multi-tier
SLAs also become significant with the emerging interest in virtualised infrastruc-
tures, where a resource provider (for instance, managing storage or computational
capacity) needs to identify how many virtual machine instances to support – i.e.
decide how to divide its total capacity across the multiple users requesting access.

Given this context, it is necessary to better understand: (i) what could be con-
tained within an SLA; (ii) how an SLA is used once it has been defined; (iii) how
an SLA is monitored during service provisioning; and (iv) what actions need to be
undertaken if a violation is detected. To better understand these issues, it is neces-
sary to identify the various stages within an SLA lifecycle. Assuming that an SLA
is initiated by a client application, these stages include:

• Identifying the provider: this could either be “hard wired” (i.e. pre-determined)
or obtained through the use of a discovery (registry) service. Provider selection is
an activity often considered outside the scope of SLA lifecycle, but nevertheless
an important requirement to be fulfilled.

• Defining the SLA: this stage involves identifying the particular terms that should
be included in the SLA. These terms may relate to QoS attributes that must sub-
sequently be monitored, and also form the basis for penalty clauses. The defini-
tion also includes the period over which the SLA is valid. This is an important
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parameter, as this determines the time period over which the provider has an obli-
gation towards a particular user. Once this time interval expires, the provider can
re-allocate capacity to other users.

• Agreeing on the terms of the SLA: this stage involves identifying the constraints
that must be met by a provider during service provisioning. A negotiation pro-
cess may be used to converge on such constraints. This stage would also involve
identifying penalty clauses.

• Provisioning: this stage involves using the previously agreed SLA, and actually
provisioning the required service. This stage involves the interaction with execu-
tion management services to setup resources and services accordingly.

• Execution and Monitoring: this stage involves executing the service and monitor-
ing the agreed terms and ensuring that these are not being violated. Who does the
monitoring and how often is an aspect that needs to be considered at this stage.

• Destroying SLAs: once a service provision has completed, the SLA must be de-
stroyed.

• Penalties for SLA violation: once a service provision has completed, the moni-
toring data may be used to determine if any penalties need to be imposed on the
service provider. Conversely, if an SLA has not been violated, the client has an
obligation to carry out the action agreed upon in the SLA (this generally involves
paying the provider for the service carried out). Payment mechanisms can also
differ, such as providing a payment before, during or after use of a service.

More details about each of these stages can be found in [9].

2 SLA Research Landscape

Figure 1 relates work in SLA research to various other areas, indicating issues that
are necessary when considering the description of SLAs, and areas of work that are
impacted by the choice of SLAs. An SLA generally contains a number of Quality
of Service (QoS) terms that have been agreed between two parties, identifying that
a capability from a provider must be provisioned subject to these QoS constraints to
a client – generally in return for some monetary payment to be made by the client
to the provider. Terms used in the SLA are only useful if they can be subsequently
monitored, to ensure that the pre-agreed QoS attributes are not being violated. What
constitutes as a violation can also differ, as outlined in [10], and it is therefore nec-
essary for a client and a provider to also agree on what constitutes a violation of the
original SLA. Once a violation has been detected, it is subsequently necessary to
identify the appropriate penalty clause that must be invoked. A penalty, generally,
can contain a refund being made to a client in the event of the provider being unable
to deliver on the pre-agreed SLA.

Once an SLA has been defined, it may be used to support capacity planning –
whereby a resource provider can determine how many additional client requests it
can handle over a given time frame. Based on SLAs that a provider has already
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Fig. 1 SLA Landscape

agreed to support, a provider can decided whether new SLAs can be accepted, and
more importantly, how such SLAs will interfere with existing ones. Such capac-
ity planning becomes particularly relevant in the context of virtualised infrastruc-
tures, where new virtual machine instances can be dynamically generated with small
overhead. Identifying how many such instances to create (even though creation of
each instance may not incur significant cost) becomes an important decision for the
provider. An SLA may also form the basis for a legal agreement between a client and
a provider – although this is often hard to realise in practice. Even when the legal di-
rectives (based on eCommerce law, for instance) are in use, it does not mean that this
agreement will be upheld in a legal dispute. One of the primarily limitations relate to
the issue of jurisdiction when a service provider resides in a geographically differ-
ent location to the user – thereby making it difficult to decide which legal directive
(i.e. of which area) applies. Another concern relates to the legal position held by the
provider or user in the context of a particular service provision – i.e. whether the ser-
vice is being provided as part of the main work activity associated with a provider,
or whether the service capability is being offered on a voluntary basis. Some work
has been undertaken in associating economic and legal issues with SLAs [7]. There
is often a paper contract (counterpart) for a dynamic electronic SLA, which outlines
legal obligations on the parties involved in the SLA. An SLA may also form the ba-
sis for job scheduling, as a single SLA may be associated with either each job or a
batch. This provides an alternative to job scheduling using a queuing policy, as each
job would contain it’s own SLA, and would need to be handled differently by the
resource owner. As an SLA can include monetary attributes (such as cost, penalty,
etc), it is possible to use an SLA as a basis for establishing an electronic market,
where resource providers attempt to maximise their revenue while clients attempt to
minimise their cost. Such a market place can use an auction mechanism to enable
providers and consumer to alter their bids and offers, respectively, based on changes
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in demand. Section 3 provides a discussion of the use of SLAs witihn electronic
markets, and section 4 provides a discussion about the relationship between SLAs
and licence management.

3 Electronic Markets

An architecture of a SLA management framework to support electronic markets is
shown in figure 2, and based on work undertaken within the SORMA project [6].
The focus of the SORMA project was to develop a platform to support dynamic
trading of computational and data resources “on-demand”. Such a platform is in-
tended to support both resource trading and providing the necessary interfaces to
the resource management capabilities supported on these purchased resources. The
internal resource management therefore becomes transparent for the users, who can
leave their job execution constraints to the SORMA system – which is then responsi-
ble for matching requirements of user jobs with capabilities being made available by
resource providers. The architecture consists of the following components: a Con-
sumer, Trading Management, Contract Management, SLA Enforcement, Resource
Management, and a Provider. The Trading Management component is the access
point for the consumers to a marketplace where they can find the offered services
and place their bids. The role of the Trading Management component is to per-
form matchmaking between bids from consumers and offers from providers, and
orchestrate the bidding process in an auction scenario. Once the auction is cleared,
the details of the winning bid and offer are submitted to the Contract Management
component. Based on the matched bid/offer couplet, a SLA is generated between the
consumer and the provider – which is then submitted to SLA Enforcement to enable
subsequent monitoring of terms contained within the agreement. The SLA predic-
tion component parses the SLA to extract the monitorable attributes and ascertain
the most suitable monitoring frequency to attach to these attributes. Alternatively
(and in most cases), the monitoring frequency is a parameter that is defined by an
administrator. SLA Enforcement then issues a call to the Resource Management
component to retrieve real time monitored data about a provider. The Resource
Management component acts as a management interface for a provider, to enable
performing operations such as resource monitoring, resource scheduling and offer
injection. The SLA Enforcement service analyzes the monitored data received from
the Resource Management component to predict if a possible SLA violation has
either: (i) already occurred; (ii) is likely to occur at some time in the future. SLA
Enforcement service also interacts with the Resource Management component to
perform reactive measures on the detection of any SLA violations. The SLA En-
forcement Service is made of two primary components: (1) SLA prediction, and
(2) SLA reaction. The SLA prediction and reactive components provide consumers
with a certain degree of “assurance” on the likely completion of one or more SLAs
that they may hold with a provider. If the prediction indicates the occurrence of a
possible violation, the reactive component interacts with the Resource Management
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component to identify if suitable corrective actions can be undertaken to enable the
SLA to complete as originally intended. The reaction component may interact with
the Trading Management component to re-initiate the matchmaking and bidding
process to either add an additional resource provider or replace the provider.

Fig. 2 SLA to support electronic markets

The SLAs in the SORMA project are created using WS-Agreement specifica-
tions for generating an SLA template, and the Job Submission Description Lan-
guage (JSDL) specification is used as the language for defining the job to be carried
out. It is therefore necessary that any user defined terms are also encoded in JSDL.
In order to capture the necessary economic data, JSDL is enveloped by an extended
term language developed by the consortium: EJSDL [11]. This economic data is also
captured in the SLA. The SLA mainly consists of a set of monitorable resource at-
tributes (e.g. number of processors allocated, size of memory allocated, etc), which
were specified by the resource consumer in their bid for resources. This can loosely
be modelled as their basic requirements for service provisioning. Both the consumer
and SLA Enforcement expect the resource provider to fulfil these requirements dur-
ing the service provision.

4 Smart Licencing

IT infrastructure paradigms in recent years have changed to require greater support
for flexibility and reduced costs at the same time. Similarly, computer-based simu-
lations tend to become more complex and demanding with respect to the computa-
tional requirements. Several approaches to address these issues evolved, driven by
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academia and industry. Grid computing aims at providing infrastructure for sharing
or pooling resources in a collaborative manner. Similarly, recent interest in Cloud
computing has focused on resource provisioning, e.g. for peak demand or when cus-
tomer owned infrastructure is overloaded or its use is not appropriate for any rea-
son. However, extending a company’s business or a research institution’s informa-
tion processing beyond the borders of the respective administrative domain raises a
number of issues, one of them is the use of license-protected software. Software pro-
tection and licensing are important topics for both the independent software vendors
and software users. In Grid and Cloud environments, the use of license-protected
applications is almost impossible and becomes a challenging task. The reasons are
twofold: (i) there are – with a few exceptions for the Amazon EC2 environment that
have been introduced recently – no business models of the independent software
vendors for Grids or Clouds and (ii) there is no licensing technology suitable for
Grid environments. The European SmartLM [3] project took these shortcomings as
a starting point for the development of a generic and flexible technology for virtual-
isation of software licensing. SmartLM makes use of external resources for running
a license protected application, and provides support for additional business models
across organizational boundaries.

Key aspects of the SmartLM developments are the token-based license mech-
anism, which renders licenses as mobile objects and the expression of licenses as
SLAs: successful license requests from a user result in an SLA covering all terms of
the license to be used, the time frame and the (maximum) price for the license usage.
For creating the SLAs, WS-Agreement is used based on the WS-Agreement for Java
(WSAG4J) framework [5]. SmartLM supports two ways for creating agreements (i)
single-step negotiation (basic WS-Agreement functionality) and (ii) multi-round ne-
gotiation (an extension of WS-Agreement). The multi-round negotiation is a com-
patible extension with additional messages for negotiation and the corresponding
data structures.

The rationale for implementing negotiation in SmartLM is that licenses are scarce
resources. Avoiding blocking of licenses by jobs waiting for execution, and allo-
cating the license when jobs are queued at the scheduler, allows the license to be
used by other users before the application actually needs it. Thus, negotiation en-
compasses the availability of a license over time leading to advance reservation of
a license settled by a SLA. This guarantees the application the availability of the
license at runtime without blocking the license in the meantime. Naturally, these
SLAs can be created by an orchestrator when co-allocating computing resources
and licenses. On the other hand, re-negotiation of an existing SLA will provide the
means for both provider and consumer to extend or limit license usage at run-time
in terms of both license features and time.

Goals of WS-Agreement Negotiation implemented in SmartLM have been keep-
ing modifications of WS-Agreement to a minimum, while providing the basic mech-
anism to allow negotiation on top of WS-Agreement, including the later extensibil-
ity for re-negotiation of agreements. In contrast, it was not intended for the imple-
mentation to provide general strategies to support negotiation. However, the current
WS-Agreement Negotiation provides the basic multi-round negotiation mechanisms
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necessary to create sophisticated strategies, such as auctions or strategies developed
in the agents community.

5 WS-Agreement

A number of schemes exist for representing SLAs – the Contract Net Protocol [12] is
one of the first protocols for negotiating electronic service contracts. This specifica-
tion has been widely used in the multi-agent systems community, and has also been
used in service-oriented applications. Additional languages for specifying SLAs in-
clude: WSLA [8], SLAng [13], WS-Agreement [1] and RBSLA [14]. In this section
we present a brief overview of the current specification of WS-Agreement: purpose,
state-machine, protocol and structure. We focus on WS-Agreement as it is the most
widely used specification within Grid projects. The Web Services Agreement Spec-
ification Version 1.0 [1] developed at the Open Grid Forum describes a protocol for
establishing an agreement on the use of services between a service provider and a
consumer. It defines a language and a protocol to represent the services of providers,
create agreements based on offers and monitor agreement compliance at runtime.
An agreement defines a relationship between two parties that is dynamically estab-
lished and dynamically managed. The objective of this relationship is to deliver a
service by one of the parties. In the agreement each party agrees on the respective
roles, rights and obligations.

A provider in an agreement offers a service according to conditions described
in the agreement. A consumer enters into an agreement with the intent of obtaining
guarantees on the availability of one or more services from the provider. Agreements
can also be negotiated by entities acting on behalf the provider and / or the consumer.
An agreement creation process usually consists of three steps: the initiator (often
the service or resource consumer) retrieves a template from the responder (often
the service or resource provider), which advertises the types of offers the responder
is willing to accept. The initiator then makes an offer, which is either accepted or
rejected by the responder.

The underlying protocol as specified in WS-Agreement version 1.0 does not con-
tain elements to allow further negotiation based on an initial offer. Especially, the
responder has no possibility to reply with a counter offer, which could express more
precisely the SLOs a provider is able to fulfil at that time. Thus, once the initial offer
is rejected by the responder, the initiator can only guess which part of the offer can
not be fulfilled, modifying the offer accordingly and sending the offer to the respon-
der again. Obviously, a tedious process with limited chances to reach an agreement,
especially if the agreement contains variable terms that have to be agreed upon, e.g.
the time when a certain service is required, or if there are multiple QoS objectives to
be reached. The agreement states as proposed in the WS-Agreement protocol ver-
sion 1.0 are depicted in figure 3. An agreement consists of the agreement name, its
context and the agreement terms as shown in figure 4.
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Fig. 3 WS-Agreement Version 1.0 state machine

The context contains information about the involved parties and metadata such as
the duration of the agreement. Agreement terms define the content of an agreement:
Service Description Terms (SDTs) define the functionality that is delivered under an
agreement. A SDT includes a domain-specific description of the offered or required
functionality (the service itself). Guarantee Terms define assurance on service qual-
ity of the service described by the SDTs – defining the associated Service Level
Objectives (SLOs). The Web Services Agreement Specification allows the usage of
any domain specific or standard condition expression language to define SLOs. The
specification of domain-specific term languages is explicitly left open. For example,
in the structure of agreements depicted in Figure 5 a term language to express prop-
erties of software licenses is used to express the SDTs, where as in the SORMA
project (described in section 3) the JSDL specification is used.

As mentioned before the built-in negotiation capabilities of WS-Agreement as
specified in version 1.0 are limited to a simple offer accept/reject procedure. Thus,
either party can send an offer and the respective other party may accept this offer or
reject it. To overcome this limitation, a multi-round negotiation process was defined
by the GRAAP working group of the Open Grid Forum that allows negotiation on
top of WS-Agreement without requiring incompatible changes of WS-Agreement.
The resulting protocol extensions are described in the following sections. Figure 6
presents an overview of the negotiation process.

5.1 Initialisation of the negotiation process

The negotiation initiator first initializes the process by querying a set of SLA tem-
plates from agreement providers, sending a standard WS-Agreement message (the
getResourceProperty request) to agreement providers. Within the SmartLM envi-
ronment, any resource scheduler or any client who wants to reserve a license will be
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Fig. 4 Structure of an agreement following the
WS-Agreement specification

Fig. 5 Structure of an agreement for software li-
censes

the negotiation initiator and any SmartLM server can act as an agreement provider.
In general, the agreement provider uses site-specific mechanisms to advertise the
available templates and to provide access to them. The initiator, in SmartLM the
user, chooses the most suitable template as a starting point for the negotiation pro-
cess. This template defines the context of the subsequent iterations. All subsequent
offers must refer to this agreement template. This is required in order to enable
an agreement provider to validate the creation constraints of the original template
during the negotiation process, and therefore the validity of an offer.

5.2 Negotiation of the template

After the negotiation initiator has chosen an agreement template, it will create a new
negotiation quote based on the chosen template. This quote must contain a reference
to the originating template within its context. Furthermore, the agreement initiator
may adjust the content of the quote, i.e. service description terms, the service prop-
erty terms and the guarantee terms. These changes must be performed according to
the creation constraints defined in the original template.

After the initiator created the negotiation quote according to its requirements,
it is sent to responders via a negotiate message. The agreement provider checks
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Fig. 6 Overview of the negotiation process.

whether the service defined in the request could be provided or not. If the service
can be provided, it just returns an agreement template to the client, indicating that
an offer based on that template will potentially be accepted. Otherwise, the provider
employs some strategy to create reasonable counter offers.

The relationship between dynamically created templates and original ones must
be reflected by updating the context of the new templates accordingly. After creating
the counter offers the provider sends them back to the negotiation initiator (negotiate
response).

5.3 Post-processing of the templates

After the negotiation initiator receives the counter offers (templates) from the ne-
gotiation responder, it checks whether one or more meets its requirements. Sending
multiple counter offers allow to speed up the negotiation process but it is not manda-
tory for the negotiation responder to send more than one counter offer. If there is no
such template, the initiator can either stop the negotiation process, or start again
(as outlined in section 5.1). If there is an applicable template, the initiator validates
whether there is need for an additional negotiation step or not. If yes, the initiator
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uses the selected template and proceeds (as outlined in section 5.2), otherwise the
selected template is used to create a new SLA.

6 Future Directions and Research Challenges

Cloud computing systems offer more flexibility in resource availability, primarily
by aggregating capability locally (in-house) and that offered by external providers.
However, QoS and related guarantees offered by the commercial Cloud providers -
such as Amazon’s EC2 - are rather generic and limited. In contrast to local resource
usage, additional aspects such as risk, trust and security become important proper-
ties of the services offered by external providers. Moreover, energy efficiency of the
resources will play a key role in the future allowing to reduce the CO2 footprint of
computing and storage.

While the mechanisms for negotiating and creating SLAs, e.g. through WS-
Agreement, may be implemented one-to-one for Cloud environments there are still
gaps with respect to term languages for creating SLAs expressing the non-functional
properties risk, trust, Cloud-specific security requirements, and aspects of energy ef-
ficiency. Here, suitable service descriptions terms (SDTs) have to be defined along
with appropriate metrics for the service level objectives (SLOs) and the correspond-
ing guarantee terms. In order to achieve interoperability these developments should
be captured in micro-specifications of the OGF.

A key limitations with Cloud computing environments that aggregate multiple
systems is the difficultly of translating an SLA across systems. Hence, there is not
just a need to agree on a common term language and metrics, but also on ensuring
that provisioning policies across multiple systems are congruent, and facilitate the
dynamic provisioning capability often associated with Clouds. The ability to de-
fine policies that can then be aggregated to support the scale up (or “Cloud burst”)
capability in an efficient manner remains another challenge.

6.1 Conclusions and Research Directions

Two research projects, and the WS-Agreement specification have been used to high-
light existing work on SLAs and their use. To generalize, we identify the following
future research directions for SLAs:

• Research Challenge 1: What should be part of an SLA? How should this be en-
coded (rules, constraints, keywords)? This challenge relates to identifying suit-
able term languages and metrics (i.e. monitorable parameters) that could be used
within an SLA. When aggregating capacity across multiple systems, in Cloud
computing for instance, development of such a term language becomes signifi-
cant.
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• Research Challenge 2: What can we do with an SLA once it has been defined? –
e.g. capacity planning, pricing services, etc. This issue becomes especially rele-
vant in the context of emerging infrastructure – such as Cloud computing – where
virtualised resources are being made available to external users. It is also useful
to note that an SLA may be used at different levels – between an application and
the resource management system, and between the resource manager and vari-
ous underlying infrastructure. Relating SLAs that occur at these different levels
is also a significant challenge.

• Research Challenge 3: What types of SLAs are most beneficial to an end user
community in computational science (e-Science)? Can we encourage their use to
facilitate greater resource sharing – especially the concurrent use of distributed
resources? This challenge primarily relates to evaluating user requirements for
SLAs from an applications perspective, and the types of application characteris-
tics that could differentiate them in their use of nationally (e.g. TeraGrid) or re-
gionally (e.g. EGEE) funded infrastructure. [16] reports that very few (existing)
scientific applications utilize distributed resources within the TeraGrid, primarily
due to the way they are written, but also due to the lack of suitable programming
abstractions. The development of SLAs could provide the necessary incentive
mechanisms to enable resource providers to make available suitable program-
ming libraries to enable greater use of distributed infrastructures.

• Research Challenge 4: How can business or institutional policy be mapped into
operational SLAs? This challenge primarily relates to mapping business policies
(relating to issues such as revenue) to operational policies (relating to issues such
as number of servers to allocate to a given user application, etc). This is important
to ensure that metrics used within an SLA can eventually be traced back to some
overall business or institutional objective. Identifying suitable policy languages
that enable this type of tracking is therefore an important challenge in gaining
more wide-spread adoption of SLAs. A useful discussion is provided in [4]

• Research Challenge 5: What are the infrastructure capabilities associated with
different stages of SLA lifecycle (monitoring, (re-)negotiation, etc)? This chal-
lenge relates to the need for tools and APIs that enable interoperable use of SLAs
across multiple types of infrastructures, at different stages of the SLA lifecycle.
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