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Preface

The main subject of this book is discontinuous dynamical systems. These have
played an extremely important role theoretically, as well as in applications, for
the last several decades. Still, the theory of these systems seems very far from be-
ing complete, and there is still much to do to make the application of the theory
more effective. This is especially true of equations with trajectories discontinuous
at moments that are not prescribed.

The book is written not only on the basis of research experience but also, impor-
tantly, on the basis of the experience of teaching the course of Impulsive differential
equations for about 10 years to the graduate students of mathematics. It is use-
ful for a beginner as we try not to avoid any difficult instants in delivering the
material. Delicate questions that are usually ignored in a research monograph are
thoroughly addressed. The standard material on equations with fixed moments of
impulses is presented in a compact and definitive form. It contains a large num-
ber of exercises, examples, and figures, which will aid the reader in understanding
the enigmatic world of discontinuous dynamics. The following peculiarity is very
important: the material is built on the basis of close parallelism with ordinary differ-
ential equations theory. For example, even higher order differentiability of solutions,
which has never been considered before, is presented with a full definition and de-
tailed proofs. At the same time, the definition of the derivatives as coefficients of the
expansion is fruitfully used, which is very rare in the theory of ordinary differen-
tial equations. Moreover, the description of stability, continuous and differentiable
dependence of solutions on initial conditions, and right-hand side, chaotic ingre-
dients is given on a more strong functional basis than that of ordinary differential
equations.

The book is attractive to an advanced researcher, since a strong background for
the future analysis of all theoretical and application problems is built. It will ben-
efit scientists working in other fields of differential equations with discontinuities
of various types, since it reflects the experience of the author in working on these
subjects. We would like to emphasize that the basics of discontinuous flows are for
the first time rigorously laid out so that all the attributes of dynamical systems are
present. Hence, there is plenty of room for extending all the results of continuous,
smooth and analytic dynamics to the systems with discontinuities.
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viii Preface

The content of the book is a good background for the application in vibro-
mechanisms theory, mechanisms with friction, biology, molecular biology, physiol-
ogy, pharmacology, secure communications, neural networks, and other real world
problems involving discontinuities.

Chapters 5–10 contain the core research contributions. Chapters 1–4 present
preliminaries for the theory and elements of differential equations with fixed mo-
ments of discontinuity. Chapters 1–8 provide sufficient material for a standard
one-semester graduate course. It is natural to finalize a general theory with more
specific results. For this reason, in the last two chapters (9 and 10) we discuss Hopf
bifurcation of periodic discontinuous solutions, Devaney’s chaos, and the Shadow-
ing property for discontinuous dynamical systems.

The author expresses his gratitude to his students who have contributed to the
preparation of this book: Duygu Arugaslan, Cemil Buyukadali, Mehmet Turan, and
Enes Yilmaz.
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Chapter 1
Introduction

Nowadays, many mathematicians agree that discontinuity as well as continuity
should be considered when one seeks to describe the real world more adequately.
The idea that, besides continuity, discontinuity is a property of motion is as old as
the idea of motion itself. This understanding was strong in ancient Greece. For ex-
ample, it was expressed in paradoxes of Zeno. Invention of calculus by Newton and
Leibniz in its last form, and the development of the analysis adjunct to celestial me-
chanics, which was stimulating for the founders of the theory of dynamical systems,
took us away from the concept of discontinuity. The domination of continuous dy-
namics, and also smooth dynamics, has been apparent for a long time. However,
the application of differential equations in mechanics, electronics, biology, neu-
ral networks, medicine, and social sciences often necessitates the introduction of
discontinuity, as either abrupt interruptions of an elsewhere continuous process
(impulsive differential equations) or in the form of discrete time setting (differ-
ence equations). If difference equations may be considered as an instrument of
investigation of continuous motion through, for example, Poincaré maps, impul-
sive differential equations seem appropriate for modeling motions where continuous
changes are mixed with impact type changes in equal proportion. Recently, it is
becoming clear that to discuss real world systems that .1/ exist for a long period
of time, or (2) are multidimensional, with a large number of dependent variables,
researchers resort to differential equations with: (1) discontinuous trajectories (im-
pulsive differential equations); (2) switching in the right-hand side (differential
equations with discontinuous right-hand side); (3) some coordinates ruled by dis-
crete equations (hybrid systems); (4) disconnected domains of existence of solutions
(time scale differential equations), where these properties may be combined in a sin-
gle model.

The theory of equations with discontinuous trajectories has been developed
through applications [14, 16, 38, 41, 43, 50, 52, 53, 56, 57, 70, 71, 75, 79, 89, 91, 99,
101,103,107–109,115,121,123,125–127,130,144,145,155,158–160,162] and the-
oretical challenges [4–9,19,32–36,65,69,75,85,95–97,99–101,103,110,111,118–
124, 135–142, 151–153].

We give a limited number of references, since this work was written as a textbook
rather than a research monograph, and secondly, sources related to systems with
nonfixed moments of discontinuity were preferentially presented.

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 1, c� Springer Science+Business Media, LLC 2010
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2 1 Introduction

Our main objective is to present the theory of differential equations with solutions
that have discontinuities either at the moments when the integral curves reach cer-
tain surfaces in the extended phase space .t; x/; as time t increases (decreases),
or at the moments when the trajectories enter certain sets in the phase space x:
That is, the moments when the solutions have discontinuities are not prescribed.
Notably, the systems with nonprescribed times of discontinuity were first intro-
duced in [91, 123, 124], manuscripts in applied mathematics, which underscores
the practical importance of the theory of equations with variable moments of im-
pulses. Differential equations with fixed moments of impulses were the next to be
studied. These serve as an auxiliary instrument for the study of the above named
systems in the same way as nonautonomous equations play a role in the analysis of
autonomous systems through linearization. For that reason, we provide a more ex-
tensive discussion of the theory of equations with fixed moments of impulses, than
might otherwise seem necessary. It takes the first four chapters of the manuscript.
We thoroughly describe the solutions of these equations, consider the existence and
uniqueness of solutions and their dependence on parameters. The problem of ex-
tension of a solution for both increasing and decreasing time is investigated. For
example, we prove the Gronwall–Bellman Lemma for piecewise continuous func-
tions, and the integral representation formulas, for decreasing time, as well as for
increasing time. This extension of the results is obviously necessary to explore dy-
namical systems’ properties in the fullest form, as required for applications. Since
the moments of discontinuities are different for different solutions, the equations are
nonlinear. Equations with nonfixed moments of discontinuity create a great number
of opportunities for theoretical inquiry, as well as theoretical challenges. This is
due to the structure of these systems, namely the three components: a differential
equation, an impulsive action, and the surfaces of discontinuity which are involved
in the process of governing the motion. Therefore, in addition to the features of
the ordinary differential equations, we may vary the properties of the maps, which
transform the phase point at the moment of impulse, and try various topological and
differential characteristics of the surfaces of discontinuity to produce one or another
interesting theoretical phenomenon, or satisfy a desired application property.

Effective methods of investigation of systems with nonfixed moments of im-
pulsive action can be found in [2–4, 32–36, 65, 69, 95–97, 123, 124, 135, 136, 142,
152, 153]. Theoretical problems of nonsmooth dynamics and discontinuous maps
[17, 19, 38, 48, 51, 66, 68, 86, 92, 93, 146] are also close to the subject matter of
our book.

The present book plays its own modest role in attracting the attention of scien-
tists, first of all mathematicians, to the symbiosis of continuity and discontinuity in
the description of a motion.

The book presented to the attention of the reader is to be viewed first and fore-
most as a textbook on the theory of discontinuous dynamical systems. There is some
similarity between the content of this book and that of the monographs on ordinary
differential equations. Accordingly, we deliver some standard topics: description of
the systems, definition of solutions, local existence and uniqueness theorems, exten-
sion of solutions, dependence of solutions on parameters. It is our conviction that
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many results of the theory of equations with impulses (if not all), that at the moment
appear as very specific, in fact, have their counterparts in the theory of ordinary dif-
ferential equations. We take up the task of extending the parallels with the theory
of continuous (smooth) dynamical systems. It seems appropriate to place the results
on the existence of periodic solutions and Hopf bifurcation of periodic solutions in
the final part of the book. The last chapter is devoted to complex motions, in whose
description we use ingredients of Devaney chaos. It is noteworthy that the method of
creation of chaos through impulses does not have analogs in continuous dynamics
yet. We bring up only a few examples to illustrate the possibilities for application.

We use a powerful analytical tool of B-equivalence, which was introduced and
developed in our papers. The method was created especially for the investigation
of systems with solutions that have discontinuities at variable moments of time
[1–4, 25–37]. But it can also be applied to differential equations with discontinu-
ous right-hand-side [13,15,27,34] and differential equations on variable time scales
with transition conditions [20]. The method is effective in the analysis of chaotic
systems [8–11], as well.

In the last decades, the exceptional role of differential equations with impulses
at variable times in dealing with problems of mechanisms with vibrations has been
perceived. Collision-bifurcations, oscillations, and chaotic processes in this mecha-
nisms have been investigated in many papers and books [67, 79, 118, 119, 144, 151,
156]. We are very confident that the content of this book will give a strong push
to the development of this field, as well as other related areas of research, where a
discontinuity appears.

Let us consider the following examples, which highlight the modeling role of
discontinuous dynamics.

Example 1.1. Consider a mechanical model consisting of a bead B bouncing on
a massive, sinusoidally vibrating table P (see Fig. 1.1). Such a system has been
investigated in [71, 79, 89, 133, 158]. We assume that the table is so massive that

Fig. 1.1 A model consisting
of a bead bouncing on a
vibrating table

B

P



4 1 Introduction

it does not react to collisions with the bead and moves according to the law X D
X0 sin!t: The motion of the bead between collisions is given by the formula

x D �g.t � t0/
2

2
C x0

0.t � �/C x0; (1.1)

where x0 and x0
0 are, respectively, the values of the coordinate and the velocity of

the bead at the instant t D � immediately after collision, and g D 9:8m=s2 is the
gravitational constant. The change of the velocity of the bead at the moment of the
hit is given by the following relation:

R D X 0C � x0C
x0� � X 0�

: (1.2)

Here R is the restitution coefficient .0 < R � 1/;X 0�; x0�; X 0C, and x0C are
the velocities of the table and the bead before and after the strike, repectively,
.X 0C D X 0�/:

Among the results of investigation of the model, one can mention those in [71],
where the period-doubling bifurcation, as well as chaos emergence, is discussed. If
we write x1 D x; x2 D x0; �i .x1/ D arcsin.x1=X0/ C .�=!/i , where i are inte-
gers, then, using (1.1) and (1.2), one can construct a suitable mathematical model in
the form of the following nonlinear system of differential equations with impulsive
actions:

x0
1 D x2;

x0
2 D �g;
�x2jtD�i .x1/ D .1CR/Œx0! cos.!�i .x1//� x2�: (1.3)

Example 1.2. Consider a mechanical model of the oscillator consisting of a cart C
(see Fig. 1.2), which can impact against a rigid wallW; and is subjected to an exter-
nal forceH sin.!tC�/: There is an elastic element S: The wall is at the distance B
from the origin of the coordinate system, which is placed at the equilibrium point.
The change of velocity of the cart at the moment of the hit against the wall is given
by the relation x0C D �Rx0�; where R is the restitution coefficient .0 < R � 1/;

and x0� and x0C are the velocities of the cart before and after the strike, respectively.
One can easily find a mathematical model of the system, which takes the form of
the following differential equations with impulses:

x0
1 D x2;

x0
2 D �cx1 CH sin.!t C �/;

�x2jx1D�B D .1CR/x2; (1.4)

where x1 D x; x2 D x0:
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S

W

B

C

Fig. 1.2 A model of an oscillator consisting of a cart C; which can impact against a rigid wall W

Systems (1.3) and (1.4) are typical examples of differential equations with vari-
able moments of impulses discussed in the book. The first system has solutions that
exhibit discontinuity when they reach surfaces in the extended phase space. Solu-
tions of the other system have jumps at the moments when they cross a set in the
phase space of the equation.

The book is organized as follows:
We start with the description of differential equations with fixed moments of

impulses in the second chapter. The characteristics of the sets of discontinuity mo-
ments are listed, and the spaces of piecewise continuous functions are introduced.
The extension of solutions is presented in a very detailed manner. The theorems on
local and global existence, and uniqueness of solutions are proved. The continuous
dependence of solutions on initial conditions and the right-hand side are discussed.

The third chapter is devoted to the generalities of stability and periodic solutions
of differential equations with fixed moments of impulses. Definitions of stability,
the description of periodic systems, and illustrating examples are provided.

The basics of linear impulsive systems are the focus of the fourth chapter: Linear
homogeneous systems; Linear nonhomogeneous systems; Linear periodic systems;
Spaces of solutions; Stability of linear systems.

The next, fifth chapter is one of the main parts of the book. Nonautonomous
differential equations with impulses at variable moments of time, whose solutions
have jumps at the moments of intersection with surfaces in the extended phase space,
are considered. In this chapter, we provide all conditions that make the investigation
of these equations convenient. Namely, the conditions that guarantee the absence
of beating of the solutions against the surfaces of discontinuity, and the conditions
that preserve the ordering of the intersection with the surfaces. Moreover, we obtain
conditions that allow the reduction to equations with fixed moments of impulses. It
should be emphasized that the results concerning the dependence of solutions on the
initial conditions and on the right-side, and stability are presented in the full form for
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the first time in the literature. Also, for the first time conditions for the extension of
solutions to the left are formulated. The main auxiliary concepts are: the topology
in the set of discontinuous functions. A general nonlinear case is considered, and
quasilinear systems are investigated.

The sixth chapter is concerned with differentiability properties of solutions of
nonautonomous differential equations with variable moments of impulses with re-
spect to the initial conditions and parameters. The subject is relatively new for
discontinuous dynamics, especially for higher order derivatives. What makes this in-
vestigation possible is the implementation of the B-equivalence method. The same
can be said about the issue of the analyticity of solutions. We propose a uniform
approach so that not only solutions themselves but also their discontinuity moments
can be differentiated.

The results on smoothness from the previous chapter are used in the seventh
chapter to develop the method of small parameter for quasilinear systems. Both
critical and noncritical cases for the existence of periodic solutions are discussed.
Practically useful algorithms are derived.

Chapter 8 is the central part of the book. We obtain conditions sufficient to
shape a motion that is very similar to the flow of an autonomous ordinary differ-
ential equation so that all the properties of the dynamical system – extension of all
solutions on R; continuous dependence on the initial value, the group property and
uniqueness – are preserved. Differentiability in the initial value is considered. In
fact, B-smooth discontinuous flows are obtained.

The last two chapters revolve around more specific topics. The ninth chapter
develops the mechanisms for discovering the Hopf bifurcation of a discontinuous
dynamical system. Additionally, the question of the persistence of focus and the
problems of distinguishing the focus and the center in the critical case are discussed
as preliminaries.

We consider complex behavior of a discontinuous dynamics in the tenth chapter.
For a special initial value problem, where moments of impulses are generated
through map iterations, analogs of all Devaney’s ingredients, as well as the shadow-
ing property, are studied. Examples illustrating the existence of the chaotic attractor
and the intermittency phenomenon are provided.



Chapter 2
Description of the System with Fixed
Moments of Impulses and Its Solutions

2.1 Spaces of Piecewise Continuous Functions

Let R; N, and Z be the sets of all real numbers, natural numbers, and integers,
respectively. Denote by � D f�ig a strictly increasing sequence of real numbers
such that the set A of indexes i is an interval in Z:

Definition 2.1.1. � is a B-sequence, if one of the following alternatives is valid:

(a) � D ;I
(b) � is a nonempty and finite set;
(c) � is an infinite set such that j�i j ! 1 as ji j ! 1:

Example 2.1.1. � with A D f�1; 1; 2g; and ��1 D �5; �1 D �; �2 D 7; satisfies
condition .b/:

Example 2.1.2. �i D i C 1
3
; where i � �102; is a B-sequence of type .c/:

Example 2.1.3. �i D �i C 1
5
; where i 2 Z; is not a B-sequence.

It is obvious that any B-sequence has no finite limit points.

Example 2.1.4. �i D 1 � 1
iC3 ; where i D 1; 2; 3; : : : ; is not a B-sequence.

Denote by ‚ the union of all B-sequences.
Fix a sequence � 2 ‚:

Definition 2.1.2. A function � W R ! R
n; n 2 N; is from the set PC.R; �/ if :

(i) it is left continuous;
(ii) it is continuous, except, possibly, points of �; where it has discontinuities of the

first kind.

The last definition means that if �.t/ 2 PC.R; �/; then the right limit �.�iC/ D
limt!�iC �.t/ exists and �.�i�/ D �.�i /; where �.�i�/ D limt!�i � �.t/; for
each �i 2 �:

Let PC.R/ D [�2‚PC.R; �/:

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 2, c� Springer Science+Business Media, LLC 2010
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Definition 2.1.3. A function � W R ! R
n is from the set PC1.R; �/ if �.t/; �0.t/ 2

PC.R; �/; where the derivative at points of � is assumed to be the left
derivative.

In what follows, in this section, T � R is an interval in R: For simplicity of
notation, � is not necessary a subset of T:

Definition 2.1.4. A function � W T ! R
n is from the set PCr .T; �/ if it has a

continuation from PC.R; �/:

Definition 2.1.5. A function � W T ! R
n is from the set PC1r .T; �/ if it has a

continuation from PC1.R; �/:

Exercise 2.1.1. Prove that Definitions 2.1.4 and 2.1.5 are equivalent to the follow-
ing two Definitions 2.1.6 and 2.1.7, respectively.

Definition 2.1.6. A function � W T ! R
n is from the set PCr .T; �/ if:

(i) � is left continuous;
(ii) � is continuous, except, possibly, points of �; where it has discontinuities of

the first kind;
(iii) if an end point of T is finite, then there exists the one-sided limit of �:

Definition 2.1.7. A function � W T ! R
n belongs to the set PC1r .T; �/ if:

(i) � 2 PCr.T; �/I
(ii) �0.t/ 2 PCr.T; �/; where the derivative at finite end points is a one-sided

derivative and the derivative at points of � is assumed to be the left derivative.

We shall use also the following definitions.

Definition 2.1.8. A function � W T ! R
n is from the set PC.T; �/ if:

(i) � is left continuous;
(ii) � is continuous, except, possibly, points from �; where it has discontinuities of

the first kind.

Definition 2.1.9. A function � W T ! R
n belongs to the set PC1.T; �/ if:

(i) � 2 PC.T; �/I
(ii) �0.t/ 2 PC.T; �/; where the derivative at finite end points is assumed to be a

one-sided derivative, and the derivative at points of � is assumed to be the left
derivative.

Exercise 2.1.2. Assume that an interval T is one of the following types: the axis
RI a section Œa; b�I a half-axis Œa;1/I a half-axis .�1; b�; a; b 2 R: Prove that
PCr .T; �/ D PC.T; �/: Otherwise, PCr.T; �/ � PC.T; �/:

Exercise 2.1.3. Does the greatest integer function belong to PC.R/‹
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2.2 Description of the System

Let I � R be an open interval, � a nonemptyB-sequence with set of indexesA; and
G � R

n; n 2 N; an open connected set. Consider a function f W I � G ! R
n and

a map J W A � G ! R
n; which we shall write as f .t; x/ and Ji .x/; respectively.

Assume throughout this chapter that f is a continuous function.
For a fixed i 2 A; we introduce a transition operator…ix � x C Ji .x/ on G:
Let x.t/ be a function defined in a neighborhood of a number 	 2 R: We set

�xjtD� � x.	C/ � x.	/; assuming that the limit x.	C/ D limt!�C x.t/ exists.
Applying the transition operator…i ; define the following equation of jumps

�xjtD�i
D …ix.�i / � x.�i /

or
�xjtD�i

D Ji .x.�i //: (2.1)

Definition 2.2.1. We call the pair, which consists of the equation of jumps (2.1) and
the ordinary differential equation

x0 D f .t; x/; (2.2)

where the derivative at points of � is assumed to be the left derivative, a discontinu-
ous vector field.

Thus, the discontinuous vector field has the form

x0 D f .t; x/;

�xjtD�i
D Ji .x/: (2.3)

We shall call this field, (2.3), an impulsive differential equation . The domain of the
equation is the set 
 D I � A �G:

In our book we make the following assumption, which is valid everywhere unless
otherwise stated.

(M0) Each solution �.t/; �.t0/ D x0; .t0; x0/ 2 I � G; of ordinary differential
equation (2.2) exists and is unique on any interval of existence. It has an open
maximal interval of existence, and any limit point of the set .t; �.t//; as t
tends to an end point of the interval, is a boundary point of I �G:

Let us remember that (M0) is valid if, for example, f .t; x/ satisfies a local Lipschitz
condition.

Definition 2.2.2. [60] The function f .t; x/ satisfies a local Lipschitz condition,
with respect to x; in I � G if for any compact subset K of I � G there exists a
positive number LK ; such that

kf .t; x/ � f .t; y/k � LKkx � yk
for any .t; x/; .t; y/ 2 K:
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2.3 Description of Solutions

Assume that � W T ! R
n; where T � I is an open interval, is a solution of (2.3).

That is, it satisfies differential equation (2.2) and equation of jumps (2.1).

Theorem 2.3.1. The solution � belongs to PC1.T; �/:

Proof. Indeed, by the differentiability of �; it is continuous on T n�: Consequently,
as f is continuous, we have that �0 is continuous on the same set. The left differen-
tiability implies that � is a left-continuous function at the points from �: Hence, �
is a left-continuous function on T: Now, �0 is a left-continuous function at all points
of �; since of the continuity of f: Further, the formula

��jtD�i
D Ji .�.�i //

yields that the right limit of the solution � exists at the points of � and

�.�iC/ D �.�i /C Ji .�.�i //:

Using the last equality in (2.2), one can obtain that the limit

lim
t!�iC

�0.t/ D �0.�iC/

exists. Thus, we can conclude that � 2 PC1.T; �/: The theorem is proved. ut
Exercise 2.3.1. Assume that a function � W T ! R

n; where T � I is a finite
closed interval, is a solution of equation (2.3). Prove that � 2 PC1r .T; �/:

Example 2.3.1. Consider the following system:

x0 D 0;

�xjtDi D .�1/i ; (2.4)

where t; x 2 R; and the function

�.t/ D
�
1; if 2i < t � 2i C 1;

0; if 2i � 1 < t � 2i; i 2 Z:
(2.5)

It is easy to check that � satisfies the differential equation. Moreover, ��jtD2k D
�.2kC/ � �.2k/ D 1 � 0 D 1 and ��jtD2k�1 D 0 � 1 D �1: That is, � is a
solution of (2.4). One can see that � 2 PC1.R; �/; if �i D i; i 2 Z:

Exercise 2.3.2. Prove that the solution � of (2.4) is a 2-periodic function.

In what follows, we consider existence and extension of a solution of the
impulsive differential equation (2.3). Because of the singularity at moments of
discontinuity, the procedure of extension is more complex than that of ordinary dif-
ferential equations.
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We shall use the following definitions, which are similar to those of ordinary
differential equations [60, 77, 98].

Definition 2.3.1. A solution x1.t/ W T1 ! G of (2.3) is said to be a continuation of
a solution x.t/ W T ! G on T1; and x.t/ is said to be continuable on T1; if T � T1
and x.t/ D x1.t/ on T:

Definition 2.3.2. An interval T is called a right maximal interval of existence of a
solution x.t/ of (2.3) if there is no continuation of the solution on an interval T1
with right end point greater, than the end point of T:

Similarly one can give a definition of a left maximal interval of existence.

Definition 2.3.3. An interval T is said to be a maximal interval of existence of
a solution x.t/ of (2.3) if it is both a right and left maximal interval of the
solution.

Let a point .t0; x0/ 2 I � G be given. Denote by x.t/ D x.t; t0; x0/ a solution
of the initial value problem (2.3) and x.t0/ D x0:

Extension over a maximal interval of existence. We will extend the solution, if:

(a) t is increasing, t � t0I
(b) t is decreasing, t � t0:

The case .a/; in its own turn, consists of two sub-cases:

(a1) t0 6D �i ; i 2 AI
(a2) t0 D �j for some j 2 A:

In the sequel, we denote by �.t; �; z/; � 2 I; z 2 G; a solution of ordinary differ-
ential equation (2.2) such that �.�; �; z/ D z:

Let us consider the sub-case .a1/: That is, the initial moment is not a discon-
tinuity point. To be more concrete, suppose that �j�1 < t0 < �j ; for a fixed
j 2 A; (see Fig. 2.1). Denote by Œt0; r/; t0 < r; the right maximal interval of the
solution �.t; t0; x0/: If r � �j ; then Œt0; r/ is the maximal interval of x.t/; and

Fig. 2.1 Extension of a
solution of system (2.3)

t

t=θj-1
t=θj+1t =θj

x (θj+)

x(θj+1)

x(θj)

x

(t0,x0)
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x.t/ D �.t; t0; x0/: Otherwise, r > �j ; and if …jx.�j / 62 G; then x.t/ is not
continuable beyond t D �j ; and the right maximal interval of x.t/ is Œt0; �j �: If
…jx.�j / 2 G; then x.t/ can be extended to the right as x.t/ D �.t; �j ; x.�jC//;
where x.�jC// D …jx.�j /: Denote by Œ�j ; r/ the right maximal interval of
�.t; �j ; x.�jC//: If r � �jC1; then Œt0; r/ is the right maximal interval of x.t/;
and x.t/ D �.t; �j ; x.�jC//; t 2 Œ�j ; r/: If r > �jC1; and …jC1x.�jC1/ 62 G;

then the maximal interval of existence of x.t/ is Œt0; �jC1�: If r > �jC1 and
…jC1x.�jC1/ 2 G; then x.t/ can be continued as �.t; �jC1; x.�jC1C//; and
so on.

If A is a finite set, then by using a finite number of steps we shall define the right
maximal interval of x.t/; bounded or unbounded. Now, assume that the set A is
unbounded on the right. There are two possibilities of the extension of the solution:
either the number of steps is infinite, and the maximal interval is unbounded on the
right or the number of admissible steps is finite and the right maximal interval is
definitely bounded.

Now, consider the subcase .a2/; t0 D �j for some j 2 A: That is, the initial
moment is a point of discontinuity. If …jx.�j / 62 G; then x.t/ does not exist for
t > t0: If …jx.�j / 2 G; then x.t0C/ D …jx.�j /: That is, the solution jumps at
t0; and the further discussion is the same as that of sub-case .a1/:

Consider the left extension of the solution. That is, the case .b/: It is useful to
start with the following exercise.

Exercise 2.3.3. Explain why an initial moment cannot be a discontinuity point for
a left extension.

Fix j 2 A such that �j < t0 � �jC1: Denote by .l; t0�; l < t0; the left maximal
interval of existence of the solution �.t; t0; x0/: If l > �j ; then .l; t0� is a left
maximal interval of x.t/: If l D �j and the limit �.�jC; t0; x0/ does not exist, then
.l; t0� is a left maximal interval of existence of x.t/: Otherwise, if l D �j and the
limit �.�jC; t0; x0/ exists, or if l < �j ; then x.�jC/ D �.�jC; t0; x0/: Now, if
the equation

x.�jC/ D v C Jj .v/ (2.6)

is solvable with respect to v in G; then take the solution of this equation as x.�j /;
and continue x.t/ D �.t; �j ; x.�j // at the right of �j : If (2.6) does not have a
solution in G; then .�j ; t0� is a left maximal interval of existence of x.t/: Remark
that (2.6) may have several solutions, and even infinitely many. We assume that
one can be chosen, and we are not busy with the uniqueness problem this time.
Proceeding in this way, one could finally construct a left maximal interval of x.t/:

Unite the left and right maximal intervals to obtain the maximal interval of x.t/:

Exercise 2.3.4. Solve the following six problems.

1. Complete the discussion of the left maximal interval similarly to that of the right
maximal interval.
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2. Explain why the solution x.t; t0; x0/ of (2.3) may have more than one maximal
intervals.

3. Explain why the solution x.t; t0; x0/ of (2.3) may have more than one left maxi-
mal intervals.

4. Explain why the maximal interval of existence of the solution �.t; t0; x0/ of
ordinary differential equation (2.2) is open.

5. Why a solution of (2.3) may have a right-closed maximal interval?
6. Why the left maximal intervals are not closed?

Exercise 2.3.5. Consider the system

x0 D 0;

�xjtDi D x�1; (2.7)

where t; x 2 R; i 2 Z: Verify that the solution x.t; 0; 2/ of (2.7) exists and is
unbounded on Œ0;1/:

Hint: To prove the unboundedness, use a contradiction.

Theorem 2.3.2. (Local existence theorem) Suppose f .t; x/ is continuous on I �G
and …iG � G; i 2 A: Then for any .t0; x0/ 2 I � G there is ˛ > 0 such that a
solution x.t; t0; x0/ of (2.3) exists on .t0 � ˛; t0 C ˛/:

Theorem 2.3.3. Assume that condition (M0) is valid. Then each solution of (2.3)
has a maximal interval of existence and for this interval the following alternatives
are possible:

(1) it is an open interval .˛; ˇ/ such that any limit point of the set .t; x.t// as t ! ˛

or t ! ˇ belongs to the boundary of I �GI
(2) it is a half-open interval .˛; ˇ�; where ˇ is a member of � and any limit point

of the set .t; x.t// as t ! ˛ belongs to the boundary of I �G:
(3) it is a half-open interval .˛; ˇ�; where ˛ and ˇ are elements of �; the limit

x.˛C/ exists and it is an interior point of G:
(4) it is an open interval .˛; ˇ/ such that any limit point of the set .t; x.t// as t ! ˇ

belongs to the boundary of I � G; the limit x.˛C/ exists and it is an interior
point of G:

Theorem 2.3.4. (Uniqueness theorem) Assume that f .t; x/ satisfies a local Lips-
chitz condition, and every equation

x D v C Ji .v/; (2.8)

i 2 A; x 2 G; has at most one solution with respect to v: Then any solution
x.t; t0; x0/; .t0; x0/ 2 I � G; of (2.3) is unique. That is, if y.t; t0; x0/ is an-
other solution of (2.3), and the two solutions are defined at some t 2 I; then
x.t; t0; x0/ D y.t; t0; x0/:

Exercise 2.3.6. Prove the last three theorems.

Remark 2.3.1. The results of our book can be easily expanded for more general
impulsive systems, if the function f in (2.3) is discontinuous and is of the following
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type. Without loss of generality assume that I D R and A D Z: Consider f .t; x/
such that it is continuous in each region .�i ; �iC1� � G; i 2 Z; and there exists
a continuation f ie .t; x/ of this function on the set Œ�i ; �iC1� � G for each i 2 Z:

To demonstrate how the discussion should be arranged in this case, we consider
the extension of the solution x.t/ D x.t; t0; x0/ for t � t0: Fix j 2 Z; such
that �j�1 < t0 < �j : The beginning of the extension is identical to that of with
continuous f: That is, assume that x.t/ D �.t; t0; x0/; t 2 Œt0; �j � where � is the
solution of (2.2). Let …jx.�j / 2 G: Now, x.t/ is continuable to the right, and
x.t/ D  .t; �j ; x.�jC//; where x.�jC/ D …jx.�j /; and  is not the solution of
(2.2) as it was above, but of the system

x0 D f je .t; x/; (2.9)

where t 2 Œ�j ; �jC1�: Proceeding in this way one can find the right maximal interval
of x.t/:

Impulsive systems with the discontinuous right-hand side are needed for appli-
cations and investigation methods. For example, they emerge if one linearizes an
impulsive system around a certain solution, (see, for instance, Chap. 6).

2.4 Equivalent Integral Equations

In this small section we construct an integral equation, which has the common set
of solutions with the original impulsive differential equation (2.3). To prove the
equivalence assertion, we shall need the result of the following exercise:

Exercise 2.4.1. Let � and  be functions from PC1.T; �/ such that:

(1) �.t0/ D  .t0/ for some t0 2 T I
(2) �0.t/ D  0.t/ for all t 2 T; (the derivative is the left derivative at points of �;

and it is an one-sided derivative at the end points of T /I
(3) ��jtD�i

D � jtD�i
; i 2 A:

Prove that �.t/ D  .t/ for all t 2 T:
Theorem 2.4.1. A function �.t/ 2 PC1.T; �/; �.t0/ D x0; is a solution of (2.3) if
and only if

�.t/ D
(
x0 C R t

t0
f .s; �.s//ds CP

t0��i<t
Ji .�.�i //; t � t0;

x0 C R t
t0
f .s; �.s//ds �P

t��i<t0
Ji .�.�i //; t < t0:

(2.10)

Proof. Necessity. Let �.t/ be a solution of (2.3) on T: Define a function

 .t/ D
(
x0 C R t

t0
f .s; �.s//ds CP

t0��i<t
Ji .�.�i //; t � t0;

x0 C R t
t0
f .s; �.s//ds �P

t��i<t0
Ji .�.�i //; t < t0:

(2.11)
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We shall check that  2 PC1.T; �/ and show that functions  ; � satisfy all
conditions of Exercise 2.4.1. Condition �.t0/ D  .t0/ is obviously true. If t 62 �;

and it is not an end point of T; then differentiating  .t/ we find that  0.t/ D
f .t; �.t// D �0.t/: We verify conditions .2/ and .3/ of Exercise 2.4.1 only with
t � t0: For a fix j 2 A one has that

 .�j / D x0 C
Z �j

t0

f .s; �.s//ds C
X

t0��i<�j

Ji .�.�i //

and

 .�j � h/ D x0 C
Z �j �h

t0

f .s; �.s//d s C
X

t0��i<�j �h
Ji .�.�i //;

where h > 0: Next, we obtain that

 0�.�j / D lim
h!0C

 .�j � h/�  .�j /

h
D

lim
h!0C

1

h

h Z �j �h

t0

f .s; �.s//ds �
Z �j

t0

f .s; �.s//ds
i

D
f .�j ; �.�j // D �0�.�j /: (2.12)

If ˛ is the right end point of T and ˛ 2 T; then similarly one can check that 0�.˛/ D
�0�.˛/: Consider condition 3/: Fix j 2 A; then

� jtD�j
D  .�jC/ �  .�j / D

h
x0 C

Z �j C

t0

f .s; �.s//ds C
X

t0��i<�j C
Ji .�.�i //

i
�

h
x0 C

Z �j

t0

f .s; �.s//ds C
X

t0��i<�j

Ji .�.�i//
i

D

Jj .�.�j // D ��jtD�j
: (2.13)

Thus, the conditions are verified if t � t0:

Exercise 2.4.2. Verify that conditions .2/; .3/ of Exercise 2.4.1 are valid if t < t0:

Thus, all the conditions of Exercise 2.4.1 are fulfilled and  .t/ D �.t/: The neces-
sity is proved. ut
Sufficiency. Assume that �.t/ is a solution of (2.10). Then differentiate the expres-
sion and evaluate the discontinuities to check that it is as well a solution of (2.3).
The theorem is proved. ut
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2.5 The Gronwall–Bellman Lemma for Piecewise
Continuous Functions

Lemma 2.5.1. Let u; v 2 PC.I; �/; u.t/ � 0; v.t/ > 0; t 2 I; ˇi � 0; i 2 A; t0 2
I; and c 2 R is a nonnegative constant. From the inequality

u.t/ � c C
Z t

t0

v.s/u.s/ds C
X

t0��i<t

ˇiu.�i /; t � t0; (2.14)

it follows that:

u.t/ � ce
R t

t0
v.s/ds

Y
t0��i<t

.1C ˇi /; t � t0: (2.15)

Moreover, if additionally ˇi < 1; i 2 A; then the inequality

u.t/ � c C
Z t

t0

v.s/u.s/ds C
X

t��i<t0

ˇiu.�i /; t < t0; (2.16)

implies that

u.t/ � ce� R t
t0

v.s/ds
Y

t��i<t0

.1 � ˇi /
�1; t < t0: (2.17)

Proof. The proof falls naturally in two parts. We first examine that (2.14) implies
(2.15). Next, we will prove that (2.17) follows (2.16).

(a) Let �j�1 < t0 � �j ; where j 2 A is fixed. Introduce the following notations:

V.t/ � c C
Z t

t0

v.s/u.s/ds C
X

t0��i<t

ˇiu.�i /I

W.t/ � ce
R t

t0
v.s/ds

Y
t0��i<t

.1C ˇi /:

To prove the assertion it is sufficient to check that

V.t/ � W.t/; t0 � t: (2.18)

On the interval Œt0; �j � inequality (2.18) is correct (see the Proof of the
Gronwall–Bellman Lemma in [77]). We assume that (2.18) is true if t 2 Œt0; �m�
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for some m 2 A; m � j; and will prove that it is fulfilled for t 2 .�m; �mC1�:
We have, for these t; the following inequalities:

V.t/ D V.�m/C
Z t

�m

v.s/u.s/ds C ˇmu.�m/ �

.1C ˇm/V .�m/C
Z t

�m

v.s/V .s/u.s/ds �

.1C ˇm/W.�m/C
Z t

�m

v.s/V .s/u.s/ds:

Applying the Gronwall–Bellman Lemma [77] to the last inequality, one can
obtain that

V.t/ � .1C ˇm/W.�m/e
R t

�m
v.s/ds D W.t/:

Thus, (2.15) is true by the induction.
(b) Let �j < t0 � �jC1; where j 2 A is fixed. Assuming t � t0; denote

QV .t/ � c C
Z t

t0

v.s/u.s/ds C
X

t��i<t0

ˇiu.�i/;

QW .t/ � ce� R t
t0

v.s/ds
Y

t��i<t0

.1� ˇi /
�1:

Let us show that QV .t/ � QW .t/; t � t0; (2.19)

to prove the assertion.

If �j < t � t0; then u.t/ � V.t/; and assuming c > 0 (this restriction could be
removed by the limit procedure), one can obtain that

�uv
QV � �v:

Integrate the last inequality to prove

QV .t/ � QV .t0/e� R t
t0

v.s/ds D QW .t/:

Now, assume that (2.19) is true for t 2 .�m; t0�; m 2 A; m � j: Then

QV .�m/ � QV .�mC/C ˇmu.�m/ � QV .�mC/C ˇm QV .�m/
or

QV .�m/ � .1 � ˇm/�1 QV .�mC/ � .1 � ˇm/
�1 QW .�mC/ D QW .�m/:
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Consequently, if �m�1 < t < �m; then

QV .t/ � QV .�m/C
Z t

t0

v.s/u.s/ds � QW .�m/C
Z �m

t

v.s/ QV .s/ds:

That is,
QV .t/ � QW .�m/e

R �m
t v.s/ds D QW .t/:

Now, induction on m proves the theorem. ut
Notation. Let T � R be an arbitrary set and � 2 ‚ a sequence. For a symbol i.T /,
one should understand the number of elements of the sequence � in T: For example,
if �j D j; j 2 Z; then i..0; 1// D 0; i.Œ0; 1�/ D 2; i.Œ�7:5; 15�/ D 23:

Let us formulate the following two lemmas without proving them.

Lemma 2.5.2. [142] Let u 2 PC.I; �/; t0 2 I; and the following inequality be
valid

u.t/ � ˛ C
Z t

t0

Œˇ C �u.s/�ds C
X

t0��i<t

Œˇ C �u.�i /�; (2.20)

for all t � t0; where ˛ � 0; ˇ � 0; � > 0; are constants. Then

u.t/ � .˛ C ˇ

�
/.1C �/i.Œt0;t �/e�.t�t0/ � ˇ

�
: (2.21)

Lemma 2.5.3. Let u 2 PC.I; �/; t0 2 I; and the following inequality be valid:

u.t/ � ˛ C
Z t

t0

Œˇ C �u.s/�ds C
X

t��i<t0

Œˇ C �u.�i/�; t � t0; (2.22)

where ˛ � 0; ˇ � 0; 0 < � < 1; are constants. Then

u.t/ � .˛ C ˇ

�
/.1 � �/�i.Œt;t0�/e��.t�t0/ � ˇ

�
: (2.23)

Exercise 2.5.1. Prove Lemmas 2.5.2 and 2.5.3.

2.6 Existence and Uniqueness Theorems

Let us consider again the impulsive differential equation (2.3), which is defined on

; and described in Sect. 2.1, where we clarified the concept of a solution of impul-
sive differential equations, and the way of extension of solutions for increasing t as
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well as for decreasing t:We want to determine conditions, which provide confidence
that a solution of the initial value problem exists and is unique on a certain interval.
Before solving this problem one should verify that the set of functions, where we
are looking for a solution is complete. That is, each Cauchy sequence of functions
from this set converges to a function of the same set.

Completeness of PCr .T; �/: Assume that T is a bounded interval in R: Introduce
the following norm. We set jj�jj0 D supT jj�.t/jj; if a function � is bounded on T:
Consider a Cauchy sequence of functions f�ng � PCr.T; �/; n � 1: It is easily seen
that the sequence converges point-wise to a function �0.t/ on T: Now, it is sufficient
to prove that the following assertion is valid.

Theorem 2.6.1. If f�ng � PCr.T; �/; n � 1; and limn!1 jj�n � �0jj0 D 0; then
�0 2 PCr .J; �/:

Proof. Fix i 2 A such that .�i ; �iC1� � T: The functions �n are continuous on
.�i ; �iC1� and have the right limits at t D �i : Hence, their continuous extensions
are uniformly convergent to the continuation of �0 on Œ�i ; �iC1�: Consequently, the
function �0 is continuous on .�i ; �iC1� and has the right limit at t D �i : Similarly we
can consider every interval of continuity in T: Thus, �0 2 PCr .T; �/: The theorem
is proved. ut

Fix .t0; x0/ 2 I �G; and let

I0 D Œt0 � h; t0 C h�;G0 D fx 2 R
n W jjx � x0jj < H g;

with some fixed positive numbersH and h:
Assume that the numbers are small such that I0 � G0 � I � G: Let pC D

i.Œt0; t0 C h�/; p� D i.Œt0 � h; t0�/; A0 D fi 2 A W �i 2 I0g and �0 D f�ig; i 2 A0:
We will make the following assumptions:

(C1) jjf .t; x/�f .t; y/jj � l jjx�yjj; jjJi .x/�Ji .y/jj � l1jjx�yjj; for arbitrary
x; y 2 G; uniformly in all .t; i/ 2 I � AI

(C2) supJ�G jjf .t; x/jj C supA�G jjJi .x/jj D M < 1:

Theorem 2.6.2. Let conditions (C1), (C2), and the inequalities

M.hC max.pC; p�// < H; (2.24)

lhC l1 max.pC; p�/ < 1; (2.25)

be valid. Then the initial value problem (2.3) and x.t0/ D x0 admit a unique
solution on I0:

Proof. Introduce the following norm jj�jj1 D supI0
jj�jj for functions defined on

I0: Let

SH D f� 2 PCr .I0; �0/ W jj�jj1 < H g:
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Consider the operator P on SH such that if � 2 SH ; then

P�.t/ D
(
x0 C R t

t0
f .s; �.s//ds CP

t0��i<t
Ji .�.�i //; t � t0;

x0 C R t
t0
f .s; �.s//ds �P

t��i<t0
Ji .�.�i //; t < t0:

(2.26)

Exercise 2.6.1. Prove that P W SH ! SH :

If two functions, � and  are from SH then

jjP� � P jj � l jj� �  jj1 C l1 max.pC; p�/jj� �  jj1
� .lhC l1 max.pC; p�//jj� �  jj1:

The last inequality in view of (2.25) proves that P is a contraction. Consequently,
there exists a unique fixed point of P ; which is a unique solution of the initial value
problem. The theorem is proved. ut
Exercise 2.6.2. Solve the following problems.

1. Why the completeness is needed to prove the last theorem?
2. Prove that each of the equations (2.6), where x.t/ is the solution determined in

the last theorem, has at most one solution with respect to v:
3. Using the Schauder fixed point theorem prove that the following assertion is

valid.

Theorem 2.6.3. Assume that all conditions of the last theorem are true, except
inequality (2.25). Then (2.3) admits a solution defined on I0:

2.7 Continuity

In this section we assume that I �G is a bounded set in R � R
n; and fix a finite and

closed interval QI D Œa; b� � I:We consider a solution x.t/ D x.t; t0; x0/; t0; t 2 QI ;
of (2.3) with moments of discontinuity �i ; a < �m < : : : < �k < b: That is, we
suppose that the moments of discontinuity are interior points of the section. Denote
by Gm�1 D f.t; x/ W a � t � �m; x 2 Gg; Gk D f.t; x/ W �k < t � b; x 2 Gg and
Gi D f.t; x/ W �i < t � �iC1; x 2 Gg; i D m; : : : ; k � 1:
Definition 2.7.1. The solution x.t/ D x.t; t0; x0/ of (2.3) continuously depends on
x0 if to any � > 0 there corresponds ı > 0 such that any other solution Qx.t/ with
jjx0 � Qx.t0/jj < ı is continuable on QI ; and jjx.t/ � Qx.t/jj < � on this interval.

Denote by d.x0; ı/ D f.t; x/ 2 R � R
n W t0 � ı < t < t0 C ı; x D x0g the set,

where ı is a positive real number, and fix j such that .t0; x0/ 2 Gj :
Definition 2.7.2. The solution x.t/ D x.t; t0; x0/ of (2.3) continuously depends on
t0 if to any � > 0 there corresponds ı > 0 such that any other solution Qx.t/ D
x.t; Qt0; x0/ is continuable on QI ; and jjx.t/ � Qx.t/jj < � on this interval, as soon as
Qt0 2 d.x0; ı/\Gj :
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Consider the following system:

y0 D f .t; y/C g.t; y/;

�yjt 6D�i
D Ji .y/CWi .y/; (2.27)

which is defined as well as (2.3) on 
; and assume that function g is continuous,
functionsWi ; i 2 A; are defined on G; and

(C3) supI�G jjgjj C supA�G jjW jj D  < 1:

Definition 2.7.3. The solution x.t/ D x.t; t0; x0/ of (2.3) continuously depends
on the right-hand side of the system if to any � > 0 there corresponds ı > 0

such that any solution y.t/ of (2.27) with y.t0/ D x0 is continuable on QI ; and
jjx.t/ � y.t/jj < � on this interval, whenever  < ı:

Lemma 2.7.1. Suppose functions f; Ji ; satisfy condition (C1) with l1 D l; func-
tions g;W are such that .C3/ is valid, and a solution y.t/ D y.t; t0; y0/ of (2.27)
exists on QI :

Then the inequality

jjx.t/ � y.t/jj � .jjx0 � y0jj C 

l
/.1C l/i.Œt0;t �/el.t�t0/ � 

l
; (2.28)

is true, where t � t0: Moreover, if l < 1; then

jjx.t/ � y.t/jj � .jjx0 � y0jj C 

l
/.1 � l/�i.Œt;t0�/e�l.t�t0/ � 

l
; (2.29)

where t � t0:

Proof. Consider (2.29). The case with t � t0 could be discussed similarly. Let
y.t/ D y.t; t0; y0/ be a solution of (2.27) defined on QI : Then for t � t0 we have that

y.t/ D y0 C
Z t

t0

h
f .s; y.s//C g.s; y.s//

i
ds �

X
t��i<t0

Ji .y.�i //: (2.30)

Moreover,

x.t/ D x0 C
Z t

t0

f .s; x.s//ds �
X

t��i<t0

Ji .x.�i //: (2.31)

Finding difference of the last two equalities one can obtain, through conditions (C1),
(C3), that

jjx.t/ � y.t/jj � jjx0 � y0jj C
Z t

t0

ŒC l jjx.s/ � y.s/jj�ds

C
X

t��i<t0

ŒC l jjx.�i /� y.�i /jj�:
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Applying Lemma 2.5.1 to the last inequality, we find that (2.29) is true. The lemma
is proved. ut
Lemma 2.7.2. Suppose jjJi .x/ � Ji .y/jj � l1jjx � yjj for all i 2 A; x; y 2 G:

If l1 < 1; then the equation
x D v C Ji .v/;

i 2 A; x 2 G; has at most one solution v 2 G: Moreover, if xj D vj C Ji .vj /; j D
1; 2; then

jjv1 � v2jj � 1

1 � l1
kx1 � x2k: (2.32)

Proof. Fix i 2 A: We have that kx1 � x2k D kv1 � v2 C Ji .v1/ � Ji .v2/k �
kv1 � v2k � l1kv1 � v2k D .1 � l1/kv1 � v2k: Consequently, (2.32) is correct. The
uniqueness follows this formula immediately. The lemma is proved. ut
Theorem 2.7.1. Suppose f; J satisfy (C1) and l1 < 1: Then the solution x.t/ of
(2.3) continuously depends on x0 if t0 D b: If Qx.t/ D x.t; t0; Qx0/ is another solution
of (2.3), and jjx0 � Qx0jj is sufficiently small, then

jjx.t/ � Qx.t/jj � jjx0 � Qx0jj.1� l1/
�i.Œt;t0�/e�l.t�t0/; a � t � t0: (2.33)

Proof. Fix � > 0: One can take ı0 sufficiently small such that the tube T D f.t; x/ W
kx � x.t/k < ı0; t 2 Œa; t0�g is entirely in I � G: Moreover, by Lemma 2.7.2, a
number ı0 > 0 can be chosen such that the maps …�1

i are defined in the small
neighborhoods of x.�iC/:

Fix a positive ı such that ı.1 � l1/
�i.Œa;t0�/el.t0�a/ < minfı0; �g: Let Qx.t/ D

x.t; t0; Qx0/ be another solution of (2.3), and jjx0� Qx0jj < ı: Applying Lemma 2.5.1
and formula (2.29), we obtain inequality (2.33). Since of Theorem 2.4.1, Lemma
2.7.2, and condition (M0), the solution Qx.t/ is continuable on QI and jjx.t/� Qx.t/jj <
� for all t 2 Œa; t0�: The theorem is proved. ut

We will formulate several theorems on the continuous dependence without prov-
ing them.

Theorem 2.7.2. Suppose functions f; J satisfy (C1). Then the solution x.t/ of (2.3)
continuously depends on x0 if t0 D a:

If Qx.t/ D x.t; t0; Qx0/ is another solution of (2.3), and jjx0 � Qx0jj is sufficiently
small, then

jjx.t/ � Qx.t/jj � jjx0 � Qx0jj.1C l1/
i.Œt0;t//el.t�t0/; t0 � t � b: (2.34)

Theorem 2.7.3. Suppose f; J satisfy (C1), and l1 < 1: Then every solution x.t/ D
x.t; t0; x0/; .t0; x0/ 2 I �G; of (2.3) continuously depends on x0 on any closed and
finite interval, where it is defined.

By reduction to the dependence on the initial value one can prove that the following
assertions are valid.
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Theorem 2.7.4. Assume that functions f; J satisfy (C1). Then the solution x.t/ of
(2.3) continuously depends on t0 if t0 D a:

Theorem 2.7.5. Assume that f; J satisfy (C1) and l1 < 1: Then the solution x.t/ D
x.t; t0; x0/ of (2.3) continuously depends on t0 if t0 D b:

Theorem 2.7.6. Assume that f; J satisfy (C1) and l1 < 1: Then every solution
x.t/ D x.t; t0; x0/; .t0; x0/ 2 I � G; of (2.3) continuously depends on t0 on each
closed and finite interval, where it is defined.

Exercise 2.7.1. Explain, why the set d.x0; ı/ in Definition 2.7.2 cannot be ignored
in the last three theorems. Give a simple example, where a solution with initial
discontinuity moment does not depend continuously on the initial moment despite
the equation ‘encourages’ the continuity.

Hint: Consider the following system:

x0 D 0;

�xjt 6Di D 1; (2.35)

where x; t 2 R; i 2 Z; and the solution x.t; 0; 0/ of this system if t > 0:

Theorem 2.7.7. Assume that f; J satisfy (C1), l1 D l < 1; functions g;W satisfy
.C2/ and jjg.t; x/ � g.t; y/jj C jjWi.x/ � Wi .y/jj � l2jjx � yjj; l2 is a positive
constant, for arbitrary x; y 2 G uniformly in all .t; i/ 2 I � A: Then the solution
x.t/ of (2.3) continuously depends on the right-hand side of the system.

Exercise 2.7.2. Prove Theorems 2.7.2 to 2.7.7. Hint: To prove Theorem 2.7.7, use
Lemma 2.7.1.

Remark 2.7.1. In Theorem 2.7.7 the Lipschitz condition for g;W can be replaced
by the local existence assumption.

Remark 2.7.2. Assume that function f .t; x/ in (2.3) satisfies a Lipschitz condition,
and all transition operators …i are homeomorphisms. Then one can see that the
solution x.t; t0; x0/ of (2.3) continuously depends on the initial condition. Theorems
with strong restrictions on the impulsive functions are important for applications as
they provide exact evaluations of the dependence.

Notes

To the best of our knowledge, the history of mathematical treatment of discontinuous
processes began in the middle of the last century. Various aspects of the theory and
its applications can be found in pioneer papers and books [38,42,75,78,90,91,107,
116,143,147–149,154]. In [111], the authors expressed the idea of general theory of
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differential equations with fixed moments of impulses. Papers [137–140] developed
this idea, and first theorems, analogues to those for ordinary differential equations,
were proved. The investigation was continued in [22, 30, 45, 102, 128] and many
other papers. These results were summarized in the books [95, 141]. Further, ex-
tended version of [141] was published in English [142]. Some results of the present
chapter can be found in [46,95,111,137–140,142]. The Gronwall–Bellman Lemma
for piecewise continuous functions is published in [138], and in [46] the version
with t � t0 is proved. The importance of the transition operator for continuation
of solutions was first mentioned in [111]. The local existence and uniqueness the-
orems, different versions of extension theorems, including assertions on maximal
intervals of existence, continuous dependence of solutions on initial conditions
are considered in [46, 111, 142]. In the present book, Theorems 2.3.3, 2.6.2, 2.6.3,
2.7.1, 2.7.5, 2.7.6, 2.7.7, of global existence and uniqueness, extension of solutions,
maximal intervals of existence, continuous dependence on initial conditions and the
right-hand side, when the time is increasing and decreasing, are formulated in the
unified form, similarly to ordinary differential equations. The form is convenient for
searching new sufficient conditions, which may provide the qualitative properties
required by future applications. Theorems 2.3.1, 2.3.3, 2.4.1, 2.7.1, 2.7.3, 2.7.6,
2.7.7, as well as Definition 2.7.2, which uses the set-interval d.x0; ı/; are published
for the first time.

In addition, we want to make the following two important remarks:

1. It is the first time that the differential equation with impulses is given in the form

x0 D f .t; x/;

�xjtD�i
D Ji .x/; (2.36)

in the present book. Commonly the system

x0 D f .t; x/; t 6D �i ;

�xjtD�i
D Ji .x/; (2.37)

has been used [95, 142]. The system (2.36) is more adequate to the motion with
discontinuities than (2.37), since it does not ignore the existence of the left deriva-
tive at the points of discontinuity.
We should say to the reader that system (2.36) can be accepted as (2.37) and
vise versa. So, one can read our book considering (2.36) as equation of the type
(2.37), for convenience. That is, assuming that inequality t 6D �i is involved in
the first line of (2.36). Moreover, introduction of the new form, (2.36), changes
nothing in all proofs of the theory.

2. In [95] (see also [46]), the initial condition x.t0C/ D x0 is considered. This
excludes a jump at the initial moment, when a solution is continued to the right.
In our book we keep the initial condition in its classical form x.t0/ D x0;

[142]. Thus, we have achieved the maximal parallelism with ordinary differential
equations theory in proofs as well as in notations.



Chapter 3
Stability and Periodic Solutions of Systems
with Fixed Moments of Impulses

3.1 Definitions of Stability

Let us consider a differential equation with impulses,

x0.t/ D f .t; x/;

�xjtD�i
D Ji .x/; (3.1)

which is defined on the set 
: In this section we assume that I D Œ0;1/; and
�i ! 1 as i ! 1: Let �.t/ be a solution of (3.1) such that � W I ! G:

Definition 3.1.1. The solution �.t/ is stable if to any � > 0 and t0 2 I there corre-
sponds ı.t0; �/ > 0 such that for any other solution  .t/ of (3.1) with jj�.t0/ �
 .t0/jj < ı.t0; �/ we have jj�.t/�  .t/jj < � for t � t0:

Definition 3.1.2. The solution �.t/ is uniformly stable, if ı.t0; �/ from Definition
3.1.1 can be chosen independently of t0:

Definition 3.1.3. The solution �.t/ is asymptotically stable if it is stable in the
sense of Definition 3.1.1 and there exists a positive number �.t0/ such that if  .t/ is
any other solution of (3.1) with jj�.t0/� .t0/jj < �.t0/; then k�.t/� .t/jj ! 0

as t ! 1:

Definition 3.1.4. The solution �.t/ is uniformly asymptotically stable if it is uni-
formly stable in the sense of Definition 3.1.2, and given � > 0 we can find T .�/ > 0
such that for any other solution  .t/ of (3.1) with jj�.t0/� .t0/jj < �; where � is
independent of t0; we have jj�.t/�  .t/jj < � for t � t0 C T .�/:

Definition 3.1.5. The solution �.t/ is unstable if there exist numbers �0 >0 and
t0 2 I such that for any ı > 0 there exists a solution yı.t/; jj�.t0/ � yı.t0/jj < ı;

of (3.1) such that either it is not continuable to 1 or there exists a moment t1; t1 > t0
such that jjyı.t1/ � �.t1/jj � �0:

M. Akhmet, Principles of Discontinuous Dynamical Systems,
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Example 3.1.1. Consider the following system:

x0 D �2x;
�xjtDi D ˛x; (3.2)

where i 2 Z:

Define the coefficient ˛ 2 R such that the trivial solution x � 0 of the system is:
.a/ stable; .b/ asymptotically stable; .c/ unstable.

Solution. Fix j 2 Z; j � 0: One can find that

x.j C 1/ D x.j /e�2.1C ˛/:

Set q D je�2.1C˛/j: Applying the last formula, we can obtain by recursion that

jx.i/j D jx0jqi ; i � 1:

The last formula implies easily that:

(i) if q D 1 then jx.i/j D jx0j; i � 1I
(ii) if q < 1 then jx.i/j ! 0 as i ! 1I

(iii) if q > 1 then jx.i/j ! 1 as i ! 1:

Now, by using the cases (i)–(iii), we shall prove that the zero solution is stable if
˛ D �1 ˙ e2; asymptotically stable if �1 � e2 < ˛ < �1 C e2; and unstable if
˛ < �1 � e2 or ˛ > �1C e2:

Indeed, if ˛ D �1˙ e2; then q D 1: Fix � > 0 and choose a positive ı such that
ı < �

j1C˛j :
Let us show that jx0j < ı implies jx.t; 0; x0/j < �; t � 0: Since

je�2.1C ˛/j D 1; we have that j1C ˛j > 1 and, consequently,

jx.i/j D jx0j < ı < �

j1C ˛j < �; i � 0:

Moreover, the equality x.iC/ D x.i/.1C˛/ implies that jx.iC/j D jx.i/jj1C˛j <
ıj1C ˛j < �:

On each interval .i; i C 1�; i � 0; the expression jx.t/j is a decreasing function.
Hence, jx.t/j � jx.iC/j < � if i < t � i C 1: The stability of the trivial solution is
proved.

Exercise 3.1.1. Prove that the trivial solution is stable if q < 1:

Assume, now, that �1 � e2 < ˛ < �1C e2: Then q < 1: We have that jx.iC/j D
jx0jqi .1 C ˛/; i � 0; and, hence, x.iC/ ! 0 as i ! 1: Moreover, jx.t/j is a
decreasing function on each interval .i; i C 1�; i � 0: That is, x.t/ ! 0 as t ! 1:

Since the last relation is valid for an arbitrary x0; the zero solution is asymptotically
stable in large.
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If ˛ < �1� e2 or ˛ > �1C e2; then q > 1: Fix � > 0 and an arbitrary ı; ı < �:

Consider the solution x.t/ D x.t; 0; x0/ such that jx0j D ı
2
: If i0 D

�
ln 2�

ı

lnq

�
C 1;

where Œ	� is the greatest integer function, then jx.i/j D ı
2
qi implies that jx.i/j � �;

i � i0: Thus, the trivial solution is unstable.

3.2 Basics of Periodic Systems

Consider system (3.1) assuming that I D R;A D Z; and j�i j ! 1 as ji j ! 1:

Fix positive ! 2 R; p 2 Z:

We shall need the following additional conditions of periodicity:

(C4) f .t C !; x/ D f .t; x/ for all .t; x/ 2 R �GI
(C5) JiCp.x/ D Ji .x/ for all .i; x/ 2 Z �GI
(C6) �iCp D �i C ! for all i 2 Z; (p-property).

If conditions (C4)–(C6) are valid, then (3.1) is called an .!; p/-periodic system.

Exercise 3.2.1. Prove that the system

x0 D �2 cos.�t/x2;

�xjtD�i
D e2.�1/ix; (3.3)

where �i D i C .�1/iC1 1
3
; i 2 Z; is .2; 2/-periodic.

A function �.t/ 2 PC.R; �/ is a piecewise continuous !-periodic function (or just
a periodic function) if

�.t C !/ D �.t/;

for all t 2 R: Denote by PCp, the set of all periodic functions from PC.R/:
Exercise 3.2.2. If �.t/ 2 PCp and the set of discontinuity moments � of this func-
tion is not empty, then prove that there exist a positive real number ! and an integer
p such that .C6/ is valid.

Exercise 3.2.3. Prove that every function �.t/ 2 PCp :

(a) is bounded on RI
(b) is uniformly continuous on the union of intervals of continuity;
(c) satisfies �.t C k!/ D �.t/; for all .t; k/ 2 R � Z; if ! is its period.

Lemma 3.2.1. If �.t/ 2 PC.R; �/ is a solution of .!; p/-periodic system (3.1),
then �.t C k!/; k 2 Z; also satisfies the system.

Proof. Denote  .t/ D �.t C k!/; k 2 Z: We have that

d .t/

dt
D d�.t C k!/

d.t C k!/

d.t C k!/

dt
D f .t C k!; �.t C k!// D f .t;  .t//:
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One can also see that the jump equation is satisfied. Indeed,

� jtD�i
D  .�iC/�  .�i / D �.�i C k!C/ � �.�i C k!/ D

�.�iCkpC/� �.�iCkp/ D JiCkp.�.�iCkp// D Ji .�.�i C k!// D Ji . .�i //:

The lemma is proved. ut
Theorem 3.2.1. (Poincaré criterion) Assume that conditions (C4)–(C6) are valid
and f .t; x/ satisfies a local Lipschitz condition. A solution �.t/ 2 PC.R; �/ of
(3.1) is !-periodic if and only if �.0/ D �.!/:

Proof. Necessity of the theorem is obvious. Let us prove sufficiency. Write  .t/ D
�.t C !/: By Lemma 3.2.1,  .t/ is a solution of (3.1). Moreover,  .0/ D
�.0/ D �.!/: That is,  and � are solutions with one and the same initial values.
Consequently,  .t/ D �.t/; t 2 R; i.e., �.t C !/ D �.t/; t 2 R: The theorem is
proved. ut
Exercise 3.2.4. Explain, why we do not impose any conditions on the impulsive
functions J in the last theorem.

Example 3.2.1. For system (3.2), find values of the coefficient ˛ such that all solu-
tions are 1-periodic. Investigate stability of these solutions.

Solution. Using the formula x.i/ D x0q
i ; i � 0; and the Poincaré criterion one can

obtain that all solutions of (3.2) are 1-periodic functions if and only if

x0 D x0e�2.1C ˛/:

That is, all solutions of the system

x0 D �2x;
�xjtDi D .e2 � 1/x (3.4)

are 1-periodic.
Let �.t/ be a 1-periodic solution of (3.4) and  .t/ be another solution of the

system. Verify that the difference �.t/ �  .t/ is also a solution of (3.4). Since the
trivial solution of (3.4) is stable, solution �.t/ is also stable.

Exercise 3.2.5. By using the periodicity of all solutions and the continuous depen-
dence of solutions on the initial value prove that the solution �.t/ is stable.

Example 3.2.2. Investigate periodicity and stability of solutions of the following
system:

x0 D 0;

�xjtDi D �x C 1

x
; (3.5)

where .t; x/ 2 R � R:
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Solution. It is not difficult to see that

x.i C 1/ D 1

x.i/
; (3.6)

if x.t/ is a solution such that x.i/ 6D 0; i 2 Z:

Let x.t/ D x.t; t0; 0/ be a solution of (3.6) with j �1 < t0 � j for some j 2 Z:

We have that x.t/ D 0; if t 2 Œt0; j � and it is not continuable beyond t D j:

Consider solutions with a nonzero initial value. Fix x0 > 0: One can verify that

x.t/ D

8̂
<
:̂
x0; t0 � t � j;
1
x0
; j < t � j C 1;

x0; j C 1 < t � j C 2:

(3.7)

is a solution such that x.t0/ D x0: Proceeding, one can see that x.t/ is continuable
as a 2-periodic solution, and

x.t/ D
(

1
x0
; j C 2i < t � j C 2i C 1;

x0; j C 2i C 1 < t � j C 2.i C 1/;
(3.8)

where i 2 Z:

Thus, every solution with a positive initial value is a 2-periodic function. Let us
investigate stability of this solution. Assume that Nx.t/ D x.t; 0; Nx0/ is a neighbor
solution. Fix � > 0; and choose

ı D minf�; x0
2
;

�x20
1C �x0

g:

Let jx0 � Nx0j < ı: Then Nx0 > x0 � ı > 0:
1. If t0 � t � j; then

jx.t/ � Nx.t/j D jx0 � Nx0j < ı � �:

2. If j < t � j C 1; then

jx.t/ � Nx.t/j D j 1
x0

� 1

Nx0 j D jx0 � Nx0j
x0 Nx0 <

ı

x0.x0 � ı/ � �:

3. If j C 1 < t � t0 C 2; then again we have that

jx.t/ � Nx.t/j D jx0 � Nx0j < ı � �:

Now, the periodicity of x.t/ and Nx.t/ implies that jx.t/ � Nx.t/j < � for all t � t0:

That is, x.t/ is a stable solution.



30 3 Stability and Periodicity

Exercise 3.2.6. Verify that a solution x.t/ D x.t; t0; x0/; x0 < 0; of (3.5) is
continuable on R; 2-periodic and stable.

Exercise 3.2.7. [141] Consider the following system:

x0 D 1C x2;

�xjtD�i
D �1; (3.9)

where �i D i �
4
; i 2 Z: Prove that:

(i) the solution x.t; 0; 1/ of (3.9) is �
4

-periodic;
(ii) every solution of (3.9) is unstable.

Notes

The main results of the chapter were published in [137–141].



Chapter 4
Basics of Linear Systems

4.1 Linear Homogeneous Systems

We start discussion of linear impulsive systems with the following differential
equation:

x0 D A.t/x;

�xjtD�i
D Bix; (4.1)

where .t; x/ 2 R � R
n; �i ; i 2 Z; is a B-sequence, such that j�i j ! 1 as ji j ! 1:

We suppose that the entries of n � n matrix A.t/ are from PC.R; �/; real valued
n � n matrices Bi ; i 2 Z; satisfy

det.I C Bi / 6D 0; (4.2)

where I is the identical n � n matrix.

Theorem 4.1.1. Every solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 R � R
n; of (4.1) is

unique and continuable on R:

Proof. There exists j 2 Z such that �j�1 < t0 � �j : Assume that t0 < �j : Since
A.t/ 2 PC.R; �/; the matrix is continuous on Œt0; �j �: That is why, the solution x.t/
exists and unique on this interval as the solution �.t; t0; x0/ of the linear homoge-
neous ordinary differential equation

x0 D A.t/x: (4.3)

If t0 D �j ; then the solution starts with a jump. Next, we have that x.�jC/ D .I C
Bj /x.�j /: Construct the following system (see Remark 2.3.1):

x0 D Ae.t/x; (4.4)

where Ae.t/ D A.t/ if t ¤ �i ; and Ae.�i / D A.�iC/; i 2 Z:

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 4, c� Springer Science+Business Media, LLC 2010
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Solution x.t/ is equal to the solution  .t; �j ; x.�jC// of (4.4) on the interval
.�j ; �jC1�: The solution exists, unique and continuable on .�j ; �jC1�: Similarly we
can obtain the proof for all t � t0:

Let us consider t � t0: Equation (4.3) has the unique solution �.t; t0; x0/ on the
interval .�j�1; t0�; and x.t/ D �.t; t0; x0/: Obviously, we have that x.�j�1C/ D
�.�j�1; t0; x0/: Solving the equation

x.�j�1C/ D .I C Bj�1/x.�j�1/;

one can find
x.�j�1/ D .I C Bj�1/�1x.�j�1C/:

Next, we have that x.t/ D �.t; �j�1; x.�j�1// on the interval .�j�2; �j�1�; where
�.t; �j�1; x.�j�1// is the unique solution of (4.3). Proceeding in this way one can
complete the proof for all t � t0: The theorem is proved. ut
Exercise 4.1.1. Consider system (4.1) with A.t/ 2 PCr.J; �/; J � R: Prove that
every solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 J �R

n; of (4.1) is unique, continuable
on J; and x.t/ 2 PC1r .J; �/:

Hint: Use Theorem 4.1.1, Definitions 2.1.4, 2.1.5, and Exercise 2.3.1.

Exercise 4.1.2. Suppose that the entries of A.t/ belong to PC.J; �/; J � R: Prove
that every solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 J � R

n; of (4.1) is unique, con-
tinuable on J; and x.t/ 2 PC1.J; �/:

Lemma 4.1.1. The set X of all solutions of (4.1) is a linear space.

Proof. Let x1.t/; x2.t/ W R ! R
n; be two solutions of (4.1). We shall show that

˛x1.t/C x2.t/; ˛ 2 R; is also a solution of (4.1).
Indeed, we first have that

.˛x1.t/C x2.t//
0 D ˛x0

1.t/C x0
2.t/ D ˛A.t/x1.t/C A.t/x2.t/

D A.t/.˛x1.t/C x2.t//:

It means that the linear combination satisfies the differential equation. Moreover, for
a fixed i 2 Z one can obtain that

�.˛x1 C x2/jtD�i
D ˛x1.�iC/C x2.�iC/ � ˛x1.�i / � x2.�i / D

˛�x1jtD�i
C�x2jtD�i

D ˛Bix1.�i /CBix2.�i / D Bi .˛x1.�i /C x2.�i //:

Thus, the equation of jumps is also satisfied by the linear combination of solutions.
The lemma is proved. ut
Lemma 4.1.2. The linear space X has dimension n:

The proof of this lemma is the same as that of Theorem 4.2 [60].
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Let xi .t/; i D 1; 2; : : : ; n; be a basis of the space X : It is called a fundamental
system of solutions of (4.1).

Set xi .t/W D .x1i ; x
2
i ; : : : ; x

n
i /; i D 1; 2; : : : ; n; and consider the matrix

X.t/ D

0
BBBB@

x11 x12 : : : x
1
n

x21 x22 : : : x
2
n

: : :

xn1 xn2 : : : x
n
n

1
CCCCA :

The matrix X.t/ is called a fundamental matrix of solutions (a fundamental matrix)
of (4.1).

Exercise 4.1.3. Prove the following theorem.

Theorem 4.1.2. A set of solutions x1.t/; x2.t/; : : : ; xn.t/; of (4.1) is a fundamental
system if and only if detX.t/ 6D 0; for all t 2 R:

Denote by X.t; s/; t; s 2 R; a fundamental matrix of (4.1) such that X.s; s/ D I;
s 2 R: We shall call it a transition matrix.

Exercise 4.1.4. Let X.t/ be a fundamental matrix of (4.1). Show that X.t; s/ D
X.t/X�1.s/ for all t; s 2 R:

It is useful to to solve the following two problems.

Example 4.1.1. Construct a fundamental matrix of (4.1) using the transition matrix
U.t; s/ of (4.3) and matrices Bi ; i 2 Z:

Solution. Since all solutions of (4.1) are defined on R and the solution of the initial
value problem is unique, assume, without loss of generality, that t0 D 0 and fix
k 2 Z such that �k�1 < 0 � �k : Denote X0 D X.0/:

Using the extension procedure of solutions, which is described in Sect. 2.3, one
can find that

X.t/ D

8̂
ˆ̂̂̂̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

X0; if t D 0;

U.t; �p/.I CBp/U.�p; �p�1/ : : :
U.�kC1; �k/.I CBk/U.�k�1; t0/X0; if �k � �p < t � �pC1;
U.t; t0/X0; if t0 � t � �k;

U.t; �l/.I C Bl /
�1U.�l ; �lC1/ : : :

U.�k�1; �k�1/.I C Bk�1/�1U.�k�1; 0/X0; if �l�1 < t � �l � �k�1;
U.t; t0/X0; if �k�1 < t � 0:

(4.5)

From the last formula it is not difficult to see that detX.t/ 6D 0 for all t 2 R:

Example 4.1.2. Construct the transition matrix X.t; s/ of (4.1), using the transition
matrix U.t; s/ of (4.3) and matrices Bi ; i 2 Z:
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Solution. We have found above that X.t; s/ D X.t/X�1.s/; where X.t/ is a
fundamental matrix that could be defined by (4.5). Obviously, there exist several
possible situations for t and s in R: Let us consider only one of them. Namely,
assume that �k � �p < t � �pC1 and �l�1 < s � �l � �k�1: Then, using (4.5)
one can find that

X.t; s/ D X.t/X�1.s/ D U.t; �p/.I C Bp/U.�p; �p�1/ : : :

: : : U.�kC1; �k/.I C Bk/U.�k�1; t0/X0ŒU.t; �l/.I C Bl/
�1U.�l ; �lC1/ : : :

: : : U.�k�1; �k�1/.I C Bk�1/�1U.�k�1; 0/X0��1 D
U.t; �p/.I C Bp/U.�p; �p�1/ : : : U.�kC1; �k/.I C Bk/U.�k�1; t0/X0 �

X�1
0 U.0; �k�1/.I C Bk�1/ : : : U.�l ; s/ D U.t; �p/.I C Bp/U.�p; �p�1/ : : :

: : : .I C Bl/U.�l ; s/:

Thus, we have obtained that

X.t; s/ D U.t; �p/.I C Bp/U.�p; �p�1/ : : : .I C Bl /U.�l ; s/: (4.6)

So, the transition matrix in this particular case is defined. We propose to the reader
to derive the formula (4.6) directly, using the common procedure of extension of
solutions of Sect. 2.3 and the condition X.s; s/ D I:

Example 4.1.3. Construct the fundamental matrix X.t/; X.0/ D I of the system

x0
1 D �x2;
x0
2 D x1;

�x1jtDi D kx1;

�x2jtDi D kx2: (4.7)

Solution. First, consider the case t � 0: It is known that

U.t; s/ D
�

cos.t � s/ � sin.t � s/
sin.t � s/ cos.t � s/

�
;

is a transition matrix of the system

x0
1 D �x2;
x0
2 D x1; (4.8)

for all t; s 2 R:
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Using (4.6) one can find that

X.t; s/ D
�

cos.t � �p/ � sin.t � �p/
sin.t � �p/ cos.t � �p/

��
1C k 0

0 1C k

�
�

�
cos.�p � �p�1/ � sin.�p � �p�1/
sin.�p � �p�1/ cos.�p � �p�1/

��
1C k 0

0 1C k

�
�

	 	 	
�

cos.�k�/ � sin.�k�/
sin.�k�/ cos.�k�/

�
; (4.9)

where �k�1 < 0 � �k; �p < t � �pC1:
The matrix �

1C k 0

0 1C k

�

commutes with any another matrix. Moreover,

�
cos˛ � sin ˛
sin ˛ cos˛

��
cosˇ � sinˇ
sinˇ cosˇ

�
D
�

cos.˛ C ˇ/ � sin.˛ C ˇ/

sin.˛ C ˇ/ cos.˛ C ˇ/

�
;

for arbitrary ˛; ˇ 2 R: Consequently,

X.t/ D
�

cos t � sin t
sin t cos t

�
.1C k/i.Œ0;t//: (4.10)

Similarly, one can find that if t < 0; then

X.t/ D
�

cos t � sin t
sin t cos t

�
.1C k/�i.Œt;0//: (4.11)

Finally, we have that

X.t/ D

8̂̂
ˆ̂̂̂
ˆ̂̂̂̂
<̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂:

 
1 0

0 1

!
; t D 0;

�
cos t � sin t
sin t cos t

�
.1C k/i.Œ0;t//; t > 0

�
cos t � sin t
sin t cos t

�
.1C k/�i.Œt;0//; t < 0:

(4.12)

Exercise 4.1.5. Apply (4.12)

(a) to verify that formula X.t; s/ D X.t/X�1.s/ is valid for all t; s 2 RI
(b) to analyze stability of the zero solution, varying the coefficient k:
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Exercise 4.1.6. Consider a solution x.t; 0; x0/ of the following linear system:

x0
1 D �x2;
x0
2 D x1;

�x1jtD2�i D �x1;
�x2jtD2�i D x2: (4.13)

Show that there are values of x0 2 R
2; such that the solution does not exist on

.�1; 0�: Explain this result.

Example 4.1.4. [142] Consider the system

x0 D Ax;

�xjtD�i
D Bx; (4.14)

where constant matrices A;B are such that AB D BA: Let � be an eigenvalue
of matrix A; and x0 be the correspond eigenvector. Prove that x.t/ D e	.t�t0/
.I C B/i.Œt0;t//x0; t � 0; is a solution of (4.14), such that x.t0/ D x0:

Solution. To verify that the proposed function is a solution, one should check that
it satisfies the differential equation and equation of jumps. Let us begin with the
differential equation. We have that

x0.t/ D �e	.t�t0/.I C B/i.Œt0;t//x0 D e	.t�t0/.I C B/i.Œt0;t//�x0 D

e	.t�t0/.I C B/i.Œt0;t//Ax0 D Ae	.t�t0/.I C B/i.Œt0;t//x0 D Ax.t/:

Now, fix i 2 Z: Then for the given function one can see that

�xjtD�i
D x.�iC/ � x.�i / D e	.�i �t0C/.I C B/i.Œt0;�i C//x0 � e	.�i �t0/

� .I CB/i.Œt0;�i //x0

D Œe	.�i �t0C/.I C B/� e	.�i �t0/I�.I C B/i.Œt0;�i //x0

D Œ.I CB/ � I�e	.�i �t0/.I C B/i.Œt0;�i //x0 D Bx.�i /:

Thus, e	.t�t0/.I C B/i.Œt0;t//x0 is a solution. The initial condition can be verified
easily.

Exercise 4.1.7. Use the result of the last example to determine a real valued solution
of (4.14) if the eigenvalue is a complex number.

Exercise 4.1.8. Assume that the real parts of all eigenvalues of the matrix
AC ln.I CB/ are negative, and there exists a positive number � such that
i� � �i � .i C 1/�; i 2 Z: Use the last two results to prove that there exist
positive numbers N and !; such that jjX.t; s/jj � N e�!.t�s/; t � s; where X.t; s/
is the transition matrix of the system (4.14). Evaluate the numbersN and !:
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Example 4.1.5. Investigate asymptotic behavior of solutions of the system

x0 D ax;

�xjtD�i
D bx; (4.15)

where t; x 2 R; i 2 Z; coefficients a and b are real numbers, b 6D �1; j�i j ! 1 as
ji j ! 1:

Solution. Since the equation is linear, x.t; 0; x0/ D x.t; 0; 1/x0: So, it is sufficient
to consider the behavior of x1.t/ D x.t; 0; 1/; the fundamental solution of (4.15).
We shall consider the following cases.

(a) First, let us discuss the problem with �i D i!; i 2 Z;where! is a fixed positive
real number. Applying (4.5), one can find that

x1.t/ D
�

eat .1C b/i.Œ0;t//; t � 0;

eat .1C b/�i.Œt;0//; t < 0:
(4.16)

Then

jx1.t/j D
(

e.1�f t
! g/ ln j1Cbje.aC ln j1Cbj

! /t ; t � 0;

e�f t
!

g ln j1Cbje.aC ln j1Cbj
!

/t ; t < 0:
(4.17)

where ftg D t � Œt �: Let � D a C ln j1Cbj
!

: From (4.17) it follows that there are
positive numbersm and M such that

me
t � jx1.t/j � M e
t ; t 2 R (4.18)

and
� D lim

t!1
1

t
ln jx1.t/j: (4.19)

That is, � is an exponent of x1.t/ and, consequently, it is the exponent of (4.15).
Using (4.17) one can make the following conclusions:

(i) if � > 0; then every nonzero solution x.t/ of (4.15) satisfies jx.t/j ! 1
as t ! 1; and jx.t/j ! 0 as t ! �1I

(ii) if � < 0; then every nonzero solution x.t/ of (4.15) satisfies jx.t/j ! 0 as
t ! 1; and jx.t/j ! 1 as t ! �1I

(iii) if � D 0; then all solutions of (4.15) are functions bounded on R:

(b) Assume that �iC1 � �i D !; i 2 Z; where ! is a positive real number. Prove
yourself that the solution x1.t/ D x.t; 0; 1/ of (4.15) and the number � D
a C ln j1Cbj

!
satisfy relations (4.18) and (4.19).

(c) Assume that the sequence �i ; i 2 Z; satisfies a more general condition than in
(a) and (b). Namely, assume that the following limit:

lim
t�s!1

i..s; t//

t � s D q � 0

exists.
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It is obvious that if x.t/ D x.t; s; x0/; x.s/ D x0 is a solution of (4.15), then
x.t/ D x.t; s/x0; where

x.t; s/ D
�

ea.t�s/.1C b/i.Œs;t//; t � s;

ea.t�s/.1C b/�i.Œt;s//; t < s:
(4.20)

is the transition “matrix” of (4.15).
So, it is sufficient to analyze x.t; s/ if one wants to investigate the asymptotic

behavior of solutions of (4.15).
Fix � > 0 and set �1 D �

ln j1Cbj : There exists a positive number T .�1/ such that
if t � s � T .�1/, then

q � � <
i.Œs; t �/

t � s
< q C �:

That is, each interval with the length T .�1/ has at most Œ.q C �/T .�1/� points of �:
Consequently, there exist

M.�/ D sup
0�t�s�T

ea.t�s/j1C bji.Œs;t//

and
m.�/ D inf

0�t�s�T ea.t�s/j1C bji.Œs;t//:
Hence,

m.�/e.˛��1/.t�s/ � jx.t; s/j � M.�/e.˛C�1/.t�s/; t � s; (4.21)

where ˛ D aC q ln j1C bj:
Exercise 4.1.9. Investigate asymptotic behavior of solutions of (4.15) if � is
a finite set.

Exercise 4.1.10. Solve the following problems.

1. Prove that (4.21) implies

˛ D lim
t�s!1

1

t � s
ln jx.t; s/j: (4.22)

2. Prove analogs of (4.21) and (4.22) if t � s < 0:
3. Let the following relation be valid:

sup
s2R

lim
t�s!1

i..s; t//

t � s D q � 0; (4.23)

and set ˛ D a C q ln j1C bj:
Prove that

˛ D lim
t�s!1

1

t � s
ln jx.t; s/j:
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4. Assume that for some numbers p 2 N; ! 2 R; ! > 0; condition .C6/ of
Chap. 3 is fulfilled. Applying the Poincaré criterion, find a sufficient condition
for !-periodicity of all solutions of (4.15).

5. Let the following system be given:

x0 D ax;

�xjtD�i
D bix; (4.24)

where t; x 2 R; a and bi are real coefficients. Assume that there exist limits

lim
t�s!1

i.Œs; t �/

t � s
D q; lim

i!1 j1C bi j D ˇ:

Show that all solutions of the system tend to the zero as t ! 1 if aCq lnˇ < 0:

The adjoint system. Consider, besides (4.1), the linear system of impulsive differen-
tial equations

y0 D P.t/y;

�yjtD�i
D Qiy: (4.25)

where .t; y/ 2 R � R
n; and the sequence �i ; i 2 Z; is the same as in (4.1). We

suppose that entries of the matrix P.t/ belong to PC.R; �/; the real valued n � n

matricesQi ; i 2 Z; satisfy
det.I CQi / 6D 0: (4.26)

One can easily see that all solutions of system (4.25) exist on R and are unique.

Definition 4.1.1. Systems (4.1) and (4.25) are mutually adjoint if any two solutions
x.t/ and y.t/ of these equations satisfy

< x.t/; y.t/ >D c; (4.27)

where t 2 R; < 	; 	 > is the scalar product and c is a real constant, which depends
on these solutions.

Exercise 4.1.11. Prove that systems (4.1) and (4.25) are mutually adjoint if and
only if any two solutions x.t/ and y.t/ of these systems satisfy conditions:

(a) d<x.t/;y.t/>
dt

D 0I
(b) � < x.t/; y.t/ > jtD�i

�< x.�iC/; y.�iC/ > � < x.�i /; y.�i / >D 0;

i 2 Z:

Theorem 4.1.3. Systems (4.1) and (4.25) are mutually adjoint if and only if
P.t/ D �AT .t/ andQi D �.I C BTi /

�1BTi :

Proof. Sufficiency. It is easily seen that entries of matrix �AT .t/ belong to
PC.R; �/: Moreover, we have that I � .I C BTi /

�1BTi D .I C BTi /
�1
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.I C BTi � BTi / D .I C BTi /
�1 is not a singular matrix for an integer i: Conse-

quently, each solution of the system exists on R: Next, we will apply the results of
the last exercise to prove the sufficiency. We have that

d < x.t/; y.t/ >

dt
D< x0.t/; y.t/ > C < x.t/; y0.t/ >D< A.t/x.t/; y.t/ > C

< x.t/;�A.t/T y.t/ >D< x.t/; .A.t/T � A.t/T /y.t/ >D< x.t/; 0 >D 0:

Moreover, if i 2 Z; then

� < x.t/; y.t/ > jtD�i
D< x.�iC/; y.�iC/ > � < x.�i /; y.�i / >D

< x.�iC/ � x.�i /; y.�iC/ > C < x.�i /; y.�iC/ � y.�i / >D
< .Bix.�i /; y.�iC/ > C < x.�i /;�.I C BTi /

�1BTi y.�i / >D
< x.�i /; .B

T
i .I�.ICBTi /�1BTi //�.ICBTi /�1BTi /y.�i / >D< x.�i /; 0 >D 0:

The sufficiency is proved. ut
Necessity. Assume that systems (4.1) and (4.25) are adjoint. Consider arbi-
trary solutions x.t/ and y.t/ of these systems. By Exercise 4.1.11 we have that
< x.t/; y.t/ >0D 0 and � < x.t/; y.t/ > jtD�i

D 0; i 2 Z: Consequently,
< x; .AT .t/CP.t//y >D 0; t 2 R and< x; ..ICBTi /�1BTi CQi /y >D 0; i 2 Z;

for arbitrary x; y 2 R
n: The last two expressions imply that P.t/ D �AT .t/; and

Qi D �.I C BTi /
�1BTi : Indeed, let us verify the second equation. Assume on the

contrary, that .ICBTi /�1BTi CQi 6D 0; for some i 2 Z: Then one can find a vector
Ny 2 R

n such that ..I CBTi /
�1BTi CQi / Ny 6D 0: If x D ..I CBTi /

�1BTi CQi / Ny;
then < x; ..I C BTi /

�1BTi C Qi / Ny > 6D 0; and the last inequality contradicts the
previous conclusion. Consequently, .I C BTi /

�1BTi C Qi D 0: The lemma is
proved. ut
Exercise 4.1.12. Prove that XT .t/�1 is a fundamental matrix of the adjoint system
(4.25) if X.t/ is a fundamental matrix of (4.1).

Linear exponentially dichotomous systems. Fix a natural numberm; 0 < m < n:

Suppose that there exist m and .n�m/-dimensional hyperplanesXC.t/ and X�.t/
of R

n respectively such that if x.t/ is a solution of (4.1) and x.t/ 2 XC.t/, then
kx.t/k � a1kx.s/ke��1.t�s/, �1 < s � t < C1 and, if x.t/ 2 X�.t/, then
kx.t/k � a2kx.s/ke�2.t�s/; �1 < s � t < C1: Here aj , �j , j D 1; 2; are
positive constants. Then (4.1) is said to be an exponentially dichotomous linear im-
pulsive system.

Assume that the matrix A.t/ is bounded on R: Let us show that by a piecewise-
continuous Lyapunov transformation system (4.1) can be reduced to a box-diagonal
system, i.e., a system splitting into two equations:

d	

dt
D P1.t/	; �	jtD�i

D Q1
i 	; (4.28)
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and

d

dt
D P2.t/; �jtD�i

D Q2
i : (4.29)

By applying the Gram–Schmidt process one can obtain a linear transformation
x.t/ D U.t/y.t/; y D .	; /; which takes system (4.3) to the form

d	

dt
D P1.t/	;

d

dt
D P2.t/; (4.30)

on each interval of continuity .�i ; �iC1/; i 2 Z: Matrix U.t/ is continuous
on the union of intervals .�i ; �iC1/; i 2 Z; and is uniformly bounded on the
set together with matrices dU.t/=dt; U�1.t/: For each �i one can continue
U.�i / D U.�i�/: That is, U.t/ is a Lyapunov piecewise continuous matrix [142].
Since solutions of impulsive differential equations are left-continuous functions,
x.�i / D U.�i /y.�i / for all i: Let X.t/ be the fundamental matrix of (4.1),
which is used to define U.t/; U.t/ D X.t/S.t/; S.t/ D diag.SC; S�/: Then
U.�iC/ D X.�iC/S.�iC/ D .I C Bi /X.�i /S.�iC/ and U.�i / D X.�i/S.�i /:

Subtract from the first equality the second one to obtain �U jtD�i
D .I C Bi /

X.�i /�S CBiU.�i / or

U�1.�iC/ŒBiU.�i /��U � D U�1.�iC/.I CBi /X.�i /�S:

It implies that

U�1.�iC/ŒBiU.�i /��U � D �S�1.�iC/�S:
That is, Qi D U�1.�iC/ŒBiU.�i / ��U �; i 2 Z; are box-diagonal matrices. Con-
sequently, using the transformation x D U.t/y in the equation �xjtD�i

D Bix;

we obtain that �yjtD�i
D Qiy: Denoting Qi D diag.Q1

i ;Q
2
i /; we arrive to the

system of equations (4.28) and (4.29). Next, one can obtain that there exist positive
constantsK; � such that

kX1.t; s/k � K exp.��.t � s//; t � s; (4.31)

and
kX2.t; s/k � K exp.�.t � s//; t � s; (4.32)

whereX1.t; s/ andX2.t; s/ are transition matrices of (4.28) and (4.29) respectively.

4.2 Linear Nonhomogeneous Systems

Consider the following system:

y0 D A.t/y C f .t/;

�yjtD�i
D Biy C Ji ; (4.33)
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where .t; x/ 2 R � R
n; an infinite sequence �i satisfies j�i j ! 1 as ji j ! 1: It is

assumed that there exists a positive constant � such that �iC1 � �i � �: Moreover,
real valued entries of the matrix A.t/ are from PC.R; �/; bounded on R; and real
valued n � n matrices Bi ; i 2 Z; satisfy (4.2). Coordinates of the vector-function
f .t/ W R ! R

n belong to PC.R; �/; and Ji ; i 2 Z; is a sequence of vectors from
R
n: We assume that

sup
t

jjf jj C sup
i

jjJ jj D NM < 1: (4.34)

Repeating identically the proof of Theorem 4.1.1, one can check that the following
assertion is valid.

Theorem 4.2.1. Every solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 R � R
n; of (4.33) is

unique and continuable on R:

The general solution of (4.33). Fix .t0; x0/ 2 R � R
n: Let X.t/; X.t0/ D I; be a

fundamental matrix of (4.1), associated with (4.33). Let us apply to system (4.33)
the transformation y D X.t/z; where z 2 R

n is a new variable, depending on t: We
have that X.t/z0 CX 0.t/z D A.t/X.t/z C f .t/ or

z0.t/ D X�1.t/f .t/: (4.35)

If t D �i ; for some i 2 Z; then the substitution implies that

X.�iC/z.�iC/ �X.�i /z.�i / D BiX.�i/z.�i /C Ji ;

and

X.�iC/.z.�iC/ � z.�i //C .X.�iC/ � X.�i//z.�i / D BiX.�i /z.�i /C Ji :

Since X.�iC/ �X.�i / D BiX.�i /; the last formula yields that

�zjtD�i
D X�1.�iC/Ji ; i 2 Z: (4.36)

Thus, combining (4.35) with (4.36), y.t/ is a solution of (4.33) if and only if z.t/ D
X�1.t/y.t/ is a solution of the system

z0.t/ D X�1.t/f .t/
�zjtD�i

D X�1.�iC/Ji : (4.37)

Exercise 4.2.1. Prove that the coordinates of X�1.t/f .t/ belong to PC.R; �/:

A solution z.t/ D z.t; t0; z0/ of (4.37) can be easily found, similarly to the results
of Sect. 2.7,

z.t/ D
(

z0 C R t
t0
X�1.s/f .s/ds CP

t0��i<t
X�1.�iC/Ji ; t � t0;

z0 C R t
t0
X�1.s/f .s/ds �P

t��i<t0
X�1.�iC/Ji ; t < t0:

(4.38)



4.2 Nonhomogeneous Systems 43

Now, taking into account that y0 D X.t0/z0 D z0; and making the inverse substitu-
tion one can derive that

x.t; t0; x0/D

8̂̂
<̂
ˆ̂̂:

X.t/x0 C
tR
t0

X.t/X�1.s/f .s/dsCPt0��i<t
X.t/X�1.�iC/Ji ; t � t0;

X.t/x0 C
tR
t0

X.t/X�1.s/f .s/ds�Pt��i<t0
X.t/X�1.�iC/Ji ; t < t0:

If the fundamental matrix is not necessarily the unit matrix at t D t0; then one
can write

x.t; t0; x0/ D

8̂
ˆ̂<
ˆ̂̂:

X.t; t0/x0 C
tR
t0

X.t; s/f .s/dsC P
t0��i<t

X.t; �iC/Ji ; t � t0;

X.t; t0/x0 C
tR
t0

X.t; s/f .s/ds � P
t��i<t0

X.t; �iC/Ji ; t < t0:

(4.39)

Last two formulas define the general solution of the linear nonhomogeneous system
(4.33).

Example 4.2.1. Consider the following system:

y0 D ay C f .t/;

�yjtD�i
D by C wi ; (4.40)

where t; y 2 R; a and b; b 6D �1; are real constants, f 2 PC.R; �/;wi 2 R; i 2 Z:

Assume that
sup
t

jf j C sup
i

jwi j D M < 1:

We suppose that � is a B-sequence, and there exists the limit

lim
t�s!1

i.Œs; t �/

t � s D q � 0:

Write ˛ D a C q ln j1C bj; and assume that ˛ 6D 0:

Let us show that (4.40) admits a unique solution y0.t/ bounded on R: Consider
˛ > 0: Results of Example 4.1.5, .c/ imply that there exist positive constants ˇ;K
such that

jx.t; s/j � Keˇ.t�s/; t � s; (4.41)

jx.t; s/j � K�1eˇ.t�s/; t � s; (4.42)

where x.t; s/ is the fundamental solution of (4.15). The solution y.t/ D y.t; 0; y0/

of (4.40) has the form

y.t/ D x.t; 0/y0 C
tZ
0

x.t; s/f .s/ds C
X

0��i<t

x.t; �iC/wi
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or

y.t/ D x.t; 0/Œy0 C
tZ
0

x.0; s/f .s/ds C
X

0��i<t

x.0; �iC/wi �: (4.43)

The last formula and condition (4.42) imply that the solution is bounded only if

y0 D �
1Z
0

x.0; s/f .s/ds �
X

0��i<1
x.0; �iC/wi : (4.44)

Let us show that the integral and sum in the last formula are convergent. Using
(4.41) we have that

j
1Z
0

x.0; s/f .s/dsj � MK

ˇ
< 1:

Further, one can obtain that

j
X

0��i<1
x.0; �iC/wi j � MK

X
0��i<1

e�ˇ�i :

Fix � > 0: Then i.Œs; t �/ � .q C �/.t � s/; if t � s � T .�/ for some positive T .�/:
Thus, every interval of the length T .�/ consists of not more than Œ.qC �/.t � s/�

elements of �: Hence,

X
0��i<1

e�ˇ�i �
1X
iD0
.q C �/T .�/e�iˇT .�/ D .q C �/T .�/

1

1 � eˇT .�/
:

Thus, the integral and sum are convergent. Using the value of y0 in (4.43) one can
find that

y0.t/ D �
1Z
t

x.t; s/f .s/ds �
X

t��i<1
x.t; �iC/wi : (4.45)

If � > 0 is fixed, then one can obtain that

jy0.t/j � MKŒ
1

ˇ
C .q C �/T .�/

1

1 � eˇT .�/
� < 1; (4.46)

for all t 2 R:

Exercise 4.2.2. Solve the following problems.

1. Verify that (4.46) is valid;
2. Show, directly, that y0.t/ is a solution of (4.40);
3. Prove that y0.t/ is a unique solution of (4.40) bounded on R:
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Exercise 4.2.3. Assume that ˛ < 0 in the last example. Prove that

y0.t/ D
tZ

�1
x.t; s/f .s/ds C

X
t<�i

x.t; �iC/wi

is a unique solution of (4.40) bounded on R:

In the rest of this section, we shall develop the results of the last example and exer-
cise to the most general case. Consider system (4.33) again assuming that associated
homogeneous system (4.1) is exponentially dichotomous. That is, there exists a
linear transformation U.t/; which reduces (4.1) to (4.28) and (4.29). Apply the
substitution in (4.33) and obtain the following system of linear nonhomogeneous
impulsive differential equations:

d	

dt
D P1.t/	 C f1.t/;

�	jtD�i
D Q1

i 	 C J 1i ; (4.47)

d

dt
D P2.t/C f2.t/;

�jtD�i
D Q2

i C J 2i ; (4.48)

where x D U.t/y; y D .	; /; matrices P1; P2;Q1
i ;Q

2
i ; are defined in (4.28) and

(4.29), and .f1; f2/ D U�1.t/f; .J 1i ; J 2i / D U�1.�iC/Ji : On the basis of the
assumptions made above, we have that

sup
t

jj.f1; f2/jj C sup
i

jj.J 1i ; J 2i /jj D M < 1:

Theorem 4.2.2. If the associated linear homogeneous system (4.1) is exponen-
tially dichotomous and (4.34) is valid, then there exists a unique solution of (4.33)
bounded on R:

Proof. It is sufficient to show that functions

	.t/ D
tZ

�1
X1.t; s/f1.s/ds C

X
�1<�i<t

X1.t; �iC/J 1i ; (4.49)

and

.t/ D �
1Z
t

X2.t; s/f2.s/ds �
X

t��i<1
X2.t; �iC/J 2i : (4.50)
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are components of a unique bounded solution of the system of equations
(4.47) and (4.48).

(i). We start with (4.49). First of all one has that

jj	.t/jj �
tZ

�1
Ke��.t�s/MdsC

X
�1<�i<t

Ke��.t��i/M � KMŒ
1

�
C 1

1 � e��� �:

That is, both the integral and infinite sum are convergent uniformly for all t;
and the function 	 is bounded on R: Differentiating, we have that

	 0.t/ D X1.t; t/f1.t/C
tZ

�1
X 0
1.t; s/f1.s/ds C

X
�1<�i<t

X 0
1.t; �iC/J 1i D

f1.t/C
tZ

�1
P1.t/X1.t; s/f1.s/ds C

X
�1<�i<t

P1.t/X1.t; �iC/J 1i DP1.t/	.t/C f1.t/:

Fix j 2 Z and verify that

�	jtD�j
D 	.�jC/�	.�j / D

�j CZ
�1

X1.�jC; s/f1.s/dsC
X

�1<�i<�j C
X1.�jC; �iC/J 1i �

�jZ
�1

X1.�j ; s/f1.s/ds�
X

�1<�i<�j

X1.�j ; �iC/J 1i D
�jZ

�1
Q1
i X1.�j ; s/f1.s/dsC

X
�1<�i<�j

Q1
i X1.�j ; �iC/J 1i C J 1j D Q1

j 	.�i /C J 1j :

Thus, 	 is a solution of (4.49). Assume that the equation has another solu-
tion �.t/ bounded on R: Then, the difference 	 � � is a bounded solution of
the system (4.28). The general solution of the equation is X1.t; t0/	0: The
inequality 1 D jjIjj � jjX1.t; s/jjjjX1.s; t/jj implies that jjX1.s; t/jj �
K�1e�.t�s/; s � t: That is, jjX1.t; t0/jj ! 1; as t ! �1; and (4.28) admits
a unique bounded solution, 	 � 0: Hence, � D 	:

(ii). Consider the function ; now. Evaluating

jj.t/jj �
1Z
t

Ke�.t�s/Mds C
X

t��i<1
Ke�.t��i/M � KMŒ

1

�
C 1

1 � e��� �;
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we obtain that  is a bounded function. To show that it is a solution of (4.50),
substitute the function in the system. We have that

0.t/ D X2.t; t/f2.t/ �
1Z
t

X 0
2.t; s/f2.s/ds �

X
t��i<1

X 0
2.t; �iC/J 2i D

f2.t/�
1Z
t

P2.t/X2.t; s/f2.s/ds�
X

t��i<1
P2.t/X2.t; �iC/J 2i D P2.t/.t/Cf2.t/:

Fix j 2 Z; and obtain that

�jtD�j
D �

1Z
�j C

X2.�jC; s/f2.s/ds �
X

�j C��i<1
X2.�jC; �iC/J 2i C

1Z
�j

X2.�j ; s/f2.s/ds C
X

�j ��i<1
X2.�j ; �iC/J 2i D �

1Z
�j

Q2
i X2.�j ; s/f2.s/ds�

X
�j ��i<1

Q2
i X2.�j ; �iC/J 2i � .�Jj / D Q2

i .�i /C Jj :

That is,  is a solution of (4.50). Uniqueness of this solution can be verified in
the same way as that of 	.t/: The theorem is proved. ut

4.3 Linear Periodic Systems

In this section the basic information on the important subject, existence of periodic
solutions and their stability is discussed. We investigate linear homogeneous and
nonhomogeneous systems with periodic coefficients. Consider (4.1) assuming this
time that it is .!; p/-periodic system. That is, A.t/ is an !-periodic matrix-function,
Bi is a p-periodic sequence of matrices, and �iCp D �i C ! for all i 2 Z; that is
the sequence � has the p-property. If det.I C Bi / 6D 0; i 2 Z; then, by results of
Sect. 4.1, there exists a fundamental matrix X.t/ of (4.1).

Exercise 4.3.1. Prove the following assertions.

1. If sequence � has the p-property then for arbitrary a 2 R there exist p numbers,
a � 	1 < 	2 < : : : < 	p < a C !; such that for each �i 2 � one can find
uniquely an integer k and a number 	j ; which satisfy �i D 	j C k!I

2. The matrix X.t C !/ is also a fundamental matrix of (4.1) and

X.t C !/ D X.t/X.!/; (4.51)

for all t 2 RI
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3. It is true that

X.t C !/X�1.s C !/ D X.t/X�1.s/; (4.52)

for all t; s 2 R:

If X.t/ is a fundamental matrix with X.0/ D I; then X.!/ is called a monodromy
matrix and the eigenvalues of the monodromy matrix are multipliers. Denote the
multipliers by �i ; i D 1; 2; : : : ; n: The role of multipliers for linear periodic systems
is identical to one of eigenvalues for linear systems with constant coefficients. To
emphasize the role we can introduce the special numbers, exponents, which are
equal to �i D 1

!
Ln�i ; i D 1; 2; : : : ; n:

Thus, multipliers are solutions of the equation

det.X.!/� �I/ D 0; (4.53)

and exponents are solutions of the equation

det.
1

!
LnX.!/ � �I/ D 0: (4.54)

Theorem 4.3.1. A number � is a multiplier of (4.1) if and only if there exists a
solution x.t/ of the system such that x.t C !/ D �x.t/:

The proof of the last theorem replicates that of the similar theorem for ordinary
differential equations [59].

Exercise 4.3.2. Prove that .!; p/-periodic system (4.1) has a periodic solution with
period k!; k D 1; 2: : : : ; if and only if the k-th power of a multiplier equals to one.

Exercise 4.3.3. Use the result of Exercise 4.1.12 to prove the following assertion.

Theorem 4.3.2. [142] System (4.1) has r; 1 � r � n; linearly independent
!-periodic solutions if and only if the adjoint system

y0 D �AT .t/y;
�yjtD�i

D �.I C BTi /
�1BTi y (4.55)

has r; 1 � r � n; linearly independent !-periodic solutions.

Suppose systems (4.1) and (4.55) have r; 1 � r � n; linearly independent
!-periodic solutions. Denote those of (4.55) as  j .t/; j D 1; 2; : : : ; r: Consider
the problem of existence of periodic solutions of the following .!; p/-periodic non-
homogeneous system:

y0 D A.t/y C f .t/;

�xjtD�i
D Biy C Ji : (4.56)



4.3 Periodic Systems 49

In what follows, we denote by PC!.�/ � PCp the set of all functions of fixed
period ! and with sequence of discontinuity moments �:

Exercise 4.3.4. Prove that the following assertion is valid.

Theorem 4.3.3. [142] Assume that homogeneous system (4.1) has r; 1 � r � n;

linearly independent !-periodic solutions. System (4.56) admits an !-periodic
solution if and only if

Z !

0

<  j .t/; f .t/ > dt C
pX
iD1

<  j .�i /; Ji >D 0; (4.57)

for all j D 1; 2; : : : ; r: In this case, system (4.56) has r-parametric family of
!-periodic solutions.

Let us introduce matrices P D 1
!

LnX.!/ and F.t/ D X.t/e�P t : By applying
(4.51), we find that

F.t C !/ D X.t C !/e�P.tC!/ D X.t/X.!/e�P.tC!/ D F.t/:

That is, F.t/ 2 PC!.�/:

Exercise 4.3.5. Prove that the following assertions are valid.

1. F 2 PC1.R; �/:
2. j detF.t/j � m; for some positive numberm and all t 2 R:

3. F�1.t/; t 2 R; exists, and its entries are from PC!.�/:

The following result is a basic one for the Floquet theory.

Theorem 4.3.4. The substitution x D F.t/y transforms (4.1) to the system with
constant coefficients,

dy

dt
D Py: (4.58)

Proof. First, we have that

F.t/y0CF 0.t/yDX.t/e�P ty0CŒX 0.t/e�P tCX.t/.�P/e�P t �yDA.t/X.t/e�P ty

or X.t/e�P ty0 D X.t/Pe�P ty: Cancellations in both parts of the last equality
give us

y0 D Py:

Moreover,
F.�iC/y.�iC/ � F.�i /y.�i / D BiF.�i /y.�i /;

or
F.�iC/�yjtD�i

C .F.�iC/ � F.�i //y.�i / D BiF.�i /y.�i /;

for a fixed i 2 Z:
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Since F.�iC/ � F.�i / D BiF.�i /; the last formula yields that

�yjtD�i
D 0:

That is, y.t/ satisfies (4.58). The theorem is proved. ut
Exercise 4.3.6. Using the results of Exercise 4.3.5 prove that the following asser-
tions are valid.

1. System (4.1) has a bounded solution if and only if (4.58) does.
2. System (4.1) is uniformly stable if and only if (4.58) is.
3. System (4.1) is uniformly asymptotically stable if and only if (4.58) is.
4. System (4.1) is unstable if and only if (4.58) is.
5. If system (4.1) is unstable then it has an unbounded solution.
6. If system (4.1) is stable then it is uniformly stable.
7. If system (4.1) is asymptotically stable then it is uniform asymptotically stable.

Exercise 4.3.7. Prove that the exponents �i D 1
!

Ln�i ; i D 1; : : : ; n; are eigen-
values of the matrix P:

Exercise 4.3.8. Using Exercises 4.3.6 and 4.3.7 prove that the following theorem is
valid.

Theorem 4.3.5. [142] The periodic system (4.1) is:

(i) uniformly stable if and only if all multipliers satisfy j�i j � 1; i D 1; : : : ; n;

and Jordan cells of the monodromy matrix, which correspond to multipliers
with unit absolute values, have order one;

(ii) uniformly asymptotically stable if and only if all multipliers lie inside of the
unite circle of the complex plane;

(iii) unstable if there exists a multiplier with absolute value larger than one.

Consider the following linear nonhomogeneous system

dx

dt
D A.t/x C f .t/;

�xjtDti D Bix C Ii ; (4.59)

whereA.t/; f .t/ 2 PC!.�/; Bi ; Ii ; i 2 Z; are p-periodic sequences. That is, (4.59)
is an .!; p/-periodic system. Let (4.1) be the linear homogeneous system associated
with (4.59). Denote by X.t; s/ the transition matrix of this system, and let �i ; i D
1; : : : ; n; be the exponents of system (4.1).

Theorem 4.3.6. If the real parts of the exponents �i ; i D 1; : : : ; n; do not vanish,
then (4.59) has a unique !-periodic solution, which is uniformly asymptotically
stable as soon as all of the exponents have negative real parts.
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Proof. Apply the Floquet transformation x D F.t/y to (4.59). Then one can easily
find that

dy

dt
D Py C F�1.t/f .t/;

�yjtD�i
D F�1.�iC/Ii : (4.60)

Exponents �i ; i D 1; : : : ; n; are eigenvalues of the matrix P: Therefore, there is a
constant nonsingular matrix S such that the transformation x D F.t/Sz reduces
(4.59) to

d z

dt
D ƒz C g.t/;

�zjtD�i
D Vi ; (4.61)

whereƒ D diag.ƒC; ƒ�/ is a constant box-diagonal matrix, Re�j .ƒC/ < 0, j D
1; : : : ; m;Re�j .ƒC/ > 0, j D m C 1; : : : ; n; the integer m satisfies 0 � m � n;

and

ƒ D S�1F �1.t/ŒA.t/ � dF.t/

dt
F �1.t/�F .t/S;

g.t/ D S�1F �1.t/f .t/; Vi D S�1F �1.�iC/Ii :
One can easily see that (4.61) is an .!; p/-periodic system. Set g D .gC; g�/;
Vi D .V C

i ; V
�
i /; z D .zC; z�/; such that system (4.61) has the form

d zC

dt
D ƒCzC C gC.t/;

�zCjtD�i
D V C

i ; (4.62)

d z�C
dt

D ƒ�z� C gC.t/;

�z�jtD�i
D V �

i ; (4.63)

If � D min1�j�n jRe�j .ƒ/j C �; where � is a positive number, then there exists
a number K D K.�/;K > 1, such that jjeƒCt jj � Ke��t ; t � 0; and jjeƒ�t jj �
Ke�t ; t � 0: By Theorem 4.2.2, there is a unique bounded solution z.t/ D .zC; z�/
of the system,

zC.t/ D
tZ

�1
eƒC.t�s/gC.s/ds C

X
�1<�i<t

eƒC.t��i /V C
i ; (4.64)

z�.t/ D �
1Z
t

eƒ�.t�s/g�.s/ds �
X

t��i<1
eƒ�.t��i /V �

i : (4.65)
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So, it is sufficient to check that z.t/ is !-periodic. Consider the question only for
zC; as for z� the verification is very similar. We have that

zC.t C !/ D
tC!Z

�1
eƒC.tC!�s/gC.s/ds C

X
�1<�i<tC!

eƒC.tC!��i /V C
i D

tZ
�1

eƒC.tC!�.sC!//gC.s C !/ds C
X

�1<�i<t

eƒC.tC!�.�i C!//V C
iCp D

tZ
�1

eƒC.t�s/gC.s/ds C
X

�1<�i<t

eƒC.t��i /V C
i D zC.t/:

The theorem is proved. ut
Next, let us consider the periodic systems applying the Green’s function con-

cept. Let (4.59) be again an .!; p/-periodic system, and X.t/; X.0/ D I; be the
fundamental matrix of the associated homogeneous system (4.1). Without loss of
generality we assume that �i 6D 0; i 2 Z: Hence, �i 6D !; i 2 Z: In what follows,
we assume that det.I � X.!// 6D 0 and introduce a Green’s function

G.t; s/ D
�
X.t/ŒI � X.!/��1X�1.s/; 0 � s < t � !;

X.t C !/ŒI � X.!/��1X�1.s/; 0 � t � s � !:
(4.66)

Theorem 4.3.7. The following properties are valid.

1. G0
t .t; s/ D A.t/G.t; s/; t 6D sI

2. �G.t; s/jtD�j
D G.�jC; s/ �G.�j ; s/ D BjG.�j ; s/; s 6D �j ; j 2 ZI

3. G.sC; s/ �G.s; s/ D I; s 6D �i ; i D 1; 2; : : : ; pI
4. G.0; s/�G.!; s/ D 0; s 2 Œ0; !/I
5. G.0; !/�G.!; !/ D I:

Exercise 4.3.9. Prove the last theorem.

Exercise 4.3.10. Using the last theorem, verify that the function

x.t/ D
Z !

0

G.t; s/f .s/ds C
X

0<�i<!

G.t; �iC/Ii (4.67)

is an !-periodic solution of (4.59).

Theorem 4.3.8. If the associated homogeneous system (4.1) does not admit a non-
trivial !-periodic solution, then (4.59) has a unique !-periodic solution equals
(4.67).
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Proof. The solution x.t/ 0f the initial value problem (4.59) and x.t0/ D x0 is
equal to

x.t/ D X.t/x0 C
Z t

0

X.t/X�1.s/f .s/ds C
X

0<�i<t

X.t/X�1.�iC/Ii :

The Poincaré criterion implies that x.t/ is a unique !-periodic solution of (4.59) if
and only if x0 satisfies the equation

ŒI � X.!/�x0 D
Z !

0

X.!/X�1.s/f .s/ds C
X

0<�i<!

X.!/X�1.�iC/Ii

uniquely. That is,

x0 D ŒI � X.!/��1Œ
Z !

0

X.!/X�1.s/f .s/ds C
X

0<�i<!

X.!/X�1.�iC/Ii �:

Use the vector to obtain

x.t/ D X.t/.I �X.!//�1Œ
Z !

0

X.!/X�1.s/f .s/ds C
X

0<�i<!

X.!/X�1.�iC/Ii �

C
Z t

0

X.t/X�1.s/f .s/ds C
X

0<�i<t

X.t/X�1.�iC/Ii :

Now, use the periodicity of the solution and write

x.t/ D X.t/Œ

Z !

0

X.!/X�1.s/f .s/ds C
X

0<�i<!

X.!/X�1.�iC/Ii �C

Z t

0

X.t/X�1.s/f .s/ds C
X

0<�i<t

X.t/X�1.�iC/Ii D

Z t

0

ŒX.t/.I �X.!//�1X.!/X�1.s/CX.t/X�1.s/�f .s/dsC
X

0<�i<t

ŒX.t/.I � X.!//�1X.!/X�1.�iC/CX.t/X�1.�iC/�IiC

Z !

t

X.t/.I �X.!//�1X�1.s/f .s/dsC
X

t��i<!

X.t/.I �X.!//�1X�1.�iC/Ii D

Z t

0

ŒX.t C !/.I � X.!//�1X�1.s/CX.t/X�1.s/�f .s/dsC
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X
0<�i<t

ŒX.t C !/.I � X.!//�1X�1.�iC/CX.t/X�1.�iC/�IiC

Z !

t

X.t/.I �X.!//�1X�1.s/f .s/dsC
X

t��i<!

X.t/.I �X.!//�1X�1.�iC/Ii D

Z !

0

G.t; s/f .s/ds C
X

0<�i<!

G.t; �iC/Ii :

The theorem is proved. ut

Notes

Basics of linear impulsive systems and periodic equations were investigated in
[78, 111, 138–142]. Linear nonhomogeneous systems with impulses, existence of
periodic and almost periodic solutions using reduction to discrete equations and
theory of generalized functions were investigated in [75]. Gram–Schmidt orthonor-
malization method for impulsive linear systems was applied in [33].



Chapter 5
Nonautonomous Systems with Variable
Moments of Impulses

5.1 Description of Systems

Let G � R
n be an open and connected set, I an open interval in R; and A an

interval in Z: We consider the following system:

x0 D f .t; x/;

�xjtD�i .x/ D Ji .x/; (5.1)

where .t; i; x/ 2 I �A�G; the function f .t; x/ is continuous on I �G; functions
Ji are defined on G; and �i .x/; i 2 A; are continuous on G functions.

The system combines the differential equation

x0 D f .t; x/; (5.2)

and the equation of jumps

�xjtD�i .x/ D Ji .x/: (5.3)

The differential equation (5.2) satisfies the condition (M0), Chap. 2. Moreover, the
following assumptions are fulfilled:

(N1) there exist positive numbers �; N� such that � < �iC1.x/ � �i .x/ < N� for all
i 2 A; x 2 GI

(N2) for all i 2 A and x 2 G; there exist real numbers ˛i ; ˇi 2 I such that
˛i � �i .x/ � ˇi I

(N3) �i .x C Ji .x// � �i .x/ for all i 2 A and x 2 GI
(N4) if 	.t; �i .c/; c C Ji .c//; c 2 G; i 2 A; is a solution of (5.2), then t 6D

�i .	.t; �i .c/; c C Ji .c/// for all t > �i .c/:
(N5) if .t; �i .c/; c/; c 2 G; i 2 A; is a solution of (5.2), then t 6D �i ..t; �i .c/; c//

for all t < �i .c/:

For simplicity of notation, denote by �i � I � G the surface t D �i .x/; and Gi
subregion of I � G between �i and �iC1; i 2 A: More precisely, Gi D f.t; x/ W
�i .x/ < t � �iC1.x/; x 2 Gg:

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 5, c� Springer Science+Business Media, LLC 2010
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The last five conditions are important for the next analysis. The condition (N1)
guarantees that discontinuity moments of any solution of (5.1) format aB-sequence.
Conditions (N1) with (N2) imply that each solution which intersects surfaces�j and
�k; j < k � 1; must intersect all surfaces �i ; j < i < k; between the two. By con-
dition (N4), each solution of (5.1) may intersect every surface of discontinuity �i at
most once. Indeed, if �i is the first meeting moment of the solution x.t/with the sur-
face, then for t > �i the solution is equal to the solution 	.t; �i ; x.�i /C Ji .x.�i ///

of (5.2), and it cannot intersect the surface again, since of (N4). The phenomenon,
when each solution meets every surface of discontinuity at most once is called the
“absence of beating”, and we will discuss the concept in the next section. Conditions
(N1),(N3) imply that the point .t; x.t// after a meeting with a surface t D �i .x/

jumps in the region between surfaces t D �i .x/ and t D �iC1.x/: In general, (N1)–
(N4) produce circumstances which allow us to keep the order of intersection of the
surfaces of discontinuity by a solution. This order helps us to have well-formulated
assertions as well as comprehensive proofs of the theory. We shall need condition
(N5) for the left extension of solutions. Condition (N1) can be weakened for some
special cases. For example, condition infG �i .x/ ! 1; as i ! 1; is sufficient if
we consider the increasing t:

The equation of jumps (5.3) is different from that of Chap. 2 since the solutions
have discontinuities not at moments of intersection with the planes t D �i ; but at
moments of intersection with surfaces t D �i .x/; i 2 A: That is, the moments are
not prescribed, and not known until one starts to look for a certain solution of the
impulsive system. That is why, we shall call system (5.1) a system with variable
moments of impulses. Obviously, different solutions of the system have, in general,
different moments of discontinuities.

5.2 Existence, Uniqueness, and Extension

In this section, we consider extension of solutions of the impulsive system, local
existence, and uniqueness theorems. It is useful if the reader remembers the defini-
tions of maximal intervals and the extension of solutions made in the Sect. 2.1 as it
helps to understand the next discussion better. To shorten it, in the sequel, we denote
by �.t; �; z/; .�; z/ 2 I � G; a solution of ordinary differential equation (5.2) with
�.�; �; z/ D z; and let x.t/ D x.t; t0; x0/ be a solution of (5.1) with x.t0/ D x0:

Suppose the point .t0; x0/ does not belong to any of the surfaces of discontinuity.
Let us say, it is lying between the surfaces �j and �jC1; for a fixed j 2 A (see
Fig. 5.1).

Similarly to the equation with fixed moments of impulses, we consider both di-
rections of the extension:

(a) t is increasing and t � t0I
(b) t is decreasing and t � t0:
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Γj Γj+1
Γj+2

(t0, x0)

t

x

Fig. 5.1 Extension of a solution of system (5.1)

Consider the case .a/: Let Œt0; r/; r 2 R or r D 1; be the maximal right interval
of existence of the solution �.t; t0; x0/: If t 6D �jC1.�.t; t0; x0// for all t 2 Œt0; r/;
then Œt0; r/ is the maximal interval of existence of x.t/: Otherwise, there exist solu-
tions of equation t D �jC1.�.t; t0; x0//: Denoting the least of them �jC1; we have
that x.t/ D �.t; t0; x0/ for t 2 Œt0; �jC1�: Particularly, x.�jC1/ D �.�jC1; t0; x0/:
Further, if …jC1x.�jC1/ 2 G; then x.�jC1C/ D …jC1x.�jC1/: Taking into
account that .�jC1; x.�jC1C// is an interior point of I � G; we can proceed the
solution �.t; �jC1; x.�jC1C// on some maximal interval Œ�jC1; r/: Since of (N4),
the last solution cannot meet the surface �jC1 again. There are two alternatives
now. If t 6D �jC2.�.t; t0; x0//; t 2 Œt0; r/; then Œt0; r/ is the maximal right interval
of existence of x.t/: Otherwise, we denote by �jC2 the least solution of the equa-
tion t D �jC2.�.t; t0; x0//; and x.t/ D �.t; �jC1; x.�jC1C// on Œ�jC1; �jC2�:
Proceeding in this way one can find the right maximal interval of existence
for x.t/:

Consider the case .b/ now. That is, t � t0: The point .t0; x0/ lies, with a neigh-
borhood, in Gj : By condition (M0), there is the left maximal interval of existence
of �.t; t0; x0/: Denote by .l; t0� the interval. Consider the system

…j z D �.tC; t0; x0/;
t D �j .z/; (5.4)

where �.tC; t0; x0/ is the right limit at the moment t; if it exists. If (5.4) is not
solvable with respect to t 2 .l; t0� and z 2 G; and t 6D �j .�.t; t0; x0// for all t;
l < t � t0; then .l; t0� is a left maximal interval of x.t/: Otherwise, we denote by s
the maximal among numbers t such that t D �j .�.t; t0; x0// and t 2 .l; t0�: Now, if
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(5.4) is not solvable with respect to t 2 Œs; t0� and z 2 G; then .s; t0� is a left maximal
interval of x.t/:Otherwise, if (5.4) has a solution, (it may have several solutions, and
even infinitely many solutions), then choose one of them and denote it by �j ; x.�j /:
We set x.t/ D �.t; t0; x0/ for all t 2 .�j ; t0�: Particularly, x.�jC/ D �.�j ; t0; x0/:

Next, consider the solution �.t; �j ; x.�j // to the left of t D �j : This solution will
not meet the surface �j again. (Why?) Let .l; �j �; l 2 R or l D 1; be the left
maximal interval of existence of �.t; �j ; x.�j //: If t 6D �j�1.�.t; �j ; x.�j // for all
t; l < t � �j ; and the equation

…j�1z D �.tC; �j ; x.�j //;
t D �j�1.z/; (5.5)

does not have a solution t 2 .l; �j �; z 2 G; then .l; t0� is a left maximal interval of
existence of x.t/: Otherwise, we denote by s the maximal among numbers t such
that t D �j�1.�.t; �j ; x.�j /// and t 2 .l; �j �: If (5.5) is not solvable with respect to
t; z; t 2 Œs; t0�; then a left maximal interval of existence of x.t/ is .s; t0�: Otherwise,
(5.5) has solutions, and we choose one of them and denote it by �j�1; x.�j�1/:
Moreover, x.t/ D �.t; �j ; x.�j //; t 2 .�j�1; �j �: Proceeding the discussion in this
way, we shall determine a left maximal interval of x.t/:

Unite the left and right maximal intervals to obtain the maximal interval of x.t/:

Example 5.2.1. Discuss the problem of a maximal interval of x.t/ D x.t; t0; x0/ if
.t0; x0/ belongs to one of the surfaces �i :

Solution. Fix i such that t0 D �i .x0/: If t is increasing, and x0 C Ji .x0/ 2 G;

then the solution starts with the jump x.t0C/ D x0 C Ji .x0/: So, the solution
is continuable to the right, as it was described above, in the case .a/: Otherwise,
x0 C Ji .x0/ 62 G; and the right end-point of the maximal interval of existence is t0:
If t decreases, then conditions (N1),(N2) imply that the solution exists for t < t0;

and the further discussion is the same as that of case .b/:

From the last discussion it follows that each solution x.t/ of (5.1) is a function from
PC.J; �/; where J is the interval of existence of this solution, and � � J is the
sequence of discontinuity moments of the solution.

Remark 5.2.1. The moment of intersection of a solution x.t/ and a surface �i is a
moment of discontinuity. Even if Ji .x.�i // D 0:

Next three assertions are generalized versions of Theorems 2.3.2, 2.3.3, and
2.3.4, and they can be proved easily if one yields the analysis just made above.

Theorem 5.2.1. (Local existence theorem) Suppose the function f .t; x/ is contin-
uous on I � G; and …iG � G; i 2 A: Then for each .t0; x0/ 2 I � G; there is a
number ˛ > 0; such that a solution x.t; t0; x0/ of (5.1) exists in the open interval
.t0 � ˛; t0 C ˛/:
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Theorem 5.2.2. Suppose conditions (M0),(N1)–(N5) are valid. Then each solution
of (5.1) has a maximal interval of existence and for this interval the following alter-
natives are possible:

(1) it is an open set .˛; ˇ/ such that any limit point of the set .t; x.t// as t tends to
an end point of the maximal interval is a boundary point of I �GI

(2) it is a half-open interval .˛; ˇ�; where ˇ D �j .x.ˇ// for some j 2 A; and any
limit point of the set .t; x.t// as t ! ˛ is a boundary point of I �GI

(3) it is a half-open interval .˛; ˇ�; where ˛ D �i .x.˛// and ˇ D �j .x.ˇ// for
some i; j 2 A: The limit x.˛C/ exists and it is an interior point of G:

(4) it is an open set .˛; ˇ/ such that any limit point of the set .t; x.t// as t ! ˇ

belongs to the boundary of I �G; ˛ D �i .x.˛//; the limit x.˛C/ exists and it
is an interior point of G:

In the sequel, the following condition plays an important role.

(N6) If x.t/ is a solution of (5.1) and �j ; j 2 A; is a discontinuity moment, then
the system

…j�1z D �.tC; �j ; x.�j //;
t D �j�1.z/; (5.6)

has at most one solution .t; z/; t < �j ; z 2 G: If �k is the maximal disconti-
nuity moment of x.t/; then the system

…kz D �.tC; s; x.s//;
t D �k.z/; (5.7)

where s > �k; has at most one solution .t; z/; t < s; z 2 G:
Theorem 5.2.3. (Uniqueness theorem) Suppose f .t; x/ satisfies a local Lipschitz
condition, and x.t/ is a solution of (5.1), which satisfies condition (N6). If y.t/ is a
solution of (5.1) such that y.�/ D x.�/ for some � 2 I; then x.t/ D y.t/ for all t;
where both x.t/ and y.t/ are defined.

Exercise 5.2.1. Prove the last three theorems.

Summarizing, one can conclude that the following assertion is valid.

Theorem 5.2.4. Assume that conditions (M0),(N1)–(N5) are fulfilled. Then every
solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 I � G; of (5.1) has a maximal interval of
existence. The solution is unique if condition (N6) is valid. The interval is left-open
and either right-open or right-closed.

5.3 Beating Phenomena and Related Properties

The task of investigation of the global behavior of solutions for equations with non-
fixed moments of impulses is more complex than that of systems with impulses
acting at prescribed moments. A reason for this is the possibility of the ‘beating’ of
solutions against the surfaces of discontinuity.



60 5 Variable Impulse Moments

Let x.t/ be a solution of (5.1). Fix an integer j and assume that x.t/ meets the
surface �j more than once. In other words, assume that equation t D �j .x.t// has
several solutions with respect to t: They are not equal to each other. It is obvious
that if we try to find an integral equation equivalent to (5.1), then the expression
Jj .x.t//; where j is fixed, will be involved in that equation more than one time
with various values of t: This will create certain difficulties in the analysis, excep-
tionally if the number of the members is not predictable. The number is important
if we analyze stability problems, periodicity of solutions, almost periodicity, etc.
That is why it is necessary to find conditions which will provide possibility for so-
lutions to meet the surfaces of discontinuity not more than once, or, more precisely,
exactly once. Conditions (N1),(N3) imply that the point .t; x.t// after the first meet-
ing with a surface t D �i .x/ jumps inside the region between surfaces t D �i .x/

and t D �iC1.x/: By (N4), the integral curve does not intersect the surface �i again.
Obviously, there should be easily verifiable conditions, which guarantee (N4). There
exist several results on the subject of absence of beating [63, 142]. We are going to
consider simple and effective one, which is useful in applications, and which enables
to understand the essence of the phenomena easily.

Let us formulate the following additional conditions:

(N7)
kf .t; x/ � f .t; y/k � lf kx � yk for al l x; y 2 GI

(N8)
kJi .x/ � Ji .y/k � lJ kx � yk for al l i 2 A; x; y 2 GI

(N9)
j�i .x/ � �i .y/j � l�kx � yk for al l i 2 A; x; y 2 G:

In (N7)–(N9), lf ; lJ ; l� are positive constants.
(N10) The inequality

l�Mf < 1

is valid, where Mf D sup
.t;x/2I�G

kf .t; x/k < 1:

Lemma 5.3.1. Suppose the surfaces �i ; i 2 A; and the function f .t; x/ satisfy
conditions (N9) and (N10). Then conditions (N4) and (N5) are valid.

Proof. Let us prove that .N4/ is valid. Assume on the contrary that there is a solu-
tion 	.t/ D 	.t; s; c C Jj .c//; c 2 G; s D �j .c/; j 2 A; of (5.2), which intersects
surface �j at a moment s1; s < s1: We have that

0 < s1 � s D �j .x.s1// � �j .x.s// �

l�k
s1Z
s

f .t; 	.t//dtk � Mf l� .s1 � s/:

The last inequality contradicts (N9).
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Exercise 5.3.1. Prove that (N5) is valid, similarly to that of (N4).

The lemma is proved. ut
Lemma 5.3.2. Assume that conditions (N1) and (N2) are fulfilled and x.t/ W I ! G

is a solution of (5.1). Then x.t/ intersects every surface �i ; i 2 A:
Proof. Assume on the contrary that x.t/ does not intersect �j for some j 2 A:
Condition (N1) implies, without loss of generality, that we may assume the surface
as a unique surface of discontinuity. In other words, A D fj g: Introduce a new
function r.t/ D t � �j .x.t//: As (N2) is valid, there exist ˛; ˇ; ˛ < ˛j � ˇj < ˇ;

such that r.˛/ < 0 < r.ˇ/; and by the continuity of r.t/ there exists a point
� 2 .˛; ˇ/ such that r.�/ D 0: That is, � D �j .x.�//: The lemma is proved. ut

Using the last two lemmas one can formulate the following assertion.

Theorem 5.3.1. Assume that conditions (N1)–(N3), (N8), and (N9) are fulfilled.
Then every solution x.t/ W I ! G of (5.1) intersects each of the surfaces �i ; i 2 A
exactly once.

Besides the last theorem the following general assertion can be formulated.

Theorem 5.3.2. Assume that conditions (N1)–(N4) are fulfilled. Then every solu-
tion x.t/ W I ! G of (5.1) intersects each of the surfaces �i ; i 2 A; exactly once.

Remark 5.3.1. In this book we discuss only systems, which satisfy conditions of
absence of the beating, that is, each solution of a system intersects every surface of
discontinuity not more than once.

Exercise 5.3.2. Solve the following problems.

1. Consider the impulsive system

x0 D 0;

�xjtDiCljxj D �1
2
x; (5.8)

where t; x 2 R; i 2 Z; l is a fixed positive number. Prove that there is no beating
of solutions against the surfaces of discontinuity.

2. Let a solution �.t/ W I ! G; �.t0/ D x0; of (5.1) intersects each of the surfaces
�i ; i 2 A; exactly once at the moment t D �i : Prove that

�.t/ D

8̂
ˆ̂<
ˆ̂̂:

x0 C
tR
t0

f .s; �.s//ds C P
t0��i<t

Ji .�.�i //; t � t0;

x0 C
tR
t0

f .s; �.s//ds � P
t��i<t0

Ji .�.�i //; t < t0:

(5.9)

3. Assume that conditions of Theorem 5.3.1 are valid and a function �.t/ W I ! G

satisfies (5.9), where �i are all points of I such that �i D �i .�.�i //: Prove that
�.t/ is a solution of (5.1) on I:

On the basis of results of the last two exercises, one can formulate the following
assertion.
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Theorem 5.3.3. Assume that conditions (N1)–(N5) are fulfilled. A function x.t/ W
I ! G; x.t0/ D x0; .t0; x0/ 2 I � G; with the sequence of discontinuity moments
f�ig � I; i 2 A; is a solution of (5.1) on I if and only if it satisfies the following
integral equation:

x.t/ D

8̂
ˆ̂<
ˆ̂̂:

x0 C
tR
t0

f .s; x.s//ds C P
t0��i<t

Ji .x.�i //; t � t0;

x0 C
tR
t0

f .s; x.s//ds � P
t��i<t0

Ji .x.�i //; t < t0:

(5.10)

Remark 5.3.2. Obviously, that investigation of the system (5.1) through integral
equations (5.10) is a complex work as the moments of discontinuity are not pre-
scribed. In the next sections, we provide a method which will help to investigate
(5.1) on the basis of an integral equation.

Theorem 5.3.4. Assume that conditions (N8),(N9) are fulfilled and

lJ < 1; Mf l� < 1 � lJ : (5.11)

Then (N6) is valid.

Proof. Assume on the contrary that (N6) is not valid for a solution x.t/ and some
j 2 A: Then there exist vectors z1; z2; z1 ¤ z2; and moments t1; t2; t2 � t1; such
that z1 C Jj .z1/ D x.t1/; t1 D �j .z1/; and z2 C Jj .z2/ D x.t2/; t2 D �j .z2/: If
t2 > t1; then

kz1 � z2k.1 � lJ / � kz1 � z2 C Jj .z1/� Jj .z2/k D k R �j .z2/

�j .z1/
f .s; x.s//dsk

� l�Mf kz1 � z2k:
The last inequality contradicts (5.11). If t2 D t1; then

kz1 � z2k.1 � lJ / � kz1 � z2 C Jj .z1/ � Jj .z2/k D kx.t1/� x.t2/k D 0:

We have another contradiction. The theorem is proved. ut

5.4 The Topology on the Set of Discontinuous Functions

A difficulty of investigation of system (5.1) is that the moments of discontinuity
of distinct solutions do not, in general, coincide. To investigate neighborhoods of
solutions of differential equations with impulses at variable moments, we introduce
the following concepts of closeness for piecewise continuous functions. Various
metrics and topologies for discontinuous functions are described in [7, 32, 75, 90,
142, 147].
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Denote by 1Œa; b�; a; b 2 R; the interval Œa; b�; whenever a � b and Œb; a�;
otherwise.

Definition 5.4.1. Solutions x1.t/ 2 PC.T1; �1/ and x2.t/ 2 PC.T2; �2/ are said
to be �-equivalent if:

(1) the measure of the symmetric difference of the domains T1 and T2 does not
exceed �;

(2) j�1i � �2i j < � for all i I
(3) the inequality kx1.t/ � x2.t/k < � is valid for all t; which satisfy t 62 2Œ�1i ; �

2
i �

for all i:

Definition 5.4.2. A solution x1.t/ is in the �-neighborhood, � > 0; of a solution
x2.t/ 2 PC.T2; �2/; if either it is continuable on an interval T1; or can be restricted
to an interval, such that the two are �-equivalent.

If x1.t/ and x2.t/ are �-equivalent then x1.t/ is in the �-neighborhood of x2.t/; and
vice versa.

The equivalence of two piecewise continuous functions, when � is small, means
roughly that they have close discontinuity points, and the values of the functions are
close at points that do not lie on intervals between the corresponding discontinuity
points of these functions.

The topology defined with the aid of �-neighborhoods is called the B-topology.
One can easily see that it is Hausdorff and it can be considered also if two solutions
x1 and x2 are defined on a semi-axis or on the entire real axis.

5.5 B-Equivalence: General Case

Consider (5.1), assuming that conditions (N1)–(N3), (N7)–(N10), are valid, �i .x/ D
�i C �i .x/; with j�i .x/j < �; for some positive number � and for all x 2 G; i 2 A:
Fix a number i: Let x0.t/; x0.�i / D x; be a solution of the system

x0 D f .t; x/: (5.12)

Denote by 	i the meeting moment of the solution with the surface of discontinuity so
that 	i D �i C �i .x0.	i //: Let also, x1.t/ be a solution of (5.12) such that x1.	i / D
x0.	i / C Ji .x0.	i //: Assume that it exists on the interval 1Œ�i ; 	i � and define the
following map (see Fig. 5.2),

Wi .x/ D
Z �i

�i

f .u; x0.u//du C Ji .x C
Z �i

�i

f .u; x0.u//du/C
Z �i

�i

f .u; x1.u//du: (5.13)

The mapWi defined for each i is called the B-map.
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Fig. 5.2 Construction
of the map Wi

x0(θi)=x

t=θi t=ξi
t=θi+κi(x)

t

x
x+Wi(x)

x0(t)

x1(t)

Beside (5.1) consider the following system:

x0 D f .t; x/;

�xjtD�i
D Wi .x/: (5.14)

We say that systems (5.1) and (5.14) are B-equivalent in G � R
n if there exists a

set G1 � G such that for each solution x.t/ of (5.1) defined on an interval U; with
discontinuity moments 	i and x.t/ 2 G1; t 2 U; there exists a solution y.t/ W U !
G of (5.14), satisfying

x.t/ D y.t/; t 62 1.	i ; �i � (5.15)

if 	i 6D �i ; and

x.	i / D y.�i / (5.16)

if 	i D �i ; for all i: In particular,

x.�i / D y.�iC/; x.	i / D y.	i / if �i > 	i ; (5.17)

x.�i / D y.�i /; x.	iC/ D y.	i / if �i < 	i : (5.18)

Conversely, for each solution y.t/ of (5.14) with y.t/ 2 G1; t 2 U; there exists
a solution x.t/; t 2 U; of (5.1) such that (5.15)–(5.18) are valid.

Remark 5.5.1. To define Wi it is sufficient if the solution x1.t/ is defined on the
left-open interval 1.�i ; 	i �:

Suppose
sup
I�G

kf .t; x/k C sup
A�G

kJi .x/k D M < 1: (5.19)
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Fix a vector x0 2 G; and real positive numbers h;H D h C �M; NH D h C .1 C
2�/M:We assume that the set kx � x0k � NH is included in G:

Theorem 5.5.1. Suppose (5.1) satisfies all conditions listed above. Then:

(1) functionsWi ; i 2 A; are defined on the set Gh D fx 2 R
n W kx � x0k � hgI

(2) for arbitrary x; y 2 Gh and every i 2 A it is true that

kWi .x/ �Wi .y/k � k.lf ; lJ ; l� /kx � yk; (5.20)

where

k.lf ; lJ ; l� / D lf �Œ.1C lJ /e
�lf C e2�lf .1C lJ .1 �Ml�//.1 �Ml�/

�1�C

lJ C l� .2C lJ /e
�lf M.1 �Ml�/

�1I
(3) systems (5.1) and (5.14) are B-equivalent inGH D fx 2 R

n W kx�x0k � H g;
such that if a solution of (5.1) or (5.14) get values inGh; then the corresponding
solution get values in GH :

Proof. Fix i; and let x0.t/ and x1.t/ be solutions of (5.12), which are mentioned in
(5.13). We have

x0.t/ D x C
Z t

�i

f .u; x0.u//du; t 2 1Œ�i ; 	i �:

Assuming x 2 Gh; and then using the last equation one can find that kx0.t/�x0k <
h C �M D H; if t 2 1Œ�i ; 	i �: Similarly, one check that kx1.t/ � x0k < NH: Thus,
Wi is defined on Gh and part .1/ of the theorem is proved. ut

We fix y 2 Gh; and next, determine Wi .y/: Denote by y0.t/; y0.�i / D y; the
solution of (5.12), and i the meeting moment of y0.t/ with �i : Let y1.t/ be the
solution of (5.12), which satisfies y1.i / D y0.i /C Ji .y0.i //; t 2 Œ�i ; i �: Then

Wi .y/ D
Z �i

�i

f .u; y0.u//du C Ji .y C
Z �i

�i

f .u; y0.u//du/C
Z �i

�i

f .u; y1.u//du: (5.21)

Without loss of generality assume that �i � 	i � i : Using the Gronwall–Bellman
Lemma, one can find that

kx0.t/ � y0.t/k � e�lf kx � yk; (5.22)

if t 2 Œ�i ; 	i �: Then, applying (5.22) and condition (N10) we obtain

i � 	i � l�e
�lf .1 �Ml�/

�1kx � yk: (5.23)
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Moreover, using definition of solutions x1 and y1; we get that

kx1.t/ � y1.t/k � e2�lf .1C lJ .1 �Ml�//.1 �Ml�/
�1kx � yk; (5.24)

if t 2 Œ�i ; 	i �:
Now, subtracting (5.21) from (5.13) yields

Wi .x/ �Wi .y/ D
Z �i

�i

f .u; x0.u//du �
Z �i

�i

f .u; y0.u//du C

Ji .x C
Z �i

�i

f .u; x0.u//du/� Ji .y C
Z �i

�i

f .u; y0.u//du/C
Z �i

�i

f .u; x1.u//du �
Z �i

�i

f .u; y1.u//du D
Z �i

�i

Œf .u; x0.u//� f .u; y0.u//�du C
Z �i

�i

f .u; y0.u//du C

Ji .x C
Z �i

�i

f .u; x0.u//du/� Ji .y C
Z �i

�i

f .u; y0.u//du/C
Z �i

�i

Œf .u; x1.u//� f .u; y1.u//�du C
Z �i

�i

f .u; y1.u//du;

and, using (5.22)–(5.24), we have that

kWi .x/�Wi .y/k �
Z �i

�i

kf .u; x0.u//�f .u; y0.u//kduC
Z �i

�i

kf .u; y0.u//kdu C

lJ Œkx � yk C
Z �i

�i

kf .u; x0.u//� f .u; y0.u//kdu C
Z �i

�i

kf .u; y0.u//kdu�C
Z �i

�i

kf .u; x1.u//� f .u; y1.u//kdu C
Z �i

�i

kf .u; y1.u//kdu �

Z �i

�i

lf kx0.u/� y0.u/kdu CM.i � 	i /C lJ Œkx � yk

C
Z �i

�i

lf kx0.u/� y0.u/kdu CM.i � 	i /�C
Z �i

�i

lf kx1.u/� y1.u/kdu CM.i � 	i / � k.lf ; lJ ; l� /kx � yk:

That is, (5.20) is valid. B-equivalence of the systems follows immediately from the
definition of Wi :
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Now, let us prove that x.t/ 2 Gh; t 2 I; implies y.t/ 2 GH ; t 2 I: Indeed, for
all t 62 1Œ	i ; i �; we have y.t/ D x.t/: Hence, it is sufficient to consider an interval
1Œ	i ; i �; for some fixed i: Assume, for the sake of simplicity, that 	i < i : Then
y.	i / D x.	i / and y.t/ D x.	i /C R t

�i
f .u; y.u//du; t 2 .	i ; i �: Finally,

ky.t/k � kx.	i /k C
Z t

�i

Mdu � hCM� D H;

if t 2 .	i ; i �:
Similarly one can check that y.t/ 2 Gh; t 2 I; implies x.t/ 2 GH ; for all t 2 I:

The theorem is proved. ut
Exercise 5.5.1. Interpret results of the last theorem with � D 0 and l� D 0 W evalu-
ate k.lf ; lJ ; l� / andWi :

Example 5.5.1. Determine a B-equivalent system for the following impulsive
equation:

x0 D 2x;

�xjt 6DiCx D � sin2.x/; (5.25)

where t; x 2 R; i 2 Z:

Solution. Fix i 2 Z: We have that x0.t/ D x.t; i; x/ D xe2.t�i/ is a solution of

x0 D 2x: (5.26)

The moment of intersection of this solution with the line t D i C x has to be found
from t D i C xe2.t�i/: It is equal to �i D i C �.x/; where u D �.x/ is an implicit
function such that

u D xe2u: (5.27)

One can easily see that � is a continuously differentiable function. Thus, we
have that x0.�i / D xe2.x/: Similarly, one can evaluate the solution x1.t/ D
x.t; �i ; x0.�i / � sin2.x0.�i // D .x0.�i / � sin2.x0.�i ///e2.t��i / of (5.26). Finally,
one can find thatWi .x/ D x1.i/�x D � sin2.xe2.x///e�2.x/; and the equivalent
system is

y0 D 2y;

�yjt 6Di D � sin2.ye2.y//e�2.y/: (5.28)

Remark 5.5.2. The method of investigation of qualitative properties of a differen-
tial equation by a reduction to a more simple system is very fruitful for any kind
of equations. One can mention, for instance, the Floquet–Lyapunov transforma-
tion of linear periodic systems, or the method of the first approximation, which
not necessarily must be the approximation by a linear system. Generally speaking,
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the B-equivalence considered in our book is a first approximation. To describe our
approach better, let us start with a more general case. Consider beside system (5.1),
another one,

y0 D g.t; y/;

�yjt 6D�i.y/ D Wi .y/: (5.29)

Assuming that system (5.29) has a specified quality, and differences f � g; � � �;

W � J; are small in some sense, one may make conclusion about that property
for system (5.1). One can call (5.29) a first approximation system. If we restrict
ourself on asymptotic features of the equation, then one can say about comparison
method for systems (5.1) and (5.29) as usually it is named for ordinary differen-
tial equations. We shall use the first approximation systems not only to investigate
asymptotic properties but also for periodic and bounded solutions, smoothness of
solutions, and even chaotic behavior of discontinuous dynamics. Since the equa-
tions with fixed moments of impulses have been well-investigated, it is beneficial
to use them for the approximation. Moreover, we suppose that it will be possible
to consider approximations of higher order in future. So, it is natural to call the
approach the method of reduction to systems with fixed moments of impulses.

Assume that �i .y/ � �i in (5.29), where �i is a sequence of ordered real num-
bers, and consider the following equation:

y0 D g.t; y/;

�yjt 6D�i
D Wi .y/: (5.30)

Let us show, how one may choose the sequence �: If (5.1) has the zero solution,
then �i D �i .0/: If one investigates stability of a solution �.t/ of (5.1), then it is
convenient to set the moments of discontinuity of this solution as �i ; and rewrite the
surfaces of discontinuity as �i .x/ D �i C �i .x/; where �i .x/ D �i .x/ � �i :

5.6 Continuity Properties

In this section, we discuss the continuous dependence by using the B-equivalence
method and the topology in the set of piecewise continuous functions.

Consider system (5.1) on the set
 D I�A�G of points .t; i; x/;whereG � R
n

is an open and connected set, I is an open interval in R; and A is an interval in Z:

Denote by QI D Œa; b� � I a closed finite interval and fix it. Let x.t/ be a solution of
(5.1) such that x.t/ W QI ! G; x.t0/ D x0; .t0; x0/ 2 QI�G; and let �i ; i D m; : : : ; k;

be moments of discontinuity of the solution, that is, �i D �i .x.�i //; i D m; : : : ; k:

Assume that for all x 2 G; a < �m.x/ < : : : < �k.x/ < b; and denote Gi D
f.t; x/ W �i .x/ < t � �iC1.x/; x 2 Gg; i D m; : : : ; k � 1;Gm�1 D f.t; x/ W a <
t � �m.x/; x 2 Gg; Gk D f.t; x/ W �k.x/ < t � b; x 2 Gg: The conditions
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imply that there are small neighborhoods of points .�i ; x.�i //; where the surfaces
of discontinuity have the form �i .x/ D �i C �i .x/; where �i .x/ D �i .x/ � �i and
�i .x.�i // D 0: There exists a positive number � such that j�i .x/j < � for all i , and
the number � is arbitrary small if the neighborhoods are chosen sufficiently small.
Thus, we can claim that all conditions of the last section needed for the reduction to
the system with fixed moments of impulses, that is, �i ; i 2 A; are valid.

Let D.t0; ı/ D f.t0; x/ W kx � x0k < ıg be a disc centered at .t0; x0/; and
d.x0; ı/ D f.t; x0/ W t0� ı < t < t0C ıg be an interval centered at .t0; x0/ with the
radius ı > 0: Fix a number j such that .t0; x0/ 2 Gj : We shall need the following
definitions.

Definition 5.6.1. The solution x.t/ of (5.1) continuously depends on x0 if for an
arbitrary � > 0 there exists ı > 0 such that any other solution Qx.t/ of (5.1) is in the
�-neighborhood of x.t/; as soon as .t0; Qx.t0// 2 D.t0; ı/\Gj :

Definition 5.6.2. The solution x.t/ of (5.1) continuously depends on t0 if to any
� > 0 there corresponds ı > 0 such that any other solution Qx.t/; Qx.Qt0/ D x0; of
(5.1) is in the �-neighborhood of x.t/; as soon as .Qt0; x0/ 2 d.x0; ı/ \Gj :
Using Theorems 2.7.1, 2.7.2, and reduction to the equation with fixed moments of
impulses, one can easily prove that the following assertions, Theorems 5.6.1–5.6.4,
are valid.

Theorem 5.6.1. Suppose conditions (N1)–(N3), (N7)–(N10), are fulfilled. Then the
solution x.t/ of (5.1) continuously depends on t0 and x0; if t0 D a:

Theorem 5.6.2. Suppose conditions (N1)–(N3), (N7)–(N10), (5.11) are fulfilled,
and k.lf ; lJ ; l� / < 1: Then each solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 I � G;

of (5.1) is continuous in t0 and x0 on each closed finite interval, where it is defined.

Remark 5.6.1. Conditions .t0; Qx0/ 2 D.t0; ı/\Gj and .Qt0; x0/ 2 d.x0; ı/\Gj in
Definitions 5.6.1 and 5.6.2 are important. That is, assumptions .t0; Qx0/ 2 D.t0; ı/

or .Qt0; x0/ 2 d.x0; ı/ are not sufficient for the constructive description of the
dependence. Indeed, consider the following simple system,

x0 D 0;

�xjtDx1=2 D �5; (5.31)

where x; t 2 R: Fix solutions x.t/ D x.t; 2; 4/ and x1.t/ D x.t; 2; 4 � �/; 0 <

� < 4: One can easily see that the distance between x.t/ and x1.t/ near t D 2 tends
to 5 as � ! 0:

Exercise 5.6.1. Show that the solution x.t/ D x.t; 2; 4/ of (5.31) is continuously
dependent on the initial value in the sense of Definition 5.6.1.

The last example demonstrates that a careful analysis of ‘closeness’ of solutions
must be done, if one considers equations with variable moments of impulses.
We must be attentive exceptionally, if one considers continuous dependence of a
solution on the right-hand side.
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Beside the (5.1), consider another system

x0 D f .t; x/C �.t; x/;

�xjtD�i .x/C!i .x/ D Ji .x/C Vi .x/; (5.32)

where functions �; !, and V are all continuous.

Definition 5.6.3. The solution x.t/ of (5.1) continuously depends on the right-hand
side of the equation if for an arbitrary � > 0 there exists ı > 0 such that every
solution y.t/ D y.t; t0; x0/; of (5.32) is in the �-neighborhood of x.t/; whenever
k�.t; x/k < ı; kVi .x/k < ı; j!i .x/j < ı for all t; i; x:

Theorem 5.6.3. Suppose (N1)–(N3),(N7)–(N9), and inequalities (5.11), are ful-
filled, k.lf ; lJ ; l� / < 1; and functionsg;W;! satisfy jjg.t; x/�g.t; y/jjCjjWi.x/�
Wi .y/jj C j!i .x/ � !i .y/j � l2jjx � yjj; where l2 is a positive constant, for all
x; y 2 G and .t; i/ 2 I � A; !i .x/ � 0 if i � j; and !i .x/ � 0 if i < j; for all
x 2 G: Then the solution x.t/ of (5.1) continuously depends on the right-hand side
of the equation.

Theorem 5.6.4. Suppose (N1)–(N3),(N7)–(N9), and inequalities (5.11), are ful-
filled, k.lf ; lJ ; l� / < 1; and functions g;W;! are such that !i .x/ � 0; jjg.t; x/ �
g.t; y/jj C jjWi .x/ �Wi .y/jj � l2jjx � yjj; where l2 is a positive constant, for all
x; y 2 G; .t; i/ 2 I � A: Then each solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 I � G;
of (5.1) continuously depends on the right-hand side of the equation on each closed
finite interval, where it is defined.

Exercise 5.6.2. Prove Theorems 5.6.3 and 5.6.4.

Remark 5.6.2. There exists another way of investigation of the continuity in param-
eters and the right-hand side. Indeed, if we suppose that conditions (N1)–(N3),(N7)–
(N9), and inequalities (5.11) are fulfilled, and maps…i are homeomorphisms on G
for all i; then one can prove that the continuous dependence on initial conditions of
the solution x.t/ presents.

5.7 Generalities of Stability

Let us consider system (5.1) again, and assume that conditions (N1)–(N4)
are valid, and I D Œ0;1/;A D f1; 2; : : :g; 0 < �1.x/ < �2.x/ < : : : :

Let x.t/ be a solution of (5.1) such that x.t/ W Œ0;1/ ! G: Denote
G0 D f.t; x/ W 0 � t � �1.x/; x 2 Gg; and Gi ; i � 1; has the sense assigned
above, that is, Gi D f.t; x/ W �i .x/ < t � �iC1.x/; x 2 Gg; i � 1: Moreover, let
D.t0; ı/ D f.t0; x/ W kx � x.t0/k < ıg; where t0 2 I is fixed, be the disc with the
center at .t0; x.t0// and the radius ı > 0: If .t0; x.t0// 2 I � G; then it belongs to
some Gj ; j � 0: Fix this j:



5.7 Generalities of Stability 71

Definition 5.7.1. The solution x.t/ is said to be B-stable if to any � > 0 there
corresponds ı.t0; �/ > 0 such that any other solution y.t/ is in the �-neighborhood
of x.t/ on Œt0;1/; as soon as .t0; y.t0// 2 D.t0; ı/ \Gj :

Definition 5.7.2. The solution x.t/ is said to be uniformly B-stable if ı from
Definition 5.7.1 can be chosen independently of t0 2 I:
Definition 5.7.3. The solution x.t/ is called B-asymptotically stable, if it is B-
stable, and there is � > 0 such that to any � > 0 there corresponds t1.�/ > 0 such
that any other solution y.t/ is in the �-neighborhood of x.t/ on Œt0C t1;1/; as soon
as .t0; y.t0// 2 D.t0; �/\Gj :

Definition 5.7.4. The solution x.t/ is called uniformly B-asymptotically stable, if
it is uniformly B-stable, and the numbers � and t1 from the last definition can be
chosen independently of t0 2 I:
The reader can see that the last definitions can be easily transformed to definitions
of stability for equations with fixed moments of impulses in Sect. 3.1, if �i .x/ �
�i D const; i � 1: Moreover, they are essentially different from those of ordinary
differential equations.

Example 5.7.1. Consider the following scalar system (scalar, since the variable x is
one-dimensional, and a system, since it consists of two equations)

x0 D 0;

�xjtDx D �1; (5.33)

where t; x 2 R: It has a unique surface of discontinuity � D f.t; x/ W t D xg:
Consider solution x.t/ D x.t; 1; 1/: Since .1; 1/ 2 �; it starts with a jump so that
x.1C/ D 0; and x.t/ � 0 on .1;1/: Let x1.t/ D x.t; 1; z/; be another solution,
with z < 1: The initial value, z; can be chosen arbitrarily close to 1; but the solution
does not have a jump for t � 1; and x1.t/ � z on Œ1;1/: So, we have paradoxical
situation: the closer z to 1; the larger the distance between x.t/ and x1.t/ on .1;1/:

Despite the system has “good” properties. The reason of this awkward state of deal
is that x.t/ starts on the surface of discontinuity. Hence the initial conditions for the
stability discussion should be chosen more carefully. In this example, the neighbor
.t0; y0/ must be taken such that y0 � t0:

Consider now, beside (5.1), the perturbed system (5.32) again.

Definition 5.7.5. The solution x.t/ of (5.1) is totally stable (or stable under persis-
tent disturbances), if given � > 0 one can find ı > 0 such that if .t0; x.t0// 62 �i ; and
k�.t; x/k < ı; kVi .x/k < ı; j!i .x/j < ı for all t; i; x; then y.t/; y.t0/ D x.t0/; a
solution of (5.32), is in the �-neighborhood of x.t/ on Œt0;1/:

We have special circumstances, when discussing stability of the zero solution. As-
sume that f .t; 0/ D 0; Ji .0/ D 0; for all i � 1 in (5.1), and consider the following
definitions.
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Definition 5.7.6. The zero solution of (5.1) is stable if to any � > 0 and t0 2 I;

there corresponds ı.t0; �/ > 0 such that if .t/ is a solution of (5.1) with jj .t0/jj <
ı.t0; �/; then jj .t/jj < � for t � t0:

Definition 5.7.7. The zero solution is uniformly stable, if the ı in the last definition
is independent of t0:

Definition 5.7.8. The zero solution is asymptotically stable if it is stable and if there
exists �.t0/ > 0 such that if  .t/ is a solution of (5.1) with jj .t0/jj < �.t0/; then
k .t/jj ! 0 as t ! 1:

Definition 5.7.9. The zero solution is uniformly asymptotically stable if it is uni-
formly stable, and to any positive � there corresponds T .�/ > 0 such that if  .t/ is
a solution of (5.1) with k .t0/k < �0; �0 is independent of t0; then jj .t/jj < �;

for all t � t0 C T .�/:

Definition 5.7.10. The zero solution is asymptotically stable in large if it is asymp-
totically stable and each solution  .t/ satisfies  .t/ ! 0 as t ! 1:

Definition 5.7.11. The zero solution is unstable at t0 2 I if there exists a number
�0 > 0 such that to any ı > 0 there corresponds a solution yı .t/; jjyı.t0/jj < ı; of
(5.1) such that either the solution is not continuable to 1 or there exists a moment
t1; t1 > t0 with jjyı.t1/jj � �0:

Example 5.7.2. Prove that the zero solution of the system

x0 D kx;

�xjt 6DiCx D �x2; (5.34)

where t; x 2 R; i 2 Z; is asymptotically stable, if the constant k is a negative real
number.

Solution. First, we construct a system, which is B-equivalent to (5.34) on R: Fix
i 2 Z: We have that x0.t/ D x.t; i; x/ D xek.t�i/; the solution of

x0 D kx: (5.35)

Consider the equation t D i C xek.t�i/ to find the intersection moment of x0.t/
with the surface t D i C x: It is equal to �i D i C �.x/; where u D �.x/ is an
implicit function defined by the equation

u D xeku: (5.36)

Thus, x0.�i / D xek.x/: Similarly, x1.t/ D x.t; �i ; x0.�i / � x20.�i // D .x0.�i / �
x20.�i //e

k.t��i /: Now, Wi .x/ D x1.i/ � x D �x2ek.x/; and the equivalent system
has the form

y0 D �2y;
�yjt 6Di D �y2ek.y/: (5.37)
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One can easily see that � is a continuously differentiable function and, consequently,
Wi are smooth functions. It is easily seen that Wi .0/ D 0: Hence, for h > 0 there
exists a Lipschitz constant l.h/ > 0; l.h/ ! 0; as h ! 0: For an arbitrary solution
y.t/ D y.t; t0; y0/ of (5.37) one has that

y.t/ D ek.t�t0/y0 C†t0�i<tWi .y.i//:

By using the Gronwall–Bellman Lemma for discontinuous functions, we have that

jy.t/j � jy0jek.t�t0/…t0�i<t.1C l.h//:

The last inequality implies immediately that the zero solution is asymptotically sta-
ble if k C ln.1 C l.h// < 0: The truth of the last inequality is obvious if h is
sufficiently small.

5.8 B-Equivalence: Quasilinear Systems

In this section, we want to see the use of the reduction method for investigation of
the following system with impulse actions:

dx

dt
D A.t/x C f .t; x/;

�xjtD�i C�i .x/ D Bix C Ii .x/; (5.38)

where t 2 R; x 2 R
n; � D f�ig; i 2 Z; is a B-sequence, the entries of the n � n

matrix A.t/ are continuous real valued functions, Bi are real valued square matri-
ces of order n; and �i .x/; are positive real valued continuous functions defined on
R
n; i 2 Z:

We may assume additionally that:

(Q1) there exists a positive constant � such that �iC1 � �i � �; i 2 ZI
(Q2) there exists a positive constant l < �=4 such that for all t 2 R; x; y 2 R

n;

i 2 Z; the following inequality is valid

kf .t; x/ � f .t; y/k C kIi .x/ � Ii .y/k C j�i .x/ � �i .y/j � lkx � yk; (5.39)

and j�i .x/j < l I
(Q3) det.I C Bi / ¤ 0; i 2 ZI
(Q4) for a fixed positive numberH;

sup
�1<t<C1;kxk<H

kf .t; x/k C sup
�1<i<C1;kxk<H

kIi .x/k D M < C1
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and
sup

�1<t<C1
kA.t/k C sup

�1<i<C1
kBik D N < C1I

(Q5) �i .x/ � �i .x C Ii .x//; i 2 Z; if kxk � H , and lŒNH CM� < 1.

By virtue of Lemma 5.3.1 and assumption .Q5/ every solution x.t/; kx.t/k < H;

of (5.38) intersects each surface �i W t D �i C�i .x/; i 2 Z; at most once. Moreover,
the solution intersects a surface if the range of the surface is a subset of the domain
of the solution. Following the proof of Theorem 5.2.4, continuation of solutions of
ordinary differential equation

dx

dt
D A.t/x C f .t; x/; (5.40)

and the condition j�i j ! 1 as ji j ! 1; one can find that every solution x.t/ D
x.t; t0; x0/; .t0; x0/ 2 R � R

n; of (5.38) is continuable on to R; and intersect every
surface of discontinuity exactly once.

We will start with a basic theorem, which is a specific form of Theorem 5.5.1 for
the quasilinear case.

Fix i 2 Z. Let x0.t/ be the solution of (5.40) with x0.�i / D x, and 	i the
solution of the equation t D �i C �i .x0.t//; that is, the intersection moment with
�i ; and let x1.t/ be the solution of system (5.40) with the initial condition x1.	i / D
Bix0.	i / C Ii .x0.	i //. Obviously, both of these two solutions exist. Similar to Wi
in (5.13) one can construct the following B-map,

Ji .x/ D .I C Bi /

Z �i

�i

.A.�/x.�/C f .�; x.�///d� C

Ii .x.	i //C
Z �i

�i

.A.�/x1.�/C f .�; x1.�///d�; (5.41)

and the system

dy

dt
D A.t/y C f .t; y/;

�yjtD�i
D Biy C Ji .y/: (5.42)

Exercise 5.8.1. Prove that Ji .x/ D Ii .x/ if �i .x/ D 0; that is .�i ; x/ is a point
belonging to the discontinuity surface.

Let b.l/ D lŒNH C M�; and assume that b.l/ < min.1;H/: Moreover, set h D
H � b.l/; c.l/ D b.l/.1 C N C kIk/ C M;k.l/ D el.NCl/f.1 C N/.N C l/ C
Œ.NH CM/.N C 2/C .N C l/.1C l C b.l//el.NCl/ C 1�.1 � b.l//�1g:
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Theorem 5.8.1. Assume that (5.38) satisfies conditions .Q1/–.Q5/:
Then:

(1) functions Ji ; i 2 Z; are defined on R
nI

(2) systems (5.38) and (5.42) are B-equivalent in GH D fx 2 R
n W kxk � H g;

such that if a solution of (5.38) or (5.42) get values in Gh; then the correspond-
ing solution of (5.42)or (5.38) get values in GH D fx 2 R

n W kxk � H gI
(3) the following inequalities are valid

kJi .x/ � Ji .y/k � lk.l/kx.�i /� y.�i /k; (5.43)

uniformly with respect to all i 2 Z; for all x; y such that kx.	i ; �i ; x/k < h and
ky.�i ; �i ; y/k < h; where x.t; �i ; x/ and y.t; �i ; y/ are solutions of (5.40), and
	i ; �i ; are their meeting moments with the surface �i :

Proof. The first part of the theorem is verified above, since solutions x0.t/ and x1.t/
of (5.40) in (5.41) always exist.

To verify Part .2/ we should remark that for a given x 2 R
n; the value Ji .x/ is

given by Ji .x/ D x1.�i /�x D x.�i ; 	i ; x0.	i //�x; where all considered solutions
are of (5.40). Let x.t/ be a solution of (5.38), kx.t/k < h; and 	i the moment of
discontinuity of this solution. Assume that x.�i / D y.�i / D x0.�i /; where y.t/
is a solution of (5.42). We should prove that x.	iC/ D y.	i / D x1.	i /: Indeed,
equality y.	i / D x1.	i / follows from the definition of Ji ; and x.	iC/ D x0.	i /C
Ii .x0.	i // D x1.	i / since x.t/ is the solution of (5.38). By employing integral
equations corresponding to (5.40), we find that ky.t/k < H if t is between �i
and 	i : Since inside of intervals of continuity the solutions satisfy the same equation
(5.40), one can see that the equivalence is proved in one direction. Similarly we can
discuss, if begin with y.t/ as a solution of (5.42), ky.t/k < h: Thus, the equivalence
is proved.

We next prove inequality (5.43). Let kxk � h. By employing integral equations
corresponding to (5.40), again, we find that the solutions x0.t/ and x1.t/ determined
above satisfy the inequalities kx0.t/k < H and kx1.t/k < H on Œ�i ; 	i �: Let y0.t/
be a solution of (5.40) for which y0.�i / D y and kyk � h. Let �i � 	i be a solution
of the equation t D �i C �i .y0.t//; and let y1.t/ be the solution of (5.40) with the
initial condition y1.�i / D Biy0.�i /C Ii .y0.�i //: We have that

x0.t/ D x C
Z t

�i

ŒA.s/x0.s/C f .s; x0.s//�ds;

y0.t/ D y C
Z t

�i

ŒA.s/y0.s/C f .s; y0.s//�ds:

Subtract the second equation from the first one, and apply the Lipschitz condition
and the Gronwall–Bellmann Lemma to obtain

kx0.t/ � y0.t/k � e.NCl/lkx � yk; t 2 Œ	i ; �i �: (5.44)
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Next, one can write that

�i � 	i D �i .y0.�i //� �i .x0.	i // � lky0.�i /� x0.	i /k �

lŒky0.�i / � x0.�i /k C kx0.�i / � x0.	i /k� � le.NCl/lkx � yk C

lk
Z i

�i

ŒA.s/y0.s/C f .s; y0.s//�dsk � le.NCl/lkx � yk C b.l/.�i � 	i /:

The last inequality implies

�i � 	i � le.NCl/l

1 � b.l/ kx � yk: (5.45)

Now, we have

x1.	iC/ � y1.	i / D x0.	i /C Ii .x0.	i // � y0.	i /�
Z i

�i

ŒA.s/y0.s/

Cf .s; y0.s//�ds � Ii .y0.	i / C
Z i

�i

ŒA.s/y0.s/C f .s; y0.s//�ds/C
Z i

�i

ŒA.s/y1.s/C f .s; y1.s//�ds;

and

kx1.	iC/ � y1.	i /k � .1C l C b.l//e.NCl/l

1 � b.l/ kx � yk:

Consequently,

kx1.t/ � y1.t/k � .1C l C b.l//e2.NCl/

1� b.l/
kx � yk: (5.46)

Finally, subtracting the expression

Ji .y/ D .I C Bi /

Z i

�i

.A.�/y0.�/C f .�; y0.�///d� C Ii .y0.�i //C

Z �i

i

.A.�/y1.�/C f .�; y1.�///d�

from (5.41) and using (5.44), (5.45), and (5.46), we conclude that (5.43) holds. The
theorem is proved. ut
Bounded Solutions. Using the transformation y D U.t/z; which has been defined
in Sect. 4.1, such that matrices U.t/; U�1.t/; are bounded on R; one can reduce
(5.42) to the system
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d	

dt
D P1.t/	 C f1.t; z/;

�	jtD�i
D Q1

i 	 C I 1i .z/;

d

dt
D P2.t/C f2.t; z/;

�jtD�i
D Q2

i C I 2i .z/; (5.47)

where z D .	; /, 	 2 R
m,  2 R

n�m:
In what follows, without loss of generality, we assume that the system (5.42) has

the form (5.47).

Theorem 5.8.2. Assume that conditions .Q1/–.Q5/ are satisfied, associated with
(5.38) system (4.1) is exponentially dichotomous and

(Q6) 2KMŒ 1
�

C c.l/e2��

1�e�
��
2

�C b.l/ < H I
(Q7) 2KlŒ 1

�
C k.l/e2��

1�e�
��
2

� < 1:

Then (5.38) has a unique solution bounded on R.

Proof. Consider the following system of integral equations:

	.t/ D
Z t

�1
X1.t; �/f1.�; z/d� C

X
�i<t

X1.t; �iC/J 1i .z/;

.t/ D �
Z 1

t

X2.t; �/f2.�; z/d� �
X
�i �t

X2.t; �iC/J 2i .z/; (5.48)

and the sequence of approximations zk D .	k ; k/; k � 0; 	0 � 0; 0 � 0;

	kC1.t/ D
Z t

�1
X1.t; �/f1.�; zk/d� C

X
�i<t

X1.t; �iC/J 1i .zk/;

kC1.t/ D �
Z 1

t

X2.t; �/f2.�; zk/d� �
X
�i �t

X2.t; �iC/J 2i .zk/:

Using .Q6/ one can check that all approximations satisfy kzk.t/k < h; if t 2 R:

Indeed, we have that kz0k D 0; t 2 R:Assume that kzkk < h: Then applying (4.31),
we have

k	kC1.t/k �
Z t

�1
Ke��.t��/Md� C

X
ti<t

Ke��.t��i/M < KMŒ
1

�
C c.l/e2�


1 � e� ��
2

�:

Similar evaluation can be made for kC1.t/: So, finally, we have that kzkC1.t/k �
2KŒM

�
C c.l/

1�e�
��
2

� < H � b.l/ D h: That is, kzk.t/k < h; k � 0; if t 2 R; by the

induction.
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Analogously, condition .Q7/ implies that the sequence zk is convergent over R:

Thus, the integral equation has a solution z0.t/, with kz0.t/k � h for t 2 R: The
uniqueness can be verified easily. The theorem is proved. ut
Exercise 5.8.2. Explain, why we do not use an analogue of condition (N6) in the
last theorem. Discuss uniqueness of solutions of system (5.38), and the uniqueness
of the solution bounded on R:

5.9 Poincaré Criterion and Periodic Solutions
of Quasilinear Systems

Theorem 5.9.1. Assume that conditions (M0),(N1)–(N4) are fulfilled, (5.1) is an
.!; p/-periodic system, there exist a moment t0 2 R and a solution x.t/ of (5.1)
with x.t0 C !/ D x.t0/: Then there exists an !-periodic solution of the system.

Proof. The necessity can be verified easily: if x.t/ is an !-periodic solution,
then x.t0 C !/ D x.t0/ for all t0 2 R: Let us prove sufficiency. Assume that
x.t0 C !/ D x.t0/ is true for a fixed t0 2 R and a solution x.t/: Without loss
of generality, assume that t0 is not a point of discontinuity of x.t/; and .t0; x0/
lies between two consecutive surfaces �i and �iC1: Then .t0 C !; x0/ is between
�iCp and �iC1Cp: Consider t � t0: The theorem on periodic systems of ordi-
nary differential equations [59] implies that x.t C !/ is a solution of (5.2), and
x.t/ D x.t C !/ near t0 while both solutions are continuous. More precisely, solu-
tions of (5.2), which represent x.t/ and x.t C !/ on the intervals of continuity are
equal to each other. The nearest moments of discontinuity from the right are defined
by equations t D �iC1.x.t// and t D �iC1Cp.x.t C !//: The first of these equa-
tions has the solution t D �i : Denote the solution of the second one as t D � 0

iC1Cp:
We have that � 0

iC1Cp D �iC1Cp.x.� 0
iC1Cp C !// D �iC1Cp.x.� 0

iC1Cp// D
�iC1.x.� 0

iC1Cp// C !: The absence of beating and x.t/ D x.t C !/ imply that
� 0
iC1Cp D �iC1Cp and �iC1Cp D �iC1 C !: Next, we have that x.�iC1C/ D
JiC1.x.�iC1Cp// D JiC1Cp.x.�iC1Cp C!// D x.�iC1Cp C!C/: Consequently,
the two solutions are equal to each other while both solutions are continuous, near
t D �iC1Cp; for increasing t; and x.t C !/ is a solution of (5.1) for these val-
ues of the argument. One can proceed in this way such that, finally, we obtain that
x.t C !/ is a solution of (5.1), and, moreover, x.t C !/ D x.t/; if t 2 Œt0; t0 C !�:

The assertion is proved. ut
Suppose that (5.38) is an .!; p/-periodic system, i.e., A.t/ and f .t; x/ are

!-periodic functions of t , there exists an integer p related to ! by the condition
�iCp D �i C !, i 2 Z; and BiCp D Bi , �iCp.x/ D �i .x/ for all i 2 Z; x 2 R

n.
Since (5.38) has the uniqueness property, it can be shown that the following result
holds.

Lemma 5.9.1. Assume that (5.38) is an .!; p/-periodic system. Then the sequence
of maps Ji .x/ is p-periodic in i; and (5.42) is an .!; p/-periodic system.
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Exercise 5.9.1. Prove Lemma 5.9.1.

Hint: Use the technique of the last proof.

Theorem 5.9.2. If conditions .Q1/–.Q7/ are satisfied, and associated with (5.38)
system (4.3) is exponentially dichotomous, then the .!; p/-periodic system (5.38)
has a unique !-periodic solution.

Proof. By Theorem 5.8.2 system (5.47) has a unique bounded solution z0.t/; which
satisfies (5.48). Let us prove that it is !-periodic. Following the proof of Theorem
5.8.2, we only need to show that the approximations are !-periodic functions. Let us
apply the induction method. We have that z0.t/ � 0:Assume that the approximation
zk.t/ is !-periodic function. Consider the approximation zkC1: We will check the
periodicity of 	kC1; since that for the second component kC1 is very similar.

	kC1.t C !/ D
Z tC!

�1
X1.t C !; �/f1.�; zk.�//d�

C
X

ti<tC!
X1.t C !; �i /J

1
i .zk.�i // D

Z t

�1
X1.t C !; � C !/f1.� C !; zk.� C !//d�

C
X
ti<t

X1.t C !; �i C !/J 1iCp.zk.�i C !// D
Z t

�1
X1.t; �/f1.�; zk.�//d� C

X
ti<t

X1.t; �i /J
1
i .zk.�i // D 	k.t/

The theorem is proved. ut
Let us denote NM D maxt;s2Œ0;!� jjG.t; s/jj;whereG.t; s/ is the Green’s function

(4.66). The following theorem is valid.

Theorem 5.9.3. Suppose conditions (Q1)–(Q5) are satisfied, associated system
(4.1) is exponentially dichotomous and

(Q8) NMM.T C p/ < hI
(Q9) NMl.1C lk.l// < 1:

Then (5.38) has a unique !-periodic solution.

Exercise 5.9.2. Prove Theorem 5.9.3.

Notes

The problem of investigation of differential equations with solutions, which have
discontinuities on surfaces placed in .t; x/-space is one of the most difficult and
interesting subjects of the theory [2,4,14,20,32–36,69,82,85,95–97,102,138,141,
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142, 144, 145, 153, 161]. It was emphasized in early stage of theory’s development
in [111]. Conditions of “absence of beating” of solutions against surfaces of dis-
continuity were firstly defined in [138]. The theoretical importance caused further
research of the beating phenomena [63, 82]. Another complexity in the analysis of
the systems, except the beating of solutions, is description of the closeness of solu-
tions with different moments of discontinuity. The problem was considered earlier
in theory of functions [90, 147]. In implicit form, the description was done for im-
pulsive differential equations in three cases: for stability of solutions of equations
with variable moments of impulses; continuous dependence of solutions on param-
eters, when moments of impulses are not fixed; analysis of almost periodicity of
discontinuous solutions in both cases of systems with fixed and nonfixed moments
of impulses [30, 75, 95, 97, 138, 141, 142] . By using basic ideas of our predecessors
[75, 141, 147], we introduce a special topology [2–4, 4–7, 7, 8, 32, 33, 35, 36] in a set
of piecewise continuous functions having, in general, points of discontinuity, which
do not coincide. Thus, we operate with the concepts of B-topology,B-equivalence,
and �-neighborhoods, when we investigate systems with variable moments of im-
pulses [2–8, 32, 33, 35, 36] or consider almost periodicity of solutions of impulsive
systems [7, 31]. In [90], it was explored that a topology in spaces of piecewise con-
tinuous functions can be metricized. We specify this result in [31] for investigation
of almost periodic discontinuous nonautonomous systems. It is not surprising that
the topology begins to be useful for other differential equations with discontinuities
of different types [7, 17, 20, 27]: Filippov’s type differential equations; differential
equations on variable time scales. The most important concept used in the chapter
is the method of reduction to systems with fixed moments of impulses, i.e., the B-
equivalence method. It was introduced and developed in [1–4,13,15,20,21,25–32].
The material of the chapter lies fully on results obtained by B-equivalence method.
One must say that some of these results are published for the first time in the present
book. Let us list these results: condition (N3) as a general source of the absence
of beating; content of Sects. 5.5, 5.7, 5.9; Theorems 5.2.1–5.2.4 of existence and
uniqueness; condition (N5), which provides uniqueness to the left extension, and
Theorem 5.3.4, which guarantees the condition. Condition (N6) cancels many dif-
ficulties of the left continuation. Definitions 5.7.1–5.7.4 of stability for differential
equations, where the importance of discs D.t0; ı/ is emphasized, are newly given.
Lemmas 5.3.1, 5.3.2 and Theorems 5.3.1, 5.3.2 are due to [28]. Results of Sect. 5.8
are published in [33]. Let us point out that theB-equivalence method is effective not
only in bounded domains but it can also be applied successfully if impulsive equa-
tions are considered with unbounded domains [37]. Exceptionally, it is important
for existence of global manifolds. Linearization in the neighborhood of the nontriv-
ial solution, the central auxiliary result of the stability theory is solved in [2]. The
problem of controllability of boundary-value problems for quasilinear impulsive
system of integro–differential equations is investigated in [18]. Finally, the method
also proves its effectiveness to indicate chaos and shadowing property of impulsive
systems [9, 11].



Chapter 6
Differentiability Properties of Nonautonomous
Systems

In this chapter, we investigate the fundamental properties of differential equations
with variable moments of impulses: differential and analytic dependence of so-
lutions on initial conditions and parameters. Differentiability of solutions is the
property, which is of underestimated importance for differential equations. One
needs the conditions, which provide the smoothness of solutions if a system is to be
linearized around a certain solution, to prove the existence of periodic and almost
periodic solutions in critical and noncritical cases by using the method of small
parameter [105, 107], to investigate problems of synchronization and bifurcation
theory.

We consider the following system of impulsive differential equations:

x0 D f .t; x/;

�xjtD�i .x/ D Ji .x/: (6.1)

The system is defined on the set 
 D I � A �G of points .t; i; x/; where G � R
n

is an open and connected set, I an open interval of R; and A an interval of Z: We
assume that f .t; x/ is a continuous function, Ji are functions on G; and �i .x/ are
continuous functions on G; i 2 A: Condition (M0), Chap. 2, and conditions (N1)–
(N6) of Chap. 5 are valid. Moreover, we assume that

(N11) the derivatives @f .t; x/=@xj , @Ji .x/=@xj , @�i .x/=@xj ; are continuous onG;
uniformly for all t 2 I; i 2 A:

It is required that the vector functions f; J; x, and their derivatives are column-
vectors, and the derivatives of the functions � are assumed to be vector-rows.
Products of vectors and matrices are the products of rectangle matrices. The fol-
lowing condition will be needed throughout this chapter:

(N12) the inequality �ix.x/f .�i .x/; x/ 6D 1; is fulfilled for all .i; x/ 2 A �G:
The condition means that each solution of (6.1) may meet a surface of discontinuity
only transversally.

Results of the preceding chapter imply that if .t0; x0/ 2 I �G; then there exists
a unique solution x.t/ D x.t; t0; x0/; x0 D .x10 ; : : : ; x

n
0 /; of (6.1) on some inter-

val Œt0; T �; T > t0; with points of discontinuity t D �i ; i 2 A: We will discuss

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 6, c� Springer Science+Business Media, LLC 2010
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differentiability properties assuming that t � t0; since it is sufficient for application
needs. For the sake of simplicity, we denote the moments t0 � �m < : : : < �k < T;

and assume that .t0; x0/ 2 Gm�1 D f.t; x/ W �m�1.x/ < t � �m.x/; x 2 Gg:

6.1 Differentiability with Respect to Initial Conditions

Consider the discD.t0; ı/ D f.t0; x/ W kx�x0k < ıg with the center at .t0; x0/ and
with the radius ı > 0; and the interval d.x0; ı/ D f.t; x0/ W t0 � ı < t < t0 C ıg
with the center at .t0; x0/ and with the radius ı > 0:

Denote by xj .t/; j D 1; 2; : : : ; n; the solution of (6.1) with xj .t0/ D
.x10 ; : : : ; x

j
0 C 	; : : : ; xn0 /; and by ji ; i D 1; 2; : : : ; k; the points of discontinu-

ity of this solution.

Definition 6.1.1. The solution x.t/ is B-differentiable with respect to xj0 ; j D
1; 2; : : : ; n; on Œt0; T � if there exists ı > 0; such that if .t0; xj .t0// 2 D.t0; ı/ \
Gm�1; then:

(1) there exist real constants �ij ; i D 1; 2; : : : ; k; such that

�i � ji D �ij 	 C o.j	j/I (6.2)

(2) for all t 62 2

.�i ; 
j
i �; i D 1; 2; : : : ; k; it is true that

xj .t/ � x.t/ D uj .t/	 C o.j	j/; (6.3)

where function uj .t/ 2 PC.Œt0; T �; �/:
The pair fuj .t/; f�ij gg; which consists of the function uj and the sequence f�ij g; is
called a B-derivative of the solution x.t/ with respect to xj0 :

In a similar manner, we shall define B-derivatives with respect to t0: Denote by
x0.t/ a solution of (5.45) such that x0.t0 C 	/ D x0; where 	 is a fixed real
number. If j	j is sufficiently small then x0.t/ exists on Œt0 C 	; T �: Denote by
0i ; i D 1; 2; : : : ; k; the points of discontinuity of this solution in this interval.

Definition 6.1.2. The solution x.t/ is B-differentiable with respect to t0 if there
exists ı > 0; such that if .t0 C 	; x0/ 2 d.x0; ı/\Gm; then:

(1) there exist real constants �i0; i D 1; 2; : : : ; k; which satisfy

�i � 0i D �i0	 C o.j	j/I (6.4)

(2) for all t 62 2.�i ; 
0
i �; i D 1; 2; : : : ; k; it is true that

x0.t/ � x.t/ D u0.t/	 C o.j	j/; (6.5)

where u0.t/ 2 PC.Œt0; T �; �/; and � D f�igiD1;2;:::;k:
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The pair fu0.t/; f�i0gg; which consists of the function u0 and the sequence f�i0g; is
called a B-derivative of the solution x.t/ with respect to t0:

In the sequel, we shall write values of functions and their derivatives at points
.�i ; x.�i // and .�i ; x.�iC// without mentioning the values of the arguments, and
distinct the second case by the subscript C: To denote derivatives with respect to x
and t we apply subscripts. Let us start with some auxiliary maps and results. Con-
sider the system of ordinary differential equations

x0 D f .t; x/; (6.6)

which is the part of (6.1), and maps J; � W G ! R
n; � W G ! R; being continuously

differentiable in x: Choose a point .�; x/ 2 I � G; and keep � fixed next. Let
t D �; � D �.x/; be a moment of meeting of x.t/ D x.t; �; x/; the solution of
(6.6), with the surface t D �.x/ transversally. Moreover, assume that the solution
Nx.t/ D x.t; �; x.�/C I.x.�// of (6.6) exists on 1Œ�; ��: Define the B-mapW W x !
Nx.�/ such that

W.x/ D
Z �




f .u; x.u//du C J.x C
Z �




f .u; x.u//du/C
Z 


�

f .u; Nx.u//du: (6.7)

Denote by QG � G; a domain of the map. Set A.t/ D fx.t; x.t//; and let
U.t/; U.�/ D I; be the fundamental matrix of the system u0 D A.t/u:

Lemma 6.1.1. �.x/ 2 C .1/. QG/; and

� 0.x/ D �x.x.�//U.�/

.1 � �x.x.�//f .�; x.�// : (6.8)

Proof. The solution x.t/ meets the surface t D �.x/ transversally at a moment
t D �; that is, �x.x.�//f .�; x.�// 6D 1: Obviously, the inequality is valid for
all x in a neighborhood of x.�/: By conditions of the lemma, the solution x.t/
is differentiable in the initial value x: The moment of intersection with t D �.x/

satisfies t D �.x.t//: More precisely, t D �.x.t; �; x//: Now, we use the implicit
function theorem in a neighborhood of .�; x.�//: We have that

d�.x/

dx
D � �d�.z/

d z
@x.t;
;x/
@x

1 � d�.z/
d z

dx.t;
;x/
dt

jtD�;zDx.�/ D �x.x.�//U.�/

.1 � �x.x.�//f .�; x.�//
:

The differentiability of �.x/ implies that it is continuous at x: Consequently, the last
formula and continuity of functions �x; f; U complete the proof of the lemma. ut
Corollary 6.1.1. �.x/ is a continuous function.
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Lemma 6.1.2. W.x/ 2 C .1/. QG/:
Proof. By continuous differentiability of functions involved in (6.7) and the last
lemma, one can find that

Wx.x/ D .f .�; x.�// � f .�; x.�/C
J.x.�///�x.x/C Jx.I C f .�; x.�//�x/; (6.9)

and Wx is a continuous matrix. The lemma is proved. ut
Corollary 6.1.2. W.x/ is a continuous function.

Assume that there is an integer r > 1 such that the functions f; � , and J are r times
continuously differentiable in x; and the function f is r � 1 times continuously
differentiable in t in a h-neighborhood of the surface t D �.x/; where h is a positive
number.

The next lemma can be proved easily just by several differentiation of the expres-
sion in the right-hand side of (6.8), but we prefer another way, which can enrich our
technique of investigation.

Lemma 6.1.3. �.x/ 2 C .r/. QG/:
Proof. Beside the solution x.t/ D x.t; �; x/; let us consider a solution
Nx.t/ D x.t; �; x C �x/ of (6.6). Denote by t D N� D �.x C �x/ the meeting
moment of this solution with the surface t D �.x/: Without loss of generality,
assume that N� � � � �:

We shall prove the lemma if the equality

�.x C�x/ � �.x/ D
nX
iD0

�1i .x/	i C : : :C
nX

i;j;:::sD0
�rij :::s.x/	i	j : : : 	s C o.jj�xjjr/; (6.10)

where coefficients � are continuous and symmetric with respect to permutation of
indices, will be verified. Let us denote Qr.	/- an r-degree polynomial with respect
to a vector .	/: Applying the differentiability of �.x/, we can find that

�.x C�x/� �.x/ D Qr.x. N�; �; x C�x/ � x.�//C
o.jjx. N�; �; x C�x/� x.�/jjr/: (6.11)

Moreover, differentiability of f; and consequently, smoothness of solutions of (5.2)
imply that

Z N�

�

f .u; x.u; �; x C�x//du D Qr. N� � �;�x/C o.jj N� � �;�xjjr/: (6.12)
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Now, applying equality

x. N�; �; xC�x/� x.�/ D
Z N�

�

f .u; x.u; �; xC�x//du Cx.�; �; xC�x/� x.�/

we obtain that

N� � � D
nX
iD0

 1i .x.�//ff .�; x.�//gi . N� � �/C
nX
iD0

Li .�x/. N� � �/i C o.jj	jjr/; (6.13)

where fagi means the i -th coordinate of a vector a D .a1; a2; : : : ; an/; Li ; i D
1; 2; : : : ; n; are polynomials and L1 D o.jj�xjj/: The result of Lemma 6.1.1 is the
relation

N� � � D
nX
iD0

�1i .x/	i C o.jj�xjj/:

It implies that the inequality

1 �
nX
iD0

 1i .x.�//ff .�; x.�//gi � L1.�x/ 6D 0

is true if jj�xjj is sufficiently small. Hence,

N� � � D
nX
iD0

�1i .x/	i C
nX

i;jD0
�2ij .x/	i 	j C o.jj�xjj2/: (6.14)

Substitute the last expression in (6.13) and proceed the procedure to obtain (6.10).
The lemma is proved. ut

Lemma 6.1.4. W.x/ 2 C .r/. QG/:
Proof. The last lemma imply that expression (6.9) is r � 1 times differentiable. The
lemma is proved. ut
To investigate differentiability of solutions, we begin with the following auxiliary
impulsive system of differential equations

dy

dt
D f .t; y/;

�yjtD�i
D Wi .y/; (6.15)
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where moments of impulses �i are fixed, andWi are functions defined onG:Assume
that a solution y.t/ D y.t; t0; x0/ of this system exists and is defined on the interval
Œt0; T �:

Lemma 6.1.5. If functions f and Wi are continuous and have continuous partial
derivatives in coordinates of y 2 G; then the solution y.t/ D y.t; t0; x0/ of (6.15)
is B-differentiable with respect to initial conditions. The first components of the
B-derivatives, uj ; j D 0; 1; 2; : : : ; n; are solutions of the linear impulsive system

du

dt
D fy.t; y.t//u;

�ujtD�i
D Wiy.y.�i //u; (6.16)

with initial values �f .t0; x0/ if j D 0; and ej D .0; :::; 0; 1;„ ƒ‚ …
j

0; :::; 0/; j D

1; 2; : : : ; n: Constants �ij in (6.2) and (6.4) are zeros for all i and j:

Proof. Let us prove the theorem for x10 : For all other xj0 ; j D 2; : : : ; n; and t0 the
proof is similar.

Let u1.t/; u1.t0/ D e1; be the solution of (6.16). By the theorem of differen-
tiability [77], we have that y.t; t0; x0 C 	e1/ � y.t; t0; x0/ D u1.t/	 C p1.	/;

where p1.	/ D o.j	j/: Let m be one of the numbers 1; 2; : : : ; k: We assume that
y.�m; t0; x0 C 	e1/ � y.�m; t0; x0/ D u1.�m/	 C pm.	/; pm D o.j	j/; and will
show that

y.�mC; t0; x0 C 	e1/� y.�mC; t0; x0/ D u1.�mC/	 C Npm.	/; (6.17)

where Npm D o.j	j/: Indeed, the conditions of the lemma imply that

y.�mC; t0; x0 C 	e1/� y.�mC; t0; x0/ D y.�m; t0; x0 C 	e1/ �
y.�m; t0; x0/CWm.y.�m; t0; x0 C 	e1// �Wm.y.�m; t0; x0// D
u1.�m/	 C pm.	/CWmx.y.�m; t0; x0//.y.�m; t0; x0 C 	e1/�
y.�m; t0; x0//C Qp.	/ D .I CWmx.y.�m; t0; x0///y.�m; t0; x0/	 C
pm.	/CWmx.y.�m; t0; x0//pm.	/C Qp.	/: (6.18)

Then, as Qp D o.j	j/; the formula (6.17) is true. Denote by U.t/; U.�m/ D I; the
fundamental matrix of (6.16) and use (6.18) to obtain that for all t 2 .�m; �mC1�

y.t; t0; x0 C 	e1/� y.t; t0; x0/ D U.t/Œy.�mC; t0; x0 C 	e1/� y.�mC; t0; x0/�
Cp.u1.�mC/	 C pmC1.	// D U.t/y.�mC; t0; x0/C U.t/ QpmC1.	//
Cp.u1.�mC/	 C pmC1.	// D u1.t/	 C pmC1.	/;



6.1 Differentiability with Respect to Initial Conditions 87

where pmC1 D o.j	j/: Thus, we obtain that

y.t; t0; x0 C 	e1/� y.t; t0; x0/ D u1.t/	 C p.	/; p.	/ D o.j	j/:

The lemma is proved. ut
Lemma 6.1.6. If (N1)–(N6),(N11),(N12) are valid, then the solution x.t/ D
x.t; t0; x0/ of (6.1) is continuous in initial conditions in B-topology on Œt0; T �:

Proof. We consider the continuity in x0: The dependence on t0 can be considered
similarly. Denote by Nx.t/ D x.t; t0; x0C�x/; another solution of the equation. Our
aim is to show that for an arbitrary � > 0 one can find ı > 0 such that jj�xjj < ı

implies Nx.t/ is in the �-neighborhood of x.t/ in B-topology on Œt0; T �: Fix � > 0:

For a positive number ˛ 2 R we shall construct a set G˛ in the following way.
Let F˛ D f.t; x/jt 2 Œt0; T �; kx � x.t/k < ˛g; and Gi .˛/;i D 0; 1; 2; : : : ; k C 1;

be ˛-neighborhoods of points .t0; x0/; .�i ; x.�i //; i D 1; 2; : : : ; k; .T; x.T // in
R � R

n respectively, and NGi .˛/; i D 1; 2; : : : ; k; be ˛-neighborhoods of points�
�i ; x

0.�iC/
�
; i D 1; 2; : : : ; k; respectively. Let

G˛ D F˛ [
	
[kC1
iD0Gi .˛/



[
	
[kiD1 NGi .˛/



:

Take ˛ D h sufficiently small that sets Gh � I �G and NGi .h/; i D 1; 2; : : : ; k; do
not intersect any surface of discontinuity, except �i : Fix �; 0 < � < h:

1. In view of the theorem on continuity of solutions [77], there exists Nık 2 R;

0 < Nık < �; such that every solution xk.t/ of (6.6), which starts in NGk. Nık/; is
continuable to t D T; does not intersect any surface of discontinuity, except �k;
and

kxk.t/ � x.t/k < �:
2. The continuity of J and condition (N3) imply that there exists ık 2 R;

0 < ık < �; such that .�; x/ 2 Gk.ık/ implies .�; x C J.x// 2 NGk. Nık/:
3. Using continuity of solutions and condition (N3), one can find Nık�1; 0 < Nık�1
< �; such that a solution xk�1.t/ of (6.6), which starts in NGk�1. Nık�1/; intersects
�k in Gk.ık/ (we continue the solution xk�1.t/ only to the moment of the inter-
section) and kxk�1.t/ � x.t/k < � for all t from the common domain of xk�1.t/
and x.t/:

Continue the process for k � 2; k � 3; : : : ; 1; 0; to obtain a sequence of families
of solutions of (6.6) xi .t/; i D 1; 2; : : : ; m; and a number ı 2 R; 0 < ı < �;

such that a solution Nx.t/ D x.t; t0; x0 C �x/; which starts in G0.ı/; coincides
with one of the solutions x0.t/ on the first interval of continuity, except possibly,
the ı1-neighborhood of �1: Then on the interval Œ�1; �2�, it coincides with one of the
solutions x1.t/; except possibly, the ı1-neighborhood of �1 and the ı2-neighborhood
of �2; etc. Finally, one can see that the integral curve of Nx.t/ belongs to G�; it has
exactly k meeting points with the surfaces �i ; �1i ; i D 1; 2; : : : ; k;

ˇ̌
�1i � �i

ˇ̌
< �

for all i and is continuable to t D T: The lemma is proved. ut
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Theorem 6.1.1. Suppose conditions (N1)–(N6),(N11),(N12) are valid. Then
the solution x.t/ of (6.1) has B-derivatives with respect to initial conditions,
.uj .t/; �ij /; j D 0; 1; 2; : : : ; n; which satisfy the following variational equation:

du

dt
D A.t/u;

�ujtD�i
D Piu;

�i D miu.�i /; (6.19)

with initial value �f .t0; x0/ if j D 0 and ej D .0; :::; 0; 1;„ ƒ‚ …
j

0; :::; 0/; j D

1; 2; : : : ; n: In (6.19)

A.t/ D fx.t; x.t//; Pi D .f � f C/�ix.1 � �ixf /�1C

Jix.I C f �ix.1 � �ixf /
�1//;mi D .1 � �ixf /�1�ix :

Proof. Consider differentiability in x0: We use the last lemma and take ı > 0 suf-
ficiently small such that a solution Nx.t/ D x.t; t0; x0 C �x/; jj�xjj < ı; exists
on the interval Œt0; T �; intersects each surface �i ; i D 1; 2; : : : ; k; once at moments
�1i ; t0 < �11 < : : : < �

1
k
< T; which are near the moments of discontinuity of x.t/:

One can choose small � > 0 such that (6.1) is B-equivalent to the system

dy

dt
D f .t; y/;

�yjtD�i
D Wi .y/; (6.20)

in G�; where Wi .x/ are defined by using the map (6.7) in neighborhoods of
points x.�i /: Applying Lemma 6.1.2, one can find that Wi .x/ are continuously dif-
ferentiable functions. Consequently, by Lemma 6.1.5, the solution y.t; t0; x0/ is
continuously differentiable in initial data. The B-equivalence implies immediately
that the corresponding solution x.t; t0; x0/ is also B-differentiable. We can easily
find Pi and mi ; using equalities Pi D Wix.x.�i // and formulas (6.8), (6.9). The
theorem is proved. ut

6.2 Differentiability with Respect to Parameters

Consider the following system of impulsive differential equations:

dx

dt
D f .t; x; �/;

�ujtD�i.x;�/ D Ji .x; �/; (6.21)

where .t; i; x/ 2 I �A�G � R � Z � R
n; � D .�1; : : : ; �m/ 2 G� � R

m; where
G� is an open set, m and n are fixed positive integers. Functions f; Ji , and �i are
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continuous and continuously differentiable in x and �: We assume that conditions
(N1)–(N6),(N11),(N12), accepted above for system (6.1), as well as inequalities
�i .x; �/ < �iC1.x; �/; i 2 A; are valid for (6.21) uniformly with respect to � in
G�: Moreover, assume that Ji ; �i 2 C .r;r/.G � G�/; f 2 C .0;r;r/.I �G �G�/ \
C .r�1;r;r/.Nh/; where r is a positive integer, and Nh is a union of h-neighborhoods
of surfaces t D �.x; �/; i 2 A; in I �G �G�:

Consider the system of ordinary differential equations

x0 D f .t; x; �/; (6.22)

which is the differential part of (6.21), and maps J.x; �/ W G�G� ! R
n; �.x; �/ W

G � G� ! R; which are continuously differentiable in x: Choose a point .�; x/ 2
I � G and keep � fixed. Let t D �; � D �.x; �/ be a meeting moment of x.t/ D
x.t; �; x; �/; the solution of (6.22), with the surface t D �.x; �/:Moreover, assume
that the solution Nx.t/ D x.t; �; x.�/ C I.x.�//; �/ of the system exists on 1Œ�; ��:

Define the following B-map:

W.x;�/ D
Z �




f .u; x.u/; �/du C J.x C
Z �




f .u; x.u//du; �/C
Z 


�

f .u; Nx.u/; �/du: (6.23)

Denote by QG� QG� � G�G�; the set of all points such that the mapW W x ! Nx.�/ is
defined. Similarly to Lemmas 6.1.3 and 6.1.4, the following assertion can be proved.

Lemma 6.2.1. W.x;�/; �.x; �/ 2 C .r;r/. QG � QG�/:
For a fixed �0 2 G�, there exists a unique solution x.t; t0; x0; �0/; of (6.1) on
some interval Œt0; T �; T > t0: Denote by �i ; i D m;m C 1; : : : ; k the moments of
discontinuity of the solution. We assume that t0 � �m < : : : < �k < T; .t0; x0/ 2
Gm.�0/ D f.t; x; �0/ W �m.x; �0/ < t � �mC1.x; �0/; x 2 Gg: By introducing a
new space variable �; that is adding the equation �0 D 0 to the system (6.21), we
can find that the continuous dependence on the parameter is also valid.

Consider the disc D..t0; x0/; ı/ D f.t0; x0; �/ W k� � �0k < ıg with the center
.t0; x0; �0/ and with the radius ı > 0:

Denote by xj .t/ D x.t; t0; x0; �0 C 	ej /; j D 1; 2; : : : ; m; a solution defined
on Œt0; T �; and ji ; i D 1; 2; : : : ; k; the moments of discontinuity of this solution.

Definition 6.2.1. The solution x.t/ is B-differentiable in �j ; j D 1; 2; : : : ; m; if
there exists ı > 0 such that .t0; x0; �0 C 	ej / 2 D..t0; x0/; ı/ \ Gm.�0/ im-
plies that:

(1) there exist real constants ˇij ; i D 1; 2; : : : ; k; which satisfy

�i � 
j
i D ˇij 	 C o.j	j/I (6.24)
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(2) for all t 62 2

.�i ; 
j
i �; i D 1; 2; : : : ; k; it is true that

xj .t/ � x.t/ D vj .t/	 C o.j	j/; (6.25)

where vj .t/ 2 PC.Œt0; T �; �/; � D f�igiD1;2;:::;k:
The pair fvj .t/; fˇji gg is called a B-derivative of x.t/ with respect to �j :

Assume that the solution x.t/ meets each surface of discontinuity transversally,
that is,

�ix.x.�i /; �0/f .�i ; x.�i /; �0/ 6D 1; (6.26)

for all i D m;mC 1; : : : ; k: Denote

A.t/Dfx.t; x.t/; �0/; PiD.f �f C/�ix.1��ixf /�1CJix.ICf �ix.1��ixf /�1//;

gj .t/ D f�j
.t; x.t/; �0/;Q

i
j D Ji�j

C�i�j
.f C � .I C Jix/f /.1 � �ixf /�1; kij

D .1 � �ixf /
�1�i�j

;

where values of functions are evaluated either at .�i ; x.�i /; �0/ or .�i ; x.�iC/; �0/;
and the last case is indicated with the upper index C:

Similarly to Theorem 6.1.1, by using the map W.x;�/; we can show that the
following assertion is valid.

Theorem 6.2.1. Suppose that conditions (N1)–(N6),(N11),(N12), accepted above
for system (6.1) are valid for (6.21) uniformly with respect to � in G�: More-
over, there exists a number � > 0 such that �mC1.x0; �/ � �mC1.x0; �0/ for all
k� � �0k < �:

Then the solution x.t/ has the B-derivative with respect to �j ; j D 1; 2; : : : ; m;

which satisfies the following variational system

dv

dt
D A.t/v C gj .t/;

�vjtD�i
D Piv CQi

j ;

ˇi D kij v.�i /; (6.27)

with vj .t0/ D 0:

6.3 Higher Order B-Derivatives

In this section, we assume that surfaces �i ; i 2 A; are placed in I � G with
their h-neighborhoods for some fixed positive number h: Let us denote the union
of the neighborhoods by Nh: We assume that Ji ; �i 2 C .r/.G/; f 2 C .0;r/
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.I�G/\C .r�1;r/.Nh/;where r is a positive integer. That is, functionsJi ; �i ; i 2 A;
are r times continuously differentiable in G: The function f is continuous in t;
and r times continuously differentiable in x 2 G; and additionally it is r � 1 times
continuously differentiable in t if the point .t; x/ is in Nh: Consider the solution
x.t/ D x.t; t0; x0/ of system (5.45) again. In what follows, assume that the solution
x.t/meets each surface of discontinuity transversally, that is, (6.26) is valid. Denote
by Nx.t/ D x.t; t0 C 	0; x0 C �x/;�x D .	1; 	2; : : : ; 	n/; 	 D .	0; 	1; 	2; : : : ; 	n/

another solution of (6.1). Denote by i ; i 2 A; the moments of discontinuity of this
solution, and B..t0; x0/; ı/ the ball in R � R

n with the center at .t0; x0/ and the
radius ı:

Definition 6.3.1. The solution x.t/ has B-derivatives of up to r-th order, inclu-
sive, with respect to t0 and xj0 ; j D 1; 2; : : : ; n; if there exist functions u1i .t/;
u2ij .t/; : : : ; urij :::s.t/ 2 PC1.Œt0; T �; �/; � D f�igiD1;2;:::;k and constants
�l1i ; �

l
2ij ; : : : ; �

l
rij :::s ; l D 1; 2; : : : ; k; which are symmetric with respect to per-

mutation of indices, such that if .t0 C 	; x0 C �x/ 2 B..t0; x0/ı/ \ Gm; for
sufficiently small ı > 0; then:

(1)

�l � l D
nX
iD0

�l1i	i C : : :C
nX

i;j;:::sD0
�lrij :::s	i	j : : : 	s C o.jj	jjr/; (6.28)

where l D 1; 2; : : : ; kI
(2) for all t 62 2.�i ; i �; i D 1; 2; : : : ; k; it is true that

Nx.t/ � x.t/ D
nX
iD0

u1i .t/	i C : : :C
nX

i;j;:::sD0
urij :::s.t/	i	j : : : 	s C o.jj	jjr/: (6.29)

The pairs fu1i .t/; f�l1igg; : : : ; furij :::s.t/; f�lrij :::sgg are called the B-derivatives of
the solution x.t/ with respect to initial conditions.

Lemma 6.3.1. Suppose f 2 C .0;r/.I � G/;Wi 2 C .r/.G/: Then the solution
y.t; t0; x0/ of system (6.15) has B-derivatives of up to r-th order, inclusive, with
respect to t0; x

j
0 ; j D 1; 2; : : : ; n; on the interval Œt0; T �: The formulas (6.29) are

valid for all t 2 Œt0; T �: That is, constants � in (6.28) are all equal to zero.

Proof. By Lemma 6.1.5, solution y.t; t0; x0/ has B-derivatives of the first order,
which are solutions of the variational system (6.16). The right-hand side of the sys-
tem satisfies the conditions of Lemma 6.1.5. Hence, there exist B-derivatives for
y.t; t0; x0/ of the second order, (� D 0). Repeat similar discussion r � 1 times to
obtain the complete proof of the lemma.
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Theorem 6.3.1. Suppose conditions (N1)–(N6), (N12) are valid, and Ji ; �i 2
C .r/.G/; f 2 C .0;r/.I �G/\C .r�1;r/.Nh/; where r is a positive integer. Then the
solution x.t/ of (6.1) has B-derivatives of up to r-th order, inclusive, with respect
to t0; x

j
0 ; j D 1; 2; : : : ; n:

Proof. Let us consider (6.1) in the domain Gh; where systems (6.1) and (6.15) are
B-equivalent. One can show that the mapWi ; i D 1; 2; : : : ; k; is defined in a neigh-
borhood Gi of the point x.�i /: Without loss of generality we assume that Gi D G

for all i: By Lemma 6.1.4, one has Wi 2 C .r/.G/; i D 1; 2; : : : ; k: Consequently,
by the last lemma there exist B-derivatives of y.t; t0; x0/ to r-th order, inclusive. It
is obvious that the first components, u; of the B-derivatives is the first component of
theB-derivatives of x.t; t0; x0/: By using (6.10), one can verify (6.28). The theorem
is proved. ut

Consider the solutions x.t/ D x.t; t0; x0; �0/ and Nx.t/ D x.t; t0; x0; �0 C��/

of system (6.21), again. Denote by i ; i D 1; 2; : : : ; k; the moments of discontinuity
of Nx.t/:
Definition 6.3.2. The solution x.t/ has B-derivatives of up to r-th order, inclusive,
with respect to parameters �j ; j D 1; 2; : : : ; m; on Œt0; T � if there exist functions
v1i .t/; v2ij .t/; : : : ; vrij :::s.t/ 2 PC1.Œt0; T �; �/; � D f�igiD1;2;:::;k and constants
ˇl1i ; ˇ

l
2ij ; : : : ; ˇ

l
rij :::s ; l D 1; 2; : : : ; k; which are symmetric with respect to permu-

tation of indices, such that if .t0; x0; �/ 2 D..t0; x0/; ı/\Gm.�0/ for some ı > 0;
then:

(1)

�l � l D
nX
iD1

ˇl1i	i C : : :C
nX

i;j;:::sD1
ˇlrij :::s	i	j : : : 	s C o.jj	jjr/; (6.30)

where l D 1; 2; : : : ; kI
(2) for all t 62 2.�i ; i �; i D 1; 2; : : : ; k; it is true that

Nx.t/ � x.t/ D
nX
iD1

v1i .t/	i C : : :C
nX

i;j;:::sD1
vrij :::s.t/	i	j : : : 	s C o.jj	jjr/: (6.31)

The pairs fv1i .t/; fˇl1igg; : : : ; fvrij :::s.t/; fˇlrij :::sgg are called B-derivatives of
the solution x.t/ in �j ; j D 1; 2; : : : ; m:

Using Lemma 6.2.1, similar to the proof of Theorem 6.3.1, one can prove that
the following theorem is valid.
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Theorem 6.3.2. Suppose conditions (N1)–(N6), (N12) are valid uniformly with re-
spect to � 2 G�; and Ji ; �i 2 C .r;r/.G � G�/; f 2 C .0;r;r/.I � G � G�/ \
C .r�1;r;r/.Nh/; where r is a positive integer. Then the solution x.t/ of (6.21) has
B-derivatives of up to r-th order, inclusive, with respect to �j ; j D 1; 2; : : : ; m;

if there exists a number � > 0 such that �mC1.x0; �/ � �mC1.x0; �0/ for all
k� � �0k < �:

6.4 B-Analyticity Property

In this part of the book, assume that in addition to conditions (N1)–(N6), (N12),
which are valid for all � 2 G�; functions Ji ; �i ; and f are holomorphic in x and �
on G � G�; and f is holomorphic in t; x; and � in the region Nh: Let us choose a
point .�; x0; 0/ in I � G � G�; and fix �: Denote by t D � a meeting moment of
a solution x.t; �; x0; 0/ of (6.6) and the surface t D �.x; 0/ transversally. Assume
that there exists a number � > 0 such that �.x0; �/ � �.x0; 0/ for all k�k < �:

Moreover, f is holomorphic in t in a neighborhood of .�; x.�C/; 0/: Consider a
solution Nx.t/ D x.t; �; x; �/ of (6.6). If jj�jj and jjx � x0jj are sufficiently small,
then Nx.t/ intersects the surface � transversally at moment N� D �.x; �/ near to �:
We assume also that (6.6) admits a solution x1.t/ D x.t; N�; Nx. N�/ C I. Nx. N�/; �/;
defined on 1Œ�; ��; and introduce the map W W .x; �/ ! x1.�/� x:

Lemma 6.4.1. �.x; �/ is holomorphic at .x0; 0/:

Proof. Apply Poincaré’s expansion theorem [98] to show that if t is near t D � then
the expansion

x.t/ D
X

Cp˛:::	a:::l.t � �/p.x � x01/˛ : : : .x � x0n/
	�a1 : : : �

l
m (6.32)

is valid. Since the solution meets the surface of discontinuity transversally, if
jjx�x0jj and jj�jj are sufficiently small there exists a unique solution of the equation
� D �. Nx.�/; �/: The function N� D �.x; �/ is defined as an implicit function, from
the equation �. N�; �/ � N� � �. Nx. N�/; �/ D 0; where ��.�; 0/ 6D 0: Using the theo-
rem on the holomorphic implicit function [98], one can find

N� D
X

Bp˛:::	a:::l .t � �/p.x � x01/˛ : : : .x � x0n/
	�a1 : : : �

l
m

such that N�.x0; 0/ D �: The lemma is proved. ut
By using W.x;�/ D x.�; N�; x. N�; x; �/ C I.x. N�; x; �/; �// � x; Lemma 6.4.1,

and the theorem on substitution of a series into a series [59] one can prove that the
following assertion is valid.
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Lemma 6.4.2. W.x;�/ is holomorphic at .x0; 0/:

Let us consider the main subject of our discussion. Denote by x.t/ D
x.t; t0; x0; 0/ a solution of (6.21) with � D 0; and assume that it exists on an
interval Œt0; T �; T > t0; with points of discontinuity t0 < �1 < : : : < �k < T:

From the previous discussion, it implies that a solution Nx.t/ D x.t; t0; x; �/ with
sufficiently small jjx � x0jj and jj�jj exists on the interval Œt0; T �: Denote by
i ; i D 1; 2; : : : ; k; the points of discontinuity of this solution. One can find a
neighborhood of the integral curve of x.t/ on Œt0; T � such that system (6.21) and

dy

dt
D f .t; y; �/;

�yjtD�i
D Wi .y; �/; (6.33)

are B-equivalent there. Since functions Wi are specified W for � D �i ; by
Lemma 6.4.2, they are analytic at points .�i ; x.�i /; 0/: There exists a solution
�.t/ D y.t; t0; x0; 0/ of system

dy

dt
D f .t; y; 0/;

�yjtD�i
D Wi .y; 0/; (6.34)

such that �.t/ D x.t/ for all t 2 Œt0; T �:
Definition 6.4.1. The solution y.t/ D y.t; t0; x; �/ of (6.33) is expanded in power
series of coordinates x � x0 and � if

y.t/ D
X

A˛:::	a:::l.t/.x � x01/
˛ : : : .x � x0n/	�a1 : : : �lm; t 2 Œt0; T �;

where coefficients A 2 PCr .Œt0; T �; �/:

Lemma 6.4.3. The solution y.t/ D y.t; t0; x; �/ of system (6.33) is expanded in
power series of coordinates of x � x0 and �:

Proof. By continuity, if jjx�x0jj and jj�jj are sufficiently small, then solution y.t/
exists on Œt0; T �: Let us show that

y.t/ D
X

A˛:::	a:::l.t/.x � x01/
˛ : : : .x � x0n/	�a1 : : : �lm;

where coefficients A are piecewise continuous functions with discontinuities at
points �i : Indeed, apply the Poincaré’ expansion theorem to obtain a series on
the interval Œt0; �1�: Now, using analyticity of J1 one can find that the value
y.�iC/ D y.�i /CW1.y.�1/; �/ has also a series expansion. Consequently, consid-
ering the solution of (6.6) with initial condition .�i ; x.�i // on Œ�1; �2� and using the
lemma on substitution of a series into a series, we find that the expansion is valid on
.�1; �2�: Proceeding for all i , one comes to the complete proof of the assertion. The
lemma is proved. ut
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Definition 6.4.2. The solution Nx.t/ D x.t; t0; x; �/ of (6.21), with discontinuity
moments i ; i D 1; 2; : : : ; k; is expanded in power series of coordinates x � x0 and
� (or it B-analytically depends on x and �) if for all t 62 2.�i ; i � it is true that

Nx.t/ D
X

A˛:::	a:::l.t/.x � x01/
˛ : : : .x � x0n/	�a1 : : : �lm;

and
�i � i D

X
Di
˛:::	a:::l.x � x01/˛ : : : .x � x0n/

	�a1 : : : �
l
m;

where coefficients A 2 PCr .Œt0; T �; �/ and D are real numbers.

From the last lemma and the B-equivalence it follows that the next theorem is valid.

Theorem 6.4.1. The solution Nx.t/ D x.t; t0; x; �/ of system (6.21) is expanded in
power series of coordinates x � x0 and �:

The following assertion is an easy corollary of the last theorem.

Theorem 6.4.2. For each fixed Nt 2 Œt0; T � the function x.Nt ; t0; x; �/ is an analytic
function of x and � in a neighborhood of the point .x0; 0/:

6.5 B-Asymptotic Approximation of Solutions

In this part of the chapter, we investigate the problem of asymptotic approximation
with respect to the small parameter of solutions of impulsive differential equa-
tions with impulses on surfaces. The results obtained here are development of
previous parts of the present chapter. Consider system (6.21), assuming this time
that the dimension of the parameter space � is one, m D 1: We assume that
for all � 2 .��0; �0/; where �0 is a fixed positive number, conditions (N1)–
(N6),(N11),(N12), are valid, and the following higher order differentiability is
fulfilled, Ji ; �i 2 C .r;r/.G � G�/; f 2 C .0;r;r/.I � G � G�/ \ C .r�1;r;r/.Nh/;
where r is a positive integer, and Nh is a union of h-neighborhoods of surfaces
t D �.x; �/; i 2 A; in I �G �G�:

Denote by x0.t/ D x.t; t0; x0; 0/ a solution of (6.21), where� D 0; that is, x0.t/
is a solution of the system

dx

dt
D f .t; x; 0/;

�xjtD�i .x;0/ D Ji .x; 0/; (6.35)

and assume that it exists on an interval Œt0; T �; T > t0; with points of discontinuity
t D �i ; t0 < �1 < : : : < �k < T:

From the earlier discussion, it implies that a solution x.t; �/ D x.t; t0; x0; �/

with sufficiently small j�j exists on the interval Œt0; T �: Denote by i ; i D
1; 2; : : : ; k; the points of discontinuity of this solution.
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We say that the solution x.t; �/ has a B-asymptotic approximation if for
sufficiently small j�j and for all t 2 Œt0; T � outside the intervals 1Œ�i ; i �; i D
1; 2; : : : ; k; the following equality is valid,

x.t; �/ D
rX
jD1

xj .t/�
j CO.�rC1/; (6.36)

where xj .t/ are piecewise continuous vector-valued functions from PC.Œt0; T �; �/;
� D f�igiD1;2;:::;k: Moreover, for all i D 1; 2; : : : ; k;

i � �i D
rX
jD1

�ij�
j CO.�rC1/; (6.37)

where �ij are real constants.
By the B-equivalence, x0.t/ is a solution of (6.35) and (6.34). Moreover, one can

find a sufficiently small neighborhood of the integral curve of x0.t/ on Œt0; T �;where
systems (6.21) and (6.33) are B-equivalent. The existence of the expansions (6.36)
and (6.37) is proved in Theorem 6.3.2. We consider here the problem of determining
the coefficients xj .t/ and �ij : By virtue of the correspondence established between
solutions x.t; �/ and y.t; �/ of systems (6.21) and (6.33) above, it suffices to deter-
mine the xj beginning with (6.33), taking into account the fact that the asymptotic
formula

y.t; �/ D
rX
jD1

xj .t/�
j CO.�rC1/; (6.38)

holds for all points in Œt0; T �:
Substituting the last expression into (6.33) and using the smoothness of f

and Wi ; we find that for each j D 1; 2; : : : ; r; the coefficient xj .t/ is a solution
of the Cauchy problem xj .t0/ D 0 for the equation

dx

dt
D f .t; x0.t/; 0/

dx
x C F.t; x0; x1; : : : ; xj�1/;

�xjtD�i
D Wi .x; 0/

dx
x CGi .x0; x1; : : : ; xj�1/; (6.39)

where functions F and Gi are completely determined by x0; x1; : : : ; xj�1 and the
partial derivatives of f and Vi of order up and including j; evaluated for x D x0.t/

and � D 0:

Let us determine the partial derivatives of the Wi at the points .x0.�i /; 0/: Fix
i and for brevity we omit the index i in what follows. We let �i D �; and if x D
x0.�/; t D �; and � D 0; or if x D x0.�C/; t D �; and � D 0; then all functions
used below will be written without showing the values of the arguments, and we
will distinguish between these two cases by using a C superscript in the second case.
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Also, we use the subscripts x; t; and� to indicate partial derivatives. We will assume
that x; f; J; and W and their derivatives are column vectors, and that derivatives of
� and � are row vectors. We define the product of vectors and matrices according to
the usual rule of multiplying rectangular matrices.

The moment of discontinuity t D  of the solution x.t; �/ is determined from
the equation t D �.x.t; �/; �/ as a function  D .x; �/; where x D x.; �/:

Therefore, applying the known implicit function theorem and passing to the limit as
� ! 0; we get

x D �x.1� �xf /
�1; � D �x.1 � �xf /

�1��;
x� D �x�.1 � �xf /�1 C �x.�x�f C �xf�/.1 � �xf /

�2;
�� D ��.1 � �xf /�1 C ��.�x�f C �xf�/;

xxj
D 2�xxj

.1 � �xf /�1 C �x.2�xxj
f C �xfxj

/.1 � �xf /
�2: (6.40)

Applying the resulting expressions in a similar way, starting from (6.23), we find
that

Wx D x.f � f C/C Jx.I C xf /;W� D .f � f C/� C Jxf � C J�;

Wx� D x.ft � f C
t /� C x�.f � f C/C .fx � f C

x .I C Jx//� C

.

nX
kD1

Jxxk
fk� C Jx�/.I C xf /C Jx.xf� C fx� C x�f /;

Wxxj
D x..ft � f C

t /xj
C fxj

� f C
xj
/C xxj

.f � f C/C

xj
.fx � f C

x � f C
x Jx/C

nX
kD1

Jxxk
.ıkj C fkxj

/.I C xf /C

Jx.x.fxj
C ftxj

/C xxj
f C xj

fx/;

W�� D .ft � f C
t /

2
� C .f � f C/�� C .f� C Jx�f /� C

nX
kD1

Jxxk
fk�.f � C J�/C Jx.ft

2
� C 2f�� C f ��/C

nX
kD1

J�xk
fk C J��: (6.41)

where ıij is the Kronecker symbol. It is clear that in this way it is possible to calcu-
late the derivatives ofW up to and including order r at the point .x.�i /; 0/ from the
values of the derivatives of f; J; and � at points .�; x0.�/; 0/ and .�; x0.�C/; 0/: In
addition, the coefficients in (6.37) can be determined by starting from (6.40).
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Notes

Some results on differentiable dependence of first order for solutions of impulsive
systems on initial conditions and parameters can be found in [45, 64, 74, 141, 142].
All definitions of differentiability of solutions, higher order differentiable depen-
dence, and analyticity of solutions of differential equations with nonfixed moments
of impulses were given in papers [24,25,32,34,35] for the first time, as well as cor-
responding theorems and their proofs. Further applications and development of the
results for autonomous equations and Filippov’s differential equations were made in
[1,3,4,14,27,36]. The results of the chapter show that the method of B-equivalence
is suitable to realize any type of smoothness for differential equations with vari-
able moments of discontinuities. The variational equations are presented for the
first time with the second component of the B-derivatives.



Chapter 7
Periodic Solutions of Nonlinear Systems

In this part of the book, we investigate, by applying methods developed in the
previous chapters, existence and stability of periodic solutions of quasilinear
systems with variable moments of impulses.

7.1 Quasilinear Systems: the Noncritical Case

Consider the following .!; p/-periodic system of differential equations with
impulses on surfaces

x0 D A.t/x C f .t/C ��.t; x; �/;

�xjtD�i C��i .x;�/ D Bix C Ii C �‰i .x; �/; (7.1)

where .t; x/ 2 R � R
n; � 2 .��0; �0/; �0 is a fixed positive number, real valued

elements of n � n matrix A.t/ are continuous functions, and constant real valued
n � n matrices Bi ; i 2 Z; satisfy condition (4.2). Coordinates of f .t/ W R ! R

n

are continuous functions, and Ji ; i 2 Z; is a sequence of vectors from R
n: Being an

.!; p/-periodic system means that there exist a positive real number! and a positive
integerp such thatA.tC!/ D A.t/; f .tC!/ D f .t/; �.tC!; x; �/ D �.t; x; �/;

for all t 2 R; x 2 R
n; � 2 .��0; �0/; and BiCp D Bi ; IiCp D Ii ; ‰iCp.x; �/ D

‰i .x; �/; �iCp D �i C !; �iCp.x; �/ D �i .x; �/; for all i 2 Z; x 2 R
n;

� 2 .��0; �0/: We assume also that � 2 C .0;1;1/.R � R
n � .��0; �0//; �i ;

‰i 2 C .1;1/.Rn � .��0; �0//; i 2 Z:

It is obvious that � is a B-sequence. That is, the infinite sequence satisfies j�i j !
1 as ji j ! 1: Beside the system (7.1), consider the nonperturbed system

x0 D A.t/x C f .t/;

�xjtD�i
D Bix C Ii : (7.2)

M. Akhmet, Principles of Discontinuous Dynamical Systems,
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Theorem 7.1.1. Assume that (7.2) has a unique nontrivial !-periodic solution
x0.t/: If j�j is sufficiently small, then (7.1) admits an !-periodic solution that con-
verges in the B-topology to x0.t/ as � ! 0:

Proof. Without loss of generality, we assume that the periodic solution x0.t/ D
x.t; 0; x0; 0/ has moments of discontinuity �i such that 0 < �1 < : : : < �p < !:

Let x.t/ D x.t; 0; 	; �/ be a solution of (7.1), x.0/ D 	: If j�j is sufficiently small,
then from results of the last chapter it follows that x.t/ has moments of discontinuity
i such that 0 < 1 < : : : < p < !; and there is a neighborhood of the point
.0; x0/; which does not intersect all surfaces of discontinuity t D �i C ��.x; �/:

By the Poincaré criterion, the solution x.t/ is a periodic function if and only if the
equation

ˆ.y;�/ � x.!; 0; y; �/ � y D 0 (7.3)

is satisfied with y D 	: It follows, from the implicit function theorem that (7.3)
has a solution if detˆy.x0; 0/ ¤ 0; and the matrix is continuous in a neighborhood
of .x0; 0/: By Theorem 6.1.1, B-derivatives of x.t/ in 	j ; j D 1; 2; : : : ; n; form a
fundamental matrixZ.t; y; �/;Z.0; y; �/ D I; of the variational system. If � D 0;

then the variational system has the form

x0 D A.t/x;

�xjtD�i
D Bix: (7.4)

The uniqueness of the periodic solution x0.t/ implies that

detˆy.x0; 0/ D det.Z.!; y; 0/ � I/ 6D 0:

Hence, (7.3), for sufficiently small j�j; has a unique solution in a small neighbor-
hood of x0; and this solution is as much near x0 as � is close to 0: By Lemma
6.1.6, we have that the !-periodic solution x.t/ converges to x0.t/ as � ! 0: The
theorem is proved. ut
Fix positive h such that Nh; the union of h-neighborhoods of points �i ; i D
1; 2; : : : ; p; is placed in Œ0; !�: Similarly to the proof of the last theorem, one can
verify that the following assertion is valid.

Theorem 7.1.2. Assume that (7.2) has a unique nontrivial !-periodic solution
x0.t/; functions �;‰; �i are analytic in x 2 G; and, moreover, functions A; f; �
are analytic in t 2 Nh: Then for a sufficiently small j�j system (7.1) admits
an !-periodic solution that converges in the B-topology to x0.t/; as � ! 0: The
solution is analytic at � D 0:

Let us formulate the following assertion without proving it.

Theorem 7.1.3. Suppose all multipliers of (7.4) are inside the unit disc. If j�j is
sufficiently small, then the !-periodic solution of (7.1) is B-asymptotically stable.
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t

x(X)

X(t)=X0sin(ωt)

x(t)

Fig. 7.1 The first coordinate, x.t/; of the periodic solution  .t/

Example 7.1.1. Consider system (1.3), which is constructed in Example 1.1 as a
model of a mechanical system consisting of a bead bouncing on a table. In [89], it
is proven that the mechanical model considered with the condition

!2 � �g

X0

1 � R

1CR
(7.5)

admits a periodic discontinuous motion  .t/ with period T D 2�
!

(see Fig. 7.1).

The solution has the initial value x0 D X0
p
1 � cos2.�/, x0

0 D �g
X0!

at the
moment of the impact t D �; which is defined by the relation

cos.�/ D �g

X0!2
1 � R

1CR
: (7.6)

Applying the Poincaré map, it was shown that the periodic motion is asymptotically
stable if

�g

X0

1 � R

1CR
< !2 < fŒ�g

X0

1 �R
1CR

�2 C Œ
2g.1CR2/

X0.1CR/2�2
g 1

2 : (7.7)

It is obvious that (1.3) is a highly idealized model. It takes no account of drag in the
medium, the unavoidable perturbations of the table, and possible elastic couplings.
Hence, it is natural to consider a system of the form

x0
1 D x2;

x0
2 D �g C �f .t; x; �/;

�x2jtD�i .x1/C�
i .x;�/ D .1CR/Œx0! cos.!�i .x1//� x2�C �Ii .x; �/; (7.8)

where � is a small parameter.
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We assume that functions f; I; and � have continuous second-order partial
derivatives with respect to x1; x2; and �; and the function f is continuously
differentiable with respect to t: The variational system around the periodic solution
 .t/ has the form

u0
1 D u2;

u0
2 D 0;

�u2jtD D !

2
Œ
.1CR/2

�
� b.1� R/2/�u1 � .1CR/u2; (7.9)

where b D p
cos�2.�/� 1: The characteristic equation for (7.9) is

�2 C .�b.1 �R2/ � .1CR2//�CR2 D 0:

We have from the last equation that (7.9) does not have a unique multiplier provided

R D 1 or !2 6D �g

X0

1 �R
1CR

:

A necessary and sufficient condition for the multipliers to be situated inside the unit
circle is the inequality (7.7).

Assume that R 6D 1; and suppose that the function f is periodic with period
T D 2�

!
with respect to t; and for all x; �; i 2 Z; the equalities IiC1D Ii ; �iC1D �i

are satisfied. Then one can see that the system is .T; 1/-periodic, and from relations
(7.5) and (7.7), we find, according to Theorems 7.1.1 and 7.1.3, that for a sufficiently
small � system (7.8) admits a unique T -periodic B-asymptotically stable solution,
which converges to  .t/; as � ! 0:

In the sequel, we proceed with the investigation of system (5.38) and find the
conditions for the existence of a unique bounded solution, a periodic solution, and
asymptotical stability of these solutions. In this part of the section, we want to see
the use of the reduction method for this system. Beside it, we consider the following
equations with impulse actions at fixed moments

dx

dt
D A.t/x C f .t; x/;

�xjtD�i
D Bix C Ii .x/; (7.10)

where t 2 R; x 2 R
n; � D f�ig; i 2 Z; is a B-sequence, entries of n � n matrix

A.t/ are continuous real valued functions,Bi ; i 2 Z, are constant real valued square
matrices of order n: That is, system (7.10) differs from (5.38) only by absence of
perturbations �i .x/:

For the convenience of discussion we will reformulate conditions .Q1/–.Q5/ of
Sect. 5.8.
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So, we assume that for system (7.10) the following conditions are valid:

(P1) there exists a positive constant � such that �iC1 � �i � �; i 2 ZI
(P2) there exists a positive constant l such that for all t 2 R; x; y 2 R

n; i 2 Z; the
following inequality is valid

kf .t; x/ � f .t; y/k C kIi .x/ � Ii .y/k � lkx � ykI (7.11)

(P3) det.I C Bi / ¤ 0; i 2 ZI
The transition matrix X.t; s/ of the associated homogeneous system

x0 D A.t/x;

�xjt 6D�i
D Bix; (7.12)

satisfies the following inequality
(P4)

kX.t; s/k � Ke��.t�s/; s � t; (7.13)

whereK and � are positive real numbers;
(P5) KlŒ 1

�
C e��

1�e��� � < 1I
(P6) there exists a positive numberH such that

sup
�1<t<C1; kxk<H

kf .t; x/k C sup
�1<i<C1;kxk<H

kIi .x/k D M < C1;

and

KMŒ
1

�
C e
�

1 � e�
� � < H I

(P7) sup
R

kA.t/k C sup
Z

kBik D N < C1I
(P8) �� CKl C ln.1CKl/



< 0:

Since (7.10) belongs to the class of equations (5.38), the discussion made in Sect. 5.8
on extension of solutions of (5.38) is also valid for (7.10). Consequently, each
solution x.t/ D x.t; t0; x0/; .t0; x0/ 2 R � R

n of (7.10) exists and is unique
on R:

Theorem 7.1.4. If conditions .P1/ � .P7/ are valid, then:

(1) there exists a unique bounded solution �.t/ 2 PC1.R; �/ of (7.10), and
k�.t/k < H for all t 2 RI

(2) if in addition condition .P8/ is fulfilled then �.t/ is a globally asymptotically
stable solution;

(3) if (7.10) is an .!; p/-periodic system, then �.t/ is an !-periodic solution.
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Proof. The proof falls naturally into following three parts.

1. Let us introduce a set of functions H D fx 2 PC1.R; �/ W kx.t/k < H; t 2 Rg:
Define in H an operatorE such that, if 	 2 H; then

E	.t/ D
Z t

�1
X.t; �/f .�; 	/d� C

X
�i<t

X.t; �iC/Ii .	.�i //: (7.14)

Let us show that E W H ! H: Indeed, it is easy to see that 	 2 PC1.R; �/: See,
for example, the proof of Theorem 2.4.1. Moreover, we have that

kE	.t/k �
Z t

�1
Ke��.t��/Md� C

X
�i<t

Ke��.t��i /M < H:

Show now, that E is a contraction. If 	1.t/; 	2.t/ 2 H; then

kE	1.t/ �E	2.t/k �
Z t

�1
Kle��.t��/k	1.�/ � 	2.�/kd�C

X
�i<t

Kle��.t��i/k	1.�i / � 	2.�i /k <

KlŒ
1

�
C e�

1 � e�
� �sup
R
k	1.�/� 	2.�/k:

That is E is a contraction and the sequence 	k.t/; 	0.t/ � 0; 	kC1.t/ D
E	k.t/; k D 0; 1; : : : ; converges to a unique bounded solution �.t/ of system
(7.10) such that k�.t/k < H:

2. Assume that condition .P8/ besides .P1/� �.P7/ is valid, and  .t/ is another
solution of system (7.10). Then

�.t/ D X.t; t0/�.t0/C
Z t

t0

X.t; �/f .�; �.�//d� C
X

t0��i<t

X.t; �iC/Ii .�.�i //

and

 .t/ D X.t; t0/ .t0/C
Z t

t0

X.t; �/f .�;  .�//d�C
X

t0��i<t

X.t; �iC/Ii . .�i //:

Now, we have that

k�.t/� .t/k � Ke��.t�t0/k�.t0/� .t0/kC
Z t

t0

Kle��.t��/k�.�/� .�/kd�C

X
t0��i<t

Kle��.t��i /k�.�i / �  .�i /k:
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Denote by u.t/ D k�.t/ �  .t/ke�t in the last formula and apply Lemma 2.5.1
to obtain

k�.t/ �  .t/k � Ke
�e�.��Kl� ln.1CKl/
� /.t�t0/k�.t0/�  .t0/k:

The stability is proved. ut
3. Assume that conditions .P1/ � �.P7/ are valid, (7.10) is an .!; p/-periodic

system and prove, very similarly to Theorem 5.9.2, periodicity of the bounded
solution �.t/; yourself.
The theorem is proved. ut
Let us consider other conditions:

(S1) each interval Œid; .iC1/d/; i 2 Z;where d is a positive fixed number, contains
at most one element of the sequence � I

(S2) KlŒ 1
�

C e�d

1�e��d � < 1I
(S3) there exists a positive numberH such that

sup
�1<t<C1; kxk<H

kf .t; x/k C sup
�1<i<C1;kxk<H

kIi .x/k D M < C1;

and

KMŒ
1

�
C e�d

1 � e��d � < H I

(S4) �� CKl C ln.1CKl/
d

< 0:

We may formulate a new theorem, useful in Chap. 10, which can be proved
similarly to the last assertion.

Theorem 7.1.5. Assume that conditions .P2/� .P4/; .P7/; .S1/–.S3/; are valid.
Then:

(1) there exists a unique bounded solution �.t/ of (7.10), and k�.t/k < H for all
t 2 RI

(2) if additionally condition .S4/ is fulfilled then �.t/ is an asymptotically stable
solution;

(3) if (7.10) is an .!; p/-periodic system, then �.t/ is an !-periodic solution.

Now, introduce the following assumptions:

(Q10) KŒM
�

C c.l/e2��

1�e�
��
2

�C b.l/ < H I

(Q11) KlŒ 1
�

C k.l/e2��

1�e�
��
2

� < 1I
(Q12) �� CKl C ln.1CKlk.l//



< 0;

and consider the following assertion.
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Theorem 7.1.6. If conditions .P4/; .Q1/ � .Q5/; .Q10/; .Q11/; are valid, then:

(1) there exists a unique bounded solution �.t/ of (5.38), and k�.t/k < H for all
t 2 RI

(2) if in addition condition .Q12/ is fulfilled then �.t/ is an asymptotically stable
solution;

(3) if (5.38) is an .!; p/-periodic system, then �.t/ is an !-periodic solution.

The proof of the last theorem follows immediately Theorem 7.1.4 and the results of
Sect. 5.8. Moreover, assertions .1/; .2/; .3/ of the last theorem can be considered as
corollaries of the results in Sects. 5.8, 5.9.

7.2 The Critical Case

Consider the .!; p/-periodic system (7.1), assuming this time that we have a critical
case. That is, the associated linear homogeneous system (7.4) admits a maximal set
of linearly independent !-periodic solutions �j .t/; j D 1; 2; : : : ; k; 0 < k � n:

Then, by Theorem 4.3.2, the system adjoint to (7.4),

y0 D �AT .t/y;
�yjtD�i

D �.I C BTi /
�1BTi y; (7.15)

(where T denotes transposition), has k linearly independent !-periodic solutions
 j .t/; j D 1; 2; : : : ; k: Compose these solutions as the n � k matrix H1.t/:

Suppose that the following condition is satisfied,

Z !

0

HT
1 .t/f .t/dt C

pX
iD1

HT
1 .�i /Ii D 0: (7.16)

Then, by Theorem 4.3.3, (7.2) has the family of !-periodic solutions x.t; ˛/ D
˛1�1.t/C˛2�2.t/C : : :C˛k�k.t/C�0.t/; where �0.t/ is an !-periodic particular
solution of (7.2).

We assume that the smoothness of system (7.1) is of higher order. That is, the
matrixA.t/ and the function f .t/ are l�1 times, l � 2; continuously differentiable
in �-neighborhoods of the points �i ; i 2 Z: Denote the union of the neighborhoods
as G� and assume that � 2 C .l�1;l;l/.G� � R

n � .��0; �0// \ C .0;l;l/.R � R
n �

.��0; �0//; �i ; ‰i 2 C .l;l/.Rn � .��0; �0//:
Theorem 7.2.1. Suppose system (7.1) satisfies the conditions discussed, (7.2) ad-
mits a family of !-periodic solutions x.t; ˛/: Let ˛0 be a solution of the equation
h.˛/ D 0; where

h.˛/ D
Z !

0

HT
1 .t/�.t; x.t; ˛/; 0/dt C

pX
iD1

HT
1 .�i /f‰i.x.�i ; ˛/; 0/C

�i .x.�i ; ˛/; 0/Œ..I C Bi /A.�i / �A.�i /Bi /x.�i ; ˛/ � A.�i /Ii �g;
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such that

detŒ
@h

@˛
j˛D˛0

� 6D 0:

Then system (7.1) has an!-periodic solution, if j�j is sufficiently small. The solution
converges in the B-topology to x.t; ˛0/ as � ! 0:

Proof. To prove the assertion, we will use the B-equivalence method. Consider the
system of ordinary differential equations

x0 D A.t/x C f .t/C ��.t; x; �/; (7.17)

which is the part of system (7.1).
Fix i 2 Z and x 2 R

n: Let x0.t/ be the solution of (7.17) such that x0.�i / D x,
and 	i be a solution of the equation t D �i C ��i .x0.t//: That is, 	i is the meeting
moment of x0.t/ with �i : Let x1.t/ be the solution of system (7.17) with the initial
condition x1.	i / D Bix0.	i /C Ii C �‰i .; �/x0.	i /: Consider the following map:

Ji .x; �/ D .I C Bi /

Z �i

�i

.A.�/x0.�/C f .�/C ��.�; x0.�/; �//d� C

CIi C �‰i .x.	i /; �/C
Z �i

�i

.A.�/x0.�/C f .�/C ��.�; x0.�/; �//d�/C

CIi C
Z �i

�i

.A.�/x1.�/C f .�/C ��.�; x1.�/; �//d�: (7.18)

We can verify that Ji .x; �/ D �
i .x; �/; where 
i .x; �/ is a continuously dif-
ferentiable function such that 
i .x; 0/ D ‰i .x; 0/ C .�i .x; 0/Œ..I C Bi /A.�i / �
A.�i /Bi /x � A.�i /Ii �: One can show that systems (7.1) and

y0 D A.t/y C f .t/C ��.t; y; �/;

�yjtD�i
D Biy C Ii C �
i .y; �/; (7.19)

are B-equivalent in R � R
n � .��0; �0/: That is, the problem of existence of pe-

riodic solutions of system (7.1) can be reduced to the problem for (7.19) with fixed
moments of impulsive action.

Complete the matrix H1.t/ by solutions  j ; j D k C 1; : : : ; n; of the adjoint
system to build a fundamental matrix of solutions H.t/: Substitute z D HT .0/y in
(7.19) and obtain the system

z0 D P.t/z C g.t/C �F.t; z; �/;

�zjtD�i
D Siz CKi C �Oi .z; �/; (7.20)
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where
P.t/ D HT .0/A.t/HT .0/�1; g.t/ D HT .0/f .t/;

Si D HT .0/BiH
T .0/�1; Ki D HT .0/Ii ;

F.t; y; �/ D HT .0/�.t;HT .0/�1y;�/;Oi .y; �/ D HT .0/
i.H
T .0/�1y;�/:

Denote z.t; ˛/ D HT .0/x.t; ˛/; ˇ D .ˇkC1; : : : ; ˇn/ and let �.t/ D z.t; ˛; ˇ/ be
a solution of system (7.20) with initial condition �.o/ D z.0; ˛/ C .0; ˇ/: Further,
let L.t/ D H�1.0/H.t/; L1.t/ D H�1.0/H1.t/; L2.t/ be the matrix composed
of the entries of the last n � k columns and n � k rows of L.t/; and L3.t/ be the
matrix composed of the entries of the last n � k rows of L.t/: Let

U.˛; ˇ; �/ D
Z !

0

LT1 .t/F.t; �.t/; �/dt C
pX
iD1

LT1 .�i /Oi .�.�i/; �/;

V .˛; ˇ; �/D.LT2 .!/�I/ˇ��
Z !

0

LT3 .t/F.t; �.t/; �/dt��
pX
iD1

LT3 .�i /Oi .�.�i /; �/:

Theorem 4.3.3 implies that the !-periodicity condition for the solution �.t/ has the
form of the following two equations:

U.˛; ˇ; �/ D 0; (7.21)

V.˛; ˇ; �/ D 0: (7.22)

If in (7.22) one takes � D 0; we obtain ˇ D 0; and then (7.21) has the form

U.˛; 0; 0/ D
Z !

0

LT1 .t/F.t; z.t; ˛/; 0/dt C
pX
iD1

LT1 .�i /O.z.�i ; ˛/; 0/ D 0: (7.23)

Let ˛0 D .˛01 ; : : : ; ˛
0
k
/ be a solution of (7.23). Since the function U has continuous

partial derivatives with respect to ˛j ; j D 1; : : : ; k; in a sufficiently small neighbor-
hood of the point .˛0; 0; /; it follows under the assumption:

detŒ
@U

@˛
j˛D˛0

� 6D 0

that the system of equations (7.21), (7.22) is solvable with respect to ˛ and ˇ so that
the functions ˛j .�/ and ˇs.�/; j D 1; : : : ; k; s D kC1; : : : ; n; are continuous and
˛j .�/ ! ˛0j ; ˇs.�/ ! 0 as � ! 0:

Thus, we have established that for sufficiently small j�j system, (7.20) admits
an !-periodic solution, which converges to the solution x.t; ˛0/ of system (7.2), as
� ! 0: The solution has the form x.t; ˛0/ D ˛01�1.t/ C : : : C ˛0r �r.t/; where
�1.t/; : : : ; �r.t/; are linearly independent !-periodic solutions of (7.2).
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To complete the proof, one should apply the equivalence of (7.20) and (7.1). The
theorem is proved. ut

Next, we discuss the problem of asymptotic representation of the periodic solu-
tions, whose existence has been proved in the last theorem.

Theorem 7.2.2. Assume that system (7.1) satisfies all conditions of the last theorem,
and it is smooth with order l � 3: Then, if j�j is sufficiently small, the periodic
solution x.t/ of this system admits the following B-asymptotic representation:

x.t/ D x.t; ˛0/C �x1.t/C : : :C �l�1xl .t; �/; (7.24)

which is valid for all t 2 R; except those t 2 2.�i ; i �; i 2 Z; where i are points
of discontinuity of x.t/; such that i ! �i as � ! 0; for all i 2 Z: The functions
xj ; j D 1; : : : ; l; belong to PC!.R; �/:

Proof. Present the !-periodic solution y.t/ of (7.19) in the form y.t/ D x.t; ˛0/C
��.t; �/: One can easily check that the function � satisfies

� 0 D A.t/� C �.t; x.t; ˛0/C ��;�/;

��jtD�i
D Bi� C
i .x.�i ; ˛0/C ��;�/: (7.25)

We shall show that the last system has an !-periodic solution if j�j is suffi-
ciently small. Denote e.t/ D �.t; x.t; ˛0/; 0/;mi D 
i .x.�i ; ˛0/; 0/; �.t; �; �/ D
��1Œ�.t; x.t; ˛0/ C ��;�/ � �.t; x.t; ˛0/; 0/�;…i .�; �/ D ��1Œ
i .x.�i ; ˛0/ C
��;�/ �
i .x.�i ; ˛0/; 0/�: Then � is a solution of the following system:

� 0 D A.t/� C e.t/C ��.t; �; �/;

��jtD�i
D Bi� Cmi C �…i .�; �/: (7.26)

Since h.˛0/ 6D 0; the system

� 0 D A.t/� C e.t/;

��jtD�i
D Bi� Cmi ; (7.27)

admits r-parametric family of !-periodic solutions x1.t; N̨ / D N̨1�1C : : :C N̨r�r C
�0; where �0.t/ is a particular solution of (7.27). Hence, by Theorem 7.2.1, the
problem is reduced to the investigation of the expression

v1. N̨ / D
Z !

0

HT
1 .t/�.t; x1.t; N̨ /; 0/dt C

pX
iD1

HT
1 .�i /…i .x1.�i ; N̨ /; 0/: (7.28)
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It is a linear equation with respect to N̨ D . N̨1; : : : ; N̨r /: The matrix of coefficients
of the system is @h

@˛
j˛D˛0

: Indeed, we have

�.t; �; 0/D��.t; x.t; ˛0/C��;�/j�D0D
nX
jD1

�xj
.t; x.t; ˛0/;0/�jC��.t; x.t; ˛0/;0/;

…i .�; 0/ D
nX
jD1


ixj
.x.�i ; ˛0/; 0/�j C
i�.x.�i ; ˛0/; 0/:

Consequently, (7.28) can be written as

Z !

0

HT
1 .t/

nX
jD1

�xj
.t; x.t; ˛0/; 0/.

nX
jD1

˛j�j

C�0/dt C
Z !

0

HT
1 .t/��.t; x.t; ˛/0; 0/dtC

pX
iD1

HT
1 .�i /

nX
jD1


ixj
.x.�i ; ˛0/; 0/.

nX
jD1

˛j�j .�i /C �0.�i //

C
pX
iD1

HT
1 .�i /
i�.x.�i ; ˛0/; 0/:

The last expression proves the assertion. Then the equation v1. N̨ / D 0 has a unique
solution N̨0; and det.v1˛. N̨0// 6D 0 is true. Thus for system (7.27), all conditions of
the last theorem are valid, and consequently, �.t; �/ D x1.t; N̨0/C �1.t; �/; where
�1 is convergent to 0 as � ! 0: It follows that denoting x0.t/ D x.t; ˛0/; x1.t/ D
x1.t; N̨0/; one can obtain y.t/ D x0.t/ C �x1.t/ C ��1.t; �/: One can show that
�1 is a solution of the system

� 0 D A.t/� C e.t/C ��.t; x1.t; N̨0/C ��;�/;

��jtD�i
D Bi� Cmi C �…i .x1.�i ; N̨0/C ��;�/: (7.29)

Next, assuming that l � 4; we can check that �1 D x2.t; Q̨0/ C �2.t; �/; where
�2 ! 0; as � ! 0; and x2 is a solution of the .!; p/-periodic equation

x0 D A.t/x C �1.t; x1.t/; 0/;

�xjtD�i
D Bix Cmi C…1

i .x1.�i /; 0/; (7.30)

Q̨0 is a solution of the equation v2.˛/ D 0; where

v2.˛/ D
Z !

0

HT
1 .t/�1.t; x2.t; ˛/; 0/dt C

pX
iD1

HT
1 .�i /‰

1
i .x1.�i ; ˛/; 0/;
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�1 D ��1Œ�.t; x1 C �x;�/ � �.t; x1.t/; 0/�; jpi1i
D ��1Œ…i .x1.�i /C �x;�/ �…i .x1.�i /; 0/�;

x2.t; ˛/ D ˛1�1 C : : : ˛r�r C N�;
and N� is a particular periodic solution of (7.30). In this way one can obtain the
representation of y.t/ up to l-th order. The expansion is valid for the solution x.t/
of B-equivalent system (7.1). The theorem is proved. ut

Notes

The Poincaré method of small parameter [132], with Lyapunov’s stability [104]
development was applied in [105] for intensive investigation of the existence of
periodic solutions. In [112], the problem of existence of periodic solutions for
strongly nonlinear systems with analytic members and nonfixed moments of im-
pulses, was considered by using method of generalized functions. Asymptotic
expansion along the powers of a small parameter for solutions of differential
equations with fixed moments of impulses is discussed in [47]. We have ob-
tained the results for a quasilinear system, considering critical and noncritical
cases, by using B-equivalence method. More results on the subject can be found
in [23, 26, 29, 34, 36]. The approach considered in our results allows to achieve
higher order approximations. Significant development of the mechanics with im-
pacts [41,43,50,56,57,79,103,109,113,115,116,121,125–127,130,162] provides
an opportunity for applications. In Example 7.1.1, we consider a simple mechani-
cal model just with an illustrative goal. Some interesting results of impacts theory
[113, 126, 127] form a basis for further development of the equations considered in
this Chapter. The method of small parameter can be applied to synchronization of
systems with discontinuities [44, 53, 81, 94, 108, 114, 129].



Chapter 8
Discontinuous Dynamical Systems

8.1 Generalities

The book [39] edited by D.V. Anosov and V.I. Arnold considers two fundamentally
different dynamical systems: flows and cascades. Roughly speaking, flows are dy-
namical systems with continuous time and cascades are dynamical systems with
discrete time. One of the most important theoretical problems is to consider Dis-
continuous Dynamical Systems .DDS/: That is, the systems whose trajectories are
piecewise continuous curves. Analyzing the behavior of the trajectories, we can con-
clude thatDDS combine features of vector fields and maps. They cannot be reduced
to flows or cascades but are close to flows since time is continuous. That is why we
propose to call them also as Discontinuous Flows .DF /: One must emphasize that
DF are not differential equations with discontinuous right side, which often have
been accepted as DDS [68]. One should also agree that nonautonomous impulsive
differential equations, which were thoroughly described in previous chapters are not
discontinuous flows.

Let us remind the definition of a continuous dynamical system. Denote by X
a complete metric space, with a countable base, and with � a metric function. A
dynamical system on X is defined to be a mapping � W R �X ! X; such that

1. �.0; x/ D x for all x 2 X; (Identical property);
2. �.t C s; x/ D �.t; �.s; x// for all x 2 X; and t; s 2 R; (Group property);
3. �.t; x/ is a continuous function.

Definitely, one may expect that systems with similar properties can be defined for
processes with discontinuities. Present chapter is devoted to the problem of identi-
fication of such kind of systems, one of the most interesting and difficult problems
for impulsive differential equations.

To motivate the reader, we may propose the following simple example, where an
autonomous system with even linear elements is not a dynamical system.

Example 8.1.1. Let us study the motion of the following system

Rx C !2x D 0;

� PxjxDx0
D k;

where !; k, and x0 are positive constants.

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 8, c� Springer Science+Business Media, LLC 2010
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x0

xε(t)

x0(t)
x0(t)

(0, x0)

(0, x_ε)
c

c1cε

x1

x2

Fig. 8.1 Trajectories of the system (8.1), (8.2)

Denote x1 D x and x2 D 1
!

Px: By using this substitution, the system can be
rewritten in the form:

Px1 D !x2; (8.1)

Px2 D �!x1; x1 ¤ x0;

xC
2 D k1 C x�

2 ; x1 D x0; (8.2)

where k1 D k
!
: A solution of the system (8.1) is x1.t/ D r sin!t and x2.t/ D

r cos!t; where r is a fixed real number.
Let us observe the behavior of solutions of the system (8.1), (8.2) in Fig. 8.1.

Consider the solution x0.t/ D x.t; 0; .0; x0//: The point moves along the circle c
until it meets the line x1 D x0 at the point .x0; 0/: Then it jumps and continues to
move along the arc of the circle c1. Then, it meets the line x1 D x0 again and jumps.

One may examine that the solution is not continuous in the initial value. Indeed,
let us take another solution x�.t/ D x.t; 0; .0; x0 � �// of this system, which starts
at the point .0; x0 � �/; where � is a fixed positive real number. The solution x0.t/
jumps at the point .x0; 0/ and continues along the arc c1, as explained above. How-
ever, the solution x�.t/ continues its motion along the circle c� without any jump.
So, as it is seen in Fig. 8.1, the distance between these two trajectories cannot be less

than
q
x20 � k21 � x0; despite the initial points of these two solutions can be chosen

arbitrarily close. This example demonstrates that the solution x0.t/ of the system
(8.1), (8.2) does not depend continuously on the initial value. Obviously, we cannot
accept the system as a dynamical system. We may remark that this type of “irreg-
ularity” in models with impacts causes many interesting phenomena, for instance,
collision bifurcation [51, 118].
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Γ

Γ=   (Γ)J
~

G

Fig. 8.2 A domain of a discontinuous dynamical system

Let G D S
Gj where Gj ; j D 1; 2; : : : ; m; are disjoint open connected subsets

of R
n: Denote by Gr , an r-neighborhood of G in R

n for a fixed r > 0: Let ˆ W
Gr �! R be a function from C 1.Gr/ and assume that the surface � D ˆ�1 .0/ is a
closed subset of NG; where NG is the closure of G: Denote by �r , the r-neighborhood
of � in R

n; and define a function J W �r ! Gr ; such that J.�/ � NG is a closed set.
We shall need the following assumptions:

(C1) rˆ.x/ ¤ 0 for all x 2 �;
(C2) J 2 C 1.�r/ and detŒ@J.x/

@x
� ¤ 0; for all x 2 �r ;

where rˆ.x/ denotes the gradient vector of ˆ with respect to x. Let Q� D J.�/;

(see Fig. 8.2), Q̂ .x/ D ˆ.J�1.x//: One can verify that Q� D ˚
x 2 Gj Q̂ .x/ D 0

�
:

Condition (C1) implies that for every x0 2 � there exists a number j and a
function 'x0

�
x1; : : : ; xj�1; xjC1; : : : ; xn

�
such that � is the graph of the function

xj D 'x0
.x1; : : : ; xj�1; xjC1; : : : ; xn/ in a neighborhood of x0: The same is true

for every x0 2 Q�:
Sets � and Q� consist of disjoint manifolds. These manifolds are with or without

boundaries. We shall denote unions of all these boundaries as @� and @ Q�: One may
recommend to the reader books [58,73] to recall definitions of manifolds. It is easily
seen that restrictions J j� ; QJ j Q� are one-to-one functions.

Remark 8.1.1. It is natural to consider domains of continuous dynamical systems
as connected sets [157]. Otherwise, each region of a partition can be discussed as a
domain of a continuous dynamical system. A trajectory of a discontinuous dynam-
ical system may jump from one component to another, such that only the union of
the disjoint regions is a domain.

Lemma 8.1.1. r Q̂ .x/ ¤ 0; 8x 2 Q�:
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Proof. We can write that r Q̂ .x/ D rˆ �J�1 .x/
�
, and then the equality

rˆ �J�1 .x/
� D @ˆ .y/

@y
jyDJ�1.x/

@J�1 .x/
@x

implies that
rˆ �J�1 .x/

� ¤ 0:

The lemma is proved. ut
We make the following assumptions which will be needed throughout the

chapter.

(C3) f 2 C 1.Gr /;
(C4) � \ Q� D ;;
(C5) hrˆ.x/; f .x/i ¤ 0 if x 2 �;
(C6)

˝r Q̂ .x/; f .x/˛ ¤ 0 if x 2 Q�:
Consider the following impulsive differential equation:

x0 D f .x/;

�xjx2� D W.x/; (8.3)

whereW.x/ D J.x/ � x; in the domainD D �
G [ � [ Q� n �@� [ @ Q� :

If �.t/ W I ! R
n; where I is an interval, is a solution of (8.3), then it is required

that it belongs to PC.I; �/; where � � I is a B-sequence. The solution must satisfy
�0.t/ D f .�.t//; if t 62 �; and �.�iC/ D J.�.�i //; �.�i / 2 �; �.�iC/ 2 Q�;
for each �i 2 �: Sets � and Q� may have common points with the boundary of the
domain D; and the boundary points of these sets, � and Q�; do not belong to D;
as they may cause a violence of the continuous dependence on initial value. If the
boundary points are in the domain, then one needs specific additional conditions.
For instance, if x 2 @�; then we may request J.x/ D 0:

Now, we continue with examples, where conditions (C1)–(C6) are satisfied.

Example 8.1.2. Let us consider the following system:

x0
1 D �x1 � 3x2;

x0
2 D 3x1 � x2;

�x1jx2� D x1

�x2jx2� D x2; (8.4)

where x D .x1; x2/; and

� D ˚
.x1; x2/j x21 C x22 D 1; x1; x2 2 R

�
;

Q� D ˚
.x1; x2/j x21 C x22 D 4; x1; x2 2 R

�
:



8.1 Generalities 117

Γ

Γ

~

x1

x2

Fig. 8.3 The phase portrait of system (8.4)

Assume that G D f.x1; x2/j 1 < x21 C x22 < 4; x1; x2 2 Rg. A trajectory
of the system is seen in Fig. 8.3. One can easily find that ˆ.x/ D x21 C x22 �
1; Q̂ .x/ D x21 C x22 � 4; f .x/ D .�x1 � 3x2; 3x1 � x2/; J.x/ D .2x1; 2x2/:

Let us check conditions (C1)–(C6). We have that rˆ.x/ D .2x1; 2x2/ ¤ 0: So,
condition (C1) is satisfied. Moreover, J; f are continuously differentiable functions

and detŒ@J.x/
@x

� D det

�
2 0

0 2

�
D 4 ¤ 0; for all x: It is also obvious that �

T Q� D ;:
Finally, hrˆ.x/; f .x/i D h.2x1; 2x2/; .�x1 � 3x2; 3x1 � x2/i D 2

��x21 � x22
�

D �2 ¤ 0; for all x 2 �; and
˝r Q̂ .x/; f .x/˛ D h.2x1; 2x2/; .�x1 � 3x2; 3x1

�x2/i D 2
��x21 � x22

� D �8 ¤ 0; for all x 2 Q�: Thus, all conditions (C1)–(C6)
are fulfilled.

Example 8.1.3. Let us consider the following system:

x0
1 D �1

3
x1 � 3x2;

x0
2 D 3x1 � 1

3
x2;

�x1jx2� D .2 cos
�

6
� 1/x1 � 2 sin

�

6
x2;

�x2jx2� D 2 sin
�

6
x1 C .2 cos

�

6
� 1/x2: (8.5)

where G D R
2; and � D f.x1; x2/j x1 D x2; 0 < x1g: Let us start to

check conditions (C1)–(C6). One can easily find that Q� D f.x1; x2/j
p
3x1 D
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x2; 0 < x1g; ˆ.x/ D x1 � x2; Q̂ .x/ D p
3x1 � x2; f .x/ D .�1

3
x1 �

3x2; 3x1 � 1
3
x2/; J.x/ D .2 cos �

6
x1 � 2 sin �

6
x2; 2 sin �

6
x1 C 2 cos �

6
x2/:

Consequently, we have that rˆ.x/ D .1;�1/ ¤ 0; so, condition (C1) is
satisfied. It is seen that J; f are continuously differentiable functions and

detŒ@J.x/
@x

� D det

�
2 cos �

6
2 sin �

6

2 sin �
6
2 cos �

6

�
D 4.cos2 �

6
C sin2 �

6
/ D 4 ¤ 0; for all x: It is

also obvious that � \ Q� D ;: Moreover,

hrˆ.x/; f .x/i D
�
.1;�1/; .�1

3
x1 � 3x2; 3x1 � 1

3
x2/

�
D
��10

3
x1 � 8

3
x2

�
¤ 0;

for all x 2 �: The inequality
˝r Q̂ .x/; f .x/˛ ¤ 0; for all x 2 Q�; can be shown

similarly. Thus, all conditions, (C1)–(C6) are fulfilled.

8.2 Local Existence and Uniqueness

Definition 8.2.1. A function x.t/ 2 PC1.I; �/; where I � R is an interval, � � I

is a B-sequence of discontinuity points, is said to be a solution of (8.3) if:

(i) the differential equation (8.3) is satisfied at each t 2 In� and
x0�.�i / D f .x.�i //, �i 2 �; where x0�.�i�/ is the left-sided derivative;

(ii) �x.�iC/ D W.x.�i // for all �i 2 �:
Theorem 8.2.1. Assume that conditions (C1)–(C4) hold. Then for every x0 2 D

there exists an interval .a; b/ � R; a < 0 < b; such that a solution
x.t/ D x.t; 0; x0/ of (8.3) exists and is unique on the interval.

Proof. Consider the following alternative cases:

(a) Assume that x0 … �[ Q�: Then there exists a number � > 0 such thatB.x0; �/\
.� [ Q�/ D ;; and B.x0; �/ � G; where B.x0; �/ is the ball with the center at
x0 and the radius �: Therefore, by the existence and uniqueness theorem [59],
x.t/ exists and is unique on an interval .a; b/ as a solution of the system

y0 D f .y/: (8.6)

(b) If x0 2 �; then x.0C/ 2 Q�: There exists a number � > 0 such that
B.x.0C/; �/ \ � ¤ ; and B.x.0C/; �/ � G: Hence, x.t/ can be continued at
the right. Let us consider t < 0 now. By condition (C4), there exists a number
� > 0 such that B.x.0/; �/ \ Q� ¤ ; and x.t/ can be proceeded at the left.

(c) We can discuss the case x0 2 Q� similarly to the previous one.

The uniqueness of the solution for all cases (a)–(c) follows the theorem on unique-
ness of ordinary differential equations [77] and the invertability of J:

The theorem is proved. ut
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Since conditions (C1)–(C4) were verified in Examples 8.1.2 and 8.1.3, solutions
of systems (8.4) and (8.5) locally exist and are unique.

8.3 Extension of Solutions

In this section, we will prove continuation theorems. The main results claim that
every solution of (8.3) is continuable to 1 and �1: In other words, R is a max-
imal interval of existence of each solution x.t; 0; x0/; x0 2 D of (8.3). That is,
x.t; 0; x0/ 2 PC.R/: Illustrating examples are given, where solutions exist on R:

Definition 8.3.1. A solution x.t/ D x.t; 0; x0/ of (8.3) is said to be continuable to
a set S � R

n as time decreases (increases) if there exists a moment 	 2 R; such
that 	 � 0 .	 � 0/ and x.	/ 2 S:

The following theorems provide sufficient conditions for the continuation of
solutions of (8.3).

Theorem 8.3.1. Assume that:

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) is continuable to either 1 or �; as
time increases;

(b) there exists a positive number N� such that

�x

supB.x;�x/
kf .x/k � N�;

for every x 2 Q� and all �x > 0 with B.x; �x/\ � D ;:
Then every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable to 1:

Proof. Fix x0 2 D and let x.t/ D x.t; 0; x0/ be a solution of (8.3). Consider the
following two cases.

(A) If x(t) is a continuous solution of (8.3), then it is a solution of (8.6) and is
continuable to 1:

(B) Let x.�iC/ 2 Q� for a fixed i: We set Mx D supB.x;�x/
kf .x/k : Assume that

there exists a number 	 > �i ; such that jjx.	/� x.�iC/jj D �x.�i C/ (otherwise
x.t/ is continuable to 1). Then

x.	/ D x.�iC/C
Z �

�i

f .x.s//ds;

and �x.�i C/ � Mx.�i C/ .	 � �i / � Mx.�i C/ .�iC1 � �i /, where Mx.�i C/ > 0

(Why?). The last inequality implies that �iC1 � �i � N� for all i: That is, �i is a
sequence of ˇ-type if �i � 0: The proof is complete. ut

In a similar manner, one can prove that the following theorem is valid.
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Theorem 8.3.2. Assume that:

(a) every solution y.t; 0; x0/; x0 2 D of (8.6) is continuable to either �1 or Q�; as
time decreases;

(b) there exists a positive number N� such that

�x

supB.x;�x/
kf .x/k � N�;

for every x 2 � and all �x > 0 with B.x; �x/\ Q� D ;:
Then, every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable to �1:

Theorems 8.3.1 and 8.3.2 imply that the following assertion is valid.

Theorem 8.3.3. Assume that

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) satisfies the following conditions:

(a1) it is continuable to either 1 or �; as time increases,
(a2) it is continuable to either �1 or Q�; as time decreases;

(b) there exists a positive number N� such that

�x

supB.x;�x/
kf .x/k � N�;

for every x 2 Q� and all �x > 0 with B.x; �x/\ � D ;:
(c) there exists a positive number Q� such that

Q�x
supB.x;Q�x/

kf .x/k � Q�;

for every x 2 � and all Q�x > 0 with B.x; Q�x/\ Q� D ;:
Then, every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable on R:

Other sufficient conditions for the continuation of solutions of (8.3) are provided by
the following theorems.

Theorem 8.3.4. Assume that

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) satisfies the following conditions:

(a1) it is continuable either to 1 or �; as t increases;
(a2) it is continuable either to �1 or Q�; as t decreases;

(b) supD kf .x/k < C1:

(c) dist.�; Q�/ > 0:
Then every solution x.t; 0; x0/; x0 2 D; of (8.3) is continuable on R:
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Proof. Fix x0 2 D and let x.t/ D x.t; 0; x0/ be a solution of (8.3). According to
Definition 2.1.1, we shall consider the following three cases:

(A) If x(t) is a continuous solution of (8.3), then it is a solution of (8.6) and, thus
is continuable on R:

(B) Denote by �max and �min the maximal and minimal elements of the set f�ig, re-
spectively. Consider t � �max:By the condition on J we have that x.�maxC/ D
J.x.�max�// 2 D and the solution x.t/ D y .t; �max; x.�maxC// ; where y is
a solution of (8.6) and is continuable to 1: For t � �min, one can apply the
same arguments to show that x(t) is continuable to �1:

(C) Consider the following three alternatives.
.c1/ If the sequence f�ig has a maximal element �max 2 R; but does not have a

minimal one, then by using (B), it is easy to prove that x.t/ is continuable to
1: Let t be decreasing. We have that

x.�iC/ D x.�iC1/C
Z �i

�iC1

f .x.s//ds: (8.7)

Denote supD kf .x/k D M and dist.�; Q�/ D ˛. Then (8.7) implies that
˛
M

� .�iC1 � �i / : Hence, ˛
M
.i � i0/ � �

�i � �i0
�
, where i0 is fixed. The

last inequality shows that �i ! �1 as i ! �1: Thus, x.t/ is continuable
to �1:

.c2/ Assume that the sequence f�ig has a minimal element �min; and does not have
a maximal one. Then by the arguments of (B) x.t/ is continuable to �1: For
increasing t we have that

x.�iC1/ D x.�iC/C
Z �iC1

�i

f .x.s//ds; (8.8)

˛
M

� .�iC1 � �i / or ˛
M
.i � i0/ � �

�i � �i0
�
; where i0 is fixed. Hence, �i !

1 as i ! 1: That is, x.t/ is continuable to 1:

.c3/ Assume that f�ig has neither a minimal nor a maximal element. The result for
this case follows .c1/ and .c2/: The proof is complete. ut

Theorem 8.3.5. Assume that

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) is continuable to either 1 or �; as
time increases;

(b) there exists a neighborhood S of � in D such that

(b1) dist.�; @S/ > 0I
(b2) supS kf .x/k < 1I
(b3) Q� \ S D ;:

Then every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable to 1:
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Proof. Denote d D dist.�; @S/ and M D supS kf .x/k : For a fixed i one can see
that

x.�iC1/ D x.�iC/C
Z �iC1

�i

f .x.s//ds:

Condition (b3) implies that d < kx.�iC1/ � x.�iC/k � M.�iC1��i /: Thus �iC1�
�i � d

M
> 0 for all i: Further discussion is fully analogous to that of the last

theorem. ut
Exercise 8.3.1. Prove the following theorem.

Theorem 8.3.6. Assume that:

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) is continuable to either �1 or Q�;
as time decreases,

(b) there exists a neighborhood QS of Q� in D such that:

(b1) dist. Q�; @ QS/ > 0I
(b2) sup QS kf .x/k < 1I
(b3) � \ QS D ;:

Then, every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable to �1:

Using the conditions of both Theorems 8.3.5 and 8.3.6, one can formulate the
following assertion.

Theorem 8.3.7. Assume that:

(a) every solution y.t; 0; x0/; x0 2 D; of (8.6) satisfies the following conditions:

(a1) it is continuable to either 1 or �; as time increases;
(a2) it is continuable to either �1 or Q�; as time decreases;

(b) there exist neighborhoods S and QS of � and Q� in D; respectively, such that:

(b1) dist.�; @S/ > 0; dist. Q�; @ QS/ > 0I
(b2) supS[ QS kf .x/k < 1I
(b3) Q� \ S D ;; � \ QS D ;:

Then, every solution x.t/ D x.t; 0; x0/; x0 2 D; of (8.3) is continuable on R:

Example 8.3.1. Let us consider system (8.5) and study the extension property. The
differential equation in the system is a linear one, consequently, each solution of
this equation is continuable to 1; since maximal interval of existence is R: The first
condition of Theorem 8.3.1 is satisfied. Let us fix an initial value x0 D .x01 ; x

0
2/ 2

Q�; that is
p
3x01 D x02 : Then, one can easily evaluate the distance between �

and x0

dist.x0; �/ D
ˇ̌
x0

1 � x0
2

ˇ̌
p

2
D

p
3 � 1p

2

ˇ̌
x0

1

ˇ̌ D
p

3 � 1

2
p

2
kx0k :
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Fix

�x0
D

p
3 � 1
2
p
2

kx0k (8.9)

and take any x 2 B �x0; �x0

�
, then

kxk < �x0
C kx0k : (8.10)

Substituting (8.9) into (8.10), one can conclude that

kxk <
"p

3 � 1C 2
p
2

2
p
2

#
kx0k :

Computing the norm of the function f in this ball, we get that

kf .x/k �
p
41

6

hp
3 � 1C 2

p
2
i

kx0k D Mx0
:

By easy calculation,

inf
�x

Mx

D
p
3�1
2

p
2

kx0k
p
41
6

hp
3 � 1C 2

p
2
i

kx0k
D

3
	p

3 � 1



p
82
	p

3 � 1C 2
p
2

 > 0:

We can see, now, that condition .b/ is valid. Thus, all conditions of Theorem 8.3.1
are satisfied, and every solution of system (8.5) is continuable to 1: The continua-
tion of solutions for decreasing t can be shown by using Theorem 8.3.2.

Example 8.3.2. Let us examine system (8.4). The domain of this system is D D
f.x1; x2/j 1 � x21 C x22 � 4; x1; x2 2 Rg: Manifolds � and Q� are boundaries
of this ring. They are circles with radii 1 and 2; and dist. Q�; �/ D 1; respectively.

The differential equation in (8.4) is a linear system with constant coefficients,
and one can determine that all solutions are continuable to �; as time increases, and
are continuable to Q�; as time decreases. Hence, the first condition of Theorem 8.3.4
is satisfied.

Moreover,

kf .x/k D
p
.�x1 � 3x2/2 C .3x1 � x2/2 D p

10

q
x21 C x22 ; (8.11)

and
sup
D

kf .x/k D 2
p
10 < 1:

Since, all conditions of Theorem 8.3.4 are satisfied, every solution of system (8.4)
is continuable on R:
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Example 8.3.3. Consider the following impulsive autonomous system:

x0
1 D �2x1 � 3x2;
x0
2 D 3x1 � 2x2;
�x1jx2� D .2 cos

�

6
� 1/x1 � 2 sin

�

6
x2;

�x2jx2� D 2 sin
�

6
x1 C .2 cos

�

6
� 1/x2; (8.12)

where manifolds of discontinuity are

� D
�
.x1; x2/j x1 D p

3x2;
1

2
< x2 <

3

2

�

and

Q� D
n
.x1; x2/j

p
3x1 D x2; 1 < x1 < 3

o
:

Domain D D R
2n
n	p

3
2
; 1
2



;
	
3

p
3
2
; 3
2



;
	
1;

p
3


;
	
3; 3

p
3

o
: Let us look for

sufficient conditions of Theorem 8.3.5 to indicate continuation of solutions of the
system (8.12) for increasing t: The differential equation in (8.12) is a linear system
and maximal interval of existence is R; so each solution of the differential equation
is continuable to 1 as time increases. Hence, the first condition is satisfied. While
dealing with other conditions, we prefer to use both polar and Cartesian coordinates.
First, let us define an auxiliary set S in polar coordinates (see Fig. 8.4),

S D
�
.�; �/ j 9

10
< � <

21

10
;

�

12
< � <

�

4

�
:

One can easily see that � � S and Q� \ S D ;: The distance between � and
@S; is the minimum of the following two numbers: the distance between � and
the arc � D f.�; �/j� D 9

10
; �
12
< � < �

4
gI the distance between � and the line

` D f.�; �/j 9
10
< � < 21

10
; � D �

4
g: One can find that dist.�; �/ D 1

10
: Next, let us

write the equation of the line in Cartesian coordinates as

` D ˚
.x1; x2/ j x1 D x2; x1; x2 2 R

C� :
To find dist.�; `/; it is sufficient to find out the distance between the line ` and the

points A
	p

3
2
; 1
2



and B

	
3

p
3
2
; 3
2



;

dist .`; A/ D
ˇ̌̌p

3
2

� 1
2

ˇ̌̌
p
1C 1

D
p
3 � 1

2
p
2
; dist .`; B/ D

ˇ̌̌
3

p
3
2

� 3
2

ˇ̌̌
p
1C 1

D 3
p
3 � 3

2
p
2

:
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x1

x2

S

Fig. 8.4 Manifolds �; Q� , and an auxiliary set S

Then, distance between � and the surface @S is

dist.�; @S/ D 1

10
:

Now, we take the norm of the function f .x/;

kf .x/k D p
4C 9

q
x21 C x22 :

Since

9

10
<

q
x21 C x22 <

21

10
;

sup
S

kf .x/k D 21
p
13

10
:

Thus, all conditions of Theorem 8.3.5 are satisfied, and every solution of system
(8.12) is continuable to 1:

Exercise 8.3.2. Prove, by using Theorem 8.3.6, that all solutions of system (8.12)
are continuable to �1:
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8.4 The Group Property

In the previous sections of the chapter, we have dealt with existence and uniqueness
of solutions of the system (8.3), and furthermore, we have given the conditions that
are sufficient for all solutions of (8.3) to be continuable on R:

Now, we may discuss the group property, which is one of the most significant
properties of dynamical systems and one of the most difficult for the present dis-
cussion. Next example shows that even in a simple case the group property can be
violated.

Example 8.4.1. Let us consider the system (8.4), where we only replace the set G
by a new oneG D f.x1; x2/j x21Cx22 > 1; x1; x2 2 Rg: To demonstrate that the
group property is not valid for all solutions, we use Fig. 8.5. Consider a trajectory,
which starts at x0 and reaches the point P at some positive moment t:Moving back
it could not return to x0; for decreasing t; because of the discontinuity set Q�: That
is, equality x.�t; 0; x.t; 0; x0// D x0; which is a consequence of the property is
not true for all moments of time. Hence, the property is not valid for the system. It
is obvious, also, that uniqueness of solutions is not true in this case, and it is not
surprising, as it is known that the group property and the uniqueness are strongly
related to each other.

The last example shows that specific conditions to guarantee the group property
should be found.

The following condition is one of the most needed in this chapter.

(C7) (a) for every x 2 � there exists �x > 0 such that signˆ.x/ is a constant
function in ŒB.x; �x/ \G�n�I
(b) for every x 2 Q� there exists �x > 0 such that sign Q̂ .x/ is a constant
function in ŒB.x; �x/ \G�n Q�:

~Γ

Γ

P

x0

x1

x2

Fig. 8.5 The trajectory of Example 8.4.1
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Lemma 8.4.1. Assume that (C1)–(C7) hold and y.t/ W .�˛; ˛/ ! R
n; ˛ > 0; is a

solution of (8.6). Then y.0/ … � and y.0/ … Q�:
Proof. Assume, on the contrary, that y.0/ D y0 2 �: We have that

ˆ.y.t// D ˆ.y.t// �ˆ.y0/ D hrˆ.y0/; y.t/ � y0i C o.jjy.t/� y0jj/ D

hrˆ.y0/;f .y0/t C o.jt j/iCo.jjf .y0/jjtCo.jt j//Dhrˆ.y.0//;f .y.0//i tCo.jt j/:
By condition (C7) function signˆ.y.t// has a constant value for sufficiently small
jt j; and by condition (C4) the value of hrˆ.y.0//; f .y.0//i is not zero. This con-
tradiction proves our lemma for �: The proof for Q� is similar. ut
Lemma 8.4.2. Assume that (C1)–(C7) hold. Then x.�t; 0; x.t; 0; x0// D x0 for all
x0 2 D; t 2 R:

Proof. Consider t > 0: If the set f�ig is empty, then the proof follows immediately
the assertion for continuous dynamical systems [39]. One can see that it remains
to check the validity of x.��i ; 0; x.�iC// D x.�i / for all i; and the condition
x.��1; 0; x.�1; 0; x0// D x0: The first one is obvious because of invertability of J:
Let us consider the second one. Denote x.t/ D x.t; 0; x0/; Qx.t/ D x.t; 0; x.�1//:

Since x.�1/ 2 �; then by (C4), the solution Qx moves along the trajectory of (8.6)
for decreasing t; and it cannot meet Q� if t > ��1: Indeed, assume on the contrary
that there exists moment �; ��1 < � < 0; where Qx intersects Q�: Then Qx.�C/ D
x.� C �1/:We have obtained a contradiction to Lemma 8.4.1 since x.t C � C �1/ is
the solution of (8.6) in a neighborhood of t D 0: If t < 0; the proof is very similar
to that of t > 0; and the proof with t D 0 is primitive. The lemma is proved. ut
Let us continue with the following auxiliary result.

Consider a solution x.t/ W R ! R
n of (8.3). Let f�ig be the sequence of dis-

continuity points of x.t/: Fix N� 2 R and introduce a function  .t/ D x.t C N�/:

Lemma 8.4.3. The sequence
˚
�i � N�� is a set of all solutions of the equation

ˆ. .t// D 0: (8.13)

Proof. We have ˆ. ..�i � N�// D ˆ.x..�i � N�/C N�// D ˆ.x.�i // D 0: Assume
that t D ' is a solution of (8.13), then ˆ.x.' C N�// D ˆ. .'// D 0: That is,
'C N� is one of the numbers f�ig : Let 'C N� D �j ; then ' D �j � N�: The lemma is
proved. ut
Lemma 8.4.4. If x.t/ W R ! R

n is a solution of (8.3), then x.t C N�/; N� 2 R; is
also a solution of (8.3).

Proof. From Lemma 8.4.3, it follows that  D x.tC N�/ is a continuous function on
the interval .�i� N�; �iC1� N��; i 2 Z: Fix i 2 Z; and consider t 2 ��i � N�; �iC1 � N� :



128 8 Discontinuous Dynamical Systems

We have that t C N� 2 .�i ; �iC1� and one can verify that  0.t/ D f . .t//: That is,
(8.3) is satisfied by x.t C �/:

For fixed i , we have that  ..�i � N�/C/ D x.�iC/ D J.x.�i // D J. .�i � N�//:
Thus, one can see that the jump equations in (8.3) are also satisfied by x.tC N�/; and
this completes the proof. ut

Lemmas 8.4.2 and 8.4.4 imply that the following theorem is valid. The proof of
this theorem is similar to that of continuous dynamical systems [157].

Theorem 8.4.1. Assume that conditions (C1)–(C7) are fulfilled. Then

x.t2; x.t1; x0// D x.t2 C t1; x0/; (8.14)

for all t1; t2 2 R:

Remark 8.4.1. Since x.0; x0/ D x0; one can conclude on the basis of Theorem
8.4.1 that x.t; x0/; t 2 R; x0 2 D; defines a one-parameter group of transformations
of D into itself.

Exercise 8.4.1. Verify that condition (C7) is fulfilled in Example 8.1.2, and it is not
correct in Example 8.4.1.

8.5 Continuity Properties

A dependence of solutions on initial values is a very effective method to investigate
various problems of dynamical systems, and we deal with the continuous depen-
dence in this section. It is assumed that all considered solutions are continuable
on R: The next example demonstrates that the continuity property should be dis-
cussed very carefully when one is busy with nonfixed moments of discontinuity.

Example 8.5.1. Consider the autonomous system

x0
1 D 0;

x0
2 D 0;

�x0
1jx2� D 0;

�x0
2jx2� D �1; (8.15)

where � D fx 2 R
2 W x1 D x2g: Take solutions x0.t/ D x.t; 0; .3; 3//; and

x.t/ D x.t; 0; .x10 ; x
2
0//; x

1
0 > 3; x20 < 3; and consider them for increasing t:

One can easily see that the more points .x10 ; x
2
0/ and .3; 3/ are close, the more the

distance jjx0.t/ � x.t/jj; t > 0; is close to 1:

Fix a point x0 2 �n@�; and denote by B.x0; r/ an open ball with the center at x0
and the radius r > 0: By condition (C5), if r is sufficiently small, the ball is divided
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by the surface � into two connected and open regions. Denote by bC.x0; r/ the
region, which x.t; 0; x0/ enters as time decreases. Let cC.x0; r/ D .�\B.x0; r//[
bC.x0; r/: If x0 62 �; then cC.x0; r/ D B.x0; r/; where the radius r so small
that B.x0; r/ \ � D ;: Similarly, if x0 2 Q�n@ Q� denote by b�.x0; r/ the region,
which x.t; 0; x0/ enters as time increases. Then write c�.x0; r/ D . Q�\B.x0; r//[
b�.x0; r/: We set also c�.x0; r/ equals B.x0; r/; where the radius r so small that
B.x0; r/ \ Q� D ;; if x0 62 Q�:

Let x0.t/ W R ! R
n; x0.t/ D x.t; 0; x0/; be a solution of (8.3).

Definition 8.5.1. The solution x0.t/ of (8.3) B-continuously depends on x0 for
increasing t; if to any � > 0 and finite interval Œ0; b�; 0 < b; there corresponds ı > 0
such that any other solution x.t/ D x.t; 0; Nx/ of (8.3) lies in the �-neighborhood of
x0.t/ on Œ0; b�; if Nx 2 cC.x0; ı/:

Definition 8.5.2. The solution x0.t/ W R ! R
n; x0.t/ D x.t; 0; x0/; of (8.3)

B-continuously depends on x0 for decreasing t; if to any � > 0 and finite interval
Œa; 0�; a < 0; there corresponds ı > 0 such that any other solution x.t/ D x.t; 0; Nx/
of (8.3) lies in the �-neighborhood of x0.t/ on Œa; 0�; if Nx 2 c�.x0; ı/:

Definition 8.5.3. The solution x0.t/ W R ! R
n; x0.t/ D x.t; 0; x0/; of (8.3)

B-continuously depends on x0 if it continuously depends on the initial value for
both decreasing and increasing t:

Theorem 8.5.1. Assume that conditions (C1)–(C6) are satisfied. Then each solution
x0.t/ D x.t; 0; x0/; x0 2 D; of (8.3) continuously depends on x0:

Proof. We consider a particular case with a finite interval Œ0; b� ; and the points
of discontinuity �i ; i D 1; : : : ; m; of the solution x0.t/ in the interval such that
0 < �1 < 	 	 	 < �m < b: Moreover, we assume that t D 0; and t D b are not the
moments of discontinuity. All other cases can be considered similarly.

Fix a positive number ˛: Let F˛ D f.t; x/jt 2 Œ0; b�;
��x � x0.t/�� < ˛g; Gi .˛/;

i D 0; 1; 2; : : : ; m C 1; be ˛-neighborhoods of points .0; x0/; .�i ; x.�i //;

i D 1; 2; : : : ; m;
�
b; x0.b/

�
in R � R

n; respectively, and NGi .˛/; i D 1; 2; : : : ; k; be
an ˛-neighborhood of the point

�
�i ; x

0.�iC/
�
: Write

G˛ D F˛ [ �[mC1
iD0 Gi .˛/

� [ �[miD1 NGi .˛/
�
:

Take ˛ sufficiently small so that G˛ � R �D: Fix �; 0 < � < ˛:

1. In view of the continuity of solutions [77], there exists Nım; 0 < Nım < �; such that
every solution xm.t/ of (8.6), which starts in NGm. Nım/; is continuable to t D b;

does not intersect �; and

��xm.t/ � x0.t/�� < �;
for all t from the common domain of xm.t/ and x0.t/:

2. By continuity of J there exists 0 < ım < �; such that .�; x/ 2 Gm.ım/ implies
.�; x C J.x// 2 NGm. Nım/\D:
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3. The continuity theorem yields that there exists Nım�1; 0 < Nım�1 < �; such that a
solution xm�1.t/ of (8.6), which starts in NGm�1. Nım�1/; intersects � in Gm.ım/
(we continue the solution xm�1.t/ only to the moment of the intersection) and��xm�1.t/ � x0.t/�� < � for all t from the common domain of xm�1.t/ and x0.t/:

Continuing the process for m � 2;m � 3; : : : ; 1; one can obtain a sequence of fam-
ilies of solutions of (8.6) xi .t/; and corresponding numbers ıi ; Nıi ; i D 1; 2; : : : ; m:

Finally, we find a number ı; 0 < ı < �; such that each solution x0.t/; which starts
in G0.ı/ intersects � in G1.ı1/; if t increases, and satisfies jjx0.t/ � x0.t/jj < �

if t is from the common domain of x0.t/ and x0.t/: Thus, if one chooses a solu-
tion x.t/ D x.t; 0; Nx/; Nx 2 G0.ı/; of (8.3), then it coincides over the first interval
of continuity, except possibly, the ı1-neighborhood of �1; with one of the solutions
x0.t/: Then on the interval Œ�1; �2� it coincides with one of the solutions x1.t/; ex-
cept possibly, the ı1-neighborhood of �1 and the ı2-neighborhood of �2; etc. Finally,
one can see that the integral curve of x.t/ belongs to G�; it has exactly m meeting
points with �; �1i ; i D 1; 2; : : : ; m;

ˇ̌
�1i � �i

ˇ̌
< � for all i; and it is continuable to

t D b: The theorem is proved. ut

8.6 B-Equivalence

In this section, we construct an auxiliary system of differential equations with im-
pulses at fixed moments, a B-equivalent system, for equations (8.3). One have to
emphasize thatB-equivalence plays less general role for autonomous impulsive sys-
tems than for nonautonomous equations. In this part of the manuscript, we specify
a B-equivalent system around a solution of equations (8.3).

First, we need to introduce two maps, which will be used throughout the rest of
the chapter. Fix � 2 R: Denote by x.t/ D x.t; �; x/ a solution of (8.6), � D �.x/

the moment of the meeting of x.t/ with the surface �:

Lemma 8.6.1. �.x/ 2 C 1:
Proof. Differentiatingˆ.x .�; �; x// D 0; and using (C5) one can get that

@ˆ .x .�; �; x//

@�
D @ˆ .x .�; �; x//

@x

dx.t/

dt

ˇ̌
ˇ
tD� D @ˆ .x .�; �; x//

@x
f .x .�; �; x//¤0

Now, the proof follows immediately the implicit function theorem. ut
Corollary 8.6.1. �.x/ is a continuous function.

Let x1 D x.t; �; x.�// C J.x.�// be another solution of (8.6). Define the map
‰.x/ D x1.�/:

Similarly to Lemma 8.6.1, one can show that the following assertion is valid.
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Lemma 8.6.2. ‰.x/ 2 C 1
Consider a solution x0.t/ W Œa; b� ! Rn; a � 0 � b; of (8.3). Assume that all

discontinuity points �i ; i D �k; : : : ;�1; 1; : : : ; m; are interior points of Œa; b�: That
is, a < ��k and �m < b:

The following system of differential equations with impulses at fixed moments,
which are points of discontinuity of x0.t/; is very important in the sequel:

y0 D f .y/;

�yjtD�i
D Wi .y.�i //: (8.16)

The function f is the same as in (8.3) and maps Wi ;�k � i � m; will be de-
fined below. There exists a positive number r; such that r-neighborhoods Gi .r/ of
.�i ; x

0.�i // do not intersect each other. In view of (C5), one can suppose that r is
sufficiently small so that every solution of (8.6) which starts in Gi .r/ intersects �
in Gi .r/ as t increases or decreases.

Fix i D �k; : : : ; m and let 	.t/ D x.t; �i ; x/; .�i ; x/ 2 Gi .r/; be a solution
of (8.6), �i D �i .x/ the meeting time of 	.t/ with � and  .t/ D x.t; �i ; 	.�i / C
J.	.�i // another solution of (8.6). One should mention that j�i .x/ � �i j D O.r/:

DenoteWi .x/ D  .�i / � x: One can see that

Wi .x/ D
Z �i

�i

f .	.s//ds C J.x C
Z �i

�i

f .	.s//ds/C
Z �i

�i

f . .s//ds (8.17)

is a map of an intersection of the plane t D �i with Gi .r/ into the plane t D �i :

The functions Wi ;�k � i � m; are obtained by using the map ‰; which has
been defined above in this section. Hence, Lemma 8.6.2 implies that all Wi are
continuously differentiable maps.

Let us introduce the following sets: Fr D f.t; x/jt 2 Œa; b�;
��x � x0.t/�� < rg;

and NGi .r/; i D �k; : : : ; m; an r-neighborhood of the point
�
�i ; x

0.�iC/
�
: Write

Gr D Fr [ �[miD�kGi .r/
� [ �[miD�k NGi .r/

�
:

Take r sufficiently small so that Gr � R � D: Denote by G.h/ a h-neighborhood
of x0.0/:

Definition 8.6.1. Systems (8.3) and (8.16) are said to beB-equivalent inGr if there
exists h > 0; such that:

1. for every solution x.t/ of (8.3) such that x.0/ 2 G.h/; the integral curve of x.t/
belongs to Gr and there exists a solution y.t/ D y.t; 0; x.0// of (8.16) which
satisfies

x.t/ D y.t/; t 2 Œa; b�n [miD�k .1�i ; �i �; (8.18)
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where �i are moments of discontinuity of x.t/: Particularly:

x.�i / D
�
y.�i /; if �i � �i ;

y.�C
i /; otherwise,

y.�i / D
�
x.�i /; if �i � �i ;

x.�C
i /; otherwise.

(8.19)

2. Conversely, if (8.16) has a solution y.t/ D y.t; 0; x.0//; x.0/ 2 G.h/; then there
exists a solution x.t/ D x.t; 0; x.0// of (8.3) which has an integral curve in Gr ;
and (8.18) holds.

The following assertion follows immediately (8.17).

Lemma 8.6.3. x0.t/ is a solution of (8.3) and (8.16) simultaneously.

Theorem 8.6.1. Assume that conditions (C1)–(C6) are fulfilled. Then systems (8.3)
and (8.16) are B-equivalent in Gr if r is sufficiently small.

Proof. Assume that r > 0 is small so that Wi ; i D �k; : : : ;�1; 1; : : : ; m; are
defined. Let us check only the first condition of Definition 8.6.1 because that of the
second one is analogous. Theorem 8.5.1 implies that there exists a small h; 0 <
h < r; such that if k Nx � x0k < h and Nx 2 D; then the solution x.t/ D x.t; 0; Nx/
belongs to Gr : Assume that h is sufficiently small so that x.t/ has exactly m C
k moments of discontinuity t D �i ; i D �k; : : : ;�1; 1; : : : ; m: Without loss of
generality, we suppose that �i > �i for all i: It is obvious that we need only to prove
the theorem for Œ0; b�; because for Œa; 0�; the proof is similar. Consider the solution
y.t/ D y.t; 0; x.0// of (8.16). By the theorem on existence and uniqueness [77] the
equality

x.t/ D y.t/ (8.20)

is valid on Œ0; �1� : Since .�1; x.�1// 2 Gr we see that

y.�1C/ D y.�1/C
Z �1

�1

f .y.s//ds CWi .y.�1// (8.21)

is defined and

x.�1/ D x.�1/C J.x.�1//C
Z �1

�1

f .x.s//ds: (8.22)

Using (8.20)–(8.22) one can obtain that

y.�1C/ D x.�1/C
Z �1

�1

f .y.s//ds C
Z �1

�1

f .y.s//dsC

J.y.�1//C
Z �1

�1

f .x.s//ds D x.�1/:
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Now, defining x.t/ and y.t/ as solutions of (8.6) with a common initial value x.�1/;
one can see that x.t/ D y.t/; t 2 .�1; �2�: Continuing in the same manner for all
t 2 Œ0; b� one can show that y.t/ is continuable to t D b and (8.18) holds. Moreover,
it is easily seen that for sufficiently small h; the integral curve of y.t/ belongs to
Gr : The theorem is proved. ut

8.7 Differentiability Properties

Let us consider derivatives of functions �i .x/; Wi .x/; i D �k; : : : ;�1; 1 : : : ; m;
which were described in Sect. 8.6. We start with derivatives of �i .x/: One should
emphasize that �i ; i D �k; : : : ;�1; 1 : : : ; m are maps, which are defined by
the map � in Sect. 8.6 with � D �i ; i D �k; : : : ;�1; 1 : : : ; m: The equalities
ˆ.x.�i .x/// D 0 imply that

ˆx.x
0.�i //f .x

0.�i //d�i C
nX
kD1

ˆx.x
0.�i //

@x0.�i /

@xk
dxk D 0:

Using the last expression, one can obtain that

@�i .x
0.�i //

@xj
D �

ˆx.x
0.�i //

@x0.�i /
@xj

ˆx.x0.�i //f .x0.�i //
: (8.23)

Similarly, for Wi the following expression is valid:

@Wi .x
0.�i //

@xj
D f

@�i

@xj
C @J

@x
.ej C f

@�i

@xj
/� f C @�i

@xj
: (8.24)

Thus, formulas (8.23) and (8.24) provide evaluations of the derivatives.
It is known that x0.t/ W Œa; b� ! R

n is the solution of (8.3) and (8.16). Moreover,
systems (8.3) and (8.16) are B-equivalent in Gr and there exists ı 2 R; ı > 0; such
that every solution which starts in cC.x0; r/ is continuable to t D b: Without loss
of generality, assume that all points of discontinuity of x0.t/ are interior points of
Œa; b�: Denote by xj .t/; j D 1; 2; : : : ; n; solutions of (8.3) such that xj .0/ D x0 C
	ej D .x01 ; x

0
2 ; : : : ; x

0
j�1; x0j C 	; x0jC1; : : : ; x0n/; 	 2 R; and let �ji be the moments

of discontinuity of xj .t/: By Theorem 8.5.1, a solution xj .t/; j D 1; 2; : : : ; n; is
defined on Œa; b� if x0 C 	ej belongs to cC.x0; ı/ and c�.x0; ı/ with sufficiently
small ı:

Definition 8.7.1. The solution x0.t/ is B-differentiable with respect to x0j ; j D
1; 2; : : : ; n; on Œa; b� if for all x0 C 	ej ; which belong to cC.x0; ı/ and c�.x0; ı/
with sufficiently small ı it is true that:
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A) there exist constants �ij ; i D �k; : : : ;�1; 1; : : : ; m; such that

�
j
i � �i D �ij 	 C o.j	j/I (8.25)

B) for all t 2 Œa; b�n [m
iD�k

2

.�i ; �
j
i �; the following equality is satisfied:

xj .t/ � x0.t/ D uj .t/	 C o.j	j/; (8.26)

where uj .t/ 2 PC.Œa; b�; ��/:
The pair fuj ; f�ij gig is said to be a B-derivative of x0.t/ with respect to x0j on
Œa; b�:

Lemma 8.7.1. Assume that conditions (C1)–(C6) hold. Then the solution x0.t/ of
(8.16) has B-derivatives with respect to x0j ; j D 1; 2; : : : ; n; on Œa; b�: Moreover,
uj is a solution of the linear system

du

dt
D fx.x

0.t//u;

�ujtD�i
D Wix.x

0.�i //u.�i /; (8.27)

with u.0/ D ej ; and constants �ij D 0; for all i:

Proof. We shall prove the lemma with respect to x01 : Let y1.t/ D y.t; 0; x0 C 	e1/:

By the theorem on differentiability with respect to parameters [77] we have that
y1.t/ � x0.t/ D u1.t/	 C �.	/; �.	/ D o.j	j/; for all t 2 Œ0; �1�: Particularly,
y1.�1/ � x0.�1/ D u1.�1/	 C �.j	j/: Then y1.�1C/ � x0.�1C/ D W1.y1.�1// �
W1.x

0.�1// D W1x.x
0.�1//Œu1.�1/	 C �.	/�C N�1.	/: Since N�1 D o.j	j/; we have

that y1.�1C/ � x0.�1C/ D u1.�1C/	 C Q�1.	/; where Q�1 D o.j	j/: Denote by
U.t/; U.�1/ D I; the fundamental matrix of the system u0.t/ D fx.x

0.t//: Using
the theorem from [60, 77] one can obtain that for all t 2 .�1; �2� the following rela-
tion is true y1.t/�x0.t/ D U.t/.y1.�1C/�x0.�1C//C�.y1.�1C/�x0.�1C// D
U.t/u1.�mC/	 C �2.	/ D u1.t/	 C �2.	/; where �2 D o.j	j/: Continuing the
process we can prove that (8.26) is valid. Formula (8.25) is trivial. The lemma is
proved. ut
Theorem 8.7.1. Assume that conditions (C1)–(C6) are satisfied. Then the solution
x0.t/ of (8.3) has the B-derivative with respect to x0j ; j D 1; 2; : : : ; n; on Œa; b�:
Moreover, the derivative .uj .t/; f�ij g/ is a solution of the variational system

du

dt
D fx.x

0.t//u;

�ujtD�i
D Wix.x

0.�i //u.�i /;

�ij D �ˆxu.�i /

ˆxf
; (8.28)

with u.0/ D ej :
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The last theorem follows immediately Theorem 8.6.1, Lemma 8.7.1, and formulas
(8.23), (8.24).

Remark 8.7.1. Higher order differentiability of DDS is considered in [3].

8.8 Conclusion

Let D � R
n be a set, which is described for system (8.3) in the introductory part of

this chapter.

Definition 8.8.1. A B-smooth discontinuous flow is a map � W R �D ! D; which
satisfies the following properties:

(I) The group property:

(i) �.0; x/ W D ! D is the identity;
(ii) �.t; �.s; x// D �.t C s; x/ is valid for all t; s 2 R and x 2 D:

(II) �.t; x/ 2 PC1.R/ for each fixed x 2 D:
(III) �.t; x/ is B-differentiable in x 2 D on Œa; b� � R for each a; b such that the

discontinuity points of �.t; x/ are interior points of Œa; b�:

Remark 8.8.1. One can see that system (8.3) defines aB-smooth discontinuous flow
provided that (C1)–(C7) and the conditions of one of the extension theorems are
fulfilled.

Let us weaken the smoothness condition to obtain the definition of a discontinu-
ous flow.

Definition 8.8.2. A B-flow is a map � W R �D ! D; which satisfies the property
(I) of Definition 8.8.1 and the following conditions:

(IV) �.t; x/ 2 PC.R/; for each fixed x 2 D; and �.�i ; x/ 2 �; �.�iC; x/ 2 Q�
for every discontinuity point.

(V) �.t; x/ is B-continuous in x on each finite and closed interval.

Remark 8.8.2. Comparing definitions of the B-differentiability and the
B-continuity, one can conclude that every B-smooth discontinuous flow is a
B-flow.

Exercise 8.8.1. Use the discontinuous dynamics to arrange a partition of D:

8.9 Examples

Example 8.9.1. Consider the following impulsive differential system:

x0
1 D ˛x1 � ˇx2;

x0
2 D ˇx1 C ˛x2;
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�x1jx2� D .
p
3C 1/x1 � x2

�x2jx2� D x1 C .
p
3C 1/x2; (8.29)

where � D f.x1; x2/j x2 D 1
2
x1; x1 > 0g; Q� D f.x1; x2/jx2 D

p
3
2
x1; x1 > 0g;

constants ˛; ˇ are positive. One can see that ˆ.x/ D x2 � 1
2
x1; f .x/ D .˛x1 �

ˇx2; ˇx1 C ˛x2/; J.x/ D .
p
3x1 � x2; x1 C p

3x2/: We assume that

D D R
2n
"(
.x1; x2/j 1

2
x1 < x2 <

p
3

2
x1; x1 > 0

)
[ .0; 0/

#
:

One can verify that the functions and the sets satisfy (C1)–(C7). Let us check if the
conditions of Theorem 8.3.3 are fulfilled. Fix x 2 Q�: Then dist.x; �/ D 1

2 jjxjj and

jjf .x/jj D
p
.˛x1 � ˇx2/2 C .ˇx1 C ˛x2/2 D

p
˛2 C ˇ2jjxjj:

Thus

sup
B.x;�x/

jjf jj D
p
˛2 C ˇ2.jjxjj C 1

2
jjxjj/ D 3

2

p
˛2 C ˇ2jjxjj;

and

inf
Q��.0;1/

�x

supB.x;�x/
jjf jj D 2

3
p
˛2 C ˇ2

> 0:

Hence, all conditions of a discontinuous flow are fulfilled.

Example 8.9.2. Consider the following model of a simple neural nets from [123].
We have modified it according to the system (8.3).

x0
1 D x2;

x0
2 D �ˇ2x1;
p0 D ��p C x1 C B0;

�pj.x;p/2� D �p; (8.30)

where � D f.x1; x2; p/jp D r; x21 C x2
2

ˇ4 < 1g; Q� D f.x1; x2; p/j p D 0; x21 C
x2

2

ˇ4 < 1g; ˆ.x/ D p� r;f .x/ D .x2;�ˇ2x1;��pCx1CB0/; J.x/ D .x1; x2; 0/;

ˇ;�;r > 0; are constants and B0 > �r C 1: We assume that D D f.x1; x2; p/j0 �
p � r; x21 C x2

2

ˇ4 < 1g: The variable p is a scalar input of a neural trigger and x1; x2;
are other variables. The value of r is the threshold. One can verify that the functions
and the sets satisfy (C1)–(C7) and the conditions of Theorem 8.3.4. That is, the
system defines a B-smooth discontinuous flow.
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Example 8.9.3. Let us consider the following system

x0
1 D ˛x1 � ˇx2;
x0
2 D ˇx1 C ˛x2;

�x1jx2� D .1C k/x1;

�x2jx2� D .1C k/x2; (8.31)

where � D f.x1; x2/j x21 C x22 D rg; Q� D f.x1; x2/j x21 C x22 D krg; ˛; ˇ; k are
constants such that ˛; ˇ < 0; 1 < k: Assume that D D R

2: One can see that all
conditions (C1)–(C6) are valid for the system. But (C7) is not fulfilled. It is easy to
see that a solution x.t; 0; x0/ of (8.31), which starts outside of Q�; does not satisfy
the condition x.�t; 0; x.t; 0; x0// D x0 for all t: Thus (8.31) does not determine a
discontinuous flow.

Notes

Apparently, T. Pavlidis [123,124], was the first, who formulated the problem of con-
ditions for autonomous equations with discontinuities, which guarantee properties
of dynamical systems. Papers [123, 124, 135, 136] contain interesting practical and
theoretical ideas concerning discontinuous flows. These authors formulated some
important conditions on differential equations, but not all of them were used to prove
basic properties of discontinuous flows. Some ideas on the dynamical properties can
be found also in [54, 87, 95, 111].

The chapter embodies results that provide conditions for the existence of a dis-
continuous flow and a differentiable discontinuous flow. Concepts of B-continuous
and B-differentiable dependence of solutions on initial values are applied to de-
scribe DDS and to obtain conditions for the extension of solutions and the group
property. Since DF have specific smoothness of solutions we call these systems
B-differentiable discontinuous flows. The results are due to [1]. Since some con-
ditions of the chapter are sufficient, but not necessary, one can develop them, but
we are confident that B-continuity and B-differentiability of a motion cannot be
ignored in the future investigations. It is obvious that results of the chapter can be
extended for smooth of higher order and analytic discontinuous dynamics.



Chapter 9
Perturbations and Hopf Bifurcation
of a Discontinuous Limit Cycle

This chapter is organized in the following manner. In the first section, we give the
description of the systems under consideration and prove the theorem of existence
of foci and centers of the nonperturbed system. The main subject of Sect. 9.2 is
foci of the perturbed equation. The noncritical case is considered. In Sect. 9.3, the
problem of distinguishing between the center and the focus is solved. Bifurcation of
a periodic solution is investigated in Sect. 9.4. The last section consists of examples
illustrating the bifurcation theorem.

9.1 The Nonperturbed System

Denote by < x; y > the dot-product of vectors x; y 2 R
2; and jjxjj D< x; x >

1
2

the norm of a vector x 2 R
2: Moreover, let R be the set of all real valued constant

2 � 2 matrices, and I 2 R be the identity matrix.
D0-system. Consider the following differential equation with impulses:

dx

dt
D Ax;

�xjx2�0
D B0x; (9.1)

where �0 is a subset of R
2; and it will be described below, A;B0 2 R:

The following assumptions will be needed throughout this chapter:

(C1) �0 D [piD1si ; where p is a fixed natural number and half-lines si ; i D
1; 2; : : : ; p; are defined by equations < ai ; x >D 0; where ai D .ai1; a

i
2/

are constant vectors. The origin does not belong to the lines (see Fig. 9.1).

(C2)

A D
�
˛ � ˇ

ˇ ˛

�
;

where ˛; ˇ 2 R; ˇ 6D 0I

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 9, c� Springer Science+Business Media, LLC 2010
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Fig. 9.1 The domain of the
nonperturbed system (9.1)
with a vertex which unites the
straight lines si ; i D 1; 2; : : : ; p

x1

x2
s2

s1

sp

(C3) there exists a regular matrix Q 2 R and nonnegative real numbers k and �
such that

B0 D kQ

�
cos � � sin �
sin � cos �

�
Q�1 �

�
1 0

0 1

�
I

We consider every angle for a point with respect to the positive half-line of
the first coordinate axis. Denote s

0

i D .I CB0/si ; i D 1; 2; : : : ; p: Let �i and
�i be angles of si and s

0

i ; i D 1; 2; : : : ; p; respectively,

B0 D
�
b11 b12
b21 b22

�
:

(C4) 0 < �1 < �1 < �2 < 	 	 	 < �p < �p < 2�; .b11 C 1/ cos �i C b12 sin �i 6D 0;

i D 1; 2; : : : ; p:

If conditions (C1)–(C4) hold, then (9.1) is said to be a D0 – system.

Exercise 9.1.1. Verify that the origin is a unique singular point of a D0 – system
and (9.1) is not a linear system.

Exercise 9.1.2. Using the results of the last chapter, prove that D0 – system (9.1)
provides a B-smooth discontinuous flow.

If we use transformation x1 D r cos.�/; x2 D r sin.�/ in (9.1) and exclude the
time variable t;we can find that the solution r.�; r0/which starts at the point .0; r0/;
satisfies the following system:

dr

d�
D �r;

�r jD�i .mod2�/D ki r; (9.2)
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where � D ˛
ˇ
; the angle-variable � is ranged over the set

R D [1
iD�1Œ[p�1

jD1.2�i C �j ; 2�i C �jC1� [ .2�i C �p; 2�.i C 1/C �1��

and ki D Œ..b11C1/ cos.�i /Cb12 sin.�i //2C.b21 cos.�i /C.b22C1/ sin.�i //2�
1
2 �1:

Equation (9.2) is 2�-periodic, so we shall consider just the section � 2 Œ0; 2�� in
what follows. That is, the system

dr

d�
D �r;

�r jD�i
D ki r; (9.3)

is considered with � 2 Œ0; 2�� � Œ0; 2��n [piD1 .�i ; �i �: System (9.3) is a sample
of the time scale differential equation with transition condition [19]. We shall re-
duce (9.3) to an impulsive differential equation [4, 19] for the investigation’s needs.
Indeed, let us introduce a new variable  D � �P

0<�j<
�j ; �j D �j � �j ; with

the range Œ0; 2� � Pp
iD1 �i �: We shall call this new variable  -substitution. It is

easy to check that upon  -substitution the solution r.�; r0/ satisfies the following
impulsive equation:

dr

d 
D �r;

�r j Dıj
D kj r; (9.4)

where ıj D �j � P
0<�i<�j

�i : Solving the last impulsive system and using the
inverse of  -substitution, one can obtain that the solution r.�; r0/ of (9.2) has the
form

r.�; r0/ D exp.�.� �
X

0<�i<

�i //
Y

0<�i<

.1C ki /r0; (9.5)

if � 2 Œ0; 2�� :
Denote

q D exp.�.2� �
pX
iD1

�i //

pY
iD1
.1C ki /: (9.6)

Applying the Poincaré return map r.2�; r0/ to (9.5) one can obtain that the follow-
ing theorem follows.

Theorem 9.1.1. If

(1) q D 1; then the origin is a center and all solutions of (9.1) are periodic with
period T D .2� �Pp

iD1 �i /ˇ�1I
(2) q < 1; then the origin is a stable focus;
(3) q > 1; then the origin is an unstable focus of D0 � system.
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9.2 The Perturbed System

Theorem 2.4.1 of the last section implies that if conditions (C1)–(C4) are valid, then
each trajectory of (9.1) either spirals to the origin or is a discontinuous cycle. More-
over, if the trajectory spirals to the origin then it spirals to infinity, too. That is, the
asymptotic behavior of the trajectory is very similar to the behavior of trajectories of
the planar linear system of ordinary differential equations with constant coefficients
[59,77]. In what follows, we will consider how a perturbation may change the phase
portrait of the system.

D-system. Let us consider the following equation:

dx

dt
D Ax C f .x/;

�xjx2� D B.x/x; (9.7)

in a neighborhoodG of the origin.
The following is the list of conditions assumed for this system:

(C5) � D [piD1li is a set of curves which start at the origin and are determined by
the equations < ai ; x > C�i .x/ D 0; i D 1; 2; : : : ; p: The origin does not
belong to the curves (see Fig. 9.2).

(C6)

B.x/ D .k C �.x//Q

�
cos.� C �.x// � sin.� C �.x//

sin.� C �.x// cos.� C �.x//

�
Q�1 �

�
1 0

0 1

�
;

.I C B.x//x 2 G for all x 2 GI
(C7) ff; �; vg � C .1/.G/;f�i ; i D 1; 2; : : : ; pg � C .2/.G/I

Fig. 9.2 The domain of the
perturbed system (9.7) near a
vertex which unites the curves
li associated with the straight
lines si , i D 1; 2; : : : ; p

x2

x1

s2

s1

sp

l2

lp

l1
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(C8) f .x/ D o.jjxjj/; �.x/ D o.jjxjj/; �.x/ D o.jjxjj/; �i .x/ D o.jjxjj2/; i D
1; 2; : : : ; p ;
Moreover, we assume that the matrices A;Q; the vectors ai ; i D 1; 2; : : : ; p;

and constants k; � are the same as in (9.1), i.e.,
(C9) the associated with (9.7) system (9.1) is D0-system.

If conditions (C1)–(C9) hold, then the system (9.7) is said to be a D-system. If G
is sufficiently small, then conditions (C4) and (C8) imply that none of curves li
intersect itself, they do not intersect each other, and the origin is a unique singular
point of the D-system.

Exercise 9.2.1. Using the results of the last chapter, and Example 9.1.2, prove that
D-system defines a B-smooth discontinuous flow.

Assume, without loss of generality, that �i 6D �
2
j; j D 1; 3; and transform

the equations in (C5) to the polar coordinates so that li W a1i r cos.�/ C a2i r sin.�/
C �i .r cos.�/; r sin.�// D 0 or

� D tan�1.tan �i � �i

a2i r cos.�/
/:

Now, use Taylor’s expansion to get that

li W � D �i C r i .r; �/; (9.8)

i D 1; 2; : : : ; p; where  i are 2�-perodic in �; continuously differentiable func-
tions, and  i D O.r/. If the point x.t/ meets the discontinuity curve li with
an angle � , then the point x.�C/ belongs to the curve l

0

i D fz 2 R
2jz D

.I C B.x//x; x 2 lig: The following assertion is very important for the rest of
the chapter.

Lemma 9.2.1. Suppose (C7) and (C8) are satisfied. Then the curve l
0

i ; 1 � i � p;

is placed between li and liC1; if G is sufficiently small.

Proof. Fix i D 1; 2; : : : ; p; and assume that si ; siC1; li ; liC1 are transformed by
the map y D Q�1x into lines s

00

i ; s
00

iC1; l
00

i ; l
00

iC1 respectively. Set Li D fz 2
R
2j z D Q�1.I C B.Qy//Qy; y 2 l

00

i g, 	i D Q�1.I C B0/Qs
00

i ; and let
�

0

i ; �
0

iC1; �
0

i be the angles of straight lines s
00

i ; s
00

iC1; 	i . We may assume, without

loss of generality, that �
0

i < �
0

i < �
0

iC1: To prove the lemma, it is sufficient to check
whether Li lies between curves l

00

i ; l
00

iC1: Suppose that 0 < �
0

i < �
0

i < �
0

iC1 <
�
2
:

Otherwise one can use a linear transformation, which does not change the relation of
the curves. Let c1y1Cc2y2C l�.y1; y2/ D 0 be the equation of the line l

00

i : Use the
polar coordinates y1 D � cos.�/; y2 D � sin.�/; and obtain � D �

0

i C � �.�; �/;
where  �.�; �/ D O.�/ and  � is a 2�-periodic function. If y D .y1; y2/ 2 l

00

i

then the point

yC D Q�1.B.Qy/C I /Qy; (9.9)
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where yC D .yC
1 ; y

C
2 /; belongs to Li : Assume without loss of generality that

yC
1 6D 0: Otherwise use the condition yC

2 6D 0: If we set � D .y21 C y22/
1
2 ;

� D tan�1.y2

y1
/; �C D ..yC

1 /
2 C .yC

2 /
2/

1
2 ; �C D tan�1.y

C
2

y
C
1

/ then (9.9) implies

that

�C D ki�C �ˇ�.�; �/; (9.10)

�C D � C � C ��.�; �/; (9.11)

where ˇ� and �� are 2�-periodic in � functions and ˇ� D O.�/; �� D O.�/: Let
�.y1; y2/ D c1y1 C c2y2 C l�.y1; y2/: Then

�.yC
1 ; y

C
2 / D �C.c1 cos.�C/C c2 sin.�C/C l�.�C cos.�C/; �C sin.�C// D

�C
q
c21 C c22 sin.� C �.�; �/� � �.�;  //C l�.�C cos.�C/; �C sin.�C//;

where �.�; �/ D �.Qy/: It is readily seen that the sign of �.�C; �C/ is the same as
of sin.�/; if � is sufficiently small. Consequently, �.�C; �C/ > 0: Thus, the curve
Li is placed above the curve l

00

i in the first quarter of the plane Ox1x2: Similarly,
one can show that it is placed below l

00

iC1: The lemma is proved. ut
The last lemma guarantees that, if G is sufficiently small, then every nontrivial

trajectory of the system (9.7) meets each of the lines li ; i D 1; 2; : : : ; p; precisely
once within any time interval of length T:

9.3 Foci of the D-System

Utilize the polar coordinatesx1 D r cos.�/; x2 D r sin.�/ to reduce the differential
part of (9.7) to the following form:

dr

d�
D �r C P.r; �/:

It is known [38, 59, 107, 117], that P.r; �/ is 2�-periodic, continuously differen-
tiable function, and P D o.r/. Set xC D .xC

1 ; x
C
2 / D .I C B.x//x; xC D

rC.cos�C; sin �C/; QxC D . QxC
1 ; QxC

2 / D .I C B.0//x, where x D .x1; x2/

2 li ; i D 1; 2; : : : ; p. One can find that the inequality jjxC � QxCjj �
jjB.x/ � B.0/jjjjxjj implies rC D r C ki r C !.r; �/: Use the relation between
x

C
2

x
C
1

and
QxC

2

QxC
1

and condition (C5) to obtain that �C D � C �i C �.r; �/:
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Functions !; � are 2�-periodic in � and ! D o.r/; �.r; �/ D o.r/: Finally,
(9.7) has the form

dr

d�
D �r C P.r; �/;

�r j.�;/2li D kir C !.r; �/;

�� j.�;/2li D �i C �.r; �/: (9.12)

It is convenient to introduce the following version of B-equivalence.
Introduce the following system:

d�

d�
D ��C P.�; �/;

�� jD�i
D ki�C wi .�/;

�� jD�i
D �i ; (9.13)

where all elements, except wi ; i D 1; 2; : : : ; p; are the same as in (9.12) and the
domain of (9.13) is Œ0; 2�� . Functions wi will be defined below.

Let r.�; r0/; r.0; r0/ D r0; be a solution of (9.12) and �i be the angle where
the solution intersects li : Denote by �i D �i C �i C �.r.�i ; r0/; �i / the angle of
r.�; r0/ after the jump.

We shall say that systems (9.12) and (9.13) are B-equivalent in G if there exists
a neighborhoodG1 � G of the origin such that for every solution r.�; r0/ of (9.12)
whose trajectory is in G1 there exists a solution �.�; r0/; �.0; r0/ D r0; of (9.13)
which satisfies the relation

r.�; r0/ D �.�; r0/; � 2 Œ0; 2��n [piD1 f OŒ�i ; �i ; � [ OŒ�i ; �i �g; (9.14)

and, conversely, for every solution �.�; r0/ of (9.13) whose trajectory is in G1 there
exists a solution r.�; r0/ of (9.12) which satisfies (9.14).

We will define functions wi such that systems (9.12) and (9.13) are B-equivalent
in G; if the domain is sufficiently small.

Fix i: Let r1.�; �i ; �/; r1.�i ; �i ; �/ D �; be a solution of the equation

dr

d�
D �r C P.r; �/ (9.15)

and � D i be the meeting angle of r1.�; �i ; �/ with li . Then

r1.i ; �i ; �/ D exp.�.i � �i /�C
Z �i

�i

exp.�.i � s/P.r1.s; �i ; �/; s/ds:
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Let 1i D i C �i C �.r1.i ; �i ; �/; i /; �
1 D .1 C ki /r1.i ; �i ; �/

C !.r.i ; �i ; �/; i /; and r2.�; 1i ; �
1/ be the solution of system (9.15),

r2.�i ; 
1
i ; �

1/ D exp.�.�i � 1i //�1 C
Z �i

�1
i

exp.�.�i � s/P.r2.s; 
1
i ; �

1/; s/ds:

Introduce

wi .�/ D r2.�i ; 
1
i ; �

1/� .1C ki /� D exp.�.�i � 1i /Œ.1C ki /.exp.�.i � �i //� C
Z �i

�i

exp.�.i � s//P.r1.s; �i ; �/; s/ds/C !.r1.i ; �i ; �/; i /� C
Z �i

�1
i

exp.�.�i � s/P.r2.s; 1i ; �1/; s/ds � .1C k/�

or, if simplified,

wi .�/ D .1C k/Œexp.���.r1.i ; �i ; �/; i //� 1��C
.1C k/

Z �i

�i

exp.�.�i � �i � s � ��.r1.i ; �i ; �/; i ///P.r1.s; �i ; �/; s/ds C
Z �i

�1
i

exp.�.�i � s//P.r2.s; 
1
i ; �

1/; s/ds C

exp.�.�i � 1i //!.r1.i ; �i ; �/; i /: (9.16)

Differentiating (9.8) and (9.16) one can find that

di

d�
D

@r1
@�
Œ i C r1

@ i

@r
�

1 � .�r1 C P/Œ i C r1
@ i

@r
� � r1

@ i

@

;
d1i
d�

D di

d�
.1C @�

@�
/C @�

@r

@r1

@�
;

dwi
d�

D .1C ki /Œe�	� � 1�� �.1C ki /e�	� .
@�

@r

@r1

@�
C @�

@�

di

d�
/�C

.1C ki /e	.�i ��i ��i ��/P
di

d�
C

.1C ki /

Z �i

�i

e	.�i ���s��/f��.@�
@r

@r1

@�
C @�

@�

di

d�
/P � @P

@r

@r1

@�
� @P

@�

di

d�
gds C

Z �i

�1
i

e	.�i �s/ @P.r2.s; 1i ; �1/; s/
@r

@r2

@�
ds � e	.�i ��1

i
/P.�1; 1i /

@1i
@�

C

e	.�i ��1
i
/Œ�@

1
i

@�
! C @!

@r

@r1

@�
C @!

@�

di

d�
�: (9.17)

Analyzing (9.16) and (9.17) one can prove that the following two lemmas are valid.
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Lemma 9.3.1. If conditions (C1)–(C5) are valid then wi is a continuously
differentable function, and wi .�/ D o.�/; i D 1; 2; : : : ; p:

Lemma 9.3.2. The systems (9.12) and (9.13) are B-equivalent if G is sufficiently
small.

Theorem 9.3.1. Suppose that (C1)–(C6) are satisfied and q < 1 .q > 1/: Then the
origin is a stable (unstable) focus of system (9.7).

Proof. Let r.�; r0/; r.0; r0/ D r0; be the solution of (9.12), and �.�; r0/;

�.0; r0/ D r0; be the solution of (9.13). Using  -substitution one can obtain that

�.�; r0/ D exp.��/f…m
iD1.1C ki / exp.��

mX
sD1

�s/r0 C

…m
iD1.1C ki / exp.��

mX
sD1

�s/

Z �1

0

exp.��u/Pdu C

…m
iD2.1C ki / exp.��

mX
sD2

�s/

Z �2

�1

exp.��u/Pdu C : : :

Z 

�m

exp.��u/Pdu C…m
iD2.1C ki / exp.��

mX
sD2

�s/w1 C

…m
iD3.1C ki / exp.��

mX
sD3

�s/w2 : : :C exp.���m/wmg; (9.18)

where � 2 Œ0; 2�� ; P D P.�.�; r0/; �/;wi D wi .�.�i ; r0/: Now, applying
Theorem 6.1.1, conditions (C4), (C5), and Lemma 9.3.1 one can find that the so-
lution �. ; r0/ is differentiable in r0 and the derivative @�.;r0/

@r0
at the point .2�; 0/

is equal to q: Since (9.12) and (9.13) are B-equivalent it follows that:

@r.2�; 0/

@r0
D q

and the proof is completed. ut

9.4 The Center and Focus Problem

Throughout this section we assume that q D 1: That is, the critical case is con-
sidered. Functions f; �; v; �i ; i D 1; 2; : : : ; p; are assumed to be analytic in G. By
condition (C8), Taylor’s expansions of functions f; �, and v start with members of
order not less than 2, and the expansions of �i ; i D 1; 2; : : : ; p; start with members
of order not less than 3: First, we investigate the problem for (9.13) all of whose
elements are analytic functions, if � is sufficiently small. Theorem 6.4.2 implies
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that wi ; i D 1; 2; : : : ; p; are analytic functions in � and the solution �.�; r0/ of
equation (9.13) has the following expansion:

�.�; r0/ D
1X
iD0

�i .�/r
i
0; (9.19)

where � 62 .�i ; �i �; i D 1; 2; : : : ; p; �0.�/ D 0; q D �1.�/ D 1: One can define the
Poincaré return map

�.2�; r0/ D
1X
iD1

ai r
i
0; (9.20)

where ai D �i .2�/; i � 1; a1 D q D 1: The expansions exist, see Sect. 6.4, such
that

P.�; �/ D
1X
iD2

Pi .�/�
i ;

wj .�/ D
1X
iD2

wj i�
i ; (9.21)

where Pi .�/;wj i .�/; j � 2; are 2�-periodic functions which can be defined by
using (9.12). The coefficient �j .�/; j � 2; is the solution of the system

d�

d�
D Pj .�/;

�� j 6D�i
D wj i ;

�� j 6D�i
D �i ; (9.22)

with the initial condition �j .0/ D 0: Hence, coefficients of (9.20) are equal to

aj D
Z �1

0

Pj .�/d� C
p�1X
iD1

Z �iC1

�i

Pj .�/d� C
Z 2�

�p

Pj .�/d� C
pX
iD1

wj i :(9.23)

From (9.20) and (9.23) it follows that the following lemma is true.

Lemma 9.4.1. Let q D 1 and the first nonzero element of the sequence aj ; j � 2;

be negative (positive), then the origin is a stable (unstable) focus of (9.13). If
aj D 0; j � 2; then the origin is a center of (9.13).

B-equivalence of systems (9.12) and (9.13) implies immediately that the following
theorem is valid.
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Theorem 9.4.1. Let q D 1 and the first nonzero element of the sequence aj ; j � 2;

be negative (positive), then the origin is a stable (unstable) focus of (9.7). If aj D 0

for all j � 2; then the origin is a center of (9.7).

9.5 Bifurcation of a Discontinuous Limit Cycle

We consider the following system:

dx

dt
D Ax C f .x/C �F.x; �/;

�xjx2�.�/ D B.x; �/x: (9.24)

To establish the Hopf bifurcation theorem we need the following assumptions:

(A1) the set �.�/ D [piD1li .�/ is a union of curves in G; which start at the origin
and do not include it, li W .ai ; x/C �i .x/C ��.x; �/ D 0; 1 � i � pI

(A2) there exist a matrix Q.�/ 2 R;Q.0/ D Q; analytic in .��0; �0/; and real
numbers �; � such that Q�1.�/B.x; �/Q.�/ D

.kC��C�.x//
�

cos.� C ��C �.x// � sin.� C ��C �.x//

sin.� C ��C �.x// cos.� C ��C �.x//

�
�
�
1 0

0 1

�
I

(A3) associated with (9.24) systems

dx

dt
D Ax;

�xjx2�.0/ D B0x; (9.25)

and

dx

dt
D Ax C f .x/;

�xjx2�.0/ D B.x; 0/x; (9.26)

are D0-system andD-system, respectively;
(A4) functions �; � W G ! R

2 and F; � W G � .��0; �0/ ! R
2 are analytic in

G � .��0; �0/I
(A5) F.0; �/ D 0; �.0; �/ D 0; for all � 2 .��0; �0/:
Additionally, we shall need the following system:

dx

dt
D A.�/x;

�xjx2�0.�/ D B.0; �/x; (9.27)
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where A.�/ D AC � @F .0;�/
@x

; and �0.�/ D [piD1mi with

mi W .ai C �
@�.0; �/

@x
; x/ D 0; i D 1; 2; : : : ; p:

The polar transformation takes (9.24) to the following form:

dr

d�
D �r C P.r; �; �/;

�r j.r;/2li .�/D ki r C !.r; �; �/;

�� j.r;/2li .�/D �i C r�.r; �; �/: (9.28)

The functions wi .�; �/ can be defined in the same manner as in (9.16) such that
the system

d�

d�
D ��C P.�; �; �/; � 6D �i .�/;

�� jD�i .�/D ki�C wi .�; �/;

�� jD�i .�/D �i .�/; (9.29)

where �i .�/; i D 1; 2; : : : ; p; are angles of mi , is B-equivalent to (9.28).
Similarly to (9.6) one can define the function

q.�/ D exp.�.�/.2� �
pX
jD1

.�j .�/ � �j .�//…1
jDp.1C kj .�// (9.30)

for system (9.27). Theorem 6.4.2 of Chap. 6 implies that q.�/ is an analytic
function.

Theorem 9.5.1. Assume that q.0/ D 1; q
0
.0/ 6D 0 and the origin is a fo-

cus of (9.26). Then, for sufficiently small r0; there exists a continuous function
� D ı.r0/; ı.0/ D 0; such that the solution r.�; r0; ı.r0// of (9.28) is periodic
function with period 2�: The period of the corresponding solution of (9.24) is
T D .2� � Pp

iD1 �i /ˇ�1 C o.j�j/: Moreover, if the origin is a stable focus of
(9.26) then the closed trajectory is a limit cycle.

Proof. If �.�; r0; �/ is a solution of (9.29), then by Theorem 6.4.2 we have that

�.2�; r0; �/ D
1X
iD1

ai .�/r
i
0;

where ai .�/ D P1
jD0 aij�j ; a10 D q.0/ D 1; a11 D q0.0/ 6D 0: Define the

displacement function

V.r0; �/D�.2�; r0; �/�r0Dq0.0/�r0C
1X
iD2

ai0r
i
0Cr0�2G1.r0; �/Cr20�G2.r0; �/;
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where G1; G2 are functions analytic in a neighborhood of .0; 0/. The bifurcation
equation is V.r0; �/ D 0: Canceling by r0 one can rewrite the equation as

H.r0; �/ D 0; (9.31)

where

H.r0; �/ D q0.0/�C
1X
iD2

ai0r
i�1
0 C �2G1.r0; �/C r0�G2.r0; �/

Since

H.0; 0/ D 0;
@H.0; 0/
@�

D q0.0/ 6D 0;

for sufficiently small r0 there exists a function � D ı.r0/ such that r.�; r0; ı.r0// is
a periodic solution. If conditions ai0 D 0; i D 2; : : : ; l � 1; and al0 6D 0 are valid,
then one can obtain from (9.31) that

ı.r0/ D � al0

q0.0/
r l�10 C

1X
iDl

ıi r
i
0: (9.32)

By analysis of the latter expression one can conclude that the bifurcation of periodic
solutions emerges if the focus is stable with � D 0 and unstable with � 6D 0 and
conversely. If �.�/ D �.�; Nr0; N�/ is a periodic solution of (9.29), then it is known
that the trajectory is a limit cycle if

@V.Nr0; N�/
@r0

< 0: (9.33)

We have that

@V.r0; �/
@r0

D q0.0/�C
1X
iD2

iai0r
i�1
0 C �2G1.r0; �/C 2r0�G2.r0; �/:

Let al0 be the first nonzero element among ai0 and al0 < 0: Using (9.32), one can
obtain that

@V. Nr0; N�/
@r0

D .l � 1/al0 Nr l�10 CQ.Nr0/;

whereQ starts with a member whose order is not less than l: Hence, (9.33) is valid.
Now, B-equivalence of (9.28) and (9.29) proves the theorem. ut
Remark 9.5.1. (a) It is important to notice that the bifurcation theorem can be ob-
tained by applying the results in [83] and theorems of Chap. 6. We follow the
approach which is focused on the expansions of solutions [107].
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(b) To illustrate that discontinuous dynamical systems may provide more interesting
opportunities than continuous dynamics, let us compare the bifurcation diagrams of
an ordinary differential equation, Fig. 9.3, and a discontinuous dynamical system
of type (9.24), Fig. 9.4. One can see that the first diagram resembles a bud, and the
second one a rose. They demonstrate that a theory of differential equations flourishes
if a discontinuity is involved in analysis.

Fig. 9.3 A Hopf bifurcation
diagram of an ordinary
differential equation

Fig. 9.4 A Hopf bifurcation
diagram of a discontinuous
dynamical system



9.6 Examples 153

9.6 Examples

Example 9.6.1. Consider the following system:

x
0

1 D .2C �/x1 � x2 C x21x2;

x
0

2 D x1 C .2C �/x2 C 3x31x2;

�x1jx2l D ..� C �2/ cos.
�

6
/� 1/x1 � .� C �2/ sin.

�

6
/x2;

�x2jx2l D .� C �2/ sin.
�

6
/x1 C ..� C �2/ cos.

�

6
/� 1/x2; (9.34)

where � D e� 11�
6 ; and the curve l is given by the equation x2 D x31 ; where x1 > 0:

One can define, using (9.30), that q.�/ D .� C �2/ exp..2 C �/11�
6
/; q.0/ D

� exp.11�
3
/ D 1; q0.0/ D �11�

6
6D 0: Thus, by Theorem 9.5.1, system (9.34) has a

periodic solution with period 
 11�
12

if j�j is sufficiently small.

Example 9.6.2. Let the following system be given:

x
0

1 D .� � 1/x1 � x2; x0

2 D x1 C .� � 1/x2;
�x1jx2l D ..� � x21 � x22/ cos.

�

4
/ � 1/x1 � .� � x21 � x22/ sin.

�

4
/x2;

�x2jx2l D .� � x21 � x22/ sin.
�

4
/x1 C ..� � x21 � x22/ cos.

�

4
/ � 1/x2; (9.35)

where l is a curve given by the equation x2 D x1 C �x21 ; x1 > 0; � D exp.7�
4
/:

Using (9.30) one can find that q.�/ D � exp..�� 1/7�
4
/; q.0/ D � exp.�7�

4
/ D 1;

q0.0/ D 7�
4

6D 0:Moreover, one can see that for the associated D-system

x
0

1 D �x1 � x2; x
0

2 D x1 � x2;
�x1jx2s D ..� � x21 � x22/ cos.

�

4
/� 1/x1 � .� � x21 � x22/ sin.

�

4
/x2;

�x2jx2s D .� � x21 � x22/ sin.
�

4
/x1 C ..� � x21 � x22/ cos.

�

4
/ � 1/x2; (9.36)

where s is given by the equation x2 D x1; x1 > 0; the origin is a stable focus.
Indeed, using polar coordinates, denote by r.�; r0/ the solution of (9.36) starting at
the angle � D �

4
: We can define that r.�

4
C 2�n; r0/ D .� � r2.�

4
C 2�.n � 1/;

r0// exp.�7�
4
/: From the last expression it is easily seen that the sequence rn D

r.�
4

C 2�n; r0/ is monotonically decreasing and there exists a limit of rn. Assume
that rn ! � 6D 0: Then it implies that there exists a periodic solution of (9.36) and
� D .� � �2/ exp.�7�

4
/� which is a contradiction. Thus, � D 0. Consequently, the

origin is a stable focus of (9.36) and by Theorem 9.5.1 the system (9.35) has a limit
cycle with period 
 7�

4
if � > 0 is sufficiently small.
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Notes

The present chapter contains mainly results of paper [4], and is based on the
perturbation theory, which was founded by H. Poincaré and A. M. Lyapunov
[104, 132], and the bifurcation methods [38, 48, 71, 80, 83, 106, 107, 134, 157].
The main result is the bifurcation of a periodic solution from the equilibrium of
the discontinuous dynamical system. After the initial impetus of H. Poincaré [132],
A. Andronov [38], and E. Hopf [80] this method of research of periodic motions
has been used very successfully for various differential equations by many authors
(see [66, 71, 83, 107] and references cited there). There have been two principal ob-
stacles of expansion of this method for discontinuous dynamical systems. While the
absence of developed differentiability of solutions has been the first one, the choice
of a nonperturbed system convenient to study has been the second. The present in-
vestigation utilizes extensively the differentiability and analyticity of discontinuous
solutions discussed in Chap. 6. The nonperturbed equation is specifically defined.
The results of the present chapter can be extended by the dimension enlarging [21]
and application to differential equations with discontinuous right side [13]. They are
applied to control the population dynamics [14], and can be effectively employed in
mechanics, electronics, biology, and medicine [38, 52, 71, 107, 115, 123].



Chapter 10
Chaos and Shadowing

10.1 Introduction and Preliminaries

The proof of the existence of chaotic attractors remains an important and difficult
problem, which is still not resolved fully, even for the Lorentz system [49, 72, 84,
150]. In this chapter, a multidimensional chaos is generated by a special initial value
problem for the nonautonomous impulsive differential equation. The existence of a
chaotic attractor is shown, where density of periodic solutions, sensitivity of so-
lutions, and existence of a trajectory, which is dense in the set of all orbits are
observed. That is, we concentrate on the topological ingredients of the version pro-
posed by Devaney [62]. An appropriate example is constructed, where a chaotic
attractor is indicated, and the intermittency is observed.

The discontinuous system consists of an impulsive differential equation and of a
discrete equation, which generates the moments of impacts.

We suppose that the generator is chaotic while the impulsive system is dissipa-
tive for all possible sequences of moments of discontinuities, and we prove that the
system has a similar chaotic nature. Similarly, if the generator function has a shad-
owing property [40,55,76,134], then the system admits an analogue of the property.
The shadowing exists if the generator is uniformly hyperbolic on the invariant set of
initial moments, or a nonhyperbolic map.

The results of this chapter illustrate that impulsive differential equations may play
a special role in the investigation of the complex behavior of dynamical systems.

Finally, one must say that the B-equivalence method is used to obtain main re-
sults of this chapter. Thus, we will complete the integrity of the book.

Let us consider a continuous map H W I ! R; I D Œ0; 1�; with a positively
invariant compact set ƒ � I: Let �iC1 D H.�i /; �0 D t0 2 ƒ; and the sequence
�.t0/ D f�i .t0/g be defined, where �i .t0/ D i C �i .t0/; i � 0:

One may consider the logistic map h.t; �/ D �t.1 � t/; � > 0; as an example
of H: The main object of discussion in this chapter is the following special initial
value problem,

z0.t/ D Az.t/C f .z/;

M. Akhmet, Principles of Discontinuous Dynamical Systems,
DOI 10.1007/978-1-4419-6581-3 10, c� Springer Science+Business Media, LLC 2010
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�jtD�i .t0/ D Bz.�i .t0//CW.z.�i .t0///;

z.t0/ D z0; .t0; z0/ 2 ƒ � R
n; (10.1)

where z 2 R
n; t0 2 I; t � t0:

We shall need the following basic assumptions for the problem:

(C1) A;B are n� n constant real valued matrices; det.I CB/ 6D 0; where I is the
identical matrix;

(C2) for all x1; x2 2 R
n functions f .x/ W R

n ! R
n;W W R

n ! R
n; satisfy

jjf .x1/� f .x2/jj C kW.x1/�W.x2/k � Ljjx1 � x2jj;

where L > 0 is a constant;
(C3) supx2Rn jjf .x/jj C supx2Rn jjW.x/jj D M0 < 1I
(C4) the matrices A and B commute and the real parts of all eigenvalues of

AC ln.I C B/ are negative.

From the previous chapters it implies that under these conditions a solution
z.t/ D z.t; t0; z0/; z0 2 R

n of (10.1) exists, and is unique on Œt0;1/:

Consider an unbounded and strictly increasing sequence � with elements �i ;
i � 1 < �i < i C 2; i 2 Z: Let us denote by Z.t; s/ the transition matrix of
the linear homogeneous system

z0.t/ D Az.t/;

�zjtD�i
D Bz.�i /: (10.2)

Condition .C4/ and the result of Exercise 4.1.8 imply that there exist two pos-
itive numbers N and !; which do not depend on �; such that jjZ.t; s/jj �
N e�!.t�s/; t �s. In what follows, we shall denote byZ.t; s; 	/ the transition matrix
Z.t; s/ if � D �.	/:

We shall need the following additional assumptions:

(C6) NLŒ 2
!

C e!

1�e�! � < 1I
(C7) �! CNLC ln.1CNL/ < 0:

The solution z.t/ D z.t; t0; z0/ of (10.1) satisfies the following integral equation:

z.t/ D Z.t; t0; t0/z0C
tZ

t0

Z.t; s; t0/f .z.s//dsC
X

t0��i<t

Z.t; �i .t0/; t0/W.z.�i .t0///:

Using the last formula and technique of Chap. 7 (see Theorem 7.1.5), one can
verify that all solutions eventually, as t increases, enter the tube with the radius
M D NM0Œ

1
!

C e!

1�e�! �; t 2 R: That is, the discussion of this chapter can be made
assuming that all solutions are inside the tube. Moreover, if the sequence �.t0/ is pe-
riodic with a period p 2 N; then there is a solution of (10.1) with the same period,
and its integral curve is placed in the tube.
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We assume that:

(C8) Bx CW.x/ 6D 0; if kxk � M:

The last condition implies that periodic solutions are different for different p:
Denote by PC the set of all solutions z.t/ D z.t; t0; z0/; t0 2 ƒ; z0 2 R

n; t � t0
of (10.1), and denote PCA D fz 2 PC W kz.t0/k < M; t0 2 ƒg: In the next section,
we define conditions with which PCA is a chaotic attractor.

10.2 The Devaney’s Chaos

Let us assume that the map H admits all Devaney’s ingredients of chaos on the set
ƒ; that is:

1. there exists a positive ı0 such that for each t 2 ƒ and � > 0 there is a point
Qt 2 ƒ with jt � Qt j < � and jH i .t/ � H i .Qt /j � ı0; for some positive integer i
(sensitivity);

2. there exists an element t� 2 ƒ such that the set H i .t�/; i � 0; is dense in ƒ
(transitivity);

3. the set of period�p points, p � 1; is dense in ƒ (density of periodic points).

Let us define the chaos for the discontinuous dynamics of (10.1).

Definition 10.2.1. We say that (10.1) is sensitive on ƒ if there exist positive real
numbers �0; �1 such that for each t0 2 ƒ; and ı > 0 one can find a number
t1 2 ƒ; jt0 � t1j < ı; such that for each couple of solutions z.t/ D
z.t; t0; z0/; z1.t/ D z.t; t1; z1/; z0; z1 2 R

n; there exists an interval Q � Œt0;1/

with the length not less than �1 such that jjz.t/ � z1.t/jj � �0; t 2 Q; and there are
no points of discontinuity of z.t/; z1.t/ in Q:

We shall denote z.t/.�; J /z1.t/; if solutions z.t/ and z1.t/ of (10.1), z.t/ D
z.t; t0; z0/; z1.t/ D z.t; t1; z1/; t0; t1 2 ƒ; are �-equivalent on J: The concept of
the equivalence is described in Sect. 5.4.

Definition 10.2.2. The set of all periodic solutions �.t/ D �.t; t0/; t0 2 ƒ; of
(10.1) is called dense in PC if for every solution z.t/ 2 PC and each � > 0;E > 0;

there exist a periodic solution �.t; t�/; t� 2 ƒ; and an interval J � Œt0;1/ with
the length E such that �.t/.�; J /z.t/:

Definition 10.2.3. A solution z�.t/ 2 PC of (10.1) is called dense in the set of all
orbits of PC if for every solution z.t/ 2 PC of (10.1), and each � > 0;E > 0;

there exist an interval J � Œ0;1/ with the length E and a real number 	 such that
z�.t C 	/.�; J /z.t/:

Definition 10.2.4. The problem (10.1) is chaotic if: .i/ it is sensitive; .ii/ the set of
all periodic solutions �.t; t0/; t0 2 ƒ; is dense in PCI .iii/ there exists a solution
z�.t/; which is dense in PC:
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Remark 10.2.1. Definitions of the chaotic ingredients have been worked out in
detail issuing from the two reasons: the considered system is nonautonomous and
consequently we analyze integral curves, but not trajectories; the system is impul-
sive and different solutions have different points of discontinuity that necessitates
the B-topology.

Theorem 10.2.1. Assume that conditions (C1)–(C6) are fulfilled. Then the set of all
periodic solutions �.t; t0/; t0 2 ƒ; of (10.1) is dense in PC:

Proof. Fix t1 2 ƒ and E; � > 0: The density of periodic points of H and uniform
continuity of this map imply that for an arbitrary large number QT there exists a se-
quence �.t0/; defined by a periodic sequence �.t0/; such that k�.t1/� �.t0/kQ < �;
where Q D .t1; t1 C QT C E/: We shall find the number QT so large that solution
z.t/ D z.t; t1; z1/; kz1k < M; is �-equivalent to �.t; t0/ on J D .t1C QT ; t1C QTCE/:

Denote by Z1.t; s/ D Z.t; s; t1/ and Z2.t; s/ D Z.t; s; t0/; t � s; the transition
matrices. We have that

z.t/ D Z1.t; 1/z.1/C
tZ

c1

Z1.t; s/f .z.s//ds C
X

1��i<t

Z1.t; �i .t1//W.z.�i .t1///;

�.t/DZ2.t; 1/�.1/C
tZ

c1

Z2.t; s/f .�.s//ds C
X

1��i<t

Z2.t; �i .t0//W.�.�i .t0///:

The difference between z.t/ and �.t/ cannot be evaluated by using the last two
expressions since the moments of discontinuities do not coincide. The method of
B-equivalence is helpful here. Introduce the following B-maps

W 1
i .z/ D .I C B/

h
.eA.�i .t1/��j .t0// � I/z C

Z �i .t1/

�j .t0/

eA.�i .t1/�s/f .z.s//ds
i
C

W..I C B/ŒeA.�i .t1/��j .t0//z C
Z �i .t1/

�j .t0/

eA.�i .t1/�s/f .z.s//ds�/�
Z �i .t1/

�j .t0/

eA.�i .t1/�s/f .z1.s//ds �W.z/;

where z.t/; z1.t/; z.�i .t0// D z; z1.�i .t1// D z.�i .t1/C/; are solutions of the equa-
tion z0 D Az: One can easily verify that M1 D supkzk�M;i2Z

kW 1
i .z/k < 1:

Consider the following system:

v0.t/ D Av.t/C f .v/; t 6D �i .t0/;

�vjtD�i .t0/ D Bv.�i .t0//CW.v.�i .t0///CW 1
i .v.�i .t0///; (10.3)
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together with the system

z0.t/ D Az.t/C f .z/; t 6D �i .t1/;

�jtD�i .t1/ D Bz.�i .t1//CW.�i .t1//; (10.4)

where t0; t1 are the numbers under discussion.
Systems (10.3) and (10.4) areB-equivalent. That is, their solutions with the same

initial condition coincide on the common domain if only t 62 .�i 1.t0/; �i .t1/�; i 2 Z:

So, if v.t/; v.1/ D z.1/; is the solution of (10.3), then v.t/ D z.t/ for all
t 62 .�i 1.t0/; �i .t1/�; i 2 Z: For v.t/ we have that

v.t/ D Z2.t; 1/v.1/C
tZ

c1

Z2.t; s/f .v.s//ds C
X
1��i<t

Z2.t; �i .t0//ŒW.v.�i .t0//CW1.v.�i .t0///�:

Thus,

k�.t/ � v.t/k � k�.1/ � v.1/kkZ2.t; 1/k C
Z t

c1

kZ2.t; s/kLk�.s/ � v.s/kds C

X
1��j .t0/<t

kZ2.t; �j .t0//kLk�.�j .t0//� v.�j .t0//k C

X
1��j .t0/<t

kZ2.t; �j .t0//kkW1.v.�i .t0//k �

2MN CM1

e!

1 � e�! C
Z t

c1

N e�!.t�s/Lkz.s/ � v.s/kds C
X

1��j<t

N e�!.t��j .t0//Lkv.�j .t0//� v.�j .t0//k:

Now, applying Lemma 2.5.1, we can find that

kz.t/ � v.t/k � .2MN CM1

e!

1 � e�! /e
.�!CNLCln.1CNL//.t�1/:

The last inequality implies that kz.t/�v.t/k < � if t > QT ; t 62 Œ�i 1.t0/; �i .t1/�; i � 0;

where QT D 1 C ln. �
2MNCM1e!.1�e�! /�1 /.�! C NLC ln.1C NL//�1; (we may

assume that � < 2M ). That is why, z.t/.�; J /�.t/ if J D .t1 C QT ; t1 C QT C E/:

The theorem is proved. ut
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Theorem 10.2.2. Assume that conditions (C1)–(C6) are fulfilled. Then there exists
a solution of (10.1), which is dense in PC:

Proof. Fix positive E; �; and t� 2 ƒ such that the orbit of t� is dense in ƒ: Set
z�.t/ D z.t; t�; z�/; kz�k < M: Let us prove that z�.t/ is the dense solution.

Consider an arbitrary solution z.t/ D z.t; t0; z0/ 2 PC: Consider an interval
J1 D .0; E1/; where E1 is an arbitrarily large positive number. By density of the
orbit of t� and uniform continuity of H , there exists a naturalm such that

k�.t1/� �.t�; m/kJ1
< �; (10.5)

where �.t�; m/ D f�iCm.t�/g:
We have

z�.t Cm/ D Z�.t Cm; 1Cm/z�.1Cm/C
Z tCm

1Cm
Z�.t Cm; u/f .z�.u//du C

X
1Cm��i .t0/<tCm

Z�.t Cm; �i .t0//W.z�.�i .t0/// D Z�.t Cm; 1Cm/z�.1Cm/C

Z t

1

Z�.t; u/f .z�.u Cm//du C
X

1Cm��i .t0/<tCm
Z�.t Cm; �i.t0//W.z�.�i .t0///;

and

z1.t/DZ1.t; 1/z1.1/C
Z t

1

Z1.t; u/f .z1.u//duC
X

1��i .t1/<t

Z1.t; �i .t1//W.z1.�i .t1///;

where Z� and Z1 are fundamental matrices corresponding to points t� and t1; re-
spectively. Now, using the last two formulas, similarly to proof of Theorem 10.2.1,
using (10.5) and the B-equivalence technique, we can find a sufficiently large num-
berE1 > 2E; and a natural numberm such that z�.tCm/ and z1.t/ are �-equivalent
on J D .E1=2;E1/: The theorem is proved. ut

Let m D maxjuj�1 keAuk; m D minjuj�1 keAuk:
Condition .C7/ implies that  D minkxk�M .Bx CW.x// > 0:

From now on we make the assumption:

(C8) L < m�

2mM
min .1; mm

mCm /:

Theorem 10.2.3. Assume that conditions (C1)–(C8) are fulfilled. Then (10.1) is
sensitive on PC:

Proof. Fix a solution z.t/ D z.t; t0; z0/; t0 2 ƒ; z0 2 R
n; and a positive ı: By

sensitivity of H there exist t1 2 ƒ; k > 0; such that jt0 � t1j < ı; j�k.t0/ �
�k.t1/j � ı0: Consequently, by uniform continuity ofH; there exist numbers ı1; ı2;
which do not depend on k and t0; t1 2 ƒ; such that j�k�1.t0/ � �k�1.t1/j � ı1;
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j�k�2.t0/ � �k�2.t1/j � ı2: Obviously, one can assume that k > 3: Moreover,
uniform continuity of H implies that k can be an arbitrarily large number. Take
arbitrary z1 2 R

n and solution z1.t/ D z.t; t1; z1/:
Now, let us prove the sensitiveness through the solution z1.t/:
Condition .C8/ implies that there exists a positive number � such that

2mM
m�

< � <
m��2mML

m
:

We shall show that constants �0; �1 for Definition 10.2.1 can be taken equal
to �0 D min .m�m.� C 2LM/;m� �m2LM/; �1 D min .ı; 1

2
.1 � ı/; where

ı D max .ı0; ı1; ı2//; ı D min .ı0; ı1; ı2/: One can easily see that among numbers
k and k � 1 there exists one , let us say k itself, such that j�k.t0/ � �k.t1/j � �1
and interval Œ�k.t0/ � �1; �k.t0// does not have points of discontinuity from �.t0/

and �.t1/:
Assume that kz.�k.t0//� z1.�k.t0//k < �: Then, for t 2 Œ�k.t0/; �k.t1/�;

z.t/ D eA.t��k .t0//.I C B/z..�k.t0//C
Z t

�k .t0/

eA.t�s/f .z.s//ds C

eA.t��k.t0//W.z..�k.t0///;

z1.t/ D eA.t��k.t0//z1..�k.t0//C
Z t

�k .t0/

eA.t�s/f .z1.s//ds:

We have that

kz.t/�z1.t/k D keA.t��k.t0//ŒBz.�k.t0//CW.z.�k.t0///�CeA.t��k .t0//Œz..�k.t0//�

z1..�k.t0//�C
Z t

�k .t0/

eA.t�s/.f .z.s//� f .z1.s///dsk � m�m.�C 2LM/ � �0:

If kz.�k.t0//� z1.�k.t0//k > �; then, for t 2 Œ�k.t0/ � �1; �k.t0//;

z.t/ D eA.t��k .t0//z..�k.t0//C
Z t

�k .t0/

eA.t�s/f .z.s//ds;

z1.t/ D eA.t��k.t0//z1..�k.t0//C
Z t

�k .t0/

eA.t�s/f .z1.s//ds:

and kz.t/ � z1.t/k � m� �m2LM � �0: The theorem is proved. ut
On the basis of Theorems 10.2.1–10.2.3, we can conclude that (10.1) admits the

Devaney’s chaos.
It seems natural to consider the chaos only for uniformly bounded solutions on

Œ0;1/; since the domain of chaos is always assumed to be a compact set, but we
consider chaotic properties of all solutions, since the chaotic scenario for these un-
bounded solutions starts at the moment they reach the region where solutions from
PCA are placed. This set is a chaotic attractor as it is easily seen that PCA admits
defined above all ingredients of Devaney’s chaos.
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10.3 Shadowing Property

In this part of the chapter, we give definitions of shadowing property for the
flow of system (10.1) and prove it for this system if the generator map has the
property. A corollary of the result for a map H with the hyperbolic set ƒ is
obtained.

Assume that the generator map, H.t/; is defined in a neighborhood of the unit
interval I:

The following definitions are from [55, 122, 131, 134] and are adapted for our
system.

A sequence f�igN0 ; N � 1; is said to be a true trajectory of H; if �0 2 ƒ and
�iC1 D H.�i /; 0 � i < N:

A sequence f�i gN0 ; N � 1; is said to be a �-pseudo-orbit, � > 0; of H; if
j�iC1 �H.�i /j < �; and jpi � �j < � for all 0 � i < N; and � 2 ƒ:

The true orbit f�igN0 ı-shadows the pseudo-orbit f�igN0 if j�i � �i j < ı for
all i:

A sequence fzigN0 is said to be a true discrete orbit of (10.1) if ziC1 D
z.�iC1; �i ; zi /; where �i D i C �i for all 0 � i < N: Let ı be a positive num-
ber, and k a positive integer. A sequence yik such that 0 � ik � N if N < 1; and
i � 0; if N D 1; is said to be a discrete ı-pseudo-orbit for the problem (10.1) with
associated sequence fpigN0 if ky.iC1/k � w.p.iC1/k/k < ı for all admissible i; and
the solution w.t/ of the initial value problem

w0.t/ D Aw.t/C f .w/;

�jtDpi
w D Bw.pi /CW.w.pi //;

w.pik/ D yik: (10.6)

A discrete ı-pseudo-orbit yik of problem (10.1) is said to be �-shadowed by a true
orbit fzi gN0 of (10.1) if kzik � yikk < �; and j�ik � pikj < � for all i such that
0 � ik � N if N < 1; and i � 0; if N D 1: Consider the logistic func-
tion h.x; �/ � �x.1 � x/ with coefficient � D 3:8: It is proved in [76] that for
� D 10�8; N D 107; p0 D 0:4; the pseudo-orbit pi ; i D 0 to N; is �-shadowed
by a true orbit, if ı D 3 � 10�14: Several values of � were claimed to be
proper for the shadowing. Taking into account this result as well as results from
[40, 55, 61, 120, 134] the following assertion is very useful.

Theorem 10.3.1. Assume that conditions (C1)–(C6) are fulfilled. Then, given
� > 0; there exists 0 < ı < � and a positive integer k such that a ı-pseudo-orbit
yik of problem (10.1) is �-shadowed by a true orbit fzigN0 of (10.1) if pi D i C �i ;

and �i is ı-shadowed by f�igN0 :
Proof. Fix positive � and nonnegative integer i: We assume that kzik � yikk < �;

and we will find ı and k, such that kz.iC1/k � y.iC1/kk < �: Assume, without loss
of generality, that �ik < pik; and let z.t/ D z.t; �ik; zik/: We have that
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kz.pik/ � yikk � kz.pik/ � zikk C kzik � yikk D keA.pik��ik /zik

C
pikZ
�ik

eA.t�s/f .z.s//dsk C kzik � yikk �

kŒI � eA.pik��ik/�kkzikk C ıNM0 C � D ı�.ı/C �;

where �.s/ is a bounded function.
Similarly to the proof of Theorem 10.2.1, we find that (10.1) is B-equivalent to

the following system:

v0.t/ D Av.t/C f .v/;

�vjtDpi
D Bv.pi /CW.v.pi //C QW 1

i .v.pi //;

v.t0/ D z0; .t0; z0/ 2 ƒ � R
n; (10.7)

with M2 D supkzk�M;i2Z
k QW 1

i .z/k < 1:

Then we can obtain that

kz.t/ � w.t/k � ŒN.ı�.ı/C �/CM2

e!

1 � e�! �e
.�!CNLCln.1CNL//.t�1/;

if t 62 2Œpi ; �i /: Now, choose k sufficiently large, and ı small for the right-hand side
of the last inequality to be less than �

3
at t D .i C 1/k � 1; and ımax.1; �.ı// < �

3
:

Then kz.iC1/k �y.iC1/kk < kz.iC1/k � z.p.iC1/k/k C kz.p.iC1/k/� w.p.iC1/k/k C
ky.iC1/k � w.p.iC1/k/k < �: The theorem is proved. ut

Now, by using the Shadowing Theorem [55, 122, 131] one can easily prove that
the following assertion is true.

Theorem 10.3.2. Assume that conditions (C1)–(C6) are fulfilled andH has a com-
pact positively invariant hyperbolic set ƒ � I: Then, given � > 0; there exist
0 < ı < �; and a positive integer k such that a ı-pseudo-orbit fyikg1

0 ; of problem
(10.1) is �-shadowed by a true orbit fzi g1

0 of (10.1) if �i D pi � i; i � 0; is a
ı-pseudo-orbit of H:

10.4 Simulations

Consider the following initial value problem

x0
1 D 2=5x2 C l sin2 x2;

x0
2 D 2=5x1 C l sin2 x1; t 6D �i .t0/;

�x1jtD�i .t0/ D �4
3
x1;

�x2jtD�i .t0/ D �4
3
x2 CW.x2/; (10.8)



164 10 Chaos and Shadowing

where W.s/ D 1 C s2; if jsj � l; l is a positive constant, and W.s/ D 1 C l2;

if jsj > l: One can easily see that all the functions are lipschitzian with a constant
proportional to l: The matrices of coefficients

A D
�
0 2=5

2=5 0

�
; B D

� �4=3 0

0 � 4=3
�

commute, and the eigenvalues of the matrix

AC Ln.I C B/ D
� � ln 3 2=5

2=5 � ln 3

�

are negative: �1;2 D � ln 3˙ 2=5 < 0:

The results of the last section make possible the following appropriate
simulations.

Choose � D 3:8 and l D 10�2 in (10.8) and consider the solution x.t/ D
.x1; x2/ with initial moments t0 D 7=9 and the initial value x.t0/ D .0:005; 0:002/:

If one consider the sequence .x1.n/; x2.n//; n D 1; 2; 3; : : : ; 75000; in x1; x2-
plane, then the attractor can be seen, Fig. 10:1: To approve that the attractor is
chaotic, we verify the conditions of the chaotic theorems in the following way. If
jsj � l; then �4

3
s CW.s/ D s2 � 4

3
s C 1; and it is never equal to zero. If jsj > l;

then �4
3
s C W.s/ D l2 � 4

3
s C 1: For the last expression to be zero, we need,

s D 3
4
.1 C l2/: From the Figure, it is seen that the second coordinate takes val-

ues between 0:32 and 0:42: This is the region where �4
3
s C W.s/ does not have

zeros. All the other conditions required by theorems of this chapter could be easily
checked with sufficiently small coefficient l:

−0.1 −0.05 0 0.05 0.1 0.15
0.32

0.34

0.36

0.38

0.4

0.42

0.44

 x1

x2

Fig. 10.1 The chaotic attractor by a stroboscopic sequence .x1.n/; x2.n//; 1 � n � 75,000
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Fig. 10.2 The intermittency of the both coordinates x1.t/; x2.t/ is observable

Now, consider (10.8) with � D 3:8282: Then the phenomenon of intermittency,
i.e., irregular switching between periodic and chaotic behavior, for the solution x.t/
can be observed in Fig.10:2: The coefficient’s value is such that the logistic map
admits intermittency [62].

Notes

The investigation of the last chapter is inspired by the discontinuous dynamics of the
neural information processing in the brain, information communication, and popula-
tion dynamics [70,88,99,100,103,108,160]. While there are many interesting papers
concerned with the complex behavior generated by impulses, the rigorous theory of
chaotic impulsive systems remains far from being complete. Our goal is to develop
further the theoretical foundations of this area of research. The complex dynamics
is obtained using Devaney’s definition for guidance. The main results of this chapter
are published in [11]. There simulations for a pendulum are given. Applications of
the present approach to the analysis of the cardiovascular system were considered
in [12, 16]. More of our results on chaos excitability can be found in [8–10].
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154. Th. Vogel, Théorie des systémes evolutifs, Gauthier-Villars, Paris, 1965.
155. F. Wang, C. Hao, L. Chen, Bifurcation and chaos in a Monod-Haldene type food chain chemo-

stat with pulsed input and washout. Chaos, solitons and fractals, 32 (2007) 181–194.
156. G.S. Whiston, Global dynamics of a vibro-impacting linear oscillator, J. Sound Vibr., 118

(1987) 395–429.
157. S. Wiggins, Global Bifurcation and Chaos: Analytical Methods, Springer, New York, 1988.
158. L.A. Wood, K.P. Byrne, Analysis of a random repeated impact process, J. Sound Vib., 82

(1981) 329–345.



References 173

159. J. Yan, A. Zhao, J.J. Nieto, Existence and global activity of positive periodic solutions of
periodic single-species impulsive Lotka-Volterra systems. Math. Comput. Model. 40 (2004)
509–518.

160. T. Yang, L.O. Chua, Impulsive control and synchronization of non-linear dynamical systems
and application to secure communication, Int. J. Bifurcation Chaos Appl. Sci. Eng. (electronic
resource), 7 (1997) 643–664.

161. Y. Zhang, J. Sun, Stability of impulsive delay differential equations with impulses at variable
times, Dyn. Syst., 20 (2005) 323–331.

162. V.F. Zhuravlev, A method for analyzing vibration-impact systems by means of special func-
tions, Mech. Solids, 11 (1976) 23–27.



Index

.!; p/-periodic system, 47, 78
B-analyticity property, 93
B-asymptotic representation, 95
B-asymptotic stability, 71
B-derivative, 82
B-equivalence, 64, 73, 130, 131
B-flow, 135
B-map, 63, 74, 89
B-sequence, 7
B-smooth discontinuous flow, 135, 143
B-stability, 71
B-topology, 62, 158
B.x0; r/, 128
D-system, 143
D.t0; ı/, 69, 70
D0 - system, 140
�; Q� , 115
‚, 7
ı-pseudo-orbit, 162
�-equivalence, 63
�-neighborhood, 63
�-pseudo-orbit, 162
rˆ.x/, 115
PC.T; �/, 8
PC.R; �/, 7
PC.R/, 7
PC1.R; �/, 8
PCr .T; �/, 8
PC1r .T; �/, 8
 -substitution, 141, 147
bC.x0; r/, 129
b�.x0; r/, 129
cC.x0; r/, 129
c�.x0; r/, 129
d.x0; ı/, 20, 69
p-property, 27
PCA, 157
PC, 157

Adjoint system, 39
Asymptotic stability, 25

Bead bouncing on a table, 101
Beating phenomena, 59
Bounded solution, 76

Cascade, 113
Center, 141, 147
Center and focus problem, 147
Chaos, 155
Chaotic attractor, 164
Chaotic problem, 157
Completeness of PCr .T; �/, 19
Continuation of a solution, 11
Continuity, 20, 22, 68, 128
Critical case, 106

Dense set of periodic solutions, 157
Dense solution, 157
Density of periodic points, 157
Devaney’s ingredients of chaos, 157
Differentiability properties, 81, 133
Discontinuous flow, 113
Discontinuous vector field, 9
Dissipative impulsive system, 155

Equation of jumps, 9
Equivalent integral equation, 14
Exponent, 48
Exponentially dichotomous system, 40
Extension of solutions, 119

Filippov differential equations, 80
Floquet theory, 49

175



176 Index

Floquet-Lyapunov transformation, 67
Flow, 113
Foci, 144
Fundamental matrix of solutions, 33

Generator map, 162
Gram-Schmidt process, 41
Green’s function, 52
Gronwall-Bellman lemma, 16
Group property, 113, 126

Higher order B-derivatives, 90
Hopf bifurcation, 139, 149
Hopf bifurcation diagram, 152
Hyperbolic set, 163

Identical property, 113
Impacts against a rigid wall, 4
Impulsive differential equation, 9
Impulsive systems with the discontinuous

right-hand side, 14
Intermittency, 165

Left maximal interval, 11
Limit cycle, 150
Linear homogeneous system, 31
Linear nonhomogeneous system, 41
Linear periodic system, 47
Linear space of solutions, 32
Linear system, 31
Local existence theorem, 13
Local Lipschitz condition, 9
Logistic map, 155

Maximal interval of existence, 11
Mechanical model, 3, 101
Monodromy matrix, 48

Multidimensional chaos, 155
Multiplier, 48

Noncritical case, 99

Periodic systems, 27
Piecewise continuous periodic function, 27
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