


Innovative Assessment for the 21st Century



Valerie J. Shute · Betsy Jane Becker
Editors

Innovative Assessment
for the 21st Century

Supporting Educational Needs

123



Editors
Valerie J. Shute
College of Education
Florida State University
1114 W. Call Street
32306 Tallahassee, Florida
USA
vshute@fsu.edu

Betsy Jane Becker
College of Education
Florida State University
1114 W. Call Street
32306 Tallahassee, Florida
USA
bbecker@fsu.edu

ISBN 978-1-4419-6529-5 e-ISBN 978-1-4419-6530-1
DOI 10.1007/978-1-4419-6530-1
Springer New York Dordrecht Heidelberg London

Library of Congress Control Number: 2010931400

© Springer Science+Business Media, LLC 2010
All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer software,
or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are
not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject
to proprietary rights.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Acknowledgements

This book was made possible through the generous support of the College of
Education at Florida State University. As she describes in the Foreword to this
book, Dean Marcy Driscoll initiated a series of annual symposia that bring lead-
ing scholars to Florida State. Our symposium focused on new ways of thinking
about assessment and served as the springboard for this book. We’d like to acknowl-
edge the outstanding assistance of Soojeong Ingrisone who helped with all aspects
of our symposium planning. In addition, we want to thank Kuzey Bilir, Oktay
Donmez, and Yanyun Yang for helping us with many of the symposium logistics,
and Nash McCutcheon and Emily Keeler for their creative efforts in promoting the
symposium.

The quality of the book was enhanced due to the work of our cadre of dili-
gent reviewers: Barbara Davis, Malcolm Bauer, Jill Burstein, Ginette Delandshere,
Vanessa Dennen, Oktay Donmez, Rebekah Dorn, Eric Hansen, Dirk Ifenthaler,
Tristan Johnson, Yoon-Jeon Kim, Qian Liu, Iskandaria Masduki, Christie Suggs,
and Diego Zapata-Rivera. In addition, we are grateful for the exceptional efforts
of Yoon-Jeon Kim in helping us format the book chapters. Finally, we want to
acknowledge Springer Publishing for their interest in this book.

v



Foreword

The papers comprising this volume were presented at the 2008 Dean’s Symposium
sponsored by the College of Education at Florida State University.

The impetus for a symposium series came from a blue ribbon committee that I
charged with finding ways to facilitate a culture of inquiry in the college, to promote
the exchange of ideas among faculty but also with the constituents of our work.
The university’s location in the state capital and its proximity to the legislature and
state agencies offer us a unique opportunity to partner with constituent groups and
influence education policy in the state. To take advantage of this opportunity, the
blue ribbon committee suggested an annual symposium that would provide a forum
for discussion about topics of keen interest to policy makers and researchers alike,
both statewide and nationally.

Our first effort was to sponsor an invited lecture in Spring 2006 that brought
teacher educator Marilyn Cochran-Smith to campus. That was a wonderful oppor-
tunity not only to hear about the work she’s been doing with the Teachers for a New
Era project, but also to engage her in conversation with our faculty and doctoral
students about teacher education research, practice, and policy.

In Fall 2007, we held our first true symposium, interspersing panel and
roundtable discussions with presentations from invited speakers. It was on teacher
quality, a topic that is central to education reform efforts in the state of Florida.
We were excited to draw educators from around the state and from many sectors—
legislative policy makers, superintendents and school leaders, education researchers
and administrators. To our great delight, three state legislators also attended and
participated in lively discussion.

Our second symposium, held in Fall 2008, resulted in this book. Co-Editors
Valerie Shute and Betsy Becker took the lead in organizing a set of presentations and
opportunities for discussion around the topic of Assessment. In states like Florida,
the concept of assessment tends to evoke strong and often negative feelings because
it is most commonly associated with high stakes testing and accountability. Who,
after all, doesn’t have an opinion about the FCAT? Yet Florida is also a leader among
states in linking assessment data to instructional intervention. Teachers and princi-
pals are expected to monitor individual student progress and ensure that appropriate
instructional strategies are employed so that each student can learn. How assess-
ment can go beyond providing numbers to providing insight was the theme of this
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viii Foreword

symposium. It is a critical issue that brings together policymakers, agency officials,
school leaders, and education researchers.

The presentations did not disappoint, and I believe the readers of this book
will find much to consider. The authors challenge us to think differently, more
expansively about assessment and its role in teaching and learning, as well as
accountability. They help us to envision what a culture of assessment might look
like, incorporating perspectives from teachers and students to state testing person-
nel. It is our sincere hope that these papers will change the conversations around
assessment and lead to advances that will facilitate learning and teaching in the 21st

century.

Tallahassee, Florida Marcy P. Driscoll
June, 2009
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Chapter 1
Prelude: Assessment for the 21st Century

Valerie J. Shute and Betsy Jane Becker

Abstract We recently hosted an assessment symposium at Florida State University
which served as the basis for this book and focused on how to integrate assessment
and instruction to improve student learning and education. The chapters in this book
address the general issue of integrating assessment and instruction, and additionally
provide innovative solutions to hard questions such as: What would an assessment,
suitable for the needs of the twenty-first century, look like? How could it be stan-
dardized? Should it be standardized? How could it satisfy the current obsession with
“metrics”? What is the role of the professional teacher in making twenty-first cen-
tury assessments possible? What constraints would be faced by those who would
implement such innovations in assessment practice?

Keywords Assessment · Education · Learning · Measurement

1.1 Introduction

Measurements are not to provide numbers but insight. Ingrid Bucher

The quote above inspired the title of the assessment symposium at Florida State
University which served as the basis for this book. The symposium—Assessment
for the Twenty-First Century: Insight—focused on how to integrate appropriate
assessment and instruction to improve student learning and education, especially
to suit the needs of the twenty-first century. We were motivated by the belief
that the goal of assessment should shift from obtaining numbers and rankings
to providing insight—on learners and learning, as well as on instructors and
instruction.

V.J. Shute (B)
Department of Educational Psychology and Learning Systems, Florida State University,
Tallahassee, FL, USA
e-mail: vshute@fsu.edu

1V.J. Shute, B.J. Becker (eds.), Innovative Assessment for the 21st Century,
DOI 10.1007/978-1-4419-6530-1_1, C© Springer Science+Business Media, LLC 2010



2 V.J. Shute and B.J. Becker

The symposium had two intertwining tracks: (a) innovative assessment ideas
and technologies to support twenty-first century educational needs, and (b) spe-
cific educational and assessment issues and needs (e.g., teacher and student testing
and accountability). Florida State University’s College of Education hosted the
2-day symposium as a part of the college’s annual Dean’s Colloquium Series.
Keynote speakers included James Gee of Arizona State University, Russell Almond
of Educational Testing Service (Princeton, NJ) and Mari Pearlman of Pearlman
Education Group, LLC. Our keynote speakers were innovative researchers who
have written on assessment for twenty-first century skills, and who understand broad
policy implications and the challenges of educational reform. Additional speakers,
broadly comprising educational researchers, policy makers, and practitioners, pre-
sented assessment-related research, and others responded to the invited speakers’
presentations, to connect their ideas to the context and concerns of researchers and
of state education departments. All speakers’ and respondents’ papers are included
in this book.

This book covers a range of topics. It does not just focus, for instance, on
the policy issues of large-scale assessment. Instead the book expounds upon the
provocative forward-thinking proposals of the keynote speakers and serves as a
launching pad for careful analyses of practical problems of implementation of
assessment, technical psychometric issues, and policy issues.

Our goal for the symposium was to bring together groups who don’t normally
convene. We wanted policymakers and educational professionals to have the oppor-
tunity to learn about the latest research by scholars from across the nation; and
also wanted educational researchers to learn about critical educational issues impor-
tant to the states and to practitioners. The symposium successfully opened up lively
discussions among speakers, respondents, and attendees.

We now examine why we believe that this type of conversation—begun at the
symposium and continued with this book—is important. After identifying some
problems that may benefit from new thinking about assessment, we spend a little
time defining key aspects (and terms) of assessment, as well as describing differ-
ent types of assessment, to provide a basis for understanding subsequent chapters.
Finally, we close with an overview of the chapters in this book, as well as our own
thoughts on moving forward with assessment.

1.2 The Big Problems

Knowledge is no longer an immobile solid; it has been liquefied. It is actively moving in all
the currents of society itself. John Dewey

This presentient quote by Dewey (1916, p. 40), nearly 100 years ago, is particu-
larly relevant now. The world is evolving and effectively shrinking, due mainly to the
interconnections made possible via the Internet and other communication technolo-
gies. Our twenty-first century existence confronts us with problems of enormous
complexity (e.g., meltdowns on Wall Street, nuclear proliferation, pharmaceuticals
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in the water supply, and poverty). Those who confront these issues in the twenty-first
century (e.g., policy makers) need to think critically, to identify and examine rele-
vant research, and to understand how systems in general work, because solutions
will be highly complex and interconnected. When confronted by problems, espe-
cially new issues for which solutions must be created out of whole cloth, the ability
to think creatively, critically, and collaboratively, and then communicate effectively
is essential.

Learning and succeeding in a complex and dynamic world is not easily mea-
sured by the well-worn, multiple-choice response formats on simple knowledge
tests. We need to re-think assessment, identify new skills and standards relevant for
the twenty-first century, and then determine how to best assess students’ acquisition
of the new competencies—which may in fact involve others doing this assessment
(e.g., the community of peers suggested in Chapter 2 by Gee, this book). Moreover,
the envisioned new competencies should include not only cognitive variables (e.g.,
critical thinking, reasoning skills) but also noncognitive variables (e.g., team-
work, tolerance, tenacity) as the basis for new assessments to support learning.
Each of these may be embedded and supported within valued domains—such as
mathematics and science.

Learning is an important part of everyday life, and is a lifelong endeavor. This is
especially true for knowledge workers in both developed and developing countries.
Avoiding lifelong learning and training is not an option for most people who work
in areas where rapid change is a norm in terms of how people work, what they are
expected to do, and the tools and information with which they work. For instance,
people working in information technology (IT) areas need to constantly acquire
new knowledge and skills about new products and ideas, and to perform new tasks.
People may change their careers multiple times before retirement, requiring new
learning for new work contexts, as well as new social networks and contacts (e.g.,
Higgins, 2001). Indeed, all of us face complex problems both at work and in our
daily lives. The complexity of these problems and the huge quantities of available
information require substantial learning and continuing education as well as the
development of learning management capabilities over our lifetimes (Georghiades,
2004; Sungur, 2007).

With all of these changes taking place in the world, it might be comforting that
education has changed little in the past several decades. We don’t see it that way.
“Old school” (pun intended) philosophies and approaches are often inappropriate in
today’s rapidly changing and information-rich world. Students need to develop new
competencies that are quite different from those needed by earlier generations in
order to deal successfully with the deluge of data and information in the twenty-first
century (e.g., information communication and technology skills). Many education-
ally valuable skills that are potentially suitable for success in the twenty-first century
are not currently being acknowledged, let alone assessed. Toward this end, we must
agree on what skills we value and promote these skills for a society requiring knowl-
edge workers, not simply service workers. Then we must determine how best to
measure those skills.
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In addition to needing to identify a new set of skills for “twenty-first century
competencies,” we believe that the very nature of assessment should be changing.
Over a dozen years ago, the National Research Council (NRC, 1996) made a sim-
ilar plea, which has yet to be adequately addressed. Table 1.1 presents a modified
version of the NRC call for changes in the focus on assessment needed to support
educational reform for the twenty-first century.

Table 1.1 Changing assessment foci

Less focus on assessing More focus on assessing

Learning outcomes Learning processes
What is easily

measured
What is most highly valued

Discrete, declarative
knowledge

Rich, authentic knowledge and skills

Content knowledge Understanding and reasoning, within and
across content areas

What learners do not
know

What learners understand and can do

By teachers alone By learners engaged in ongoing
assessment of their work and that of
others

1.3 Defining Assessment Ideas and Terms

Assessment should not merely be done to students; rather, it should also be done for
students, to guide and enhance their learning. NCTM (2000)

In this section we briefly define and disambiguate important assessment terms
that often get confounded. For instance, what exactly is the difference between
“measurement” and “assessment”? Let’s start with the basic idea of measurement.
Whenever you need to measure something accurately, you probably grab an appro-
priate tool to determine how heavy, light, tall, short, fast, slow, hot, cold, bright,
dark, straight, or curved something is. We measure to obtain information (data),
which may or may not be useful, depending on the accuracy of the tools we use, as
well as our skill at using them. Measuring things like a person’s height, a room’s
temperature, or a car’s speed is technically not an assessment and is instead simply
collecting information relative to an established standard. How does this relate to
education?

1.3.1 Educational Measurement

Educational measurement, in the context of this chapter, refers to the application of
a measuring tool (or standard scale) to determine the degree to which educationally-
valuable knowledge, skills, and other attributes have been, or are, being acquired.
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It thus entails the collection and analysis of data from learners. According to the
National Council on Measurement in Education Web site (http://www.ncme.org/),
this includes “theory, techniques, and instrumentation available for measurement
of educationally-relevant human, institutional, and social characteristics.” A test is
education’s equivalent of a ruler, thermometer, or radar gun. But note that a test
does not improve learning any more than a thermometer cures a fever; both are sim-
ply tools. Tests alone can’t enhance educational outcomes. Rather, tests can guide
improvement (presuming they are valid and reliable) if they motivate adjustments
to the educational system. Examples of educational adjustments include providing
the basis for bolstering curricula, ensuring support for struggling learners, guiding
professional development opportunities, and distributing limited resources fairly.

Again, we measure things to get information, which may be quantitative or qual-
itative.1 How we choose to use the data is a different story. For instance, back
in the early 1900s, students’ abilities and intelligence were extensively measured.
However, this wasn’t done to help them learn better or otherwise to progress.
Instead, the main purpose of testing was to track students into appropriate paths,
based on the belief that their aptitudes were inherently fixed. That is, a dominant
belief during that period was that intelligence was part of a person’s genetic makeup,
thus testing was aimed at efficiently assigning students into high, middle, or low
educational tracks according to their supposedly innate mental abilities (Terman,
1916). In general, a fundamental shift to practical education occurred in the coun-
try during the early 1900s, countering “wasted time” in schools and abandoning
the classics as useless and inefficient for the masses (Shute, 2007). Early educa-
tional researchers and administrators inserted into the national educational discourse
the metaphor of the school as a “factory” (Kliebard, 1987). This metaphor is no
longer apt.

1.3.2 Assessment

Assessment involves much more than just measurement. That is, in addition to
systematically collecting and analyzing information (i.e., measurement), it also
involves interpreting and acting on information about learners’ understanding and/or
performance in relation to educational goals.2 Measurement, then, can be viewed as
a precursor to or special case of assessment. Assessment information may be used
by a variety of stakeholders (e.g., teachers, administrators, students, parents) and for
a variety of purposes, such as to help improve learning outcomes, programs, and ser-
vices, and also to establish accountability. Furthermore, an assortment of procedures

1 For a fuller, more balanced perspective on educational measurement, see Messick (1989) and
Oosterhof (2009) which extend educational measurement beyond statistical conceptualizations and
numbers to include qualitative information as well.
2 Others, such as Guion (1998), see assessment as including less formal means of evaluating
individuals.
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is associated with the different purposes. For example, if your goal was to enhance
an individual’s learning, and you wanted to determine her progress toward an edu-
cational goal, you could: (a) administer a quiz; (b) view a portfolio of her work;
(c) ask the student (or peers) to evaluate her progress; (d) watch the person solve
a complex task; (e) review her lab reports or journal entries, and so on. You’d then
need to use the information gathered via these assessments to help guide her further
learning activities.

Finally we consider who is doing the assessing. Very often, it is the teacher.
However, self-assessment may be a viable option, as well as an important skill, espe-
cially if a valued educational goal is to produce self-directed and productive lifelong
learners. Promoting learners’ self assessment in relation to setting reasonable learn-
ing goals involves supporting (assessing) knowledge of specific goals and learners’
progress toward them. It also involves supporting learners’ metacognitive skills of
reflection and revision. Alternatively, peer assessment involves individuals collabo-
rating with one another to solve, explain, or understand a problem or task. A variety
of benefits (e.g., cognitive, social, motivational) accrue from encouraging learners
to work collaboratively. An effective teacher should emphasize a high and equal
level of interaction among group members, giving all an opportunity to negotiate
meaning, acquire new strategies and skills, and develop higher-order thinking skills.
However, as collaboration becomes an increasingly important aspect of twenty-first
century learning, it introduces not only opportunities, but also serious challenges
for assessment which will need to be resolved with innovative research (e.g., Jeong,
2005; Macdonald, 2003; Shute, Jeong, Spector, Seel, & Johnson, 2009).

1.3.3 Determining Assessment Quality

Because assessment is a process by which information is obtained relative to a
known objective, and since inferences are made about what a person knows (unob-
servable) on the basis of responses to assessment tasks (observable), there’s always
some uncertainty in inferences made on the basis of assessments. So, an impor-
tant goal in educational measurement is to collect really good information about
the learner(s) and to minimize uncertainty or error. Consequently, key aspects of
assessment quality are consistency and validity.

The broad term consistency is used here rather than the more familiar term
reliability because it includes not only the quantitative aspects of reliability (e.g.,
correlations between parallel forms of tests), but also qualitative aspects of assess-
ment (e.g., consistency in a teacher’s description of a learner’s performance on two
comparable tasks). To illustrate, consider the produce scale at your local grocery
store. If you weigh two pounds of carrots in the morning, and the scale is consis-
tent, the same scale should register the same weight for the carrots an hour later.
Similarly, classroom tests and standardized exams should be stable, and it shouldn’t
make much difference whether a learner takes the assessment at 10:00 AM or 11:00
AM. Another measure of consistency (i.e., internal consistency) relates to the items
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within a test. For instance, if you create an Algebra 1 test, you’d assume that if a
learner correctly solves a difficult linear equations problem, then he should solve
other linear equation problems correctly. Similarly, the notion of generalizability
is often used with performance assessments and portfolios, and addresses the ade-
quacy with which you can generalize from a sample of observations to the universe
of observations from which it was randomly sampled.

As with consistency, there are a number of different types of validity; but in
general, validity refers to the extent to which the assessment accurately measures
what it is supposed to measure and the accuracy of the inferences made from test
results. For instance, if you wanted to assess learners’ math problem solving skills,
but you gave them a personality questionnaire to complete, that would not be a
valid assessment of their math skills. Regarding the relationship between validity
and consistency, even if an assessment is judged to be consistent and stable (see
above), it may not, in fact, be a valid measure. Let’s use a scale analogy again, only
now it’s your bathroom scale. Suppose that you step on your scale 10 times in a row
and your scale, without fail, indicates that you weigh 150 pounds. The consistency
of your scale may be very good, but it may not be accurate (valid) if you actually
weigh 165 pounds. Because teachers, parents, school districts, and so on currently
make decisions about learners based on assessment results (e.g., grades, retention,
graduation), the validity inferred from the assessments is essential, and it’s even
more crucial than the consistency. So, consistency is a prerequisite for validity. That
is, inconsistency in observations always threatens their validity. On the other hand,
simply having consistency in what is observed does not ensure the validity of those
observations.

1.4 Kinds of Assessment

When the cook tastes the soup, that’s formative; when the guests taste the soup, that’s
summative. Robert Stake

Different types of assessment are often presented in contrast to one another.
The two most familiar types of assessment are summative and formative, and the
choice and use of a particular type of assessment depends on the educational pur-
pose. Schools generally make heavy use of summative assessment (also known
as assessment of learning). These can be quite useful for accountability purposes
(e.g., assessments for grading and promotion purposes) but only marginally—if at
all—useful for supporting individual learning. In contrast, learner-centered mea-
surement models rely mostly on formative assessment, also known as assessment
for learning. Formative assessments can be very useful in guiding instruction and
supporting individual learning, but not for overall high-stakes decisions. Also, the
assessment-for-learning model is often implemented in a non-standardized and
hence less rigorous manner than summative assessment, and thus may have more
limited validity and consistency (Shute & Zapata-Rivera, 2010). This is not to say
such assessments don’t have value. Rather, the less standardized, informal nature of
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formative assessment can be seen as a call for researchers to develop new techniques
to capitalize on these assessments’ value and utility (e.g., a synthetic approach using
many formative assessments might provide an aggregate picture that cannot be seen
in single individual assessments). Strong formative assessment research is urgently
needed given changes in the types of learning and learning outcomes we are valu-
ing as twenty-first century competencies as well as the new, broader, complex and
integrated set of contexts in which learning is taking place and applied.

Summative assessment reflects a more traditional approach to assessing edu-
cational outcomes. This involves using assessment information for high-stakes,
cumulative purposes, such as for grades, promotion, certification, and so on. A sum-
mative assessment is usually administered after some major event, like the end of
the school year or marking period; or before a big event, like college entry. Benefits
of this approach include the following: (a) it allows for comparing learner perfor-
mances across diverse populations on clearly defined educational objectives and
standards; (b) it provides reliable data (e.g., scores) that can be used for accountabil-
ity purposes at various levels (e.g., classroom, school, district, state, and national)
and for various stakeholders (e.g., learners, teachers, and administrators); and (c) it
can inform educational policy (e.g., curriculum or funding decisions).

Formative assessment involves using assessments to support teaching and learn-
ing. Formative assessment is incorporated directly into the classroom curriculum
and uses results from learners’ activities as the basis on which to adjust instruction
to promote learning in a timely manner. A simple example would be a teacher giving
a “pop quiz” to his students on some topic or lesson, immediately analyzing their
scores, and then re-focusing his lesson to straighten out a misconception shared by
a substantial number of students in the class. This type of assessment is adminis-
tered more frequently than summative assessment and has shown great potential for
harnessing the power of assessments to support learning in different content areas
and for diverse audiences (e.g., Black & Wiliam, 1998; Hindo, Rose, & Gomez,
2004; Schwartz, Bransford, & Sears, 2005). In addition to providing teachers with
evidence about how their class is learning so that they can revise instruction appro-
priately, formative assessment directly involves learners in the process, such as by
providing feedback that will help them gain insight about how to improve.

1.5 Discussion

Our symposium was organized to explore the many possible faces of future
assessment—and asked hard questions, such as: What would an assessment, suitable
for the needs of the twenty-first century, look like? How could it be standard-
ized? Should it be standardized? How could it satisfy the current obsession with
“metrics”? What is the role of the professional teacher in making twenty-first cen-
tury assessments possible? What constraints would be faced by those who would
implement such innovations in assessment practice?
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This book strategically brings together views on innovation in assessment
along with perspectives concerning the opportunities and barriers presented by the
innovative ideas from those involved in research and large scale assessment. The two
main themes are represented, respectively, by our invited speakers, and by respon-
dents from state departments of education and university researchers involved in
research on assessment issues. Our keynote chapters focus on innovation in three
different realms—authentic assessment in contextualized environments (Jim Gee),
evidence centered assessment design (Russell Almond), and the role of teachers and
the connection between teaching and learning in assessment (Mari Pearlman). These
three realms represent three fundamental areas of promise for future assessment
systems. Each keynote chapter is followed by a response paper.

Additional chapters focus on more specific issues, as well as barriers and poten-
tials for implementation of innovative assessment options. For instance, the chapter
by Mark Shermis addresses important research concerning automated essay scoring
and its potential for widespread use in statewide testing systems. Joseph Martineau
and Vincent Dean describe their ideas for making assessment relevant to stu-
dents, teachers and schools by explicitly considering transparency, standards, and
measures/scales. Alysia Roehrig and Eric Christesen summarize their research on
designing and developing a reliable and valid tool for assessing the quality of
teaching in grades K-12. Their tool can be used in the professional development
of teachers to foster students’ literacy achievement and motivation. Allan Jeong
describes an innovative tool he developed called jMAP that can be used to exter-
nalize and assess learners’ mental models. In his chapter, he presents findings from
two studies that illustrate how jMAP was used to support the assessment of causal
understanding, and to identify areas for future research and development. And
finally, Dan Hickey and colleagues discuss important issues relating to the assess-
ment of new media and technology proficiencies. In their chapter, they introduce
a design-based “participatory assessment framework” comprised of multiple lev-
els of increasingly formal outcomes, and urge researchers to focus first on defining
the contexts underlying social participation before attempting to assess individual
proficiencies.

Each kind of assessment has a role to play in improving teaching and learning,
and needs to be part of a total, balanced and blended assessment system. Using dif-
ferent kinds of assessment will allow us to discern learners’ knowledge, skills, and
other attributes from multiple perspectives, providing a clearer and more complete
picture of each learner (Fletcher, 2007). And the more we know about learners, the
better we can provide them with optimal support at the time they really need it.
Moreover, it’s crucial to involve learners in the assessment process through peer-
and self-assessment. These alternative assessment approaches stimulate the use of
higher-order thinking skills and help learners to understand more deeply (Shute,
2008).

We conclude with a set of principles of good assessment based on merged recom-
mendations from Kellough and Kellough (1999), Mislevy, Steinberg, and Almond
(2003), and Shute (2008):
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• Understand and specify in advance of teaching the achievement targets (i.e.,
competencies) that learners are supposed to attain.

• Inform the learners, simply and clearly, about the competencies (as well as the
associated rubrics), from the very beginning of the teaching and learning process.

• Use classroom assessments to bolster learners’ confidence and help them assume
responsibility for their own learning, toward the goal of engendering lifelong
learners.

• Translate assessment results into frequent, descriptive feedback (not judgmen-
tal, subjective, or norm-referenced feedback), providing learners with specific
insights on how to improve.

• Continuously adjust instruction (whether classroom- or computer-based) relative
to the results of the formative assessments.

• Engage learners in regular self-assessment with standards held constant so that
they can watch themselves grow over time and feel empowered.

We posit that the most important and powerful feature of assessment is the use
of results to make improvements and decisions. This is true whether the assess-
ment is used to support personal learning or for accountability purposes. Another
important feature of assessment is to make learning—processes and products—
visible to all stakeholders. That is, a person’s knowledge (and other mental states
and traits) is invisible to others, and sometimes to oneself (e.g., tacit knowledge).
Using an evidence-based assessment can contribute toward improved teaching and
learning (see Chapter 4 by Pearlman, this book), as well as help explicate eviden-
tiary arguments supporting claims about that knowledge (see Chapter 6 by Almond,
this book).

Knowing when to use a particular type of assessment and how to interpret
the results is not easy. Similarly, designing assessments using an evidence-based
approach is non-trivial. But consider the potential end result: i.e., assessments that
exert substantial influence on the quality of information provided to teachers and
learners to support instructional decision-making and meaningful learning. This
chapter has briefly touched on different assessment topics and approaches, call-
ing for a rational understanding of what we value in terms of competencies to
be instructed and assessed. Knowing what a learner knows comes from obtaining
quality evidence, which in turn is obtained from carefully designed assessments.
The ideas herein, but more importantly, throughout this book, are intended to sup-
port teachers, learners, and policy makers, and perhaps even inspire educational
researchers toward new, exciting projects.
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Chapter 2
Human Action and Social Groups as the Natural
Home of Assessment: Thoughts on 21st Century
Learning and Assessment
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Abstract This paper argues that formal systems of assessment have their origins
in the everyday circuit of human action. Assessment is an integral part of all
human learning. This is its “natural home”. Social groups have always lifted assess-
ment out of the circuit of human action and partially formalized it as a way of
both “mentoring” and “policing” (norming) newcomers and members alike. This
aspect of assessment is more prevalent today than ever thanks to the proliferation of
interest-driven groups on the Internet. Finally, I discuss the further formalization of
assessment in systems of assessment used in schools. The more “natural” and social
forms of assessment hold out keys for improving school-based assessment, as well
as indicators about core ethical issues.
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2.1 The “Natural Home” of Assessment: Human Action
and Social Conventions

In this paper I start with learning and assessment as they occur in everyday action,
which is, I argue, their “natural” home. I then discuss how social groups lift assess-
ment out of everyday action in order to formalize it as a way of mentoring and
policing newcomers. Then I take up the issue of the yet more formalized forms of
assessment we use in our schools and other institutions. I argue that this latter enter-
prise has much to learn (including ethically) from the previous two settings. I will
also discuss the role new forms of digital learning can play in making learning and
assessment deeper in school and society.
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Assessment is today largely associated with institutions and the word carries the
connotation of institutionally sanctioned assessors and methods. I want to argue,
however, that assessment, as a “natural” practice, has its original home in human
action and learning. I will argue that good and fair institutional assessments must be
grafted onto that base and grown from it.

To make the case for this claim let’s think about a woman—named Mary, say—
engaged in action. Assume she acts based on a goal. She then must reflect on
whether her action has moved her closer to her goal or not. She must ask her-
self: Was the result of my action good for my purposes or not, or somewhere in
between? She must make a judgment. Once she has answered this question, then
she acts again, revising, adjusting, or advancing in some fashion her earlier action,
unless her goal has already been reached. Then she reflects and judges again about
whether this new action is good or not.

Through action, Mary is basically probing the world. She is asking the world a
question. Then she sees if the answer (the world’s response) is adequate, acceptable,
correct, or good for her purposes. She is assessing the quality of her actions, a form
of “self-assessment”. Of course, in getting and considering this answer from the
world, Mary can, as one of her possible moves, rethink and revise her goal.

I do not want to engage in a philosophical theory of action here. Let me just
say that the pattern of “goal/probe/response from world/reflect/new revised probe”
is one basic and important pattern of human action (Gee, 2003/2007, 2004; Schön,
1983). Formalized, it is also a basic procedure of experimental science, where the
goal becomes a hypothesis.

When Mary asks whether her action is good or not, how does she know the
answer? She must have a value system in terms of which she can make such a judg-
ment. Research in neuroscience (Damasio, 1995, 1999, 2003) has made it clear that
such a value system is driven both by cognitive factors and emotional ones. Unless
Mary cares in some fashion about her possible choices of action, it is hard or impos-
sible for her to make a choice as how to act next, no matter what “reason” alone
tells her. It is here, of course, that we touch on the foundations of such things as
“motivation”, “interest”, and “engagement”.

This value system, the system that tells Mary whether the result of her
action/probe is adequate, acceptable, correct, or good or not, is what I will call,
following Donald Schön, her appreciative system (Gee, 2004, 2007; Schön, 1963;
Vickers, 1973, 1983). I call it this because it is the system through which she
appreciates the results of her actions/probes.

But where does Mary’s appreciative system come from? How did she get it? Does
she just make it up herself? Usually the answer is “no”. Imagine I wanted to make a
drought resistant garden in my back yard. If I start knowing little about the matter,
I could do this through a long process of trial and error. What I would normally do
is find out what other more expert people have done, what they have learned from
their communal history in making such gardens.

Thus, when Mary acts/probes and then reflects on the result/response from the
world, it is usually not Mary alone who determines what “counts” as acceptable,
adequate, correct, or good. What often determines this is some social group that has
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developed conventions for what counts as acceptable, adequate, correct, or good and
how to go on, a social group that has informed Mary.

Whether playing baseball, courting a mate, doing a proof in mathematics, engag-
ing in a business deal, or creating a drought resistant garden, some social group
(sometimes a group as large as a “culture”) has conventions—has learned things—
about what counts as acceptable, adequate, correct, or good and what counts as a
way to successfully go on in a trajectory of action to accomplish certain sorts of
goals. These conventions, of course, vary across different groups and situations as
to how rigid or open-ended they are, and how much room they leave open for choice,
variation, and adaptation.

The conventions are often based on a shared social history of discovering and
passing on what works. If Mary is engaged in science, for instance, the conventions
are connected to “theories” or “methods”, as well as normative practices. If she is
engaged in designing and uploading clothes for the Sims to the Internet (a video
game), then we don’t always use elevated terms like “theory” and “method”, though
all social groups have their theories and methods and “tried and true” favored ways
of proceeding.

The word “convention” here may offend some. Some groups, of course, have
conventions about favored ways of proceeding that are not very effective from the
point of view of reality testing (e.g., astrology) or conventions that lead to evil (e.g.,
Ku Klux Klan or neo-Nazis). But all this shows is that choosing a social group and
its conventions is often a moral choice.

Back to Mary: In many cases, Mary must know the conventions in order to know
how to go on. She may well discover many things for herself, but she is unlikely,
in most cases, to discover everything for herself. Her appreciative system is her
internalized version of the conventions with whatever personal variation can, in a
given case, be added. So, then, too, it becomes relevant to ask how Mary learned the
conventions. This amounts very often to asking what her relationship is to the social
group whose conventions these are. The best way to learn a group’s conventions is
to participate in the group, but one can learn such conventions through observation
and study, as well.

The argument I have developed so far—as readers will have noted already—is an
amalgam of the ideas of Schön (1983) and Ludwig Wittgenstein (1953/2001). Let
me call the “goal/probe/get a response from the world/reflect based on an apprecia-
tive system/new revised probe” cycle a “basic circuit of human action”. I will add
one more element to this circuit below—namely, identity.

In this circuit, learning and assessment are not separate, but, rather, part and
parcel of each other. Mary learns something from the world’s response to her probe,
in terms of which she revises her next action/probe. She learns through “assessing
the situation” via her probe, the world’s response, and her reflection on that response
using her appreciative system. Learning and assessment are here really inseparable
as part of this basic circuit of human action.

Mary’s learning and assessment are not, as we have seen, just individual. Her
appreciative system reflects, in part at least, the conventions she has gained from
interactions with, or observations of, some social group. Her appreciative system,
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in fact, does not have to be entirely in her head. Appreciative systems are not just
“mental”. Mary can make use, if need be, of other people and various tools (includ-
ing texts) that also participate in those conventions, in order to supplement what
is in her head. Appreciative systems are represented out in the world as well as in
heads. They are, in that sense, “distributed” across other peoples’ heads, texts, tools,
technologies, and practices.

By the way, Mary can transform the conventions if her actions vary from them in
some way, just so long as her variation catches on with some social group that uses
those conventions. If people who use those conventions recognize and accept what
Mary has done—with the variations she has added—as falling under those conven-
tions (as being acceptable, adequate, correct, or good) then she has transformed the
conventions in a small or big way. This is, of course, the key source of innovation
(Gee, 1990/2007).

This rather arid philosophical discussion about action, learning, appreciative sys-
tems, and social norms or conventions is motivated, in part, by the reality that today
digital media allow people to engage with more social groups and their conven-
tions than ever before. If I want to engage in drought resistant gardening today
I can readily find not just texts, as I could at an earlier time in a library, but
whole communities on the Internet ready to share their knowledge and conventions
with me.

But, for now, we will leave Mary and move on to a real situation. This will allow
me to give a concrete example of what I have been trying to get at and bring in one
more crucial notion—the notion of identity—so far left out.

2.2 Becoming a SWAT Team Member: Identity and Domains

When people act, they are usually acting in accord with their appreciative sys-
tems, which, in turn, are usually connected to the conventions of some social group.
Furthermore, social groups and their conventions always operate in a given domain
(Gee, 2003/2007). Their conventions are not about everything, but about some
specific domain of knowledge and practice.

Domains are almost infinitely variable and new ones arise all the time. Academic
areas are domains, but so are popular culture practices like Yu-Gi-Oh or video gam-
ing (and within it specific types of games and gaming practices). Domains arise any
time a social group creates conventions about how to act and value in regard to some
particular and characteristic set of beliefs, knowledge claims, and practices.

Domains are crucial to assessment. Since domains—actually the social group
whose domain it is—define what counts as the “right way(s)” to “go on” in a chain
of action to accomplish goals, it is problematic to engage in assessment outside
any domain whatsoever. Where would one’s appreciative system come from? How
would one know how to “go on”? Of course, in rare cases, someone may have,
through trial and error, made up everything by him or herself. But in the case of
most sophisticated domains, this is unlikely.
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In order to move to a concrete example, let’s reflect on the domain of a SWAT
(Special Weapons And Tactics) police team. As I talk about SWAT, readers may
want to replace SWAT with their favorite science domain, for example—they will
see that things work much the same way in SWAT and in science. Though we don’t
usually think about science, especially as a school subject, in the ways in which I
am going to talk about SWAT, I argue we should.

Let’s think about someone trying to take an action as a member of a SWAT
team. One issue that we did not discuss with Mary is this: How does one begin
to act when one is just a beginner, a newcomer? A newcomer has not yet devel-
oped an appreciative system by which to “assess the situation” after he or she has
acted/probed.

Lots of times—especially if we are thinking about schools or workplace
training—we think of learning in terms of someone learning facts or skills, what
we might broadly call “content”. However, since both acting and learning are usu-
ally tied to a social group that gives the learner an appreciative system, both acting
and learning must start not with facts or skills, but with an identity.

Our SWAT team newcomer must start with the identity of being a SWAT team
member. Why? Because it is this identity that tells newcomers in the first place what
goals they should have and how, in general, they should “appreciate” or “assess”
their actions towards those goals.

The word “identity” is used in many different ways, so what do I mean by it
specifically here? I mean a “way of being in the world” that is integrally connected
to two things: first, characteristic goals (namely, in this case, goals of the sort a
SWAT team has); and, second, characteristic norms and values by which to act and
evaluate one’s actions (in this case, these norms and values are those adopted by
SWAT teams). “Identity”, in this paper, means the goals and norms/values that flow
from a given social group and its conventions.

The norms and values amount to a value system. For example, in regard to SWAT,
some of the norms and values are: don’t shoot people, even if they have a gun, until
you have warned them you are a policeman; don’t ever enter a room in a way that
unduly risks the safety of your team or innocent people in the room; secure any
situation before moving on; never lag in vigilance; and other much more specific
recipes for action, adjustments to action, and the repair of action, down to specifics
like “what I just did left my back facing an unlocked door; that is bad, I need to
revise my action and quickly”—see my discussion on rubber doorstops below.

Now, of course, to accomplish goals within certain norms/values, the SWAT team
newcomer must master a certain set of skills, facts, principles, and procedures (“con-
tent”). But only after he or she has some understanding of—and has accepted, if only
provisionally—what I have called an “identity” (here as a SWAT team member) does
such “content” make sense or become useable.

So our basic circuit of human action has to be revised a bit. It is: “iden-
tity/goal/probe/get a response from the world/reflect based on an appreciative
system /new revised probe” (iterated).

As newcomers begin to master “content” (facts/information and skills) in an
enterprise like SWAT, they are given tools and technologies that fit particularly
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well with their goals and norms/values, and that help them master the content by
using these tools and technologies in active problem solving contexts. [Too often in
school content is introduced without identity or tools/technologies or simply with
the identity of being a “good student” “doing school”].

These tools and technologies have an interesting property. They mediate
between—help explicate the connections between—the newcomer’s identity (goals,
norms/values), on the one hand, and the content the newcomer must master, on the
other. They tie goals, norms/values, and content together—i.e., integrate them.

Something as simple as the SWAT team’s doorstop device is a good example
(it’s just a rubber doorstop, nothing special). This little tool integrally connects the
team’s goal of entering rooms safely and norm/value of doing so as non-violently as
possible with the content knowledge that going in one door with other open doors
behind you can lead to being blindsided and ambushed from behind, an ambush in
which both you and innocent bystanders may be killed. Of course, the SWAT team
has many pieces of equipment and technology more sophisticated than the doorstop.

We can think about such tools and technologies in quite expansive ways. In
SWAT, tools and technologies include types of guns, ammunition, grenades, gog-
gles, armor, lightsticks, communication devices, door stops, and so forth. But they
also include one’s fellow SWAT team members, who model correct skills and
knowledge for the newcomer and mentor newcomers. Such modeling and mentoring
almost always integrate goals, norms/values, and content—for example, in stories
experienced members tell newcomers or in after-action reviews (debriefings) teams
do with each other.

Some will be bothered by the way in which I treat people as tools for helping
other people act and learn. However, in today’s global world, being able to use and
be a part of “distributed knowledge systems” is a crucial twenty-first-century skill.
In such a system, knowledge is stored, spread, and networked across people, their
environments, tools, and technologies.

Taking inspiration from Latour (2004), we could call the human members of the
SWAT team, as well as their tools and technologies, and even objects in the envi-
ronment that the SWAT team members use as tools (e.g., corners to hide behind),
“actants” (Callon & Latour, 1992; Latour, 2004). From this perspective, not just
humans are “actors” (effective agents involved in causing things to happen) and
so we name them all—humans, tools, technologies, and objects—“actants”. Of
course, human beings have forms of intentionality and desire that objects, tools,
and technologies don’t. But, in turn, objects, tools, and technologies have their own
“affordances” that we ignore at our peril and that help us to be effective in the world
when we honor them.

We can see the real “team” as composed of all these things, and not just
humans all by themselves, and call it an “ensemble” [of humans, objects, tools,
and technologies] (Latour, 2004 uses the term “collective” and Latour, 2005 uses
the term “actor-actant network”). All these things—people, tools, technologies, and
objects—have to “dance” with each other if coordinated action is to be pulled off.

It is a dance in which humans have to learn both to lead and follow; to coordi-
nate other people, tools, and objects, but to get coordinated by them, as well (Knorr
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Cetina, 1992). Humans have to be active and passive both, to get into synch with
others, with tools, with technologies, and with objects and the environment. This
is why, for example, activity theory (Engeström, 1987) stresses evaluating learn-
ing not in terms of individuals, but in terms of “systems”, something like what I
have called an “ensemble” here. Learning becomes about forms of participation and
engagement with others and with objects, tools, and technologies in “systems”.

Keep in mind that this is how Latour describes science—really the work of the
sciences (Latour, 2004)—as well. Furthermore, I intend my SWAT example to be
generalizable. Other enterprises work in similar ways, whether it is a branch of
science or being a Yu-Gi-Oh fanatic. It should be noted, as well, than even were
a SWAT team member to operate alone, he or she would still be operating by the
social goals and norms/values of the group. So, too, with scientists and Yu-Gi-Oh
fanatics. For us humans, individual action is also social action.

Of course, humans belong to many different social groups. Their membership
in each group—and the characteristic goals, norms, and values they have as actors
in those groups—can affect how they act within each other group. Thus, each indi-
vidual’s actions are never totally predictable or the same as other people’s actions
within any group.

What I have said about SWAT could be said about other domains, e.g., garden-
ing, cooking, video gaming, biology, Catholic theology, law, dentistry, street gangs,
blogging, bird watching, and many specific types within each of these. Each of
these is a domain (there are domains within domains: for example, real-time strat-
egy video gaming within video gaming). Domains are not, of course, separate from
each other. They exist within a larger social, political, and economic structure that
imposes other rules, conventions, norms, and values on them. Some domains are
closer to others and they all exist in a complex web of relations of similarity and
difference, affiliation and opposition.

So I have introduced a variety of terms that I argue are central to assessment in its
most indigenous, natural state as part and parcel of human action and learning: iden-
tities, domains, goals, norms/values, probes, responses from the world, reflection,
revised action, revised (rethought) goals, appreciative systems, conventions, social
groups, actants, tools, technologies, objects, and ensembles (of humans, objects,
tools, and technologies). These are not the terms of art in current work on formal-
ized systems of assessment (in schools, for instance). But I will argue that they
should be if we are interested in learning that leads to participation, production, and
problem solving. Of course, the real “proof” of this claim will only come when we
develop concrete examples of new assessment systems that are built around these
“terms of art” and not our current ones.

It is pretty clear that it would be silly to formalize assessments (made, say, by
some institution) of SWAT team members outside the terms of art above. Silly, too,
to formalize assessments of, say, scientists outside these terms of art. Even if one
was to make up a “fact test”—instead of, say, a performance-based assessment—
for a SWAT team member or a scientist of a certain sort, the facts chosen would
certainly be selected against the background of the characteristic identities, values,
norms, goals, conventions, and collaborations and actions with other people and
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with tools and technologies in these domains. At least they would if we cared about
“authenticity” and “transfer” to real problem solving. Formal assessments that are
authentic and transfer are made relative to deep knowledge of a domain.

2.3 Lifting Assessment Out of the Basic Circuit of Human
Action: The First Step

So far I have argued that assessment has its “natural” home in human action. But I
have also argued that human action involves an identity and an appreciative system,
both of which are tied to some domain and the social group whose domain it is.
So it is not surprising that assessment (and, of course, learning too) can be and is
lifted out of the basic circuit of human action and “formalized” by these groups
themselves.

SWAT teams, scientists, and Yu-Gi-Oh fanatics want to know how newcomers
are faring. They want to know this both in order mentor newcomers and in order
to police them and, in the act, defend the group’s norms/values. Assessment at the
group level (beyond an individual’s appreciative system) for most social groups is
both a form of mentoring and policing (Latour, 2005). In some cases this means
being sure that norms are adhered to. In other cases, it may also mean that newcom-
ers and others are encouraged also to improve the “rules of the game”—as we hope
happens in science domains at their best.

Mentoring and policing are not as opposed to each other as it might at first seem
(and as they often are in school). Newcomers usually want to “live up to” their new
identity and, since this is an identity they value, they want that identity “policed”
so that it remains worth having by the time they gain it more fully. They buy into
the “standards”. Surely this is how SWAT team members, scientists, and Yu-Gi-Oh
fanatics feel. This is, of course, a significant condition to state. Students in school
may not “buy in” enough to have this condition met.

Of course, if people are being forced to take on an identity they do not want,
then there often is a real opposition between mentoring and policing for these forced
newcomers. This is a practice that I would count as violence towards the basic circuit
of human action (because it either substitutes not caring for caring or fear for caring
in the newcomer’s use of an appreciative system—remember emotions and not just
reason are crucial). Again, this is a dilemma for schools.

We need to ask how different groups (SWAT teams, biochemists, Yu-Gi-Oh
fanatics) take assessment out of the basic circuit of human action (its natural home)
and “formalize” it through mentoring and policing. To answer this question we
would have to engage in specific ethnographies, since different groups do different
things. This would, indeed, be a worthwhile and important project, since such social
group assessments are closer to the natural home of assessment than are assessments
run by institutions (like schools) removed from these groups (I am leaving schools
aside for now, though, of course, they constitute themselves quite distinctive social
groups).
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However, one important thing that social groups have in common when they
assess their newcomers and members is this: Whatever practices they engage in,
these must, for the most part, end up forming and influencing the newcomer’s appre-
ciative systems. That is, more formalized assessments must, in some way, become
internalized into the learners’ appreciative systems (or, at least, be useable by the
learner through texts, tools, and other people). The learner must become a self-
assessor. Learners must learn to mentor and police themselves. So, then, too, the
question arises as to how people go from group assessment to self assessment. I
would offer a largely neo-Vygotskian account of this in terms of development within
a “zone of proximal development”, but must leave the matter aside for now.

Another important thing that social groups have in common when they assess
their newcomers and members is this: At least some of this assessment (mentoring
and policing) is done when the learner is part of what I called an ensemble above and
is, in fact, an assessment of how the learner behaves as a member of the ensemble.
This is “in situ” assessment, but of a special type: it is assessing how the learner can
coordinate and get coordinated by other people, tools, technologies, and objects in
the “dance” (sometimes called the “mangle”, see Pickering, 1995) of practice. [If
you want to know whether someone is a good birdwatcher, you want to assess how
they “dance” with birds, bird books, binoculars, environments, and other birders].

Let us call this “ensemble assessment”—keeping in mind that “ensemble” has a
special meaning here (we could call it “dance assessment” or “mangle assessment”
as well). Needless to say, such assessment requires the presence (in reality or vir-
tually, as we will see below) of other people (who share identities and appreciative
systems), tools, technologies, and objects.

2.4 “Sim Domains”: Simplified Simulations of a Domain

The reader may well wonder why I chose SWAT as my example. Here is the reason:
I have played the video game SWAT4. SWAT4 is a simulation of a SWAT team in
which the player is a virtual SWAT team member commanding three other team
members (Gee, 2007). Such games/simulations (or related ones) are used in training
real policemen. In real training, however, sooner or later, the real world becomes the
training space. Such games are also used by everyday people who have no intention
of becoming a SWAT team member (like me).

In terms of learning, assessment, and acting, a game like SWAT4 operates in many
ways like actual SWAT teams. However, much real-world complexity is removed in
such a game. The game is a simplified and idealized simulation. Simulations are a
type of model. For my purposes here, models are simplified representations of real
objects or systems where the representation is similar in some ways to the object or
system it represents. Think, for example, of a model plane used either in play or in a
simulated wind tunnel for scientific tests, or of various sorts of diagrams, graphs, and
blue prints—more abstract models. Simulations (which these days are often virtual
worlds) are just large and intricate models that seek to represent relationships in a
system.
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Models and simulations enhance learning by creating a well designed learning
space that controls complexity and orders what is to be learned in effective ways.
Learning of this type does not, of course, have to be a game. We can use models
and simulations of a great many different types to simplify a domain and render
understanding and problem solving more tractable.

From the standpoint of learning, games like SWAT4, and simulations more gener-
ally, do several things: First and foremost, they give players/learners an “empathy”
or “feel” for a complex domain, a domain initially too complex or dangerous to
confront directly.

Second, such games prepare players/learners for future learning in the domain
should they want or need to engage in more such learning, including in the real
world (Bransford & Schwartz, 1999). Third, such games give players/learners some
facts (information) and skills, acquired through participation in the practice, thus,
acquired as meaningful, not as “decontextualized”.

It should be said that not just young learners use simulations for these purposes.
They are used for just these purposes by scientists, as well. Even for scientists,
the real world is often too complex to confront directly, without simplification and
ordering.

While not everyone will think that SWAT is an important “educational” domain,
we could imagine using digital media to do the same thing for domains more closely
connected to common educational goals (see Shaffer, 2007), for example, urban
planning, engineering, chemistry, space science, law, the courts, and many other
such domains. For instance, an urban planning game could engage even young
learners with empathy for the complex domain of urban planning and in the act
teach skills from a variety of “academic” areas like sociology, economics, ecology,
and even the mathematics of flow for traffic (for an actual example, consider the
commercial game Sim City, or the educational urban planning “epistemic game”
made by David Shaffer, 2007).

2.5 Play

Games like SWAT4 are used as forms of play, as well as, in more professional ver-
sions, forms of workplace learning for policemen. A chemistry game could be used
as a form of both play and learning for students in school, reaching the same learn-
ing goals as SWAT4, but in a domain we think of as more educational. Play, in this
sense, is not necessarily antithetical to learning, even in school.

But there is another sense of play that, at first sight, seems not at all at home at
school. This is play in the sense of “being playful” and “playing around with things”.
I have in mind here imaginative play, play like what a child does in a sandbox or
with a doll house.

When young children are playing house, or children or adults are playing with the
Spore creature creator (where you make colorful and weird fantasy creatures), they
are in a fantasy space where they are using their imaginations and where failure need
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not be an issue. This is why some people talk about this sort of play as being done
from within a “magic circle” (Huizinga, 1950) that shuts out the harsher aspects of
reality (e.g., sorting, consequential failure, and harsh competition).

We have long known that children can learn important things and ready them-
selves for life through such imaginative play (much as young animals practice adult
activities in play). Some also believe that older children and adults can, through such
imaginative play, develop creativity that can eventually lead to innovation in more
serious domains (Gee & Hayes, 2010). Even professionals and scientists some-
times just “play around” and try things out away from the strictures of professional
activities and duties.

This type of play I will label a domain (though of course it is a very special type
of domain) and call it the “domain of play”, but by “play” right now I mean only
imaginative play of the sort I have been talking about. As the child or adult plays—
say, makes a creature in the Spore creature creator—the person is outside real world
academic, professional, and specialist domains. No social group is directly norming
or policing the child or adult. Indeed, if it is a scientist playing around, the scientist
may be engaging in such play precisely to free him or herself up from such norms.

However, norms and values—and appreciative systems—do play a role in such
play. Even in play—when a child role-plays a mother or when I make a creature
that tickles me in the Spore creature creator—in order to act I usually have to ask
myself if I like the outcome of my action and whether I want to change that action
in some way to get another outcome. That is just to say that even when I play I often
have to have an appreciative system. There may be exceptions, but clearly in many
cases, when people are playing, in the sense I am now using the term, they often
revise what they are doing based on whether they like the outcome or not—in fact,
children playing house, for instance, often debate such things.

But where in such play does the appreciative system come from? It comes from
the appreciative systems of real world domains—e.g., the domain of parenting for
the child playing house or the science domain the playful scientist knows. However,
in imaginative play I am free to play with these domains’ conventions.

In such play, we can ask questions like: What happens—how would I “go on”—if
children ordered their parents around or fathers stayed home? What happens—how
would I “go on”—if I thought about this problem in sociology the way gardeners
think about gardening? Of course, such play has, in history, had real consequences
later on in the world, though we can never tell when such play might have such
consequences.

In reality, such play is, in fact, play with—being fast and loose with—
appreciative systems in a space where the domains whose appreciative systems
you are playing with can’t “get you”, can’t enact any bad consequences on you
for breaking or varying their conventions. But note that in such play you cannot
break all the conventions all at once, since if just “anything goes”, then nothing
goes, and you would not even know you were playing house. The fun, of course,
is in keeping some conventions and breaking others and seeing what happens,
how things fit together or don’t, what it feels like to have changed the domain or
combined different domains in new ways.
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The play domain is a source of creativity and innovation. It is important for very
young children in their early socialization in life (e.g., consider children playing
school). It is important, too, for people who have become adept at and comfortable
with—perhaps too comfortable with—the norms and values of real-world domains.

Play, in the sense I am using the term here, disallows evaluative sorts of
assessment from the outside (the player is, of course, assessing in the sense of
appreciating from the inside). If we start to “grade” people for their play, we destroy
it. We could of course watch our children playing in order to give them better dolls
or dolls that afford different forms of play—this is what Will Wright did when he
created the Sims.

Can we imagine—beyond kindergarten—young people playing in schools?
College students? There could not be any grades. We could only resource their play.
And one resource we could give them is lucid understanding and engagement with
real-world domains that they can then “play with”. I have seen this happen in schools
in programs that were not graded, admittedly at the periphery of the curriculum. In
one striking case, the teacher could not tell which kids were “Special Ed” and which
were not, since all the kids were quite creative—and the teacher attributed this to
the fact that she did not grade.

So, in the end, free play involves appreciative systems and domains, just as do
more formal learning and work. We cannot exit appreciative systems and domains;
we do not normally live in situations where just “anything goes”—because we
would then not know how to “go on”.

2.6 Five Learning Environments

The SWAT4 example is useful because it allows us to distinguish different ways of
setting up learning environments. In order to discuss these learning environments I
need first to introduce a few technical terms.

First, it is crucial—or nothing but confusion will ensue below—to see that a
domain (as I am using the term) is not defined by a set of facts, skills, and principles
(“content”) but by the uses people make of certain sorts of facts, skills, and princi-
ples. One and the same fact, skill, or principle—or word, for that matter—may be
used quite differently in different domains. So, for example, when I call physics a
“domain”, I do not mean physics as a set of facts (that one might find in a textbook).
I mean physics as certain sorts of activities, practices, norms, and values engaged in
by people who use certain sorts of facts and skills in certain ways to carry out these
activities and practices and instantiate these norms and values.

It is useful to distinguish between specialist domains and what I will call the “life-
world” domain (Habermas, 1981). Domains like SWAT, biochemistry, law, video
gaming, and Yu-Gi-Oh are “specialist” in the sense that people in these domains
take on specialized identities and specialized forms of language. But we humans
also all often live and act just as “everyday” people, not as specialists of any
sort.
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Of course, different cultures have different ways of enacting (in words and deeds)
being an “everyday person”. When we are acting as “everyday people”, I will say
we are acting in the domain of the “lifeworld”. People learn what it means to be a
culturally distinctive “everyday person” through their initial socialization in life and
in their later interactions with their “local” communities. They do not need school
for this.

It is useful to point out, as well, that among specialist domains, one is particu-
larly important and special. Most humans live in societies where there are identities,
appreciative systems, and skills that integrate people into something “bigger” than
the various family and community sub-cultural and class identities they start learn-
ing as children. I will call this the “public sphere” (Habermas, 1989), the place
where one is a citizen of a larger society (or even the global world).

The public sphere is a specialist domain because it involves dealing with insti-
tutions and practices that incorporate specialist language and practices (think about
going to the motor vehicles department, getting a passport, or going to court). Most
people pick up such language and practices after their socialization early in life has
started them well on their way to their lifeworld identities.

Now I want to distinguish five learning environments, or five “spaces” where
learning occurs. These provide ways in which people learn beyond their lifeworlds,
so schools are relevant here, since that is one of their purposes. Of course, people
learn in these environments outside of school as well.

1. Actual Environment Learning: Such learning involves actually joining—and
being mentored and policed by—the social group that forms one’s identity and
appreciative system in a given specialist domain (like becoming a SWAT team
member, a biochemist, a Yu-Gi-Oh fanatic, or a “citizen”).

2. Pretense Environment Learning: Such learning involves going through the actual
real world learning processes in a given specialist domain (as in 1 above), but
with no intention of actually joining and staying in the social group whose
domain it is. A journalist undergoing SWAT training to write about it would
be an example. So would a spy. So would some forms of ethnographic research.
I do not here mean anything invidious by the term “pretense”, only that we are
here involved with a certain type of “pretending”.

3. Sim Environment Learning: Such learning involves gaining empathy for a
domain’s identity and appreciative system through a simplified and/or idealized
version of the domain via a simulation. The learner need not actually join the
social group whose domain it is. Sim Learning does not have to be in a virtual
world, of course. A teacher can set up a simulation in her classroom of what it
means to be a scientist of a certain sort and do science of that sort. Such learning
is not “Pretense Learning”, since the simulation will not be the actual real-world
situations in which scientists learn to be scientists of that sort. Further, such sim-
ulations do and should simplify the actual domain in various ways to focus on
important aspects in ways that are fruitful for learning—that is the point of sim-
ulations. Many so-called “inquiry” approaches to science learning fall under the
heading of Sim Environment Learning, though not all are coherent (see below).
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When we engage in Sim Environment Learning, what is going on is “real” or
“authentic”. But it is also simplified and puts a premium on trying things (prob-
ing and reflecting) and not on failure and the cost of failure (as can happen in the
“real world” when a physicist fails to get tenure, say).

4. Play Environment Learning: Such learning involves imaginative play with appre-
ciative systems and different domains’ conventions, safe from bad real-world
consequences.

5. Generic Environment Learning: Such learning is tied in the here and now to no
specific domain (remember, a domain is not defined by content, but by uses of
content), but deals with information and skills that have historical ties to specific
domains and might eventually apply to any, all, or some specific domain in the
future. It is a sort of domain promissory note.

Readers who do not remember that a domain is not defined by its content alone,
will immediately object: Why can’t a kid just learn (memorize) a fact or prin-
ciple from physics? Isn’t that learning physics in some non-generic way? Why
bother with social groups, like physicists? Why can’t we just have physics as
facts?

This to me is still generic learning. The student has just memorized something.
If he or she tries to act on that knowledge, the whole issue of an appreciative system
will immediately come up (how to decide what is a “good” result; how to go on).
That will, in turn, immediately bring us to specific social groups and their identi-
ties, conventions, goals, norms, and values. Until then the fact learned is generic,
because it is just waiting around to see if it ever gets applied or used in a domain or
a simulation of one. And, of course, often the student cannot use it and it remains
forever generic or becomes forgotten.

If the student is to act (probe the world), that student must have internalized some
appreciative system tied to physics as a social group and activity in the world. Thus,
the student—if he or she is to act—must have learned more than a fact, skill, or prin-
ciple in isolation from identities, conventions, goals, norms, and values connected
to physicists and physics as a practice.

Of course, someone will say: “Wait a minute, kids in school cannot all be
expected to do physics in the sense of living by the actual norms and values of
real adult physicists”. Well, they certainly can engage Sim Environment Learning
and play by the rules in just the way I played by the SWAT rules when I played
SWAT4. In this case, they will at the very least gain an appreciation for physics as a
“form of life” (Wittgenstein, 1953/2001) and see how physics “facts” are tools for
doing things and solving problems.

One can immediately see the problem with schools here. There really are only
five choices and Actual Environment Learning and Pretense Environment Learning
are often impracticable or impossible in school (though I will discuss important
exceptions below). Generic Environment Learning is a mainstay of schooling, but is
not always very motivating or effective. Sim Environment Learning is today more
practicable than ever before, thanks to new digital media that allow us to make
games and simulations.
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School does often engage in Actual Environment Learning and Pretense
Environment Learning, but in an odd way: It creates a specialized domain we might
call “doing school” (that is being good at school in and of itself, even when school
practices have no important tie to any other domain), and apprentices people to
that domain. Some students are just engaged in pretense when they engage with
this apprenticeship, others take it “for real”. Some people find something useful in
“doing school”—and it probably fits one for being a quiescent participant in society
and the workforce—but I have no particular brief for it. It is odd to think that so
much of our standardized testing apparatus, and preparation for such tests in school,
is a form of this “doing school”, even when called “science” or “mathematics”. In
any case, the old literature on the “hidden curriculum” in school is replete with dis-
cussion and critique of “doing school” (which usually serves as a “sorting device”)
and I don’t have anything more to say about it here.

2.7 Generic Environment Learning

At times Generic Environment Learning is necessary or useful. A good example
would be learning to decode print. Learners will most certainly use decoding in lots
and lots of specific domains later on. But as we move on in reading, there comes a
limit to the usefulness of generic learning.

Some substantive generic comprehension strategies apply to almost all domains
that require reading, but much in comprehension and vocabulary growth (neces-
sary for comprehension) requires integration and embedding in specific domains.
Generic comprehension and vocabulary strategies will not by themselves allow a
student to comprehend natural science, say, as against social science or literary
criticism.

Because generic learning has grave limits, we get a phenomenon like the so-
called “fourth-grade slump” (see Gee, 2008 for discussion and citations) when we
overdo it. The fourth-grade slump is the phenomenon whereby many children do
all right learning to read early on in school—often through generic learning—but
cannot read well to master academic content later on with its own distinctive forms
of complex language that require more than generic language and literacy skills.

There may be some point in young people learning “content” (facts, skills, and
principles) connected to a domain like physics without actually engaging with the
real domain or a Sim version of it. Perhaps there are “facts” everyone should
know and, surely, knowing lots of such facts facilitates reading “content area”
texts or, at least, textbooks. But, again, there are grave limits here. Such facts are
retained in only a superficial form, at best, after schooling ends if they are never
connected to acting and appreciating in a domain. One certainly cannot make deci-
sions using such facts—even as, for example, an “informed citizen” using science
facts—since such decisions would require some hold on a domain’s appreciative
system (otherwise how would one know if the decision’s results were “good” or
“bad”?).
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However, when schools try to leave generic learning and enter another environ-
ment devoted to non-generic learning, they run onto trouble. They immediately face
arguments about what to teach since there are so many specific domains. They face
problems, as well, with delivering either a real domain or a lucid Sim version of one
in the classroom. We have seen that it can be done, but it often requires substantive
change in the “grammar of schooling”.

2.8 Non-lucid Pseudo-Domain Learning in Schools

Many educational approaches claim to be engaged with domain learning. Such
approaches sometimes use the term “inquiry”, though this term covers many dif-
ferent approaches— some good, some bad. In some cases, these approaches engage
students in some potpourri of science or math facts and activities, for example, with
no worry about how these actually tie to any real domain, its appreciative system,
and the uses made of such facts.

We could call this another form of generic learning or we could just recognize it
as non-lucid pseudo-domain learning. This is learning where no one is really clear
what the domain is or how the classroom learning relates to any real domain.

I don’t want to discuss specific cases here. So let’s just take an example not based
on any specific curriculum. Imagine we are told that children will study a pond. The
children are told that they are going to be “investigators”. They will ask questions
of the residents around the pond; they will count the birds in the area; and they will
test the water in the pond to see if it is affected by local construction.

But we can now ask: Where does the identity the children are supposed to adopt
come from? Where do they get the norms and values that will form their appreciative
systems? What are the “rules” here, what conventions should they follow? Where
did these conventions come from? What domain or domains in the real world are
the answers to these questions tied to?

If the answers to these questions are not clear to the teachers and the students,
then this is non-lucid pseudo-domain learning. Just because kids are taking samples
of water and testing for things like acidity does not mean they are engaged in sci-
ence. After all, people who own pools regularly test their pool water, but they are
not engaged in any domain of science.

It is not enough just to have a goal, hypothesis, or question, such as “Is local
construction near the pond impacting water quality?”. Learners need to know where
the goal or question came from, why it is part of the domain from which it came, and
how to assess the results of each action (probe) in an ongoing trajectory of activity
towards accomplishing that goal. They need to form an appreciative system and to
do this they need mentoring and policing (for real or within a simulation) in the
conventions, goals, norms, and values of a domain (one or more).

Different domains count birds and count them in different ways for different
purposes. A number of domains in the world might call their members “investi-
gators” or, at least, say they are engaged in “investigations”. None use the term



2 Human Action and Social Groups as the Natural Home of Assessment 29

generically. So, too, many scientific domains exist, none of which calls itself just
“science”.

The point of domain-centered learning should be to achieve lucidity so that
learners understand what they are doing and why, and so that they contextualize
their learning in terms of meaningful practices and ways of being in the world. Of
course, in any number of jobs in the world—certainly many service jobs, but even
some professional ones—people just follow rote rules and use technologies they
do not understand. But the purpose of school, in my view, is understanding, and in
particular, understanding of how knowledge is built and debated in practice. Such
understandings are also important, I believe, for the development of informed citi-
zens, especially in our crisis-filled, high-risk, global world replete with interacting
and potentially dangerous complex systems.

2.9 Pro-Am Communities

As I have said, it is sometimes hard to bring an actual real-world domain into school,
though it is, of course, possible to bring in a Sim version of the domain. However,
popular culture today gives us important examples of significant Environment 1
(Actual Environment) learning that could go on in school, but almost never does.

Today young people are using the Internet and other digital media outside of
school to learn and even become experts in a variety of domains. We live in the age
of “Pro-Ams”: amateurs who have become experts at whatever they have developed
a passion for (Anderson, 2006; Leadbeater & Miller, 2004).

Many of these are young people who use the Internet, communication media, dig-
ital tools, and membership in often virtual, sometimes real, communities of practice
to develop technical expertise in a plethora of different areas. Some of these areas are
digital video, video games, digital storytelling, machinima, fan fiction, history and
civilization simulations, music, graphic art, political commentary, robotics, anime,
and fashion design (e.g., for Sims in The Sims). In fact, there are now Pro-Ams in
nearly every endeavor the human mind can think of.

These Pro-Ams have passion and go deep rather than wide. At the same time,
Pro-Ams are often adept at pooling their skills and knowledge with those of other
Pro-Ams to bring off bigger tasks or to solve larger problems. These people don’t
necessarily know what everyone else knows, but do know how to collaborate with
other Pro-Ams to put knowledge to work to fulfill their intellectual and social
passions.

We do not know how pervasive this Pro-Am phenomenon is among less priv-
ileged young people, though many community programs are seeking to offer less
privileged kids the opportunity to engage with digital communities of practice. We
know is that this is a promising space where we can work to involve more and more
young people in ways that will lead to twenty-first-century skills (Gee & Hayes,
2010).
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Let me give one specific example: A young rural girl, quite unaffiliated with
school, is in an out-of-school program to encourage girls’ interest in technology
(Hayes, 2008). In the program she has learned that she can use Photoshop to turn real
clothes into fashions for her Sims in the game The Sims, though this is something
of a technical feat. Nonetheless, this is something she wants badly to do. She has
learned that she can do it, but not how to do it. This she has to learn on her own—
actually not on her own because much help is available on the Internet—because the
people who run the out-of-school program do not themselves know how to do it.

After much effort, the girl eventually designs virtual clothes from real clothes
for her friends (her status in her peer group goes way up) and then discovers she
can upload her clothes on the Internet so that people across the world can see them
and use them. Soon hundreds of people are using her designs and heaping her with
praise (she now has “global” status).

This girl originally did not sell her clothes, but gave them away. But soon she
opened a shop in Second Life (a virtual world built by its own “players”), a shop
which she constructed herself. She started selling her clothes there for Linden dol-
lars, which can be traded for real money. She has become a classic example of what
the Tofflers (Toffler & Toffler, 2006) call a “prosumer,” a consumer who produces
and transforms and does not just passively consume.

Such prosumers produce originally for off-market status and as part of a com-
munity of likeminded experts. But, as the Tofflers point out, such prosumer activity
often impacts markets when people like this little girl eventually sell their goods
or services. In fact, the Tofflers believe such activity, though unmeasured by
economists, is a big part of the global economy and will be a yet bigger part in
the future.

This young girl is engaged in Actual Environment Learning. She has actu-
ally joined several Pro-Am communities or what we could also call “passion
communities”—non age-graded social groups that mentor and police domains deal-
ing with things like designing clothes for the Sims or designing and selling in Second
Life (Gee & Hayes, 2010). The standards are high here. Others in these passion com-
munities have mentored her, but they hold her to very high standards if she is to be
accepted as an “insider”.

I like this example and not just because of how it shows so clearly the connections
among identity, skills, and domains with their conventions and standards. It also
shows some of the limitations of current so-called “liberal” approaches to education.
Many educators confronted with this example would say how horrible it was to
entice this girl to be interested in fashion, since this is such a gendered stereotype
(many of these educators are the same people who say, however, that we need to
bridge to minority students’ interests).

However, when this girl was asked how this experience had made her think differ-
ently about her future, she did not say that she wanted to become a clothes designer,
but rather that she wanted to “work with computers” because she had seen that they
are source of “power.” She saw working with computers, too, as a source of innova-
tion and creation. We do not know what identity transformations are happening to
people as they engage with real standards in real domains unless we ask.
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In designing and selling her clothes, the girl has learned some important twenty-
first century skills, ones taught more commonly today out of school than in. She has
learned how to use a technologically sophisticated product like Adobe Photoshop;
how to think about the visual system (e.g., color, hue, texture), a mainstay of
research in cognitive science; how to design clothes; how to upload her clothes to the
Internet; how to build her own website; how to communicate with people across the
world about her designs; how to use Second Life’s building tools to design a store;
how to manage the store and become an entrepreneur; and how to be a member of
and move across various passion communities and, in the act, “transfer” her learning
and knowledge from one place (domain, institution) to another (an important sense
of “transfer”).

However difficult it might be for schools to engage with Actual Environment
Learning in some domains (say, nuclear physics)—and here Sim Environment
Learning should be available—schools can engage young people in Actual
Environment Learning in regard to “Pro-Am communities” (“passion commu-
nities”) that incorporate important twenty-first century skills. This would mean
helping young people actually to join and become “Pro Ams” in such communities.
Of course, this would require wholesale reform in school attitudes and practices
(otherwise kids will know they are being duped into “doing school”).

2.10 Twenty-First Century Skills

There is a lot of talk today—and lots of lists—devoted to twenty-first century skills,
that is, skills important for success in our high-tech, high-risk, global world (Jenkins,
Clinton, Purushotma, Robison, & Weigel, 2006). I don’t intend to offer another list
here. Rather, I want to make two claims about twenty-first century skills.

First, we should not ask about skills first and foremost. Rather, we should ask
first about domains. We should ask what domains in our twenty-first century world
are worth learning. And “learning” here means gaining an appreciation for these
domains’ appreciative systems. We should debate domains first. Then we can talk
about the skills these domains impart. Why talk about domains first? Because skills
are only meaningful—and really only acquired well and retained long—when they
are connected to the goals, norms, values, and conventions of a domain.

Second, the ever present question of transfer (does a given skill learned in one
area—e.g., Yu-Gi-Oh math or fan-fiction writing—transfer to another area—e.g.,
school math or writing in school?) needs to be changed. First of all, who cares
whether a skill learned in the real world (say in a Pro-Am community) transfers to
school if school is only about “doing school” and does not itself transfer to the real
world? But also, we need to talk about domains first and skills later.

The crucial transfer question is this: once we have settled on what domains we
think are worth learning in the twenty-first century, we should then ask which
domains are particularly good preparation for future learning of other domains
(Bransford & Schwartz, 1999), domains we value equally or more. What is a good
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trajectory of domains (say for science) such that each domain in the trajectory cre-
ates good preparation for learning in later domains (and not all the domains in this
trajectory need to be “science” domains)? After all, after school, all real learning is
centered in domains and, in our fast changing global world, people have to be good
at learning new domains throughout their lives.

DiSessa (2000) has argued, for example, that his tinkering with things like quartz
radios as a kid was good preparation for learning physics later on. This was not
because he actually learned a lot of physics facts while tinkering, but because such
tinkering gave him an identity that prepared him to be unafraid and undeterred in
learning a technical domain like physics later on.

I believe that Pokémon is a great domain to prepare one to learn in Yu-Gi-Oh and
Yu-Gi-Oh helps prepare one to learn in Magic the Gathering. All of them are great
preparation for learning Dungeons and Dragons, which is really a rather different
domain. And Dungeons and Dragons is great preparation for learning creative writ-
ing in a variety of domains, though my 13 year old used this trajectory to prepare
himself for learning to be an actor in Shakespeare plays (fantasy, strange language,
face-to-face role playing all combined) in a Young Shakespeare theater (though of
course he did not know he was on that trajectory when he began). Different kids take
different trajectories and it is time we studied these pathways in and out of school.

Let me close this section by making it very clear that a person does not have to
learn skills, facts, or tools identified with a given domain only via that domain. So,
for example, if people build (design) virtual places and objects in Second Life, using
Second Life’s building tools, they use tools and ways of thinking from geometry, but
not directly by being in the domain of geometry, but rather, by being in the domain
of being a Second Life builder (designer).

Such learning in Second Life is a good preparation for future learning in the
domain of geometry, as well as in other domains that use tools from geometry.
One does not have to learn “geometry” (skills, facts, tools) in “geometry” (the
domain), so to speak. But one has to learn geometrical skills, facts, and tools
in some domain whose appreciative system makes them meaningful and tells the
learner how to “go on” in using them for action and problem solving (as Second
Life building does for some geometrical skills, facts, and tools). Otherwise, we
just have Generic Environment Learning. Learning “geometry” in Second Life is
Actual Environment Learning, since one is actually joining the domain of Second
Life builders (designers)—a rather demanding lot, by the way.

2.11 Formalizing Assessment Beyond the Basic Circuit
of Human Action and Social Groups that Form People’s
Appreciative Systems

We have seen that social groups “in charge” of various domains lift assessment out
of the basic circuit of human action (its natural home) and “formalize” it in terms
of mentoring and policing practices. I have argued that we ought to study these
practices in various domains (including Pro-Am domains).
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We as a society have lifted assessment out of these social groups themselves and
formalized it yet further. We have set up practices and institutions whose goal is
to assess facts, skills, and knowledge—such as in reading, geometry, or science—
outside the indigenous workings of the domains that use these facts, skills, and
knowledge in particular ways.

However, I argue that our formal standardized assessments of facts, skills, and
knowledge are, in a sense, backwards. Often such tests are interested in what learn-
ers have learned “in general” from their education. For example, many such tests
do not want to assess the geometry embedded in building in Second Life or in any
other specific application of geometry in given school project using geometry. They
want to know whether students can generalize their knowledge of geometry beyond
specific applications.

There are two problems with this approach. First, such tests of general knowl-
edge do not necessarily show that learners can actually apply their knowledge—of
geometry, say—to specific problem solving applications. And, second, knowledge
grows ground up from specific applications and generalizes only after people have
had deep experience with a number of different applications. Generalized formal
assessments often cannot distinguish between students who have learned their more
abstract general knowledge through lots of experience with applications and those
who have memorized facts and procedures, but not learned them on the ground of
problem solving applications.

DiSessa’s (2000) work in science education is very illuminating on this issue.
He has successfully taught children in sixth grade and beyond the algebra behind
Galileo’s principles of motion by teaching them a specific computer programming
language called Boxer. The students write into the computer a set of discrete steps
in the programming language. For example, the first command in a little program
meant to represent uniform motion might tell the computer to set the speed of a
moving object at 1 m/sec. The second step might tell the computer to move the
object. And a third step might tell the computer to repeat the second step over and
over again. Once the program starts running, the student will see a graphical object
move 1 m each second repeatedly, a form of uniform motion.

Now the student can elaborate the model in various ways. For example, the stu-
dent might add a fourth step that tells the computer to add a value a to the speed
of the moving object after each movement the object has taken (let us just say, for
convenience, that a adds one more meter per second at each step). So now, after the
first movement on the screen (when the object has moved at the speed of 1 m/sec),
the computer will set the speed of the object at 2 m/sec (adding 1 m), and, then,
on the next movement, the object will move at the speed of 2 m/sec. After this, the
computer will add another meter per second to the speed and on the next movement
the object will move at the speed of 3 m/sec. And so forth forever, unless the student
has added a step that tells the computer when to stop repeating the movements. This
process is obviously modeling the concept of acceleration. And, course, you can set
a to be a negative number instead of a positive one, and watch what happens to the
moving object over time instead.

The student can keep elaborating the program and watch what happens at every
stage. In this process, the student, with the guidance of a good teacher, can discover
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a good deal about Galileo’s principles of motion through his or her actions in writing
the program, watching what happens, and changing the program. What the student
is doing here is seeing in an embodied way, tied to action, how a representational
system that is less abstract than algebra or calculus (namely, the computer program-
ming language, which is actually composed of a set of boxes) “cashes out” in terms
of motion in a virtual world on the computer screen.

An algebraic representation of Galileo’s principles is more general than what
diSessa’s students have been exposed to. Basically it is a set of numbers and
variables that do not directly tie to actions or movements. As diSessa points out,
algebra doesn’t distinguish effectively “among motion (d = rt), converting meters
to inches (i = 39.37 × m), defining coordinates of a straight line (y = mx) or a
host of other conceptually varied situations”. They all just look alike. He argues
that “[d]istinguishing these contexts is critical in learning, although it is probably
nearly irrelevant in fluid, routine work for experts,” who, of course, have already
had many embodied experiences in using algebra for a variety of different purposes
of their own.

Once learners have experienced the meanings of Galileo’s principles about
motion in a situated and embodied way, they have understood one of the situated
meanings for the algebraic equations that capture these principles at a more abstract
level. The equations take on a real meaning in terms of embodied understandings.
As learners see algebra spelled out in more such specific material situations, they
will come to master it in an active and critical way, not just as a set of symbols to be
repeated in a passive and rote manner on tests.

At an institutional level we need authentic assessments that tell us both where and
how people can apply knowledge, and when and how far they can generalize it based
on those applications. Such authentic assessments should, in my view, be focused
on learners’ appreciative systems. They would tell us whether learners, faced with
a complex problem, know how “to go on”, how to probe, reflect, assess, and re-
probe on a trajectory of action to a goal. Such assessments would require that we
be sure, before we assessed individuals, that they had the opportunity to engage
in domain-centered learning in ways that gave them an emerging appreciative
system.

Such assessments would assess how well learners’ actions and reflections express
the conventions of the domain. They would assess whether learners can articulate
their knowledge of these conventions and articulate how these conventions guide
their probes, reflections, and goals. However, not all knowledge can be articulated
and such assessments would have to honor tacit knowledge, as appropriate.

Such assessments would also assess the extent to which learners can transfer their
knowledge to new problem solving applications. They would assess whether learn-
ers can innovate in a domain—that is, engage in actions that both reflect conventions
in the domain and vary from them in ways that are both acceptable and creative.

Finally, such assessments should always be clearly related to a developmental
trajectory through a domain. Any rich domain—academic or Pro-Am—has vari-
ous and different trajectories to mastery. These are often recognized by insiders to
the domain and can be researched (in part through the copious moment-by-moment
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data digital media make possible). An assessor should know on which trajectory
a learner’s performance resides, how this trajectory relates to other trajectories
through the domain, and even know if this particular trajectory is one that leads
to the capacity for innovation in the domain. Assessments should let a learner and
other stakeholders in the learner’s learning know on which trajectory to mastery his
or her performance resides, how this compares to other trajectories, including inno-
vative ones, and how the learner can be helped to proceed further on this trajectory
or on another one.

So I am arguing that more authentic assessments—ones that go beyond assess-
ing facts, skills, and knowledge apart from domains and applications—should be
centered on appreciative systems and developmental trajectories. Such a system of
formal assessment has, perhaps, not been practical on large scale in the past, but
digital tools and virtual worlds will make it more practical in the future.

There is another role for formal assessment, one that sometimes, maybe often,
can replace its role in regard to assessing individuals altogether. To see this other
role, let us ask this question: Do we need to assess the girl making clothes for the
Sims and selling clothes in Second Life, the girl we discussed above as an emerging
Pro-Am? Can’t we just accept the judgments of the Pro-Am or passion communities
she has been part of? They have, after all, held her to high standards. Members
of these communities have clear viewpoints on how she stands in the community
in regard to these standards. They have given her (a multifaceted) “grade” that is,
however, always in progress as she continues to grow.

If we did want to accept the indigenous judgments of such Pro-Am communities
for more public credentialing purposes, then our more formal systems of assess-
ment would need only to serve a validating role. We would use assessments to
check that the group’s judgments aligned with the standards we wanted to apply.
If they did, we could stop assessing individuals and let the group do its work and
make its judgments. Achieving a certain standing in the group would itself earn a
“credential”.

The same principle would apply if we wanted to create such communities our-
selves, in or out of school—communities organized like Pro-Am communities—but
devoted to more “academic” concerns. We would need to get them up and running
with social mentoring and policing; internally and mutually defended standards;
clearly transmitted appreciative systems; and interactions with the ensemble and
ensemble assessments (or mangle assessments or dance assessments, whatever we
want to call them). We would then want to validate that they worked to the standards
we desired. And then we would need to get out of the way.

On this approach, as we set up Environment 1 (Actual) and Environment 3 (Sim)
learning, assessment would be seen not as something that involves “judging” indi-
viduals, but as something that is validating that a certain social organization of
learning works for certain purposes. The social organization then would make judg-
ments internally that we would stand by externally as well. There would be no need
for any “final exam” or one shot “big test”.

Let me be clear what I am saying here: on a good “fan fiction” site, for exam-
ple, no one needs to give each writer a formal test (Black, 2008). Thanks to the
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social organization of the site—its ways of coaching, mentoring, reviewing, and
giving feedback, as well as determining members’ reputations and standing in the
community—everyone knows where everyone else stands.

Of course, there are subtleties, negotiations, and even differing judgments about
such matters. So the “assessments” here are multifaceted with multiple “scores”
and they are ongoing in terms of members’ trajectories of learning. But that is as it
should be. A single decontextualized “score” is meaningless against such nuances.
We can organize academic learning we care about in such ways as well.

The validating role of assessment here would apply to transfer as well. Instead of
giving each individual some test of transfer, we would use assessment instruments
to validate that some domain—organized in some way—is, in general, good prepa-
ration for learning for specific future domains we care about. Then we would let the
indigenous workings of the social group do its work.

All this is to say that one of the jobs of twenty-first century assessment ought
to be validating social organizations of learning. The job of twenty-first century
educators ought to be designing such social organizations and then letting them run.
As they run, members themselves may well find new ways to enhance learning and
judgments about learning. We can, in turn, validate these as they arise.

Of course, formal institutionalized systems of assessment thrive on schools,
since schools so rarely call on or create the sorts of indigenous domain-centered
forms of mentoring and policing we have discussed above. And, indeed, formal
institutionalized forms of assessment seem required if we are to assess Generic
Environment Learning, since there appear to be no “natural” practices to draw on
here.

2.12 Conclusion

I have argued, then, that twenty-first century assessment needs to be centered on
appreciative systems both when we assess individuals and when we validate learning
communities. This means, at a minimum, the following:

1. We need to study the indigenous mentoring and policing practices (the learn-
ing and assessment practices) embedded in domains and the social groups that
operate them, especially ones that young people can join on their own (such as
Pro-Am communities). Our studies here may tell us, as assessors, that we need
to leave things alone and trust the indigenous assessment practices. Or they may
tell us that we need—if we are to use these domains for educational purposes
(broadly speaking)—to tweak things a bit, to improve and extend the indige-
nous practices. Either way, once we have “officially” validated the indigenous
practices (tweaked or not), we can just let things run.

2. We need to study Pro-Am communities and academically relevant domains, as
well as Sim versions of them, to see how they prepare (or can be best made
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to prepare) learners for future learning in other domains. We then need to pick
Pro-Am communities and academically relevant domains that are highly fruitful
not just for the skills they give learners, but for the future trajectory of learning
on which they can set the learner in terms of other Pro-Am communities and
domains.

3. We need to create educationally relevant (again, broadly speaking) Pro-Am com-
munities in schools and other educational settings and design their mentoring and
policing systems along the lines of the best practices we have found in such com-
munities out in the world with whatever improvements (again from the inside)
we can make.

4. We need to use digital media (and other approaches) to engage in learning
in schools, and in out-of-school programs with educational goals. This means
bringing real domains or Sim versions of them to school—for example, chem-
istry as a domain modeled or simulated as well as SWAT4 does for SWAT.
Assessment in regard to much learning needs to be developed in terms of seeing
that learners have developed appropriate appreciative systems and are develop-
ing them on a trajectory towards mastery (i.e., making and revising probes in
more and more “appropriate” and “good” ways by the standards of the domain
or the Sim version we have introduced). We should be assessing how learners
reflect on probes and how they make judgments about how to “go on” and
how they can discuss and argue over this. This is what people do in a real
domain.

5. To accomplish 4 above we need to know for any domain we have introduced
into education what are the trajectories to “mastery” (there are almost always
more than one). These trajectories will be ones successful learners and mem-
bers have taken through the domain (or Sim versions of it). Assessment of any
individual—beyond the validating role I have discussed above—should always
have one major purpose: to tell the learner and other stakeholders in the learner’s
learning where in one of these trajectories he or she is, and how he or she can
develop further along that trajectory or another fruitful one.

6. For twenty-first century learning, we need to know for any domain we have intro-
duced into education what some of the innovative ways are to move along a
trajectory to mastery—what have turned out to be innovative solutions to prob-
lems and techniques for innovation in the domain. Assessments should tell the
learner and other stakeholders in the learner’s learning how he or she is devel-
oping in terms of not just a trajectory to mastery, but one that involves some
degree of innovation (and, perhaps, this is done on a second or subsequent “play
through”—curricula, like good video games, should be re-playable).

7. Finally, all assessments that assess Generic Environment Learning should have to
validate that when people pass, they can later recruit the assessed skills in a real
or Sim domain. This means demanding that all Generic learning assessments
must be validated in terms of “preparation for future learning” (Bransford &
Schwartz, 1999). Otherwise they are pointless, other than as an assessment of
“doing school”.
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Chapter 3
Growing Learning and Assessment
in the 21st Century

King D. Beach III

Abstract This response begins with an exegesis of four key aspects of Gee’s
approach to learning and assessment in Chapter 2. Learning-assessment events in
Pemapur, a Himalayan village with a short history of formal schooling and a long
history of agriculture are used for illustration. It ends with a brief exploration of
two issues that deserve greater attention by Gee. How might we “grow” educational
assessment beyond the specifics and idiosyncrasies of moment-to-moment learning
without stripping it of its relation to the identities, norms, values, and knowledge
of the domain? And related to this, how can we assess learning “transfer” across
domains without stripping assessment of the specifics of the domains, historical
relations between domains, or of the trajectories people choose across them?

Keywords Assessment · Learning · Transfer · Sociocultural · Nepal

My response begins with a critique and extension of several key aspects of Gee’s
approach to issues of learning and assessment. This will lay groundwork for my con-
cluding discussion of two related aspects of Gee’s chapter that I find to be the most
challenging for current educational assessment practices—challenges that deserve
further exegesis.

I will craft my response using empirical illustrations from fieldnotes of my own
research on the transitions that people make between in- and out-of-school systems
of learning activities (Beach, 1990, 1995, 1999, 2003, 2005, 2006). My hope is that
the reader will find the richness of the detailed descriptions of observed behavior
conducive to exploring several of the key aspects of Gee’s chapter. My fieldnotes
originate from a series of studies in a small village in the mountains of Western
Nepal that I will call Pemapur, that not coincidentally is where I am drafting this
response.
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Prior to 1963 there were no schools in Pemapur. No electricity. No roads. No
shops. Subsistence agriculture with family and friends equaled life. Today I can visit
dozens of shops, overhear a mobile phone conversation, borrow a friend’s motorcy-
cle, and teach at a high school with over 400 students. Thus, Pemapur is a perfect
place for examining some of the learning and educational assessment issues that
Gee raises—a place where there is a clear “before and after” to the introduction of
schooling and formal assessment. Not incidentally, Pemapur has also been the site
for some of my research (Beach, 1990, 1995, 1999, 2003, 2005, 2006).

I begin with a discussion of four key aspects of Gee’s approach to issues of
learning and assessment. Each is introduced and explored within the context of a
particular event or set of events occurring in Pemapur relevant to the issue at hand.

Learning and assessment are naturally-occurring aspects of most domains and
are integral to their sustenance.

Here in Pemapur I watch a father and his son (probably 11 or 12 years old) plow
a paddy behind my house in preparation for planting. Simultaneous with the son’s
water buffalo trampling an irrigation barrier dividing the terraces while said son
remains oblivious, the father shouts that he needs to anticipate and not steer so close
to the field edge. Several minutes later his son reacts too late and struggles mightily
to avoid taking out another part of the barrier. Still the buffalo drags plow and son
across the field edge, but this time the father says nothing. His son’s next dozen or
so passes with the plow are perfect, albeit with many early fine adjustments to their
collective trajectory.

The father’s and eventually the son’s performance assessments are clearly inte-
gral to the sustenance of this domain, not to mention the family’s irrigation system.
Assessment is a part of plowing and the father-son relationship, and shifts seam-
lessly from father to son in the performance. Mentoring and policing assessment
functions as Gee describes them and they both operate simultaneously in the father’s
shout to his son. Because of this the mentoring function exists in the silence of
the father the second time the irrigation barrier is breached, and the policing func-
tion has dropped out altogether. For the son there is never a separation of the two
functions in his increasingly focused self-assessment of his performance.

Whether one cares to call it policing, summative, or high stakes, it never con-
tradicts the mentoring or more formative aspect of the father’s assessment of his
son’s plowing. The summative high stakes assessment is just as integral to plowing
as the more finely tuned and nuanced formative aspect. Thus, I would argue, consis-
tent with Gee I believe, that there is no logically necessary separation between the
ongoing in-classroom formative assessment that teachers do with their students, and
high stakes state wide assessments of student achievement, for example. Looking at
assessment in this way helps us ask a highly productive question: if there is no log-
ically necessary separation between the two forms of assessment, exactly what are
the socio-political (not necessarily psychometric) circumstances that have lead us
to an impasse between the two in formal education? Though Gee does not directly
formulate this as a productive question, he should. His argument for taking human
action in context as the natural starting point for developing learning assessments
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into practice will be subject to the same socio-political forces that created a sharp
distinction between formative and summative learning assessment.

Becoming a successful participant in a particular domain involves contribut-
ing to and maintaining the norms and values of the domain, as well as identity
craftwork.

I am buying some soap, two packs of biscuits, and 250 grams of tea from a high
school student helping out in his grandfather’s shop after school. More customers
arrive as the teen meticulously writes down the cost of my soap, then biscuits. He
weighs the tea, writes down the weight, and asks grandfather (who is waiting on
other customers) how much tea costs. Grandfather replies that tea is 758 rupees a
kilo. The teen writes that down too, pulls out his calculator, and spends the next
10 minutes meticulously calculating what the total should be. I am amused, but
grandfather is not. Grandfather, who has never been to school, tells his grandson he
should put down the paper and the pen and the calculator and think quickly—do
the math in his head or on his fingers. Grandson appears horrified and refuses. This
is not merely resistance to change, but to giving up an important public display of
what it means to be an educated person in Pemapur.

Here some of the norms and values of shopkeeping are made transparent: serve
the customer not only by accurately calculating the total amount of money to be
requested, but also by doing it quickly. We also see what Lave (1996), has called
identity craftwork coming into play. The teen has spent 11 long years in school
learning how to do written arithmetic and use a calculator. He is being asked to give
up that which symbolizes what he has been working hard to become—a formally
literate and highly educated person—by his grandfather, who has never attended
school and is illiterate.

What is at issue here is not merely or even largely the grandson’s knowledge
of mathematics, but rather a conflict between the demands of two domains—
shopkeeping and schooling—and his identity craftwork, something that both grand-
father and grandson eventually resolve. The larger challenge this presents is not to
educational assessment per se, but rather to how to create learning environments
where people can do identity craftwork as part of knowledge construction within
domains such as schools that partially borrow norms and values from other domains
not formally tasked with education. Assessing the learning of those traversing the
domains necessarily involves an assessment of the domains and their relationship to
who the learners are and who they hope to become.

Gee’s playful, simulated, and pretense learning environments are not entities so
much as ways of thinking about how we might construct relations between school-
ing and other domains of practice, but avoid simply reducing one to the other, or
assuming some form of generic or promissory relationship. Play, simulation, and
pretense environments where identity craftwork is integral to learning accomplish
this precisely because of their tentative relation to other “actual” domains. Because
of this tentative relationship there are both built-in means of assessment and the free-
dom to modify the built-in means to meet some of the unique demands of formal
schooling.
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Learning environments that expand extend peoples’ learning and its assessment
beyond any day-to-day existence and routine functioning.

The wife of a teacher began the very first shop in Pemapur when their oldest
daughter was old enough to look after the younger children. Located beside the
school, the shop provided tea and freshly made snacks for students and teach-
ing staff. Her shop opened the same year the high school opened, and 9 years
after Pemapur had its first elementary school students. Today Pemapur has two
main bazaars and over a hundred shops. Shopkeeping that began as an extension
of a teacher’s family and the school is now a major, far more formal enterprise.
Shopkeepers have supplanted former Ghurka soldiers with British pensions as
Pemapur’s wealthiest.

It is not only that learning domains extend people such as the teacher’s wife
beyond their routine functioning; the domains themselves are extended to cover new
previously uncharted territory. Engeström (1996) and van Oers (1988) have studied
this in considerable depth within working environments and school, respectively.

This opens up a new area to consider for educational assessment—the capability
of a domain to be extended by its participants into new territory. Gee’s chapter fore-
grounds assessment relative to learners’ participation in different forms of learning
environments. If we are to take the proposition of creating more opportunities for
play-, sim-, and pretense-like participations in school seriously, however, we should
consider ways to assess the expansive potential of such opportunities as a part of
schooling. Without such assessment we run the risk of turning a promising set of
pedagogical intentions into something analogous to the word problem that attempts
to bring some version of the “real world” into the school untouched—something that
Gee himself would strongly argue against. A follow-on piece where Gee details the
historical-developmental aspects of several of the sim domains and pro-am commu-
nities expansion to include new territory and people would provide a nice base from
which to consider the shape of an assessment of the expansive learning potential of
a domain.

Educational assessment for the twenty-first century needs to accept the challenge
of assessing relations between persons and domains through a focus on appreciative
systems.

School was the first organization in Pemapur to group large numbers of same-
age persons together for a common purpose. Prior to schooling, all activities in
Pemapur involved multiple ages and generations. The first group of teenagers to
drop out or graduate from Pemapur’s high school formed a dance club. The concept
of a club was entirely new to the village and extended similar age activities from the
school out into the broader organization of the community. Today there are sports
clubs, political clubs, community development clubs, and cultural clubs. They are
an integral part of life in Pemapur. All contain similar-aged groups of villagers.

A unit of assessment here could be changes in individual students’ dancing abil-
ities among those who do and do not participate in the dance club after leaving
Pemapur’s high school. However, this presupposes the existence of a dance club.
Another unit of assessment could be the genesis of the dance club itself. This
presupposes similar-aged individuals who like to dance, want to continue to do
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something together, and have sufficient collective motivation to create a new type
of social organization and identity in Pemapur. Neither would be consonant with
assessment that is integral to learning in school, or in the dance club, but then how
could it be if we are concerned with learning/assessment across the domains?

Gee’s concept of an appreciative system as an iterative “identity/goal/probe/get a
response from the world/reflect based on an appreciative system/new revised probe”
gets us part of the way towards units of educational assessment for how people
and circumstances create, learn, and grow a new social form and trajectory that is
nothing less trivial than culture itself. If the role of education is to quite literally help
people become more productive of culture, then this is important. What is missing
is that “the world” is more than a static entity to bounce probes off of, something
that Gee clearly believes as well when he suggests that appreciative systems are
distributed across other people, texts, tools, technologies, and practices. However,
this suggestion does not resolve the issue of what appropriate units for educational
assessment could be for how people and circumstances create, learn, and grow new
social forms and trajectories across them.

An appropriate and valid unit of educational assessment for this necessarily shifts
us away from the learner or the domain per se to their developmental relation, over
time. This is a relation that exists not in a gap or vacuum between the two, but rather
in systems of symbols, artifacts, values, texts, and norms that are produced and
circulate between them—sometimes personal and private, and at other times public
and collectively debated and standardized. This is the ground from which both the
cultural person and domains are produced.

These four excursions lead us to two of the challenges that Gee’s paper presents
for educational assessment in the twenty-first century. As they are closely linked, I
will discuss them together.

How do we “grow” educational assessment beyond the specifics and idiosyn-
crasies of moment-to-moment learning without stripping it of its relation to the
identities, norms, values, and knowledge of the domain? And related to this, can we
address the issue of learning “transfer” among domains without stripping assess-
ment not only of the specifics of the domains, but also of the historical relations
between domains and the trajectories people choose across them.

Gee discusses several ideas that have the potential to move assessment closer
to the actualities of learning in school for a necessarily indeterminate future, such
as Bransford’s and Schwartz’s (1999) concept of assessing learning in school as
preparation for future learning. He also describes Pro-Am communities as promis-
ing examples of organized groups of amateur experts where learning has built-in
forms of assessment. Depending on the nature of the particular Pro-Am community,
it can support some individuals in discovering and transitioning into related actual-
world activities. Schooling as preparation for future learning requires a new form of
assessment that tethers it not only to the specifics of learning in school, but also to
the potentials for future learning. Pro-Am communities contain built-in means for
keeping assessment tethered to the ongoing flow of their learning activities.

However, neither of these approaches, in and of themselves, allows us to “grow”
assessment to a level that might satisfy those who are concerned with, say, how
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we might assess learning mathematics at school in preparation for running small
businesses in Surkhet district, where Pemapur is located. It would definitely not
satisfy those who want a statewide assessment of student learning in Florida. My
purpose here is not to satisfy everyone so much as to acknowledge the importance
of large-scale assessments for some purposes; and to ponder for a moment how we
might get a bit closer to that scale of educational assessment without divorcing it
from the flow of activities it is assessing.

For this I will return to the example of assessing learning mathematics in
Surkhet’s schools as preparation for running small businesses, such as shops,
throughout the district. Note that educational assessment would serve no certifying
function here. It is possible to become a shopkeeper without receiving much or any
formal education, though that is much more unusual today than it was a decade ago.
Today a lack of any formal education will limit what one can do as a shopkeeper.

Rather than thinking about how to assess learning math in school for its potential
to help students later learning one of a wide range of business activities including
shopkeeping, we might consider “growing” a new system of learning activity, one
that gradually “lifts” assessment along with it to a level beyond particular schools,
shops, and students. Consider for a moment the afterschool program, an activity
system that Cole (1996) and others have developed in a wide variety of national
and international contexts. Further consider the idea of afterschool programs in
communities such as Pemapur that serve a syncretic purpose—improving students’
understandings of mathematics in school and simultaneously supporting them in
learning how to create and run small business enterprises by helping them create
and run several village shops.

Assessment of participation in such a syncretic system of activity, would be more
“general,” or more accurately, at a higher level of social organization than either
learning mathematics for school or learning how to use math in a particular business,
if that syncretic activity is carefully designed. Educational assessment under these
circumstances is necessarily “lifted” above the specific identities, norms, values,
and knowledge associated with schooling, and also those invoked in creating one’s
own small business. But assessment would be integral to and a necessary part of the
ongoing flow of participation in this syncretic activity system.
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Chapter 4
Aiming at Learning: Assessment as the Critical
Link

Mari Pearlman

Abstract Inequities in educational opportunity in the United States and variability
in individual states’ standards for student achievement have been amply demon-
strated by the intensive focus on standardized test results over the past few years.
The call for higher educational attainment for U.S. students has intensified even as
test results indicate persistent performance gaps. In order to effect real changes in
the achievement of students in U.S. public schools, particularly the learning achieve-
ment of children in poverty, we need to think differently about assessment, and
recognize its rightfully central place in the education enterprise. To do this, however,
we need also to recognize that we can make no progress without some common set
of assumptions and benchmarks by which we gauge such progress. What we need
is an assessment that is worth teaching to, one that allows for meaningful com-
parisons across states, and one that is connected with instruction in fundamental
ways. One way to accomplish these goals would be to use the National Assessment
of Educational Progress (NAEP) to create benchmark assessments at 4th, 8th, and
12th grade levels to assess the achievement of all students in U.S. public schools
against common standards for learning and performance.

Keywords Accountability · Assessment · Common standards · NAEP · NCLB ·
Performance benchmarks

No part of the public education enterprise has received more attention and engen-
dered more rhetoric over the past 8 years than student assessment. The pressures
brought to bear on educators through the enforced implementation of high-stakes
annual testing of children and publication of the results have suggested that testing
alone can change educational outcomes for children, a position somewhat akin to a
belief that a really good thermometer can cure a fever.

We have an opportunity in the next 2 or 3 years, with a new administration in
Washington responsible for the reauthorization of the Elementary and Secondary
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Education Act, home of the No Child Left Behind legislation and attendant edu-
cation policy, to focus on what really matters, which is learning. In order to effect
real changes in the achievement of students in U.S. public schools, particularly the
learning status of children in poverty, we need to think differently about assessment,
and recognize its rightfully central place in the education enterprise.

To do this, however, we need also to recognize that we can make no progress
without a common set of assumptions and benchmarks with which to gauge such
progress. We need an assessment that is worth teaching to, one that allows for
meaningful comparisons across states, and one that is connected with instruction in
fundamental ways. One way to accomplish these goals would be to use the National
Assessment of Educational Progress (NAEP) to create benchmark assessments at
4th, 8th, and 12th grade levels to assess the achievement of all students in U.S. pub-
lic schools against common standards for learning and performance. A number of
challenges must be met to implement this idea: NAEP assessments would need to
be designed for the reporting of individual student results, the NAEP content frame-
works and performance standards would need intensive review and revision, and
a great deal of conversation across state boundaries about the benefits of such an
approach would need to occur.

In order to explore a better alternative, it is important to understand the current
state of testing in U.S. education and review the path that led to our current situation.
We are currently mired in the confusion created by the supposedly democratic prac-
tice of allowing each of the 50 states to decide its own educational standards and
practices. I argue that it is absolutely necessary to create some common understand-
ing of what student achievement across all U.S. public school students at selected
grade levels should be. Further, I argue that it is unlikely that such a welter of prac-
tices, standards, and tests as currently exists can support any real change in learning
outcomes for children.

Recent economic events make it clear that such a shift in student performance
is imperative for everyone’s future in the U.S.: the U.S. must earn its way back to
solvency and economic power. It cannot do this without serious commitment to edu-
cating children to be thinkers and learners, not merely test takers. And right now,
we do not even have the means to make progress on this front because we have no
agreement about what and how to teach children at each level of their K-12 educa-
tion, about what expectations for demonstrating learning should be common across
all U.S. school children at each level, and about how we should use assessment to
help ensure this common standard of content and performance.

I have used the gnomic utterances of Yogi Berra to introduce the major sections
of the chapter. These seemed appropriate not only because of what they say, but
because the game of baseball is not entirely unlike the enterprise of education. It is
absolutely dependent on team effort, it is leisurely in both its individual games and
its very long season, it has very long periods of apparent inactivity (non-fans call
this unbearable tedium) interrupted by moments of great drama, money for play-
ers does not guarantee outcomes and winning, and some surprisingly stolid and
consistent efforts result in victory. In addition, the enterprise of baseball is preoc-
cupied with data about individual and team performance, and with interpretations
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of those data to increase positive outcomes. The differences in the use and agreed-
upon purposes of these data between baseball and education are salient: in baseball,
everyone agrees on what success looks like, and everyone acknowledges that 100%
success for everyone in the enterprise is impossible. Perhaps more important, in
baseball using the data for specific purposes of improvement in specific areas is quite
sophisticated and disciplined. I think educators could learn a great deal from read-
ing a book like Moneyball: The Art of Winning an Unfair Game, by Michael Lewis
(2003), which details the ways in which consistent and persistent interpretations of
data can yield surprising performance gains even when the raw material—players
and salary resources—are unpromising.

4.1 Part I: Current State

We made too many wrong mistakes
–Yogi Berra

In the spring of 2010, 8 years after the passage of No Child Left Behind—the
most far-reaching testing legislation in the history of U.S. education—where are we
in terms of awareness of and more effective deployment of connections between
teaching and learning as a result of increased student testing? My answer would
be, “No farther down the path than we were in 2002.” Indeed, we may be substan-
tially more distant from the goal of improving children’s learning outcomes, because
across the nation educators have focused so narrowly on testing outcomes as an end
in themselves.

To be sure, we now have empirical evidence of systematic differences in the ways
children of poverty, color, and disability and more advantaged children perform on
standardized tests, regardless of which tests are employed in which geographies.
This is not a startling new fact for educators. However, its undeniability, given the
disaggregated NCLB test results is, perhaps, a positive outcome, because it makes
it more difficult for even the most self-serving politician to avoid the results of the
virtually universal differentiation of educational results that is tied to these different
subgroups’ performances. And the spotlight NCLB has focused on achievement
for all students, and particularly those students who have persistently occupied the
lowest levels of achievement, is positive and important.

However, the imposition of unrealistic goals through Adequate Yearly Progress
(AYP), the culture of punishment of schools and teachers that such target shooting
creates, and the persistent refusal to recognize the disparity of expectations, stan-
dards, and test rigor across different states has led to perverse results1 that have
weakened the links between assessment and learning.

1 For example, the labeling of schools as “failing” in states like Florida, which has been working
systematically to implement standards-based instruction and assessment, with rigorous expec-
tations for student achievement, while schools in states with exceptionally low standards all
achieve AYP.
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How did we get so mired in this confusing and ultimately destructive use of
assessments? It is useful to step outside the cloud of argument that shrouds any dis-
cussion of NCLB for a moment and ask a simple question: “What is the point of
testing children using standardized testing tools?” It is instructive to review the his-
tory of answers to this question, as they are revealed by testing practice in public
education in the United States. As Robert Linn recounts in his 1995 William Angoff
Lecture at Educational Testing Service, the links between externally mandated
assessments and teaching have a long history. In 1992, the Office of Technology
Assessment (OTA) report, Testing in American Schools: Asking the Right Questions
reviewed the history of testing in American School from the nineteenth century
(when Horace Mann introduced written examinations) to the present. Linn quotes
the OTA report summary of the view that tests are a tool that could support education
reform:

The idea underlying the implementation of written examinations... was born in the minds of
individuals already convinced that education was substandard in quality. This sequence—
perception of failure followed by the collection of data designed to document failure (or
success)—offers early evidence of what has become a tradition of school reform and a
truism of student testing: tests are often administered not just to discover how well schools
or kids are doing, but to obtain external confirmation—validation—of the hypothesis that
they are not doing well at all (Linn, 1995, p. 7).

While it may be important to use test results as evidence of the failures of class-
room instruction, they have been seen as not merely messengers of the need for
reform, but agents of reform itself. Why is this the case? Linn gives the following
reasons:

1. Tests and assessments are relatively inexpensive. Compared to changes that
involve increases in instructional time, reduced class size, attracting more able
people to teaching, hiring teacher aides, or programmatic changes involving
substantial professional development for teachers, assessment is cheap.

2. Testing and assessment can be externally mandated. It is far easier to mandate
testing and assessment requirements at the state or district level than anything
that involves actual change in what happens inside the classroom.

3. Test and assessment changes can be rapidly implemented. Importantly, new test
or assessment requirements can be implemented within the term of office of
elected officials.

4. Results are visible. Test results can be reported to the press. Poor results in the
beginning are desirable for policy makers who want to show they have had an
effect. Based on past experience, policymakers can reasonably expect increases
in scores in the first few years of a program (Linn, 2000) with or without real
improvement in the broader achievement constructs that tests and assessments
are intended to measure. The resulting overly rosy picture that is painted by
short-term gains observed in most new testing programs gives the impression of
improvement right on schedule for the next election. (Linn, 1995, pp. 7–8)
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For more than 25 years, beginning with minimum competency testing in the
1970s and continuing with standards-based reform efforts through the 1990s and
attendant test uses, education policy makers in the United States have advocated
testing as a means to demonstrate how seriously they are taking raising student
achievement. Certainly some of that focus was directed at identifying individual
teachers and even schools that were “failing,” but much of it was directed sincerely
at efforts to improve the overall status of student learning in the United States. And
from 1969 forward, the federal government, through its development and admin-
istration of the NAEP, invested in the assessment of student learning across the
developmental span of public schooling (sampling at grades 4, 8, and 12), criti-
cal curriculum areas (mathematics, reading, science), and—most important—time.
NAEP is the only source of long-term trend data on student learning in the United
States over the last four decades.

By 1995, when Robert Linn delivered the lecture quoted above, there was a new
focus in states on the nexus of performance-based assessments, content standards,
and performance standards, as a result of the Clinton administration’s Goals 2000
education initiative. Lauren Resnick led the performance-based assessment charge,
articulating three basic premises that ground advocacy for this kind of assessment
as truly contributing to learning:

• WYTIWYG, a play on the then-new “What You See Is What You Get”
description of computer screen presentation: What You Test Is What You Get.

• “You do not get what you do not assess.”
• (Assuming that some kind of testing for accountability will be a permanent fea-

ture of the education enterprise) “Make tests worth teaching to.” (Resnick &
Resnick, 1992, p. 59)

Concomitant with the Resnick “new standards” approach to assessment was
a national focus on the creation of content standards. The National Council of
Teachers of Mathematics (NCTM) led the way, and by the end of the decade of
the 1990s, national and state content standards existed in almost every field. For
teachers, the National Board for Professional Teaching Standards articulated in its
field by field examination of accomplished teaching the knowledge standards in vir-
tually all fields of teaching, and these teacher content knowledge standards were
coordinated with content knowledge standards across the various disciplines, such
as mathematics, science, and language arts.

Then there was a preliminary skirmish with the vexing issue of performance
standards. If content standards—often negotiated political settlements among war-
ring factions in a given field of study—covered the “what” of learning, performance
standards were intended to wrestle to the ground the issue of “how much.” Given
the mandates of NCLB, it is instructive to review some basic characteristics of
performance standards. As Linn says,

There are at least four critical characteristics of performance standards. First, they are
intended to be absolute rather than normative. Second, they are expected to be set at high,
“world-class” levels. Third, a relatively small number of levels (i.e., advanced, proficient)
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are typically identified. Finally, they are expected to apply to all, or essentially all, students
rather than a selected subset such as college-bound students seeking advanced placement.
(Linn, 1995)

In the context of our current challenges, the issue of performance standards is a
critical one. The performance standards established for NAEP reporting have been
roundly criticized as unrealistically high (see, for example, Pellegrino et al., 1999;
Shepard et al., 1993). They are, however, consistent across geography, cohorts of
students, and time. One of the pressing issues raised by NCLB concerns the enor-
mous differences among states’ performance standards, particularly the standard of
“proficient” that matters for AYP. And it should be noted that setting performance
standards is by no means a settled issue in the measurement community—there are
multiple methods and no agreement about which works best. It is not incidental to
this problem that the search for psychometric methods that would allow comparison
of the results of different tests has resurfaced in the past 5 years, and with no silver
bullet solutions.2

Finally, and significantly given what has happened in the first decade of this
twenty-first century, the 1990s era of standards-based reform explicitly acknowl-
edged the importance of Opportunity-To-Learn (OTL) standards. First introduced
as a critical component of any accountability legislation by the National Council
on Education Standards and Testing in 1992, this was by far the most controversial
part of the Goals 2000 legislation. These standards were voluntary in the legisla-
tion, a response to the controversy the topic engendered among those who believed
passionately that equity concerns should be paramount, and those who vigorously
resisted the incursion of the federal government into local control of education.
Andrew Porter summarized it this way:

To proponents, OTL standards represent the age-old problems of equity in education. In
particular, advocates of OTL standards see them as an appropriate antidote to the potentially
negative effects of high stakes testing on students who, through no fault of their own, attend
schools which provide an ineffective education. To opponents, OTL standards evoke all their
worst fears about federal intrusion into local control of the quality and nature of education.
(Porter, 1994)

As we know now, Goals 2000 morphed into No Child Left Behind. The impor-
tance of test scores to teachers and schools, and particularly, rapid improvements
in test scores against an absolute standard, increased exponentially. Measurement
experts, with Robert Linn in the lead, have repeatedly explained why the provi-
sions of the legislation cannot work mathematically—there is no hope of 100%

2 See Robert Linn (2005a) for the latest account of the difficulties and confusion that attend the
effort to make mathematical models bridge gaps in content, difficulty, and methodology in different
assessments. Also Barton has described the challenges in the late 1990s to performance standard
setting activities (Barton, 1999, pp. 19-20).
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proficiency among any large country’s student population, and certainly not a
country with 55 million students in its public schools3 —and do not lead to any
coherent and useful body of information about student learning that can inform edu-
cators’ practice and work to the betterment of student learning. And, indeed, a flood
of information shows disparities between “success” as measured by NCLB rules
and by many other metrics that educators, parents, and policy makers have used to
assess schools, such as a child’s civic and community engagement, what children
seem to know and be able to do in the world outside the standardized test, and the
like.4

What all of the focus on testing has done is create a culture of testing that con-
fuses what we might call diagnosis and treatment. In fact, over the past six years,
even the “diagnosis” nominally available from test results has become suspect: the
work of aligning assessments to content standards, and adjusting curriculum and
instruction to support both content and assessment of its mastery was only just begun
by 2000. It is a long and arduous process to move a state’s education enterprise—
curricula, teacher practices, assessments of learning, teacher preparation—to a new
platform of integrated content and performance standards, particularly if the expec-
tations are significantly higher for student learning than they have been in the past.
The frenzy created by the national mandate for annual testing in reading and math-
ematics in every grade from 3–8 has created a devolution in assessment quality, and
has made the systematic work of standards-based alignment and adjustment much
more difficult to accomplish.

Norm-referenced shelf tests have been decorated in criterion-referenced (read
standards-based) ruffles, teachers in many states have allocated extensive class time
to test drills at the expense of standards-based curricula, and states with legitimate
and sincere aspirations to raise the standards of student learning (like Florida, South
Carolina, California, and Massachusetts) have been punished by having significant
numbers of schools labeled as “failures” on the basis of AYP results. The decision

3 Using NAEP grades 4, 8, and 12 mathematics data as a means to illustrate the stringency of the
AYP requirements in NCLB, Linn examined the rates of increases that would be required to reach
100% proficiency by 2014 in selected states. Linn notes that all of the selected states recorded
increases throughout the 1990s in the percentages of students scoring at the proficient level or
above in all three grades. He then says, “As measured in this metric, however, the annual increases
have been quite modest, averaging a little more than 1% at grades 4 and 8, and only a half of 1% at
grade 12. Based on a straight-line projection of those rates of improvement, it would take 57 years
for the percentage for grade 4 to reach 100. For grade 8 it would take 61 years and for grade 12 it
would take 166 years. Looked at another way, the average annual rate of gain in percent proficient
or above would have to increase by factors of 4, 4.3, and 11.8 at grades 4, 8, and 12, respectively, to
reach 100% by 2014. Such rapid acceleration would be nothing short of miraculous.” (Linn, 2003)
4 See, for example, the October 12, 2008 article in the New York Times, “More Schools Miss the
Mark, Raising Pressure” (K. Hussey), October 13, 2008 article in the New York Times headlined
“Under ‘No Child’ Law, Even Solid Schools Falter” (Dillon, 2008) and the ongoing controversy on
school “grades” in New York City as chronicled in the Education Week blog, Eduwonkette. And,
specific to Florida, the July 8, 2008 article in the The Gradebook blog at TampaBay.com, entitled
“School Grades Up, AYP Down.”
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by many states to make “proficiency” mean something achievable in this context—
and thus not at all what students really need to know and be able to do—looks like
common sense in this atmosphere of finger-pointing and labeling.5

Throughout all of this intense focus on “accountability” testing and the results of
such testing, two critical supports for real improvement in public education for all
students in the United States have been undermined. The first is attention to the fun-
damental inequities in the opportunity for students to learn across the United States
public schools; these have simply been ignored. Ironically, NCLB has confirmed
and publicized these inequities even as it has ignored their implications for leaving
children, particularly children in poverty, behind. There is currently no conversation
or debate about reviving the Opportunity to Learn Standards of the 1990s, which,
whatever their inadequacies, at least tried to engage the root causes of differential
performance among U.S. school children. NCLB has confirmed the shameful differ-
ences in student performance that persist along racial and socioeconomic fault lines
in U.S. public education, but there has been no serious policy debate about what to
do to change that performance profile. By implication, NCLB has made diagnosis of
the persistent ills of the public education system sufficient; analytical investigation
and treatment of those ills is not in the purview of the legislation.

The second critical support—clear and consistent performance standards that
define both “minimum” and “excellent”—has been undermined by the proliferation
of competing standards, all of which are deemed acceptable, no matter how they dif-
fer state to state. No real change can occur in public education and the educational
attainment of public school students in the U.S. without sustained and thoughtful
attention to common performance standards. Currently in the U.S. we have no idea
what a high school diploma signifies in terms of what every student who attains
the diploma knows and is able to do. We do not have even minimal commonly
accepted frameworks for mathematics and reading grade-by-grade attainment. To
be sure, lots of rhetoric argues for every student to take and pass algebra (for exam-
ple), but such rhetoric is unconnected to systematic understanding and practice by
educators in mathematics teaching from kindergarten on. By insisting on the myth
of “100% proficiency” and by allowing each state to decide on its own definition
of “proficient,” NCLB has effectively corrupted the meaning of the terms. In prac-
tice, “proficient” means minimally competent in virtually every state, though what
“minimal” means varies state by state. (See, e.g., Peterson and Hess, 2008.)

These two fundamental supports of an effective national public education sys-
tem that aims to improve the educational attainment of all students need to be the
focus of national education policy going forward. Unflinching and sustained atten-
tion to differential access to adequate teaching and learning opportunities and some
common benchmarks for what constitutes at least the “good enough” floor for each
stage of public education—Pre-K through grade 8, and grades 9–12 culminating in

5 For a thorough examination of the problems of the exceptionally uneven playing field created by
each state defining its own performance standards, see the report by Cronin et al. (2007) entitled
The Proficiency Illusion.
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a high school diploma —are cornerstones for both policy and implementation on
the ground. This is old news. Inequities in the public education system in the U.S.
and the absence of common benchmarks for student achievement across state lines
have been staples in education policy debates for 25 years.

However, we face some new challenges in the U.S. The demographics of the
U.S. public school student population are changing very rapidly: recent estimates
suggest that by 2015, 5 years from now, some 55% of all students in U.S. public
schools will be children of poverty and/or living in households in which English is
not the dominant language.6 We already know that these demographic characteris-
tics pose substantial barriers to student success in our current system of education.
However, as a nation we have never faced the prospect of having the majority of our
public school students characterized by these demographic variables. The long-term
implications for the pipeline of students into post-secondary education and skilled
jobs and careers are sobering. If we do not direct our resources into acting on what
test results tell us about the unequal playing field that constitutes U.S. public educa-
tion, then we face a future where insufficient numbers of young people entering the
U.S. economy are prepared to maintain and grow the enterprises, public and private,
that have assured U.S. citizens their very high standard of living.

4.2 Part II: What Would Be Better?

It was impossible to get a conversation going, everybody was talking too much.
–Yogi Berra

Some revision of No Child Left Behind appears to be inevitable. Presently, how-
ever, the voices of both state and national examiners of the effects of the legislation
have focused on the impossibilities of the AYP calculations, the burden of expense
imposed on states by the annual testing requirements, and the mixed messages deliv-
ered by the states’ standardized tests against state standards as compared to NCLB
AYP standards.7 Robert Linn concludes a 2005 analysis of these mixed messages
with this statement:

If the goal for 2013–2014 remains unchanged, essentially all schools will fail to meet the
unrealistic goal of 100% proficient or above, and No Child Left Behind will have turned
into No School Succeeding. (Linn, 2005a, p. 14)

It is clear from all of this clamor that AYP requirements will be revisited and the
calculation of the legislation’s requirements somehow rationalized. Early indica-
tions of the direction intended by the new administration’s Secretary of Education,

6 See Quality Counts 2009: Portrait of a Population and America’s Perfect Storm (Kirsch et al.,
2007) for a detailed account of demographic change in the United States over the next two decades.
7 In his conclusions Linn notes, “The goals established under NCLB are already unrealistic for
many schools that started with low performance in 2002 and will become increasingly so, not only
for those schools but for all schools as the increases in AYP targets occur” (Linn, 2005b).
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Arne Duncan, suggest that the Department will attempt to link teacher evaluation
systems in the states with student test results and other indicators (like high school
graduation rates), and will pay increased attention to the disparities across state
boundaries in the rigor of state standards and tests.

If we are to make progress toward a uniform standard of educational achieve-
ment for all students in the U.S. public education system, thinking systemically
and systematically about what really affects the education outcomes for children
is essential. We have focused enormous attention on testing over the past 8 years,
but the result of all of that effort has been lots of data and little real information.
Results across states are not comparable, and we have come no closer to agree-
ment on even minimum requirements for learning at each grade level, or even at
benchmark grade levels (like 4th, 8th, and 12th grades). We also have not assisted
teachers or those who prepare teachers in focusing their efforts on effective peda-
gogical content knowledge in the critical foundations of the domains. Yet without
some common ground in these areas—what test results really mean, what content
and skills must be mastered, how teachers can best use the time available to them to
assist students to these levels—we cannot change the status quo.

For the past 8 years a recurrent and justified complaint from the states has been
that the gap between the exigency of the NCLB requirements and the resources
available to assist states in both better testing and reforms based on the results of
the testing has made real progress impossible. That gap is no longer a fact. The
U.S. Department of Education in 2009 has at its disposal a record amount of money
(some $100 billion) to spend as a result of its share of the economic stimulus pack-
age (The American Recovery and Reinvestment Act of 2009 [Recovery Act]).8 Four
“assurances” that the Department asserts “... make a critical contribution to student
results9” are the guiding principles for states’ use of the stimulus funding:

• Making progress toward rigorous college- and career-ready standards and high-
quality assessments that are valid and reliable for all students, including English
language learners and students with disabilities

• Establishing pre-K-to-college and career data systems that track progress and
foster continuous improvement

• Making improvement in teacher effectiveness and in equitable distribution of
qualified teachers for all students, particularly students who are most in need

• Providing intensive support and effective interventions for the lowest-performing
schools

All four of these principles assume some common agreements that are not cur-
rently visible about knowledge and skills for both teachers and students. Indeed, at
present, no common basis exists on which a conversation could take place about

8 See www.ed.gov/policy/gen/leg/recovery/index.html for an overview of the Department of
Education Recovery Act stimulus funding.
9www.ed.gov/policy/gen/leg/recovery/index.html, ARRA.pdf, slide5, notes
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performance standards for all students, and the content and skills basis for those
standards at each developmental level. Each constituent group has its own agenda
and its own fix on some part of the challenge. Teachers, who are the only constituent
group with direct effects on student learning, are at the mercy of whatever state
policy governs their geographical location. Decisions about what are called “per-
formance standards” have been made on the basis of political expediency in most
states. And while many sets of state standards articulate sound and desirable scopes
of content and skill mastery, the alignments among these standards and the account-
ability tests used by a given state are often perfunctory and mechanical at best. In
the past 8 years, many teachers have simply worked backward from what is tested
(and how it is tested) on the annual accountability assessments to decisions about
scope and sequence. Rather than selecting fundamental pillars of a domain of learn-
ing as the “must do” foci of instruction, test specifications—the product of multiple
considerations about what is feasible and affordable to test, not what is necessarily
most important to know—have driven instructional decisions. And teachers almost
never are afforded the opportunity to really learn to use assessment as a support for
their instruction.

I believe that using NAEP—with some additions and revisions—affords us an
opportunity to address this urgent need relatively efficiently. Without some agreed
upon starting point for discussion of what students need to know and be able to do
in reading and mathematics, we will never be able to address either inequities in
access to opportunities to learn or defined levels of sufficient learning at each devel-
opmental level. One way we might deploy already existing resources to create these
common agreements is to think more creatively about the use of NAEP assessment
materials and data. Suppose that we were to use assessment materials and results
already available in some new ways, directing some of the bountiful Recovery Act
funds to analysis and implementation of these tools in multiple arenas? A full-scale
assault on states’ individual testing programs and the replacement of these programs
with some national test is certainly doomed. However, since we have a national test
in NAEP, why not think about how it might be used as a support for reform of state
tests and standards?

At present, NAEP is designed to report overall trends in student achievement in
the U.S. Data are gathered using an extremely complex matrix sampling plan, which
ensures that overall trends in each state and each demographic category reported
are accurate. What NAEP is not currently designed to do is to provide informa-
tion on individual student performance, or even individual school performance.
However, NAEP assessment tasks are widely acknowledged to be more sophisti-
cated and powerful in design and evidence-gathering potential than virtually any in
use in standardized accountability tests in the individual states. In addition, there is a
wealth of useful information on the government’s NCES website, that includes some
2,000 NAEP tasks, state by state disaggregated data over multiple years, background
variable information about students and schools that is linked to state performance
on NAEP, and much more.

How might NAEP assessment tasks and results be used for a new purpose
focused on bringing all states up to a common standard? First, some analysis of the
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connections among the NAEP Frameworks for mathematics and reading at 4th, 8th
and 12th grade levels, and states’ own standards and tests must be completed. Such
an analysis could indicate the extent of the alignment between NAEP and the states’
content and performance standards. Second, serious rethinking of the NAEP perfor-
mance standards and benchmarks in light of their potential use as national standards
and benchmarks for all states and students should be undertaken, and those per-
formance standards revised.10 Third, thoughtful analysis of NAEP tasks and their
connections to the domains of instruction should be undertaken by teachers work-
ing with NAEP developers. Clearly, a cross-analysis of the 50 sets of state content
standards in mathematics and reading would converge on the critical framework for
this instruction at the three grade levels.

Fourth, a set of equivalent tests of NAEP tasks sufficient for valid and reliable
individual student reporting at 4th, 8th, and 12th grade levels in mathematics and lit-
eracy (reading and writing) should be assembled and used for all U.S. public school
students to establish a baseline for achievement across all U.S. public school stu-
dents. And fifth, the implications of NAEP tasks and performance levels for teacher
preparation should be explored and applied by all teacher preparation institutions so
that new practitioners have a concrete sense of the progression in student knowledge
and skills that is expected across the K-12 continuum.

All of these steps are possible, and certainly steps one through three could be
completed by 2011, the deadline for use of the non-renewable Recovery Act fund-
ing. And the cost of national benchmark testing for every student in 4th, 8th, and
12th grades would be much less than the cost of developing new state tests for every
grade. More importantly, the value of using NAEP differently is in its power to
establish connections across grade levels, across standards and performance bench-
marks, across critical pieces of content domains. To put it differently, using NAEP
as the foundation for comparable information about student learning in this fashion
makes it possible to place assessment at the center of learning, its rightful home
from which it is currently exiled.

Numerous obstacles must be recognized and then removed for the systematic
use of NAEP results to serve as the basis for comparison not just of overall state
by state performance levels, but of individual student achievement These obstacles
are not immovable, and the promise of such an approach beyond formal interstate
comparisons is very great. That such an existing wealth of assessment tools could
serve as the foundation for an effort to integrate assessment—not just testing—with
teaching needs to be at least seriously considered as we move forward to improve
NCLB.

10 For some insight into the evolution of the current “Basic/Proficient/Advanced” NAEP perfor-
mance categories, and the reasons they cannot be used as currently designed for any national
reporting of student-level results, see Bracey (2008) and Pellegrino et al. (1999).
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4.3 Part III: Practical Solutions

In theory there is no difference between theory and practice. In practice there is.
–Yogi Berra

To demonstrate one specific positive consequence of implementing NAEP-based
national benchmark testing, we need to think first about instruction, not testing. The
most far-reaching and fundamental changes to the status of student achievement
cannot be imposed by improving current assessment practices alone. If we do
not inextricably ally assessment with instruction—as in what happens daily in
each classroom—we will continue to enforce the separation of “tests” from
instruction, and teachers will continue to see the tests as an external judge and
jury. As Daniel Koretz pointed out in a recent conversation with an Education
Week reporter, no one is paying much attention to the locus of instruction,
the classroom. He said, “There is nobody involved in this system who has an
incentive to look for good instruction anymore—all the incentives are lined up
in one direction: Increase scores on the summative tests at any costs. We need
to create a system in which somebody... has incentives to make sure we’re not
just gaming the system.” (Cech, 2008, October 1. Testing Expert Sees ‘Illusion
of Progress’ Under NCLB. Education Week. Retrieved September 19, 2009 from
http://www.edweek.org/ew/articles/2008/10/01/06tests.h28.htm.?qs+Scott+Cech+
October+2008.)

Exploration and investigation of explicit connections between assessment and
instruction, which are critical to effective teaching and, thus, student learning have
been peculiarly absent in the past 8 years. Instead, there has been an effort to make
formal testing the most important influence in educational practice. The use of a
single standardized test score as the driver not just of instructional practice and cur-
riculum, but also the driver of judgments about teachers’, educational leaders’, and
schools’ effectiveness has weakened considerations of what actually happens, day
to day, in schools. Every day, teachers plan and preside over instruction. Effective
teachers do this with constant awareness of what is happening as a result of the
instruction—they observe students and their responses and learning, they create
opportunities for more demonstrations and practice. This is assessment.11 Formal
testing is one of many assessment modalities, and the annual standardized testing of
students en masse is the assessment modality most removed from instruction.

Replacing the current culture of testing with a culture of assessment could create
a fundamental shift in the ways educators approach the work of teaching and learn-
ing. There is no doubt that summative testing is here to stay. However, far more
significant to the real work of education, which happens in the classroom, is the
much larger set of activities that constitute learning and socialization. Assessment
is a constant companion and support to effective instruction. Putting the principles
of good assessment at the center of our preparation of new teachers, as well as the

11 For a thoughtful discussion of the power of such formative assessment see, for example, Black
and Wiliam (1998).
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ongoing professional development of practicing teachers (and principals) could rad-
ically alter not only instructional practice, but also the attitudes and beliefs about
student learning that practitioners develop and deploy.12 Currently, however, our
teacher preparation institutions and programs, domain-specific practitioner organi-
zations (like National Council of Teachers of Mathematics and National Council
of Teachers of English), teacher organizations, and policy organizations do not
even agree about a vocabulary for discussing essential performance standards for
students, and the content and skills on which those performance standards rest.

Broadening the use of NAEP, so that the domain framework and attendant assess-
ment tasks become common ground for all teachers in all states (connected to each
state’s standards in explicit crosswalks), could create a basis for a national conversa-
tion and collaboration about the intersection of teaching, learning, and assessment.
Analysis of the progressive knowledge and learning connections in mathematics and
literacy from grades K-4, 4–8, and 8–12, as they would be assessed in the bench-
mark NAEP-based assessments, could lead to real engagement with some critical
teaching and learning issues. These include debates about learning progressions,
establishment of domain-specific content and skill frameworks, and—not least—
ongoing development of practitioners’ knowledge about and practice of assessment
in the classroom. (Note, in this connection, the existing database of some 2,000
NAEP assessment tasks is a treasure trove from an instructional perspective.) These
conversations, were this common ground created, could be led by the national teach-
ers’ organizations, the accrediting bodies for teacher preparation institutions, and
organizations like the CCSSO13 and the National Conference of State Legislators
that provide large-scale forums for education policy debate.

Specific performance benchmarks for all children across the U.S. can begin to
organize fruitful conversations about content and curriculum, and about the kinds
of pedagogical content knowledge that leads to students’ success in meeting these
benchmarks. These periodic checks at grades 4, 8, and 12, on progress in student
learning not only can yield empirical evidence of the size of the gaps, if any, between
a state’s own standards and accountability tests and proficiency levels, but also dif-
ferential achievement in cohorts of students in different schools and districts within
a state. Empirical evidence that allows for comparison across all students in the pub-
lic education system against a common set of performance standards prepares the
way for addressing inequities in educational opportunities for learning as well.

12 For a sensible and thoughtful reflection on the primacy of teachers’ judgments and assessments
in bolstering student achievement, see Barton, 1999, particularly pages 31–32. A fundamental shift
in the preparation of new teachers and the ongoing professional development of veteran teachers
would be a focus on defining the purpose for every teaching occasion in terms of what the desired
learning would actually look like—that is, what measurable and/or observable evidence of learning
is the goal? Once that is established, the “what shall I do” of the lesson becomes a process of
designing instruction, practice, and assessment to reach that goal.
13 The CCSSO has already done extensive work in this area. See, for example, a new report
at www.ccsso.org/content/pdfs/Transforming Education - CCSSO discussion document.pdf. In
addition, the CCSSO has been at work on a common core standards project for some time; see
www.ccsso.org/federal_programs/13286.cfm
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The kind of focused attention to common performance standards and the con-
tent and skills they embody is most important, however, because it would create
an entry point for thoughtful consideration of teachers’ practice. Purposeful shifts
in teachers’ practices—their uses of time, connections among parts of domains and
across domains, implementation of teaching and learning strategies that have proven
effective in other places with cohorts of students similar to theirs—is the real target
of interest. Without analytical understanding and discussion of what goes on in the
classroom we can look forward to few meaningful changes in student achievement.
Well-designed and focused assessment tasks—as Lauren Resnick pointed out years
ago—can serve as the axis around which fundamental changes in instruction can
revolve. Indeed, on a national level, almost no other catalyst is as powerful as this
one could be.

4.4 Part IV: Creating a Roadmap with a Destination

If you don’t know where you are going, you might wind up someplace else.
–Yogi Berra

The response of schools and teachers to the mandates of NCLB is instructive, and
even promising. Linking accountability test results with both funding and public
scrutiny is clearly a powerful motivator. What is missing at present is assessment
that is worth teaching to, that allows for meaningful comparisons across the U.S.,
and that is connected with instruction in fundamental ways. Using NAEP content
frameworks, tasks, and data differently offers the possibility of tests worth teaching
to, and at least as important, the deployment of already existing public resources to
assist in moving practitioners to a culture of assessment.

The ultimate achievement in the creation of an assessment culture among edu-
cators, what we might term “evidence-focused teaching,” is very similar in its
principles to the methodology for test design and development Russell Almond
writes about in Chapter 6, this book. In this “evidence-centered design” methodol-
ogy, we ask first what it is we want to measure—or, to put it another way, what it is
we want to be able to say about someone’s knowledge, skills, or abilities—and then
articulate what the credible and sufficient evidence of such a claim about the person
would be. Asking first what we want to be able to say about a person’s learning,
and only after we have satisfactorily articulated that, asking what we would regard
as credible and sufficient evidence for saying that, is what turns most instructional
planning on its head.

Thinking about assessment in this way reveals how little we can say about a
student’s learning status if we depend solely on standardized test results. Not only is
the test itself a very limited sample of any learner’s knowledge, it is a self-contained
universe: we can talk about test scores in terms of the test and in terms of other
test takers, but the world of instruction and the range of our aspirations for learning
dwarfs the content of any standardized test.
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Making the most of the time with learners is the province of the teacher, and it
is s/he who is in the best position to gather, engender, and evaluate evidence. We
have done very little to maximize the possibilities and promise of this naturally
occurring phenomenon. But I believe that a systematic approach to focusing teacher
preparation and professional development on a culture of assessment would yield
enormous benefits for student learning—and, not incidentally, this would be evident
in standardized test results.

However, this great shift cannot even be begun if we do not have some clear com-
mon understanding and agreement about what learning we are aiming to foster, and
how the various stages of that learning are connected. Using not just NAEP assess-
ment tasks, but the NAEP content domain and skills frameworks (however revised)
and the performance standards (also revised), allows for a much more nuanced view
of student learning. Creating a national assessment at three critical points in a stu-
dent’s schooling acknowledges a fact of human learning that annual standardized
tests do not: learning is not linear and its effects resist efforts to discipline them
into organized bits. Learning takes place in ill-structured fits and starts over a time
continuum much less tidy than a school year.

Common benchmarks and content domain frameworks allow the professional
selection of instructional strategies that have a much larger and more nuanced target
than answering a sufficient number of this year’s annual accountability test multi-
ple choice questions correctly. If the most important goal in the NCLB legislation
became a state’s demonstration of real progress against the national benchmarks at
4th, 8th and 12th grade levels for all students, what schools might accomplish, and
the ways they might go about accomplishing that could radically change. Not only
could teachers plan and use data across grade levels, they could also begin to see
the implications of mathematics and reading domain frameworks through all the
content they teach.

Making assessment the axis of effective teaching, and preparing new teachers to
think of assessment in this fashion, is fundamental to real change in student learn-
ing. Having a central critical focus—all of this is necessary, but not necessarily
sufficient—would, at the very least, make it possible to begin to talk about evidence-
centered teaching. It is a very unusual teacher who plans her assessment before s/he
plans instruction. Indeed, most formal classroom assessment is an afterthought, and
most teachers are ill-prepared to think systematically about assessment design and
evaluation of assessment results. If, however, the first question teachers asked of
themselves when planning instruction were “What will be the observable differ-
ences in what Jonathan, Rashid, Elena, or Sung can do after I teach x” instead of
“What shall I do (usually meaning activities, assignments, content) tomorrow, this
week, in this unit to teach x?” the clarity about the focus of each session with chil-
dren would be greatly enhanced. This is so because knowing what you are looking
for increases the chances of finding it.

In the case of teaching and learning, framing with some specificity what the
observable evidence of students’ learning in a particular topic or subject area should
be generates the activities that will lead to that evidence. Having a clear sense of
what learning looks like, what progress for a particular learner would be, can lead
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the teacher directly to those activities, assignments, and exercises that would yield
that kind of evidence. And knowing the ultimate goal—what must students know
and be able to do by a certain grade level—makes it possible to focus attention and
time effectively. No one who has seen the four-inch binders of state content and skill
standards given to teachers at every level would deny that such focus and selection
in instruction is important.

Most teachers, particularly beginning teachers, begin in instructional design by
deciding what they will “do” in a particular period of instruction. This is also the
place much assessment design begins. Designing the task first, and figuring out
later—if at all—what its purpose might have been or what evidence it may have
yielded about the student’s learning is an almost universal practice among teachers
(and, truth be told, professional test makers). Changing the order of steps in instruc-
tional design, so that designing the actual activities that will take place during the
lesson or sequence of lessons comes last is the single most powerful change that can
be made to transform teaching. Control over what to do in class comes from analysis
of why you are doing it and what you want to be able to say about its results.

What will we do during class? What kinds of activities should I get ready for
tomorrow? How can I engage the students in this topic? What would be fun to read?
How can I keep them occupied and engaged? What does the curriculum say comes
next? These are the usual drivers of instructional planning for teachers.

If, however, teachers first figure out the purpose of each activity, and the learn-
ing goals each will further, and only then decide what to do, all of these questions
become much less burdensome to answer. What activities the lesson should include,
what the teacher should provide by way of instruction and resources, and—most
importantly—what students should do and produce, is indicated by the teacher’s
analysis of what evidence she needs to support the claims she wishes to make after
the instructional period is over.

The activities done in the classroom, the homework, the assignments—all of
these produce evidence about student learning if they are carefully designed. And
evidence of learning is exactly what the teacher wants to observe, encourage, and
gather. If evidence of increased vocabulary is needed to support the claim to be made
about a particular student or group of students, then clearly some activities, assign-
ments, and resources devoted to developing vocabulary—and observation of how
each part of the planned learning is progressing—are at the heart of the teacher’s
work with these children.

Assessing the status of a learner’s vocabulary at the beginning of the period of
instruction is stage one in the evidence-gathering process. Designing learning oppor-
tunities that will move him/her forward toward the desired claim becomes a shaping
influence on the lesson design for the instructional period. And essential to the claim
about the learner’s vocabulary at the end of the instructional period is the teacher’s
provision of opportunities to see evidence of each learner’s progress as a learner.

Imagine the effect if such an analytical planning process were oriented by
common understanding of the critically important indicators of sufficient progress
at selected developmental levels! Currently, most teachers experience their march-
ing orders regarding curriculum as “everything not forbidden is compulsory.” The



66 M. Pearlman

only real guideline right now is the state accountability test, most often a single
occasion, largely multiple-choice assessment that delivers a numerical judgment of
the teacher’s and school’s effectiveness. We need to do better than this.

The implications of national content and performance standards that define the
absolutely necessary content and both minimally acceptable and excellent perfor-
mance would support not only effective instruction in the classroom, it would also
profoundly alter the way teachers are prepared for the profession. While the current
confused state of teacher preparation is the subject for a different paper, imagine
the galvanizing effect of known and agreed-upon benchmarks for mathematics and
reading at 4th, 8th, and 12th grade levels on what beginning teachers need to know
and be able to do.

4.5 Conclusion

The Future Ain’t What It Used to Be
–Yogi Berra

The challenges that will face the public education enterprise in the U.S. in the
next two decades are formidable. In the spring of 2009, the cohort of 18-year-olds
in the U.S. population peaked, and the number of young people in the U.S. popula-
tion steadily declines for the foreseeable future.14 In addition, however, the patterns
of population growth are changing, and they will fundamentally alter the tasks of
teaching and learning. An increasing number of public school children will come
from families whose first language is not English, many of whom face the challenge
of marginal incomes or outright poverty.15

The difficulties we face now, in 2010, with high school graduation rates stagnant
since the 1970s (Barton, 2005), persistent achievement gaps among subgroups in
the population, and mediocre showings in international student assessments, pale in
comparison to those about to envelop our education enterprise. We will not fulfill
the promise of free public education for all of our children, which is the promise of
possibility and prosperity for anyone who is willing to work at learning in the U.S.,
if we continue to do what we have always done.

An analog for the inevitable disappointments that will attend continuing to prac-
tice testing as if it were more than a diagnostic tool—as if it were, indeed, itself an
end and not a means—is the fate of technology in U.S. schools. In a decade in which
the advances in technology have transformed the world’s economy, the ways people
create, access, and synthesize information, and, experts speculate, even cognitive
processes themselves, instructional practice in U.S. schools has remained virtually
unchanged from 50 years ago. A teacher from the 1950s would not find herself

14 American’s Perfect Storm, pp. 19–20.
15 See America’s Perfect Storm for a detailed analysis of the interaction among changes in the
economy, demographic trends, and the persistent divergence in skill distribution among groups in
the U.S. population.
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uncomfortable with the instructional tools in use in most classrooms today, even
though we have spent untold dollars on computers and technology-based instruc-
tional software. The stunning absence of the effects of advances in technology on
the actual daily work of teachers illustrates the power of habit and culture, of course.
But it also illustrates the absence of any sustained practice of evidence or inquiry as
the basis for educating children. Technology has failed to profoundly alter educa-
tional practice because we have not asked the right questions. And those questions
center on the exploration of what it is we want to aim for first, before we fall in love
with the projectile we have for its own sake. Shifting from a culture of testing to
a culture of assessment could profoundly change both the methods and the effects
of instruction (just as technology promised to do, and has done, outside the world
of “school”). It will not happen without profound shifts in emphasis and policy,
however.

Aiming at learning demands that we first pay serious attention to what the critical
learning accomplishments are, and what they look like as they unfold, before we
decide how to accomplish or measure them. This is very hard work, and we have not
yet done it. Until we do, we will not succeed in altering the outcomes for children.

The implications of creating a national set of benchmarks and performance stan-
dards are also profound for those who prepare teachers to enter the profession. Not
only would there be some consistency in what beginning teachers need to know
and be able to do in the domains of mathematics and reading, especially for K-8
teachers, there would also be the hope of shifting the culture of teacher preparation
to a more evidence-centered approach to teaching and learning. This would mean
that university faculty would need to alter their practices and, in many cases, bolster
their own learning. Indeed, establishing common goals for all students regardless
of where they live in the U.S., has a better chance of putting us on the road to
understanding of the learning process than any other single change we could make.
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Chapter 5
Sharpening the Aim: Making Strides to Create
an Assessment Culture in Schools

Lynn Wicker

Abstract This chapter is in response to Mari Pearlman’s chapter, Aiming at
Learning: Assessment as the Critical Link. Viewing assessment as a critical link
to learning is an assertion strongly supported through my experiences in the field.
There must be a significant shift in thinking and practices of teachers, as well as
school leaders, to strengthen this link. The suggestion that National Assessment
Tasks from NAEP be used to develop a focal point using national benchmarks rather
than just state level standards is also supported. The creation of a culture of assess-
ment in any classroom and school is indeed a challenging venture, but one that must
be engaged in routinely and with precision. The evidence focused teaching approach
is advocated in which teachers use real-time, multiple assessments of their students
and plan targeted interventions that address students’ learning gaps.

Keywords Assessment culture · Evidenced focused teaching · Standards and
assessments

5.1 Part I: Current State: My Perspective

The idea of aiming at learning and viewing assessment as the critical link to learning
resounded clearly with me as an educational leader. I’ve had an interest in assess-
ment for quite a long time, having focused my doctoral research, over 10 years
ago, on authentic performance-based assessments and the impact of targeted pro-
fessional development on teachers’ assessment practices. Pearlman’s paper raises
new and interesting questions about assessment and learning.
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Pearlman states, “. . . the imposition of unrealistic goals through Adequate Yearly
Progress, the culture of punishment of schools and teachers that such target shoot-
ing creates, and the persistent refusal to recognize the disparity of expectations,
standards, and test rigor across different states have led to perverse results that have
weakened the links between assessment and learning.” (Pearlman, Chapter 4). In
my experience as a school administrator since 1994, I have witnessed firsthand
the dramatic shift to a focus on testing and accountability and the simultaneous
weakening of links between assessment and learning. Principals and teachers have
been inundated with mounds and mounds of student achievement data from test-
ing, but are often unsure of what to do with it all. We’ve all been immersed in
professional development on how to review and understand the data, how to ana-
lyze the data and even how to identify and use instructional interventions with our
students who are struggling. However, I have not yet witnessed a strong shift to
the practice and culture of evidence-focused teaching which Pearlman advocates.
She says,

Changing the order of steps in instructional design, so that designing the actual activities
that will take place during the lesson or sequence of lessons comes last is the single most
powerful change that can be made to transform teaching. Control over what to do in class
comes from analysis of why you are doing it and what you want to be able to say about its
results (Pearlman, Section 4.4).

Making this type of shift in the thinking and practices of teachers is, in part, the
work of everyone in a school or district collectively, but also it is critical that the
leadership in schools and districts have a deep understanding of the need for this
change in the order of thinking and working. A deep understanding involves school
leaders possessing a working knowledge of both instructional strategies and stu-
dent progress monitoring to help guide teachers in making this shift in professional
practice. Strong instructional leadership coupled with what Pearlman describes as
ongoing professional development of practicing teachers (and principals), would
most certainly begin to transform instructional practice as well as what teachers
believe and know about student learning.

Pearlman’s historical recounting of testing practices in public education in
the United States is evidence of the almost experimental approach to address-
ing the question, “What is the point of testing children using standardized
testing tools?” Teachers and school administrators have experienced decades of
changes in approaches to testing. Practitioners have been trained in the Continuous
Improvement Model, School Reform models, Effective Schools Research and
countless other approaches to the use of testing, transforming schools and student
achievement outcomes. Pearlman suggests that “throughout all of this intense focus
on accountability testing and the results of such testing, two critical foundations
of real improvement in public education for all students in the United States have
been undermined” (Pearlman, Section 4.1). The existence of fundamental inequities
for students in opportunities to learn continues to be a barrier for real improve-
ment in public education. Real improvement is also thwarted by a lack of clear and
consistent performance standards that define both “minimum” and “excellent”. It



5 Sharpening the Aim 71

is laudable that individual states have developed performance standards with their
own definitions of proficiency, but without some degree of standardization across
states, it is impossible to make comparative statements about percentages of students
across the country attaining proficiency in math and reading when the standards
and even the measures are inconsistent. Once again, intense confusion is created
for teachers and school administrators who are trying to work to achieve national
proficiency expectations for student achievement. If the United States is serious
about increasing the level of academic proficiency of students and reaching the No
Child Left Behind targets by 2014, then having national standards and performance
expectations should be part of the plan.

5.2 Part II: What Would Be Better? Aim Higher Using National
Assessment of Educational Progress (NAEP) Assessment
Tasks

Which of the following two options would better serve our educational needs: To
remain confused, disillusioned and focused on the mathematical impossibilities of
reaching No Child Left Behind targets by 2014, or to actually begin conversations
about Pearlman’s suggestion that we use National Assessment Tasks from NAEP
to develop a focus for educators? This focus would link what students are learning
with national benchmarks and give teachers immediate and ongoing information
about how their students are doing, throughout the school year.

To bring the question closer to home: Has Florida gone far enough with its current
focus on State content and assessment standards? The stage has been set in Florida
for employing a systematic approach that utilizes Sunshine State Standards and the
Florida Comprehensive Assessment Tests (FCAT). However, I would still like to
explore the use of the NAEP Assessment Tasks and the move towards an evidence-
centered approach to instructional practice. I am in total agreement with Pearlman
“That such an existing wealth of assessment tools could serve as the foundation
for an effort to integrate assessment—not just testing—with teaching needs to be
at least seriously considered as we move forward to improve NCLB” (Pearlman,
Section 4.2).

5.3 Part III: A Culture of Assessment

Pearlman asserts that, “ If we do not inextricably ally assessment with instruction—
as in what happens daily in each classroom—we will continue to enforce the
separation of tests from instruction, and teachers will continue to see the tests
as an external judge and jury” (Pearlman, Section 4.3). As instruction occurs in
classrooms each day, teachers make informal judgments about what their stu-
dents know and what remains to be learned. This activity is always running in the
background—perhaps not obvious to the casual onlooker.
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Assessments should never be an afterthought or an “add on” to any type of
instructional work. Including serious thinking about appropriate assessments dur-
ing the beginning stages of instructional planning is a powerful way to increase the
effectiveness of teachers as they wonder about the success and impact of their teach-
ing. Teachers have a much better sense of the impact of their instruction if they first
consider appropriate assessments in the planning stage. The creation of a culture of
assessment in any classroom and school are indeed challenging ventures, but ones
that must be engaged in routinely and with precision.

So what does a school that has a culture of assessment look like? Culture, in
general, includes a broad swath of behaviors, beliefs, values, and symbols that a
group accepts, usually without thinking about them. Using this definition, what
we’d expect to see in a school with a culture of assessment would be behaviors that
include teachers planning lessons with the end in mind of what they want students
to be able to know and do, as well as determining the methods to use that would
provide evidence that such learning has taken place. Teachers would routinely use
multiple forms of assessments throughout the school year, capitalizing on the value
of formative feedback that will, in turn, inform their teaching, interventions, and
future assessments. Observing these consistent assessment behaviors could indicate
that teachers believe in and value the effective use of assessments to inform their
instruction. Assessment artifacts and work samples that have new significance to
teachers become symbols of the culture of assessment. The cycle continues with a
sense of automaticity that this culture embodies. Cultures are never born overnight,
and a culture of assessment is certainly no different.

5.4 Part IV: Evidence Focused Teaching

Two of the most important questions that educators can ask are, What knowledge,
skills and abilities do we want students to have, and how will we know that they
have them? These questions are fundamental in the teaching/learning process as we
seek to provide evidence to support claims that learning has taken place.

Classroom teachers who have engaged in meaningful professional development
on the use of assessments as well as how to analyze, interpret and use data, are ahead
of the curve in being able to provide evidence that student learning has taken place.
Teachers should certainly be using multiple assessment measures to plan for targeted
interventions. Helping teachers connect what they learn from student achievement
data and informal assessments to appropriate interventions is paramount to creating
this culture of assessment.

The evidence focused teaching approach that Pearlman describes in her chapter is
another way of saying that teachers should be using real-time, multiple assessments
of their students and then planning targeted interventions that address students’
learning gaps. This takes a lot of effort and expertise to accomplish, but should
be viewed as non-negotiable in the instructional process.
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Pearlman believes, “that a systematic approach to focusing teacher preparation
and professional development on a culture of assessment would yield enormous
benefits for student learning” (Section 4.4). It is encouraging to note that the teacher
preparation programs in the College of Education at Florida State University are all
engaged in meaningful assessment practices for their teacher education candidates.
Their wide array of assessment focused experiences, as well as an overall assess-
ment system culture, is creating dynamic shifts in the teaching practices of novice
teachers.

The faculty in teacher preparation courses and programs at FSU assess critical
tasks of the candidates, in which they look at multiple sources of evidence that
demonstrate subject matter competence as well as pedagogical competence. The
Florida Department of Education’s Teacher Education program approval process
requires that all programs focus on an assessment system that is comprehensive
and continuous over the course of the teacher candidate’s program. This focus on
assessment is providing rich data to drive the continuous improvement of the teacher
education programs as well as to document an impact on student learning.

5.5 Conclusion

The evidence is in: change is here to stay. Changes in demographics, student
learning needs, and evolving assessment technologies available to teachers are
forces to be noted. Important decisions must be made every day in schools and
classrooms about which assessments to use and what should be done with what is
learned from those assessments. Advocating for creating cultures of assessment in
schools is a positive first step to connect assessments back to instruction.

We have a long way to go in classrooms, schools and school districts towards
attaining a vibrant culture of assessment. Embracing the value of professional devel-
opment for teachers in the use of assessments, as well as nurturing a culture of
assessment in both schools and in pre-service teacher education programs are great
places to begin the journey. Powerful learning emanates from powerful planning
paired with appropriate assessments.



Chapter 6
Using Evidence Centered Design to Think About
Assessments

Russell G. Almond

Abstract Evidence-centered assessment design (ECD) provides a simple principle
as the basis of assessment design: assessment tasks should be designed to provide
evidence of the claims which the assessment designers wish to make about the
examinees. This paper looks at the Bayesian model of evidence which underlies
much of the ECD philosophy. It then goes on to explore how the ECD principle
can help assessment designers think about three important issues in the future of
assessment: (1) How can we organize evidence about student performance gath-
ered from diverse sources across multiple time points? (2) How should we balance
information gathered about multiple aspects of proficiency? (3) How should we col-
lect evidence from complex tasks? The chapter illustrates these ideas with some
examples of advanced assessments that have used ECD.

Keywords Evidence-centered assessment design · Decision analysis · Constructed
response · Diagnostic assessment

6.1 A Language for Talking About New Kinds of Assessments

In early 1997, Bob Mislevy, Linda Steinberg, and I began a series of meetings about
what we would later come to call Evidence-Centered Assessment Design (ECD;
Mislevy, Steinberg, & Almond, 2003). Our goal was to create a language that would
encompass both high-stakes selection/placement assessments currently in use and
new emerging types of assessments, such as simulation-based assessments and port-
folio assessments. To that end, we invented terms for aspects of assessment design
that were often glossed over because of hidden assumptions about purpose, format,
and delivery environment. In some cases, we deliberately avoided established terms
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in order to encourage assessment designers to think more broadly about assessment.
For example, we avoided the common term item in favor of new terms task and
observable, because these could encompass traditional multiple-choice tests as well
as item sets, simulation tasks, and portfolio assessments.

This chapter uses the language of ECD (Section 6.3) to explore some of the issues
that will arise in developing new kinds of assessments. In particular, it looks at three
issues that have arisen in recent assessment design projects: integrating assessment
results from diverse sources and across time (Section 6.4), designing assessment
which taps multiple aspects of proficiency (Section 6.5), and working with com-
plex constructed response tasks (Section 6.6). Section 6.2 looks at the mathematical
treatment of evidence, which lies at the heart of much of assessment design. Readers
looking for more information and discussion about ECD than is presented here
are invited to visit the ECD Wiki (http://ecd.ralmond.net/ecdwiki/ECD/ECD/). In
particular, http://ecd.ralmond.net/ecdwiki/ECD/Exercises/ offers a set of discussion
problems.

6.2 The Mathematics of Evidence

Although we tried to make ECD neutral to the model used for scoring the assess-
ment, ECD works most naturally when we think about evidential reasoning in a
Bayesian way (Schum, 1994). The key idea is that our state of information about
an unknown proposition or claim can be represented by a probability distribution.
When additional evidence about that claim is received, then the state of informa-
tion can be updated using Bayes theorem. Section 6.2.1 reviews this idea in more
detail. Section 6.2.2 expands the Bayesian model of evidence to define the weight of
evidence—the evidentiary value of a given piece of evidence. Section 6.2.3 describes
influence diagrams—a tool for evaluating how evidence is used in making decisions.

6.2.1 Bayesian Model of Evidence

In ECD, the purpose of an assessment is defined, in part, through the claims we wish
to make about an examinee on the basis of the outcomes. A claim is a statement
about an examinee whose truth we wish to establish, for example: “Anne Alias has
sufficient mathematical skills to take the Algebra I course.”

In order for a claim to be useful, it must pass the clarity test (Howard &
Matheson, 1981b). The purpose of the clarity test is to avoid problems caused
by ambiguity in the wording of definitions for variables. Unfortunately, “sufficient
mathematical skills to take the Algebra I course” does not pass the clarity test. The
usual way to address that problem is to consider a hierarchical breakdown of the
skill. For example, we could start by breaking Mathematics down into the five con-
tent strands defined in the National Assessment of Educational Progress (NAEP).
Then, for each of the strands, we would need to be specific about what concepts and
procedures the student would need to have mastered. Rarely is it practical to resolve
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all ambiguity in the claims, but enough ambiguity needs to be resolved so that
the design team can work without misdirected effort or communication problems
among team members.

Let C be a claim, and let P(C) be the probability that the claim holds for a ran-
domly chosen student from the target population for the assessment. This is known
as the prior probability for the claim. Often this can be derived from population
statistics for the target population, or a sufficiently close proxy (e.g., last year’s
examinees).

Let e represent some piece of evidence related to this claim, and let P(e|C) rep-
resent the probability of observing that evidence when the claim holds and P(e|C)
represent the probability of observing that evidence when the claim does not hold.
These two probabilities are sometimes called the likelihood of the evidence. Given
the prior and the likelihood, we can update our beliefs about the claim holding for
the student using Bayes’ theorem:

P(C |e ) = P(e |C )P(C)

P(e |C )P(C) + P(e
∣
∣C)P(C)

. (1)

The updated probability, P(e|C ) is called the posterior probability.
The distinction between data and evidence becomes clearer in this mathematical

framework. Data become evidence when they are linked to a claim or hypothesis
through the likelihood. Data provide good evidence when the difference between
P(e|C ) and P(e

∣
∣C ) is large. The weight of evidence quantifies that difference.

6.2.2 Weight of Evidence

Good (1950, 1985) defines the weight of evidence that e provides for C as

W(C : e) = log
P(e|C )

P(e
∣
∣C )

. (2)

Thus, the kinds of task that provide good evidence are ones in which the probability
of a good outcome given that the claims hold is high, and the probability of a good
outcome given that the claims do not hold is low. Applying Bayes theorem (just the
numerator of Equation (1) is needed as the denominator cancels out) to both the
numerator and denominator of Equation (2) produces an alternative definition of the
weight of evidence:

W(C : e) = log
P(C|e )

P(C|e )
− log

P(C)

P(C)
. (3)

In this second definition, the weight of evidence is the difference between the pos-
terior log odds that the claim holds and the prior log odds. Thus, good evidence is
evidence that produces a big change in the probability distributions.
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Now consider an observable outcome from a task, E, which we have not yet
observed. Assume it could take on one of the values e1, . . . , ek. Good and Card
(1971) define the expected weight of evidence that E provides for C as

EWOE(C : E) =
∑

e∈E

W(C : e)P(e |C ). (4)

This is just the expected value of the weight of evidence, where for technical reasons
the expectation is taken over the conditional distribution when the claim holds.

Madigan and Almond (1995) propose using the expected weight of evidence for
selecting “tests” in the context of medical diagnosis. Shute, Hansen, and Almond
(2008) use this method for task selection in an Assessment for Learning system
called ACED (Adaptive Content for Evidence-based Diagnosis), which provided
informative feedback after failed attempts at problem solving. In its adaptive mode,
ACED always presented the task that had the highest expected weight of evidence
for overall proficiency. Interestingly, students using ACED with both adaptive task
selection and elaborated feedback showed significant gains pre-test to post-test,
while students in other groups did not. Although this may have been related to the
size of the sample, it also may be that tasks that have high expected weights of
evidence are in the student’s zone of proximal development (Vygotsky, 1978) and
hence have high value for both learning and assessment.

6.2.3 Influence Diagrams

Another measure related both conceptually and mathematically to the expected
weight of evidence is the Value of Information (Matheson, 1990). The easiest way
to describe this measure it through a graphical notation for decision problems called
influence diagrams (Howard & Matheson, 1981a). Influence diagrams are an exten-
sion of Bayesian networks (used to represent evidence in educational contexts by
Mislevy, 1994; Almond & Mislevy, 1999; Mislevy et al., 2003, and in other places),
adding to the Bayesian network special nodes to represent decisions and the value
of outcomes.

Figure 6.1 shows a typical influence diagram. The diagram contains three types
of nodes representing different kinds of variables:

• Chance nodes (Circles). These represent variables that cannot be directly con-
trolled by the decision maker. The arrows pointing into these nodes represent
factors that influence their values. To complete the influence diagram, we must
specify the probability distribution for the chance variable given its parents
(nodes pointing to it) in the graph. In the example (Fig. 6.1), the distribution of
the SKILL AT END OF COURSE is conditional on SKILL AT TESTING TIME and the
chosen SKILL INTERVENTION. The distribution of TEST RESULT is conditioned
on both SKILL AT TESTING TIME and SELECTED TEST. The distribution of SKILL

AT TESTING TIME is unconditional (no parents in the graph).
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Fig. 6.1 Influence diagram for calculating value of information for a placement test

• Decision nodes (Rectangles). These represent variables that can be directly con-
trolled by the decision maker. The arrows pointing into these nodes represent
values that are known to the decision maker at the time the decision is made. In
the example graph, the TEST RESULT is known when the SKILL INTERVENTION

decision is made, but no information (other than general population information)
is known when the SELECT TEST decision is made.

• Utility nodes (Hexagons). These represent the (un)desirability of the outcomes.
The node UTILITY OF SKILL represents the relative value of possible skill states
the student could wind up in. This would of necessity include both the desirability
of learning the skill for its own sake and the future ability to learn additional skills
that it unlocks. The INTERVENTION COST and TEST COST represent the different
costs for different instructional and testing options. Note that these costs include
both financial costs and the opportunity cost of taking the student away from
other instruction.

While decision nodes are conceptually simple, utilities hide a subtle complexity.
In particular, it is often difficult to get the costs and rewards into the same units
so one can be traded for the other. For instance, what costs (whether in terms of
money or class time) are we willing to incur, in order to get a student from the basic
to the proficient level in one skill? Further, are we willing to potentially put other
students at risk by inappropriately giving them remedial instruction? Adding to the
complexity is the fact that in most public education contexts, the decision maker is a
community; the members of that community may place different relative values on
different outcomes. In many cases, however, the outcome is clear for a broad range
of utility functions and exact utilities are not needed.

Influence diagrams offer a way to approach the question of whether the evidence
is worth gathering, or more specifically: “How much should an educator be willing
to pay for a diagnostic assessment administered at Time 1?” Obviously, the educator
wants to get enough value out of the subsequent educational decisions to offset the



80 R.G. Almond

costs (both monetary and lost instruction time) of the diagnostic testing. The added
value from the test is known as the value of information (Matheson, 1990).

As a baseline, consider a simplified model without the diagnostic test (Fig. 6.2).
Here the educator has no basis for making the instructional decisions other than the
population information inherent in the probability tables underlying the influence
diagram. Therefore, the optimal intervention will be the same for all students, pro-
ducing a one-size-fits-all policy. If the chosen policy works reasonably well for a
reasonable number of students, then this option might be sufficient. If the diagnostic
test is to add value to the system, it must be able to beat this straw model.

Fig. 6.2 Simplified model without placement test

Now consider the perfect information model shown in Fig. 6.3. Here we assume
that the students’ exact knowledge states are magically determined and uploaded
into the educator’s computer. The educator should then be able to make the optimal
decision for each student. This should have a higher expected utility than the no
information model (although the cost of implementing a conditional decision might
be higher).

The difference between the expected utility from the model in Fig. 6.3 and the
model in Fig. 6.2 is the value of perfect information. This is an upper bound on what
the educator should pay for the diagnostic test. The test may not be necessary. For
example, consider a teacher deciding between two sets of educational material. It
may be that only one of the two sets of material will help students meet the teacher’s

Fig. 6.3 Perfect information (initial skill state known)
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goal. Or it could be that both sets of material have roughly equivalent effects in mov-
ing students towards the goal, in which case the teacher would make the decision on
the basis of cost or other considerations. Additional information about the student
proficiency would not be useful in either case. The problem here is that the deci-
sion space is impoverished (the teacher does not have a broad enough selection of
options) and no assessment, now matter how good, will make a difference.

The difference between the expected utility from the no information model
(Fig. 6.2) and the diagnostic testing model (Fig. 6.1) is the value of information. This
is what the educator should be willing to pay for a particular diagnostic test. The
influence diagram describes a possible interpretation for the assessment. The value
of information provides a quantitative measure of the validity of that interpretation.
Tests are useful to educators and should be adopted by them to the extent that they
help them make instructional decisions and improve their educational outcomes.
Unless the information provided by the assessment is aligned with the decision that
an educator must make, then building more reliable assessments does not add value
for the educator.

6.3 The Evidence-Centered Design (ECD) Models

As Evidence-Centered Assessment Design is described in a number of other pub-
lications, this section will offer only a brief review. Mislevy et al. (2003) provide
a complete exposition of the theory and Mislevy, Steinberg, Almond, and Lukas
(2006) provide an accessible introduction. This section provides only a brief review.

In ECD, the completed design for an assessment program is called the
Conceptual Assessment Framework (CAF). It is a collection of design objects called
“models.” A complete CAF requires at least one of all of the types of models shown
in Fig. 6.4 (and usually contains many task and evidence models and sometimes
more than one model of the other types). Figure 6.4 also captures the most important
relationships among the models.

Briefly, the most important functions of the six models are as follows:

• Student Proficiency Model.1 The most important job of this model is to define
a number of proficiency variables, S, and to provide an initial (population) dis-
tribution over the possible proficiency profiles, P(S). This provides the prior for
Bayes theorem. Reportable scores are statistics of this distribution. The claims are
very important to the proficiency model because they help define the proficiency
variables.

• Evidence Model. This model describes how the work products obtained from
students attempting tasks (as described in the task models) are used to update the
distribution over the possible proficiency profiles. This is usually broken up into

1 This model has been called the Student Model, Proficiency Model and Competency Model in
various ECD publications.
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Fig. 6.4 ECD conceptual assessment framework (CAF)

two parts: (a) the rules of evidence, which provide a scoring rubric for how to set
the observable outcome variables, E, from a student work product, and (b) the
statistical model, which provides the likelihood for Bayes theorem, P(E |S ).

• Task Model. This model describes a situation under which valid evidence can
be gathered. The task model variables represent manipulable aspects of that
situation. These can either be directly manipulated by the task authors (e.g.,
picking numbers for a math problem) or indirectly manipulated by choosing
stimulus material (e.g., picking a reading passage which then determines the
semantic density of the text). Mislevy, Steinberg, and Almond (2002) describe
many ways that task model variables can affect the evidentiary properties of the
assessment.

• Assembly Model. This model controls how many tasks of what kinds are needed
to constitute a valid form of the assessment. This could be instructions for assem-
bling forms, similar to traditional test specifications, or in the case of adaptive
tests, rules for pool construction, selecting tasks from the pool, and terminating
the assessment. This model is sometimes omitted in treatments of ECD but it
plays an important role in determining the effective meaning of the proficiency
variables. For example, consider a variable labeled UNDERSTANDS GRAPHS AND

TABLES. If one form of the assessment provided a student with only graph tasks
and no table tasks, the effective meaning of the variable would be different than
the meaning its name implies. A rule specifying the minimum of each task type
could fix that problem.

• Presentation Model. This model describes how various tasks will be displayed to
the examinee. It has proven to be very useful for international assessment where
computer versions of the test are given in some locations and paper and pencil
in others (depending on computer and power availability, and security concerns).
Increasingly, test designers are interested in the possibility of task presentation
on handheld devices (PDAs and smart phones). However, they need to consider
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when an alternative form of presentation changes the nature of the task (e.g.,
trying to scroll an extended text passage on a mobile phone).

• Delivery Model. This is a catchall for important design constraints that are not
captured in other parts of the system. For example, ID requirements for the
examinees. If the person who sits for the exam is not the same as the one for
whom the score is reported, this is a serious challenge to the basic evidentiary
argument.

The ECD models were very much designed with the idea of using the Bayesian
paradigm to represent evidence (although ECD can be stretched to encompass some
commonly used scoring models, such as counting the number of correct items).
Almond and Mislevy (1999) describe a simple Bayesian model for scoring. When
Student i sits for the assessment, a copy of the student proficiency model is made
for that student. This is represented as a probability distribution P(Si), where Si

is the proficiency profile for Student i. Now suppose, we observe evidence Eij

from Student i interacting with Task j. The evidence model for Task j, provides
us with P(Eij |Si) , and applying Bayes theorem yields P(Si

∣
∣Eij) . The posterior

expresses our current state of knowledge about the student’s proficiency. This pro-
cess is repeated (using the posterior in the previous step as the prior in the next
step) until the evidence from all of the tasks in the assessment that were presented
to the student is absorbed. Then the resulting posterior model is used to generate
scores.

6.4 Integrating Evidence from Diverse Sources

One of the more useful features of the ECD framework is its ability to handle evi-
dence from diverse sources. Section 6.4.1 describes an ECD-based framework for
accumulating evidence from different learning objects. Section 6.4.2 extends that
framework to situations where evidence accumulates over longer periods of time.

6.4.1 ECD as an Evidence Integration Framework

The rise of computing has brought with it a host of new computerized educational
content. One of the earlier efforts in providing a common framework for sharing
results from these learning objects was the Sharable Content Object Reference
Model (SCORM) sponsored by the U.S. Department of Defense’s Advanced
Distributed Learning initiative.2 In the vision outlined in the SCORM specifications

2 The IMS Global Consortium’s Common Cartridge Alliance specification is similar in nature and
is based, in part, on earlier versions of SCORM. All of the remarks in this section apply to SCORM,
Common Cartridge Alliance and similar interoperability efforts.
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(ADL, 2009), there exists a universe of Sharable Content Objects (SCOs). A typical
SCO might consist of a video lecture follow by some multiple-choice questions. Or
it might be a complex simulation. A Learning Management System (LMS) selects
and launches an appropriate SCO. The student completes (or not) whatever activi-
ties are contained in the SCO and then the SCO reports the results back to the LMS,
which archives and maintains them.

SCORM and other similar specifications overlook a critical issue: the results
coming back from the SCO are data and not evidence! Unless those data are tied
to some claims of interest, there is little that the LMS can do other than simply
record the results generated by the SCO.

ECD provides a framework for turning the data coming from SCOs into evidence.
A course designer can encode the complex of knowledge, skills and abilities targeted
by the course as a proficiency model. The LMS can store student specific versions
of this proficiency model for every student taking the course.

Each SCO that the course designer wants to use requires an evidence model. The
evidence model tells how to interpret the results of that SCO for the purposes of
updating this proficiency model (a different choice of proficiency model would also
require a different evidence model). The rules of evidence describe which results
from the SCO are used as evidence and describe any transformation that needs to be
done to those results (e.g., rescaling, averaging, or establishing a cut score for “suc-
cess”). The statistical part of the model describes how the observables, the outputs
of the rules of evidence, relate to the proficiency variables. As results come back
from SCOs, the LMS runs the evidence rules to calculate the observable outcomes.
It then applies Bayes theorem to update the probability distribution over proficiency
profiles in light of the new evidence (Almond & Mislevy, 1999).

This schema has two potential difficulties. The first is that the ECD frame-
work assumes that a student’s proficiency remains unchanged over the course
of the assessment, while we expect that the student’s proficiency will improve
over the course of instruction. Section 6.4.2 talks about extending the ECD
framework to include changes over time. The second is how to get the
probabilities (or other parameters) that are needed to complete the evidence
models.

One possibility is to use Bayesian logic on the parameters of the system. The
course designer would fill out a structured questionnaire for each SCO added to
the system. This questionnaire would help the designer define the observable for the
SCO and describe how they are related to the proficiency variables. It would also ask
questions about the strengths of those relationships which would be used to produce
prior distributions for the parameters of the ECD models. These prior parameters
could be used to immediately score the student interactions with the system, pro-
ducing results that are no worse than an arbitrarily weighted number right system
(both are based on expert assigned weights). As sufficient data (outcomes from stu-
dents using collections of SCOs) become available, Bayesian inference can be used
to replace the prior distributions for parameters with posterior distributions. This
should improve the quality of inferences that come from the system (the amount
of improvement will depend on how much information the data provide about the
parameters).
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6.4.2 ECD Over Time

ECD as laid out in Mislevy et al. (2003) assumes that the student’s proficiency stays
roughly the same throughout the period of the assessment. However, there are many
applications for which this assumption does not hold. We would be disappointed if
a student’s proficiency did not improve in the course of a semester.

Almond (2007) presents a framework for taking measurements at a multiple time
slices. The basic idea is to consider the assessment as part of a formative assessment
and instruction cycle. At each time point, the instructor assesses the student’s (or
students’) current proficiency and then makes a decision about what to do in the
next instructional period. This is essentially a repeat of the decision problem in
Fig. 6.1 many times.

Stringing these together produces Fig. 6.5. Here S1, · · · , ST are the proficiency
variables at each time point; E1, · · · , ET are the observable outcome variables (evi-
dence) from each time point; and A1, · · · , AT are the instructional activities or
actions selected by the educator at each time point. There are two relationships we
must define. The first is P(Et |St) , but this is just an evidence model! The second is
P(St+1 |S t , At); this is called the proficiency growth model.

Fig. 6.5 Instruction and assessment as a Markov decision process

Under a few additional assumptions (in particular, we must assume that the util-
ity or reward can also be factored into a reward for each time slice), Fig. 6.5 is a
partially observed Markov decision process (POMDP; Boutilier, Dean, & Hanks,
1999). It is partially observed because we only see Et and not St. The good news is
that POMDPs are a popular research topic in computer science and many efficient
algorithms for solving them have been developed. In particular, POMDP models
support the following operations:

• Filtering—Using past observations to improve our estimate of the student’s
current skill.

• Forecasting—Using past observations to predict the student’s future skill (under
some educational policy).

• Planning—Selecting a series of activities to maximize the chance of reaching a
goal learning state.
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The proficiency growth model is an extension of the original ECD framework. If
we assume that there is no choice of action, and that the change is roughly linear
for all students, the model of Fig. 6.5 can be reexpressed using hierarchical linear
models, in the manner of Singer and Willett (2003). The mover–stayer model (Glück
& Spiel, 2007; Meiser, Stern, & Langeheine, 1998) is a more complex extension
of this idea in which there are two latent classes associated with each time step:
movers whose skill increases, and stayers whose skill stays about the same. In other
words, there are two latent classes which have different slopes associated with the
growth classes. Almond (2007) proposes a more complex version of this model
which includes the effects of prerequisites on instruction.

Although the POMDP framework is simple and flexible, many challenging prob-
lems remain. A key issue is that there must be some kind of vertical scaling of
the evidence models, and a lack of constraints on the model to enforce the ver-
tical scaling can cause identifiability issues (Almond, in press). Still, considering
assessment as part of a dynamic system for improving students is critical for the
kinds of formative uses of assessment that are described in Black and Wiliam
(1998).

6.5 Assessments of Multiple Aspects of Proficiency

One critical area of tension between cognitive scientists and psychometricians is
how many variables to include the proficiency model. Cognitive scientists are fond
of breaking down the domain into small proficiencies and skills, while the expe-
rience of psychometricians has been that subscores, particularly in assessments of
cognitive skills, are highly correlated. The test construction procedures for many
time-limited assessments increase this high correlation, as the time limit means that
items that do not have high correlation with the main target dimension are eliminated
to make the reliability of the overall score higher. This procedure potentially elimi-
nates tasks that have good diagnostic value: separating students who have SKILL 1
but not SKILL 2 from students who have SKILL 2 but not SKILL 1. Furthermore, the
subscores are often based on only a few items giving them lower reliability. This has
caused many psychometricians to discourage the use of diagnostic assessment, par-
ticularly when that term is used merely to describe subscores based on test content
specifications (Sinharay & Haberman, 2008).

ECD has a long history of embracing multivariate proficiency models (Mislevy
et al., 2003). The earliest versions of ECD assumed multivariate proficiency mod-
els, but later practitioners noticed that many aspects of the theory could be simplified
when the purpose of the assessment was to give a single score. One of the goals of
ECD is to provide test designers with techniques and language that enable them
to work through the design trade-offs that come with multiple proficiency variables.
Section 6.5.1 discusses how the evidence propagation works when there are multiple
proficiency variables. Section 6.5.2 shows a few examples of multivariate profi-
ciency models, and Section 6.5.3 discusses how evidence models need to change in
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response to the multiple aspects of proficiency. Finally, Section 6.5.4 describes some
field tests with an Assessment for Learning system that uses a multidimensional
proficiency model.

6.5.1 Direct and Indirect Evidence

Consider the model in Fig. 6.6. In this simple model there are two skills which are
correlated (the direction of the edge represents statistical conditioning and is chosen
arbitrarily). There are also three observable outcome variables from three different
tasks. Task 1 (OBS 1) is a simple task tapping only SKILL 1 and Task 2 (OBS 2) taps
only SKILL 2. Task 3 (OBS 3) is an integrated task that requires both skills.

Fig. 6.6 An illustration of
direct and indirect evidence.
Proficiency variables are
labeled with circles and
observable outcome variables
with triangles

Consider the evidence from observing OBS 1. This provides direct evidence for
SKILL 1, and because SKILL 1 and SKILL 2 are correlated this provides indirect
evidence for SKILL 2. Similarly, OBS 2 provides direct evidence for SKILL 2 and
indirect evidence for SKILL 1.

Wainer et al. (2001) develop the mathematics behind this intuition. The degree
to which a given inference is based on direct or indirect evidence is based on two
factors: the correlation between the skills and the standard error of measurement of
the observables providing direct evidence for the target skill. If the standard error is
high, and the correlation is high, then the indirect evidence will dominate the direct
evidence and the scores for the target skill will be shrunk towards the overall mean
performance. If the standard error is low and the correlation is low, then the direct
evidence will dominate and there will be little shrinkage.

What happens with the integrated task is a little more complicated. Suppose that
the task is conjunctive in nature, so that both skills are required for a good outcome.
If the student has a poor outcome on the task, we know that there is deficiency in
one of the two skills but not which one. Often both integrated and simple tasks are
needed in the assessment to be able to fully distinguish all of the possible proficiency
profiles. Sometimes, one of the two skills will be difficult to observe directly. In that
case, having some simple tasks that tap just the other skill is important, so that the
remaining skill can be addressed by subtraction.
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6.5.2 Proficiency Model Revisited

As soon as there is more than one proficiency variable, the question arises of how
to structure the relationships among them. There is a tendency for subject matter
experts to want to provide hierarchical breakdowns on the knowledge, skills and
abilities important in the domain. Figure 6.7 shows a proficiency model based on a
hierarchical breakdown; the proficiency model for the ACED system (Shute et al.,
2008). The design team deliberately chose to base their proficiency model on the
hierarchical breakdown to make adaptive task selection easier.

Fig. 6.7 Part of the proficiency model for ACED. Change visual to pictorial and table geometric
to Table Representation

In the previous section, it was the correlation structure among the proficiency
variables that determined the relationships between direct and indirect evidence.
This argues that a good proficiency model should do a good job of capturing the
correlations. There is a close relationship between the inverse correlation matrix
and the graphical models sometimes used to represent multidimensional distribu-
tions (Whittaker, 1990). In particular, if the proficiency variables have a multivariate
normal distribution, a zero in the inverse correlation matrix indicates the variables
in that row and column are independent. Almond (2010) suggests using the corre-
lation matrixes that come out of factor analysis and structural equation modeling to
produce graphical structures for the proficiency model.

Proficiency models need not be hierarchical. Consider two possible proficiency
models for a hypothetical language examination (Mislevy, Almond, & Steinberg,
2002). Figure 6.8 is a minimalist model that expresses the idea that the language is
required to provide subscores based on the four modalities—READING, WRITING,
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Fig. 6.8 A language proficiency model based on the four modalities

SPEAKING, AND LISTENING—as well as an overall score—COMMUNICATION.
This graph is densely connected both because the various modal skills are highly
correlated and because the assessment design calls for integrated tasks which induce
correlation in the knowledge about the proficiencies (even when the proficiencies
themselves are uncorrelated in the population). Figure 6.9 is a more elaborate model
in which the correlation among the modal skills is explained by various variables
representing concepts from the theory of communicative competence (see Mislevy
et al., 2002, for a more complete description of how ECD plays out in language
assessment). Note that Sociolinguistic competence is not directly related to the four
modal skills. If this variable is to be reported as part of the model, then the assess-
ment should contain tasks that will provide direct evidence of this competence.

Fig. 6.9 A language proficiency model based on communicative competence theory

6.5.3 Evidence Model Revisited

Moving from one to many proficiency variables has a big impact on the evidence
model. When there is only a single proficiency, the evidence is only concerned with
the strength of the relationship between the observable and the proficiency vari-
able. When there are multiple proficiency variables, an additional question arises:
“Which of the proficiency variables are relevant for the observable and how are they
related?”

If we restrict our attention to tasks which yield a single binary observable out-
come variable, then we can use the Q-matrix (Fischer, 1973; Tatsuoka, 1984) to
represent the relationship between the observable and the proficiency variables
(Section 6.6 discusses the case with more complex tasks). The proficiency variables
are often called attributes in the literature on cognitive diagnostic models, especially
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in the rule space (Tatsuoka, 1990) and attribute hierarchy modeling (Leighton, Gierl,
& Hunka, 2004) paradigms; however, the term “attribute” in their usage corresponds
more closely to the level of a proficiency variable in the ECD usage.

The Q-matrix is a simple incidence matrix in which the columns represent pro-
ficiency variables or levels of proficiency variables and the rows represent tasks
(items). The cell qjk is given the value of 1 when Skill k is relevant for Task k.
Table 6.1 shows the Q-matrix for an experimental Reading test. The proficiencies
are S1, . . . , S4 and the strings beginning with “VB” are identifiers for the items.
Evidence models correspond to unique rows of the Q-matrix; here the 1st and 3rd
item (row) share the same evidence model. Gierl, Leighton, and Hunka (2007) point
out a number of interesting features of the assessment that can be computed by look-
ing at the Q-matrix. In particular, it is straightforward to see how many tasks address
each proficiency by summing the columns.

Table 6.1 A Q-matrix for an experimental reading test

Evidence model Task name S1 S2 S3 S4

EM8 VB533037 1 0 0 0
EM2 VB533038 0 0 1 0
EM8 VB533039 1 0 0 0
EM4 VB533041 0 1 0 0
EM3-PC4 VB533431 0 0 1 1

Almond (2010) recommends augmenting the Q-matrix to provide additional
information about each evidence model. Table 6.2 shows the augmented Q-matrix
for the ACED Assessment for Learning environment (Shute et al., 2008). First note
that in the main body of the table, instead of marking the cells with 0 or 1 the
cells are marked with + or ++ to indicate which proficiency variables are more
important. These can be used to set priors for discrimination parameters. Second, an
additional column is added to indicate the expected difficulty of the task.

The third column marked “Anchor” takes care of a technical issue that arises
when calibrating the model (Almond, Mislevy, & Yan, 2007). To identify the zero
point in the scale we need to either (a) declare the mean of the pretest population
to be zero, or (b) select a set of items which will have an average difficulty of zero.
This needs to be done for each proficiency variable. The anchor column identifies
the anchor set to which the task belongs.

The fourth column selects a design pattern (i.e., a parametric form for the prob-
ability of the proficiency variable given the observables) for the evidence model
(Almond et al., 2001). Common choices are: compensatory— more of one skill
compensates for less of another, conjunctive—all skills needed to perform well,
disjunctive—only one skill needed to perform well, and inhibitor—minimum level
of one skill needed, once the threshold is met, the other skill controls performance.
Each of these choices of design pattern maps to a different parameterization for the
evidence model. This allows a mixture of different kinds of tasks to be included on
the same assessment.
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6.5.4 The ACED Experience

One assessment that brought all of these elements together was ACED (Shute
et al., 2008). ACED is an Assessment for Learning system designed to cover
Algebraic sequences. Tasks can be selected adaptively (using the weight of evidence
algorithm) and when students answer a question incorrectly, they can be given infor-
mative feedback including a worked solution to the problem. (The administrator can
turn adaptive selection and feedback on and off.) A small sample field trial (n = 268)
was conducted using only the geometric sequences portion of the model and tasks.
Figure 6.7 shows the geometric sequences portion of the ACED proficiency model,
and Table 6.2 shows a portion of the Q-matrix (there were a total of 63 geometric
series problems).

Figure 6.10 shows the proficiency levels for a “class” (25 students randomly
selected from the ACED evaluation study). The percentages in each bar are cal-
culated by taking the posterior probability of being at each proficiency level for
each student in the class and averaging them (Almond, Shute, Underwood, &
Zapata-Rivera, 2009). In the sample, the COMMON RATIO and EXTEND SEQUENCE

proficiencies are clearly better developed. This makes sense in the context of the
study, as geometric sequences were not a normal part of the curriculum for the
school from which the students were drawn; however, finding a common ratio and
extending a sequence was part of the general curriculum.

Fig. 6.10 Expected percentages of students at three proficiency levels for ACED “class”
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Diagnostic assessments tend to run into one of two problems (Sinharay &
Haberman, 2008): either the reliability of the subscores is low or the use of indirect
evidence to stabilize the subscores shrinks them back to the overall score so much
that they are indistinguishable from the overall score (GEOMETRIC). Table 6.3 looks
at the reliability of the subscores associated with each node in the proficiency model.
The Bayesian model used to score ACED has a similar effect to the Wainer et al.
(2001) augmentation procedure in using indirect evidence to increase the precision
of the subscores. Note also that the overall reliability is very close to the reliability
of a simple number right score with the same items: reliability comes from good
overall test design and not from fancy psychometrics.

Table 6.3 Reliability for
ACED scores by proficiency
variable

Proficiency variable Reliability

Solve geometric problems 0.88
Pictorial geometric 0.82
Examples geometric 0.92
Common ratio 0.90
Extend geometric sequence 0.86
Induce rules geometric 0.78

Verbal rule 0.67
Algebra rule 0.76

Explicit rule 0.62
Recursive rule

Model geometric sequence
Table representation

0.76
0.80
0.82

Number right score 0.88

So do the ACED subscores provide additional value? It depends on the purpose
of the assessment. If the purpose is merely to assess the students’ overall level,
then a single score may suffice. If the purpose is to assess how the students are
doing on inducing rules, then the subscores provide the best possible information
for that question. (See Weaver & Junker, 2004, for more discussion of this issue.) As
discussed before, the real key is making sure that the scores provide information that
is actionable by teachers. If the teachers can use the subscore information to make
better decisions, then it is worth providing. If the teachers can’t use the information,
what is the point of providing it?

The ACED field trial provides an interesting perspective on this issue. The stu-
dents using ACED were given a pretest and posttest on geometric sequences. The
students who used ACED with both adaptive item selection and elaborated feedback
showed significant gains between pretest and posttest; the students in the other con-
ditions of the study did not (Shute et al., 2008). Moreover, the learning during the
assessment does not seem to have affected the reliability or validity of the overall
score. In fact the correlation between the overall GEOMETRIC score from ACED
and the posttest was slightly higher for the students in the adaptive condition with
elaborated feedback. The sample sizes are too small for a definitive conclusion, but
this seems to be an example of an assessment really promoting learning.
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6.6 Evidence from Complex Tasks

Perhaps the most important role for ECD in the future of assessment is in help-
ing designers think about the role of complex tasks in assessments. These are tasks
that could yield multiple observable outcome variables. For example, a complex
stimulus (e.g., a reading passage or a video) followed by multiple related items,
complex constructed responses (e.g., essay, diagrams or tables); multi-step prob-
lems, problems calling for both an answer and an explanation, complex simulations
(e.g., Behrens, Mislevy, Bauer, Williamson, & Levy, 2004; Gitomer, Steinberg,
& Mislevy, 1995), and assessments embedded within other activities (e.g., games
Shute, Ventura, Bauer, & Zapata-Rivera, 2009) all have the potential for producing
multiple observable outcomes. But do multiple observables really produce better
evidence?

There are two general kinds of questions that the assessment designer must
answer: (1) how should the observable variables be defined? (Section 6.6.1) and (2)
how do the observable variables relate to the proficiency variables? (Section 6.6.2)
These are the key questions answered by the evidence model. Exploring these ques-
tions before spending a long time on the task model is important in guiding the work
of test development. After all, why spend time developing a new type of task if it is
not providing the needed evidence, or if more efficient alternatives are available?

6.6.1 Observables and Rubrics

Although Bayesian networks and other statistical methodologies offer the hope
of modeling complex dependency patterns among observable outcome variables
(Almond, Mulder, Hemat & Yan, 2009), the critical insight is that the more inde-
pendent the observables are, the more information the task will yield. This insight
is not new to ECD, and it has often gotten compiled into common design patterns
for designing complex tasks. Consequently, it is worth decomposing some of the
common design patterns for complex tasks.

• Multiple discrete items following a complex stimulus. The canonical exam-
ple of this item type is the reading passage, although computer technology
allows for a large number of other kinds of stimulus material. Test develop-
ers have gotten good at selecting items that tap different parts of the text: e.g.,
main idea, and vocabulary in context. The problem here is a “topic familiarity”
effect, which is well modeled with the testlet model (Wainer, Bradlow, & Wang,
2007). Identifiability issues arise when topic familiarity and one of the target
proficiencies are correlated.

• Complex Instructions. If a group of items share the same set of complex instruc-
tions, then there may be dependence among the observed outcomes because a
student who did not understand the outcomes is likely to have gotten everything
wrong. Here, something that looks like the testlet model, but using the inhibitor
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design pattern seems appropriate (Almond et al., 2009). The problem is that this
set of items yields little evidence when the instructions are not understood.

• Trait Scoring. Classical trait scoring, where raters are asked to rate the same per-
formance on multiple traits (Spandel & Stiggins, 1990), is another method that
generates multiple dependent observables. One problem is that even though the
traits may be defined in a way that seems independent, they are dependent either
because the underlying skills are acquired in a dependent fashion or because
the constraints of the task make them so. Consider the traits of fluent text pro-
duction and critical thinking in writing. These are highly correlated in many
studies (Gansle, VanDerHeyden, Noell, Resetar, & Williams, 2006). This could
be because the skills are learned at the same time, or it could be because stu-
dents who can produce text fluently have more time to concentrate on the critical
thinking piece of the task.

• Correct Answer and Coherent Explanation. This design pattern occurs frequently
in mathematics assessments, where explanation is one the process skills in the
National Council of Teachers of Mathematics standards (NCTM, 1989). The
problem here is that explanation ability for a given procedure is usually acquired
only after the skill is at least partially learned, and tends to only show up for
people on the higher end of the scale.

• Correct Answer and Efficiency. This design pattern is commonly used in
simulation-based assessments. HyDRIVE (Gitomer et al., 1995), NetPASS
(Behrens et al., 2004), and IMMEX (Stevens & Thadani, 2007) all use this
pattern.

• Correct Answer and Novelty. This design pattern is appropriate when the goal is
to measure creative problem solving. Shute et al. (2009) propose this model for
problem solving in the context of computer games, but it seems appropriate for
many situations in which it is possible to (a) clearly test whether or not a solution
is correct, and (b) produce some kind of similarity measure between solutions.

Thinking about both product observables and process observables can help
the design team extract more information from complex tasks. Product observ-
ables are pieces of evidence that can be gathered by evaluating the final output
of the student’s work. Examples include correctness of the solution, complete-
ness of the solution and consistency of the solution. Process observables are
pieces of evidence that can be gathered by evaluating a transcript of the students
attempt to solve the problem. Examples include number of attempts, revisions
(number and extent), unnecessary actions, and sparing use of time or resource
consuming activities. Because more and more assessments are being adminis-
tered via computer, these process observables are becoming easier to capture and
more research is needed in understanding their relationships to the proficiency
variables.

Part and parcel of defining observables is defining the rules of evidence—the
rubrics that will be used to distinguish between the various levels. Whether humans
or computers will score the task, lack of ambiguity in the rules helps reduce
construct irrelevant variance due to inconsistent application of the scoring rules.
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Building a good library of examples of student work annotated with the cor-
responding levels of the observables variables is necessary for both human and
computer scoring. In the case of human scoring, these examples are used to train the
human raters and can be used to check the human raters’ performances. Computer
scoring generally uses one of two methods: algorithmic methods or machine learn-
ing methods. In algorithmic scoring, the rubric becomes the specification for
computer software, and the labeled examples provide a valuable resource for testing
that software. In the case of machine learning algorithms, some kind of classification
model is fit to the annotated data to try and reproduce the annotations. The annotated
corpus of examples is necessary for both building and testing these algorithms.

One final note, the levels of the outcome variable should map to different levels of
proficiency. That is, for a well designed observable, going from one level of perfor-
mance to another implies that at least one of the proficiency variables has changed.
All too often rubrics are created by defining a correct solution, defining a null solu-
tion and assigning partial credit by interpolating between the two. However, unless
those interpolated points correspond to qualitative changes in the skills required to
produce the resulting work product, it is hard to see how the evidence from the
partial credit should be applied.

6.6.2 Many-to-Many Mappings

When there are many proficiency variables and many observables in the task,
defining the statistical part of the evidence model becomes a matter of defining
a many-to-many mapping. Although the Q-matrix could be extended to include a
different row for each observable outcome variable, this would not necessarily cap-
ture the patterns of dependency among the variables. Bayesian networks are useful
because the graphical notation allows the modelers to specify complex patterns of
dependencies (Almond, DiBello, Moulder, & Zapata-Rivera, 2007; Almond et al.,
2009).

In the case where there is only a single proficiency variable, it is rarely worth
maintaining multiple observables. When there are multiple observables from the
same task in the statistical part of the model, the pattern of dependence among them
must be modeled (or assumed to be negligible). It is often better to use some kind
of mechanical rule to combine the observables into a single observable and then
apply a partial credit model to the result, as this reduces the number of parameters
that must be elicited or estimated. If there is more than one proficiency variable
in the model, each observable variable should draw on a unique combination of
proficiency variables.

Observable outcome variables are also used for providing feedback to the exam-
inee. Often the lower level observable variables are used for feedback and then
combined for summary scoring. For example ETS’s Criterion SM online essay scor-
ing service (Attali & Burstein, 2006) defines a number of observables corresponding
to individual issues in grammar, usage, mechanics and style (e.g., missing comma,
spelling error, or passive voice). These are used to form the individual feedback
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messages and then combined into counts for the various error types before going
into the overall model for the essay score.

6.7 Evidence and Argument

Assessment in the twenty-first Century will be different in ways that we, stand-
ing at the beginning of the new century, cannot begin to imagine. Older heuristic
approaches to assessment design, which often rely on assumptions compiled into the
heuristics, will unexpectedly fail when the assumptions are violated. What we need
is a set of first principles from which we can reason about assessment design. ECD
provides a very clear principle: think about how the observations supply evidence
for the claims we wish to make about the students.

As a final illustration of that principle in action, consider the problem of extract-
ing evidence from collaborative work, work that students do in small teams. If we
think about a proficiency model that spans several students, and each student’s
proficiency as a separate variable in that model, then we are back to the multiple
proficiency case explored in Fig. 6.6 and the same methods should apply. However,
as before, we will need some samples of individual work to help us sort out the
contributions of the individual team members.

The value of information calculations (Section 6.2) teach an important lesson.
Unless the evidence from an assessment is well aligned with the purposes for which
it will be used, the assessment will have little value for its end users. For assessments
to support learning, assessment designers must work closely with instructional spe-
cialists, making sure that the claims of the assessment inform the instructional
decisions.

The most interesting potential for ECD is its ability to integrate information
from diverse sources (Section 6.4). Potentially, any activity done by a student is
evidence about that student’s proficiencies (although some activities will provide
better or clearer evidence). All that educators need to do is to build an evi-
dence model for the activity to describe how the outcomes relate to the targeted
proficiencies.

This leads to the idea of ubiquitous assessment: assessment that happens all
the time and is seamlessly embedded in the students other work. Tanimoto (2001)
describes some of the issues that arise in what he calls unobtrusive assessment. The
increased availability of computer technology makes it easy to capture the results
of routine student work. It could be that twenty-first century assessment will be so
well integrated in the students’ day-to-day work that the students never notice it.
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Chapter 7
Thinking About Assessments in a Transitional
Time

Kris Ellington and Vincent Verges

Abstract Russell Almond supports the use of ECD for designing innovative
assessments with diverse sources and types of evidence. From the perspective of
a large state such as Florida that uses standards-based assessments to make high-
stakes decisions, the ECD approach holds promise, but also poses challenges. In
this response to Russell Almond’s support of ECD, the authors focus on three key
questions as they relate to this approach. The first question regards gathering coher-
ent evidence across multiple time points, which can be challenging due to the need
for professional development and timely reporting, among other considerations. The
second question focuses on how to balance information gathered from multiple
aspects of proficiency. Florida’s experience and future plans with assessments of
writing and the use of technology frame this discussion. Lastly, the question of col-
lecting evidence from complex tasks involves even more challenges than are cited
by Almond. Practical experience shows that the cost of including complex tasks,
the challenges of student proficiency, and the logistics of field testing are major
considerations when these tasks are used in large-scale assessments.

Keywords Evidence-centered design · FCAT · Assessment · Testing · Standards ·
Learning · Accountability · Technology

In this response to Almond’s paper, we have highlighted some ideas that are relevant
to our work in Florida on large-scale summative assessments as well as potential
future work in formative assessments. Our insights come from backgrounds as sec-
ondary mathematics teachers, curriculum leaders (Ellington as a district curriculum
coordinator and Verges as a school assistant principal), and years spent working
with a variety of education and assessment professionals on Florida’s K-12 summa-
tive assessments in reading, writing, science, and mathematics. Florida’s model for
item and test design, test assembly, administration, scoring, and reporting (available
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in The FCAT Handbook—http://fcat.fldoe.org/handbk/fcathandbook.asp) has been
crafted and refined over the years with guidance from several groups: stakeholders
(including legislators), state agency assessment staff, Commissioners of Education,
State Board of Education members, as well as national assessment company spe-
cialists. Many of the elements of evidence-centered design (ECD) can be found in
Florida’s model for the Florida Comprehensive Assessment Test (FCAT), but under
different labels and different formats.

We have focused this paper around aspects of Almond’s paper on which we
feel qualified to respond based upon our professional experience and knowledge.
Our response will be structured around the three important issues in the future of
assessment, as identified by Almond, followed by some final thoughts.

7.1 How Can We Organize Evidence About Student
Performance Gathered from Diverse Sources Across
Multiple Time Points?

Almond contends that evidence about any student performance should first be
framed around what one wants to be able to say about the students. He logically
refers to score reports as a good starting point for organizing this evidence. Florida
expends considerable time, money, and effort to build score reports for student per-
formance on statewide assessments that provide the most meaning and accessibility
for a variety of stakeholders. This effort takes place precisely because the state is
very interested in not only communicating what the scores can be used for, but also
how the scores should not be used. Organizing such evidence takes on a new level
of complexity when one considers evidence from a variety of sources over multiple
points in time.

First, consider the aspect of evidence across multiple time points. As more states,
including Florida, investigate formative assessments, addressing this issue becomes
more critical. We have seen some challenges to this movement based on our own
experiences. Assessment at different “time slices,” as Almond refers to them, makes
great sense logically, but this method is only valid if a plan for targeted instruction
exists that is based on the assessment outcomes. This plan requires considerable
resources, including professional development for teachers, to develop and take to
scale. Another challenge is that stakeholders may not embrace the utility of assess-
ments across multiple time points. Some teachers, parents, students, and even some
legislators see periodic assessments as an interruption to teaching and learning, tak-
ing away from instructional time. Most assessment and curriculum professionals
would argue that well-considered measures, organized logically, and with clear indi-
cations of instruction that is needed based on the results, make more efficient use
of classroom time, and thus are worth the time and effort. Given that summative
assessments such as Florida’s are used as indicators for progress as required by No
Child Left Behind, it makes great sense to not rely on just one measure taken each
year. All too often, however, these scores are reported at the end of the school year
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when teachers cannot make direct use of the results to benefit that year’s students.
The students do not have sufficient individual information for a diagnosis of specific
needs, and teachers must wait an entire year to determine if changes in instructional
programs based on a prior year’s results are indeed effective.

As for gathering evidence from diverse sources, we are fortunate to live in the
age of rapidly-expanding capabilities of technology to gather and classify data over
a period of time. Computer adaptive testing allows us to more accurately classify
and diagnose student performance in a shorter period of time. Technology gives
us the ability to collect a multitude of data in both large districts and small dis-
tricts. However, we continue to face two outstanding challenges to meaningful
data collection on a broader scale. One is that instructional programs lack coher-
ence across school districts and states. This makes it difficult to gather meaningful
bodies of evidence to make more informed local, state or national observations,
or decisions related to student learning. The other challenge is related to technol-
ogy. Much the same way we lack coherence in instructional programs, we also lack
compatibility in hardware, software, and information management. This incompati-
bility also hinders our ability to optimize how we gather and analyze evidence from
diverse sources. Perhaps as we begin to move toward a national collaborative for
content standards, collecting evidence from diverse sources will become less of a
challenge.

7.2 How Should We Balance Information Gathered
About Multiple Aspects of Proficiency?

In his treatment of this topic, Almond immediately strikes at the heart of the issue
of examining multiple aspects of proficiency. He addresses the challenge of select-
ing tasks that measure the desired domain most accurately, and providing enough
tasks to measure all desired traits within reasonable time limits. Florida has recently
struggled with this in trying to create a large scale writing assessment that serves
several purposes. The ideal assessment would provide us with sufficient observa-
tions of writing to make student-level judgments of writing proficiency while also
providing enough information to make programmatic decisions, and this test would
also ideally allow us to equate results from year to year. One of the ways Florida
had hoped to achieve this cross-year linking was through the use of multiple-choice
items to measure student proficiency in focus, organization, support, and proper
conventions in writing. Student results showed some correlation between perfor-
mance on the actual writing tasks and performance on the multiple-choice portion
of the test, but this correlation was not sufficiently strong to make student-level deci-
sions (one of which was a pass/fail decision for high-school graduation). The effort
to create such a writing assessment is still ongoing in Florida, and solutions cur-
rently being considered reflect many of the concepts Almond addresses related to
gathering information on multiple aspects of proficiency. Taking several samples of
student writing at multiple points in the year is one example. Also, use of analytic
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scoring, or trait scoring, would provide multiple discrete observations on each sam-
ple (Cohen, 1994). Florida is also considering the use of automated essay scoring.
Many argue that this is more consistent than the use of human scorers in evaluating
the quality of student writing. Mark Shermis treats this topic more thoroughly in
Chapter 10 (this volume).

Students will increasingly be using technology for assessments beyond just writ-
ing. This will give us the ability to use innovative item types and tasks to gather
information about multiple aspects of proficiency. Challenges to the use of tech-
nology and innovative assessments are costs associated with hardware, software,
infrastructure, and the assessments themselves. Even though initial costs may be
high, the savings over the long term will be great. However, a significant concern is
the current inequity in schools’ and students’ access to technology.

In addition to the long term cost-benefits of the use of technology, we anticipate
improvement in the quality of information gathered as well as a significant reduction
in time to report results. We are hopeful that these benefits will provide sufficient
impetus to reduce or eliminate inequities in technology access. Gohl, Gohl, and
Wolf (2009) cite the above challenges and benefits, among others, but also call on
policymakers to formulate coherent policies at the local, state, and federal levels
that encourage aligned standards and assessments that rely on technology. They
also offer ideas on a variety of funding streams to address inequities in technology
access, such as the Achievement Through Technology and Innovation (ATTAIN)
Act and E-Rate.

7.3 How Should We Collect Evidence from Complex Tasks?

Florida’s assessment content advisory committees have, from the inception of
criterion-referenced, standards-based state assessments in 1998, been proponents
for the inclusion of complex tasks in FCAT to the greatest extent possible. Many of
these educators, like us, have both personally experienced and witnessed in others
the impact of such tasks on our schools. Conversations among teachers changed to
include a focus on the nature of student work as we learned about constructed-
response tasks and examined student responses. The result was more clarity
and agreement about the expected level of performance of students and instruc-
tion focused on problem solving and other high-order thinking skills. Florida’s
improving performance on such external measures as the National Assessment of
Educational Progress (NAEP) may be, in part, a result of this focus.

Almond points out some of the challenges with these complex tasks. We have
encountered several other challenges with the use of complex tasks in large-scale,
summative assessments such as FCAT.

(a) Cost. The monetary cost of developing and scoring these types of tasks is con-
siderably greater than that of selected-response items (e.g., multiple choice,
gridded response). There is also a time cost: these items take longer to score
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and delay the reporting of assessment results. As technology innovations in
automated scoring and user interfaces continue to occur, both of these costs
may become less of a deterrent to the use of complex tasks.

(b) Student proficiency. We have experienced two challenges related to students’
ability to respond to complex tasks. First, this type of test item is likely to
function differently among population subgroups. Differential item function-
ing (DIF) criteria are much more likely to be violated during field testing for
short- and extended-response test items than for multiple-choice items. Second,
when improved instruction in the thinking and communication skills required
by these tasks lags behind the use of complex tasks in assessment, performance
on these tasks may be so poor that some are not usable and others provide only
limited information to the scoring model. In Florida, this has been a particular
challenge in science.

(c) Field testing. For complex tasks that take students more time to complete, such
as a writing essay, field testing must be done during a different period of time
than the operational testing. These longer field-test tasks, if included in the
spring testing timeframe, could negatively impact performance on the scored
items due to students’ test fatigue. A different challenge occurs with context-
dependent item sets, where a complex stimulus is followed by discrete but
related items. More items must be field tested with the stimulus than are needed
because some will not meet statistical criteria for use in the operational test.
To ensure that the block of field-test items is not too long, the set of items has
to be distributed across test forms. Each item is then field tested in a different
context from the one in which it might eventually be used, creating less reliable
field-test statistics.

While more words have been used here to describe the challenges as opposed to
benefits of these complex tasks, we wholeheartedly believe that the challenges do
not outweigh the value they bring to teaching and learning.

7.4 Final Thoughts

Almond supports the use of ECD for design of forward-looking assessments with
diverse sources and types of evidence. The ECD approach seems capable of mod-
eling many parts of an innovative assessment system, including diverse measures
given over time and support of policy considerations. Much has been learned in the
years since large-scale, standards-based tests were launched in Florida, including an
understanding of the role they play in teacher and school accountability. The impact
of policy related to high-stakes assessments must be recognized and deliberately
included in the design of new systems for measuring student proficiency.

As we write this paper, the nation appears to be moving towards a common
core of content standards and the potential of a national test of these standards.
Additionally, interest and emphasis on formative, classroom-level assessments has
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increased. It is a pivotal time for the assessment community to examine and develop
new approaches to the design of assessments with a focus not only on that which
is easy to measure but what is important to measure. We believe that Almond has
captured some of the needs and challenges in his paper.

In considering the ECD framework from our perspective as practitioners, it called
to our minds the recently popularized understanding of expertise. Gladwell (2008),
in his book Outliers: The Story of Success, cites such researchers as K. Anders
Ericsson (a faculty member in the Center for Expert Performance Research at
Florida State University) regarding the development of expertise (Ericsson, Krampe,
& Tesch-Römer, 1993). This research tells us that expertise is a result of many hours,
some studies say 10,000, of deliberate practice. According to our calculations, that
is about 5 work years, which we have met and exceeded in our work on large-
scale assessment in Florida. However, by and large, we have focused our practice
on Florida’s system and have become comfortable with the associated vocabu-
lary. ECD, a different model using different terminology, would require a similar
commitment to understand and implement but is clearly worthy of this effort!
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Chapter 8
Participatory Assessment of 21st Century
Proficiencies
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Abstract The explosion of new social network technologies has highlighted the
awkward relationship between new “Twenty-first century” media practices and
existing educational systems. Traditional content standards, achievement tests, and
accountability pressures threaten nascent efforts to foster equitable, transparent, and
credible participation in these practices. The current push to design external tests
and standards to assess these new practices may actually exacerbate this problem,
due to the fundamentally social nature of these proficiencies. Large-scale standard-
ization and testing of aggregated achievement of these proficiencies should be done
cautiously and in isolation from classroom-based efforts to foster worthwhile par-
ticipation. Likewise, within classrooms, more interpretive efforts are first needed to
define social contexts that foster worthwhile social participation in these practices
before individual proficiency is assessed. To foster both participation and profi-
ciency while also meeting existing and future accountability goals, a design-based
participatory assessment framework with multiple levels of increasingly formal
outcomes is introduced.

Keywords Formative assessment · Social media · Twenty-first century skills

New media technologies are resulting in new communities based on new forms
of communication, learning, and self-expression (Ito et al., 2008; Shirky, 2008).
Many of these communities are organized around creative expressions, including
traditional expressions (e.g., AllPoetry) and newly popularized forms of traditional
expressions (e.g., fan fiction at FictionAlley and music remixes at ccMixter).1 These
communities exemplify “affinity spaces” (Gee, 2004) that feature low barriers to
entry, support for creating and sharing, informal mentoring of newcomers, and a
strong sense of social connection. Media scholar Henry Jenkins and his colleagues
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at Project New Media Literacies explored this phenomenon in their consideration
of “participatory cultures,” where “not every member must contribute, but all must
believe they are free to contribute when ready and believe that what they contribute
will be appropriately valued” (2006, p. 7). Such practices are already a primary cre-
ative outlet for many youth (Drotner, 2007; Goldman, Booker, & McDermott, 2007).
While these practices are not yet pervasive enough to merit proponents’ hype or crit-
ics’ hysteria, many youth who would not otherwise be developing these new media
proficiencies are now doing so in these digital networks and developing traditional
proficiencies in the process.

These cultural changes have led to tremendous interest in these new proficien-
cies and many efforts to define them. Jenkins and colleagues (2006) identified
eleven new proficiencies needed to participate in these new communities: play, per-
formance, simulation, appropriation, multitasking, distributed cognition, collective
intelligence, judgment, transmedia navigation, networking, and negotiation. While
such labels and notions have long been used to characterize proficiency, it is the
manner in which they are being taken up in new digital media networks in ways that
make them essential in the workplaces, classrooms, and cultures of the future that is
fostering this explosion of interest. For example, in the widely cited Framework for
Twenty-First Century Learning (Partnership for 21st Century Skills, 2007a) recogni-
tion of these and related newer proficiencies has led advocates to reframe and extend
four categories of more conventional skills and themes.2 Such proficiencies are
even more pronounced in the National Educational Technology Standards (ISTE,
2007), which include six categories of student standards that are largely defined
by new media and technology.3 If these proficiencies are defining how knowledge
is communicated and who is empowered to do so (Lisbon Council, 2007; Partners
in Educational Transformation, 2008; Partnership for Twenty-First Century Skills,
2005), they should be central to education. If schools are to address them, it is
important to consider how they are characterized (defining what they are), assessed
in classrooms (indicating whether they have been learned), and tested (estimating
who is capable). This chapter reviews current trends in these regards, and intro-
duces an alternative strategy that might help accomplish widely held goals for these
proficiencies.

2 Thus the category Learning and Innovation Skills includes communication and collaboration
along with critical thinking and problem solving while Life and Career skills includes flexibility
and adaptability along with productivity and accountability. Many of the more specific practices
that this paper is concerned with are most directly relevant to the skills included in the category
of Information, Media, and Technology Skills. A fourth category consists of Core Subjects and
Twenty-First Century Themes.
3 These include Creativity and innovation, Communication and collaboration, Research and infor-
mation fluency, Critical thinking, Problem solving and decision making, Digital citizenship, and
Technology operations and concepts.
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8.1 New Media the Technology Proficiencies and Schools

Recent studies reveal the tremendous levels of “hanging out, messing around, and
geeking out” in friendship-driven and interest-driven social networks (Ito, 2008).
This has highlighted the awkward relationship between these communities and
schools. Concerns over privacy, pornography, piracy, and plagiarism (“the four Ps”)
obscure the level and quality of creative activity occurring in these networks.

The numerous online fan fiction communities offer an instructive example. In
these communities, young people are deeply engaged in reading, writing, posting,
commenting, editing, and evaluating their own and others’ works in ways quite sim-
ilar to the types of creative and critical engagement encouraged in formal literature
and creative writing courses (Black, 2008). A key notion in these communities is
that of the “canon”—the set of facts, characters, realities, and worlds developed by
the original author or authors of a book, television show, or film. In the highly criti-
cal fan fiction communities that develop around a canonical text, creative works may
deviate from the canon, but only if it is clear that the writer has done so intentionally
and only if the deviation offers what the community agrees is a useful or important
addition to the body of fan-produced materials building on the original text.4 Active
participants in fan fiction communities will surely develop a deeper and more use-
ful understanding of genre, fiction, and literary criticism than will a student who
attends a lecture and reads a textbook about these notions. Nonetheless, few teach-
ers accept fan fiction for class assignments. Teachers question the cultural relevance
of the original text and are unable to ascertain originality. While fan fiction sites are
even more resolute about plagiarism, the communities are self-policing and highly
organized around specific texts and sub-genres. Even a single confirmed instance
may trigger a permanent ban. But the notion of “plagiarism” is approached in a
more authentic way that accounts for the highly subjective way that most practicing
writers appropriate source ideas and materials for new expressions.

8.1.1 Why Bother?

If these new proficiencies are easy to learn outside of schools, why should schools
bother? Equity, a primary function of schools, is one answer. Jenkins (2006) pointed
out that access alone is not enough—participatory cultures involve particular mind-
sets and skillsets that define valued action. Learning these “dispositions for doing”
requires first-hand experiences in the actual social and cultural practices circum-
scribing their use. The widening participation gap in new media is a concern,

4 A cardinal sin in fan fiction communities is writing what’s called a “Gary Stu” or “Mary Sue”
story, one in which the hero is a thinly disguised version of the writer. Nonetheless, newcom-
ers who post such expressions are quickly recognized and likely to be given encouragement and
immediately useful guidance for developing a more original work.
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because proficiency with new media practices has become so important in many
of the most important aspects of economic, civic, and political life. Put differently,
this gap blocks opportunities for learning “the new embodiments of ‘being literate’
in contemporary culture” (Steinkuehler, Black, & Clinton, 2005).

A second set of concerns identified by Jenkins and colleagues (2006) is the ethics
challenge, including issues of fair use, copyright, and slander, in addition to tradi-
tional questions of plagiarism. These new informal networks lack the mentoring,
professional standards, and constrained access of traditional media and media
mentoring programs (e.g., school newspapers; see James, 2008). Additionally, the
very nature of online discourse presents new ethical concerns. As summarized by
boyd (2008), new media discourse is relatively persistent, searchable, replicable,
and generally addressed to invisible audiences. These features foster transactive
interactions (where media is customized for one’s personal enjoyment) and shared
control (where content and expertise are co-created; see Xenos & Foot, 2008). This
complex interactivity precludes the traditional institutional controls over ethical
media use.

A third set of concerns is transparency. Media literacy programs have tradition-
ally focused on transparency in terms of critical reading and thinking. Metzger and
Flanagin (2008) describe how socially networked media raise new criteria for eval-
uating the credibility of information. There is clearly a bigger role for schools than
telling students they cannot trust Wikipedia (e.g., Laucius, 2009). Schools are a vital
place for young people to learn to judge credibility, recognize commercial mes-
sages, and understand the differences between centrally coordinated media efforts
and broader public movements.

8.2 Efforts to Bridge the Void Between New Proficiencies
and Schools

These and other concerns have prompted a range of responses. One type of response
seems to characterize these new proficiencies as participatory practices. These
“practice-oriented” responses emphasize the social and cultural contexts in which
these proficiencies are emerging and are mostly carried out with the support of
private philanthropies or as individual scholarship. The second type of response
characterizes these new proficiencies as individual skills. These are more focused
on standardizing and measuring them and are generally supported by government
agencies and businesses. There are certainly overlaps and exceptions; some com-
munities seem to be responding in both ways (such as the educational technology
and educational gaming communities). But the difference seems distinct enough to
consider and search for points of tension and potential synergy.

8.2.1 Practice-Oriented Responses to New Media and Technology

In recent years practice-oriented responses to new media and technology have
attracted significant support from private philanthropies. Among the most notable
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sources of support is the MacArthur Foundation’s Digital Media and Learning
Initiative. These efforts have also received significant support from the Pew
Charitable Trusts’ Internet and American Life initiatives, the Hewlett Foundation,
and others. In addition to these more formal efforts, the national and local initiatives
of pioneers in New Literacy Studies, new media studies, and those engaged in new
approaches to writing have also pushed the field to consider how to address the gap
between in- and out-of-school learning.

8.2.1.1 New Literacy Studies

One strand of practice-oriented responses is rooted in what came to be called the
New Literacy Studies (Barton, 1994; Gee, 1996; Heath, 1983; Scribner & Cole,
1981; Street, 1984). The New Literacy Studies (NLS) conceptualizes literacy as
a social practice. Representative of this approach, Gee’s theory of Discourse (as
opposed to the more narrow conversational “discourse”) describes how reading and
writing are always “part and parcel of, and inextricable from, specific social, cul-
tural, institutional, and political practices” (1999, p. 356). Here, learning to read
and write is about learning what “counts” as meaningful to a dominant group,
and this requires having experiences in the particular form of that group’s life.
Gee defines being literate as having control of what he calls secondary Discourses.
Where primary Discourses are ways of using language learned in one’s home and
community, secondary Discourses are associated with “secondary institutions,” such
as schools. By defining literacy as control of secondary Discourses, Gee (1989, p.
542) suggests that “when one is learning to read and to write, one is actually learn-
ing ways of reading and writing that connect up with the values, purposes, and
worldviews of the secondary Discourse wherein the learning is occurring (and, con-
sequentially, which exist in relation to the learner’s primary Discourse—for better or
worse).”

Anticipating the broader set of issues we now face, Gee and colleagues argued
previously that “literacy pedagogy has traditionally meant teaching and learning to
read and write in page-bound, official, standard forms of the national language. . .
[but] now must account for the burgeoning variety of text forms associated with
information and multi-media technologies” (The New London Group, 1996, p. 11).
Reciprocally, Leu, O’Bryne, Zawilinski, McVerry, and Everett-Cacopardo (2009,
p. 265) contend that “looking past the technological aspects of the Internet to
analyze the underling social practices. . . helps the research community to see
the Internet not as a technology but rather as a context in which to read, write,
and communicate.” A representative survey of research and educational appli-
cations reflecting this perspective is included in the Handbook of Research on
New Literacies (Coiro, Knobel, Lankshear, & Leu, 2008; see also Alvermann,
2002; Lievrouw & Livingstone, 2006). As interdisciplinary research contributes
to our understanding of the Internet, theories about specific new literacies (e.g.,
text messaging, Lam, 2006; multimodal storytelling, Hull & Nelson, 2005; social
networking, boyd & Ellison, 2007) are contributing to the larger theory of New
Literacies in this “open-source approach to theory development” (Leu et al., 2009,
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p. 265). This diversity of practice and corresponding focus on more local the-
ories challenges traditional assumptions about content standards, measurement,
generalizability, and formal theorizing that frame the more measurement-oriented
responses.

8.2.1.2 New Media Studies

Scholars and educators in media and communication have been at the forefront
of responses to new media and technology. Their stance is playfully illustrated
by the “lolcat” phenomenon (pictures of cats with overlay text in “kitty pidgin,”
or “lolspeak”). Media scholars point out that this phenomenon spread so rapidly
because anyone could visit ICanHasCheezburger.com to create new meanings (i.e.,
a new lolcat) that would quickly reach a broad and receptive audience (Jenkins,
2006). New lolspeak texts emerged (e.g., lolcat bible), and newcomers could read-
ily participate in developing and establishing community norms (e.g., by joining the
wiki discussion board at lolcatbible). Additionally, these communities offer multiple
avenues for new users to learn the ways of lolspeak, including a “lolspeak guide”
and “how to make lolz” tutorial. As with videogaming, the relevance of this example
for schools is most apparent after looking beyond the content of the meaning being
made to focus on the ease with which they are made and shared (Shirky, 2008).

The research literature and practitioner journals, education blogs, and other out-
lets reveal substantial efforts to develop and study classroom curricula that embrace
ideas of participatory culture as defined by media scholars. One notable example
is the Teachers’ Strategy Guide (TSG) developed by Jenkins’ Project New Media
Literacies with the support of the MacArthur Foundation. The guide, called Reading
in a Participatory Culture, explores the implications of participatory culture for
teaching a classic text (Melville’s Moby-Dick) in the high school English classroom.
This chapter will return to this example, which has been central to our collaboration
to define new assessment strategies. Another notable initiative is the socialmedia-
classroom.com community which builds on the ideas of Rheingold (2007) and
shares ideas and materials for teaching a variety of new media technologies.

8.2.1.3 New Approaches to Writing

The prominence of writing in these new practices has prompted Brandt (2005, 2009)
and others to argue that we are in a second stage of mass literacy. New media
has made writing the basis for a mass literate experience, and educational institu-
tions should respond to this shift. The National Council of Teachers of English has
been particularly responsive. The NCTE report Writing in the Twenty-First Century
(Yancey, 2009) points out that new media means “composers become composers
not through direct and formal instruction alone (if at all), but rather through what
we might call an extracurricular social co-apprenticeship” (p. 5). Thus, “our impulse
to write is now digitized and expanded—or put differently, newly technologized,
socialized, and networked” (2009, p. 5).



8 Participatory Assessment of 21st Century Proficiencies 113

Examining the consequences of this shift, the NCTE report explored the recent
“pranking” of the Advanced Placement writing exam. A Facebook group (even-
tually numbering 25,000) encouraged test takers to write and then cross out the
phrase “THIS IS SPARTA” in their essay responses. For the NCTE, this seemingly
innocuous example illustrates how students increasingly understand (a) the power
of networking, (b) how messages circulate and how to control them, (c) the new
audiences for twenty-first century compositions, and (d) how to “play” the testing
game. Thus, students “refused to write to a teacher-as-examiner exclusively; they
wrote as well to live teachers who might be amused. . ., they wanted not a testing
reader, but a human one” (p. 6). The report draws on the example to ask: How can
we build on all this knowledge? We worry that many responses to new media fail to
do so, and that any new standardized measures of new proficiencies will be utterly
compromised by more nefarious networked pranking once an expensive new test
starts being used to make important judgments.

The National Writing Project’s Teaching the New Writing (Herrington, Hodgson,
& Moran, 2009) examines how writing teachers across the nation are responding
to new technologies. For example, in Teaching Writing Using Blogs, Wikis, and
other Digital Tools, Beach, Anson, Breuch, and Swiss (2008) show how digital tools
can transform schools to engage students in “meaningful multimodal literacy prac-
tices.” Hull and Nelson (2005) illustrated the potential for multimodal literacy in
their ongoing work with Digital Underground Storytelling for Youth, an urban after-
school/summer program. They argued that multimodality increases the “multiplex
ways by which people can make meaning in the world” and affords “a democratiz-
ing force” by incorporating the “views and values of more people than ever before”
(p. 226). In Chicago, The Digital Youth Network shows the promise of a hybrid dig-
ital literacy program that brings in- and out-of-school learning closer together by
developing students’ new media literacies in an after-school learning environment
so students can utilize them in school.

8.2.1.4 Challenges for Practice-Oriented Responses

Reflecting the purpose of this chapter, we believe that accountability presents the
greatest challenge to practice-oriented educational responses to new media and tech-
nology. Particularly in the U.S., we expect that schools will continue to be held
strictly accountable to scores on externally-developed standardized tests. These con-
cerns are exacerbated by continuing demands for “scientifically-based” evidence
using such tests (e.g., Shavelson & Towne, 2002) where individual students are ran-
domly assigned to experimental and comparison conditions (e.g., Towne & Hilton,
2004). Given the rewards and punishment associated with test performance, teach-
ers and schools have good reason to employ individualized computer-based test
preparation programs that essentially train students to recognize numerous isolated
associations. As long as a handful of those learned associations are recognized on a
targeted test, statistically significant gains can be obtained in as little as 5–10 hours
of individualized training (e.g., Ysseldyke & Tardrew, 2007). From the perspective
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of the practice-oriented responses, this new knowledge has almost no educational
value beyond raising scores on targeted tests. We assume that increased use of
these practices under the No Child Left Behind Act is largely responsible for cor-
responding declines on unrelated non-targeted tests and other non-tested outcomes
(Ghezzi, 2006; Winerip, 2005). However, publishers of test prep programs (who are
increasingly also publishers of school tests and targeted tests) have been very suc-
cessful using this evidence to market their products to schools and school systems.
This was particularly the case for the supplemental educational services mandated
for persistently underperforming schools under NCLB. In many schools, teachers
are unable to use the computer labs for participation in increasingly important new
media and technology practices relevant to their content areas because they are (at
least in our experience) booked prepping students for and administering high-stakes
tests.

Our initial review of practice-oriented new media curricula did not reveal any evi-
dence of increased achievement on external tests. While test-based accountability is
clearly in transition, we assume that schools and students in all western countries
will always encounter externally-developed, high-stakes tests. We further assume
that broad adoption of innovative practices will continue to require convincing evi-
dence of impact on externally-developed achievement tests. As described next, the
second category of responses to new media and technology may result in a solution
to this problem.

8.2.2 Measurement-Oriented Responses to New Media
and Technology

The second category of responses to new media and technology, measurement-
oriented responses, is attracting substantial sponsorship from business interests and
governments. In general, these responses aim to foster new proficiencies by chang-
ing educational standards and tests and then using these changes to drive classroom
assessment and teaching.

8.2.2.1 Changing Standards and Tests

The pressures described in the introduction have led to calls for sweeping changes
in educational standards and tests of those standards. For example, The Partnership
for Twenty-First Century Skills has developed a comprehensive framework that
includes “learning and innovation skills” along with more specific media and tech-
nology skills and “core subjects and Twenty-First century themes.” Likewise, the
International Society for Technology in Education (ISTE) has identified National
Educational Technology Standards for both students and teachers (NETS-S and
NETS-T); their NETS Online Technology Assessment is now starting to be widely
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used.5 Many states are also investing substantial resources and funding into
revamping their standards and assessments in this direction.

The rationale behind these responses is that new standards and tests will drive
schools to transform themselves. The Partnership for Twenty-First Century Skills
asserts that “the movement to embrace and foster widespread adoption of Twenty-
First Century skills hinges on identifying ways to assess students’ adoption and
acquisition of this knowledge” (2005, p. 5). Likewise, the Education Sector recently
released a report called Measuring Skills in the Twenty-First Century. The report is
part of their initiative to “[b]uild on the strengths of the current school accountabil-
ity systems, more fully and effectively measure the depth and breadth of student’s
educational experiences, and encourage educators, parents, policy makers, and the
larger public to pursue educational equity and excellence for all students” (Silva,
2008, p. iii). Other similarly inspired efforts that are described elsewhere include
the College and Work Readiness Assessment (Council for Aid to Education), the
Rainbow Project (the College Board), the Self-Directed Learning Inventory (Metiri),
and iSkills (Educational Testing Service).

The technology industry has strongly supported these efforts. The Partnership
for Educational Transformation, formed by Cisco, Intel, and Microsoft in 2009,
is aiming to revamp international standards and tests, including the Program for
International Student Assessment (PISA) run by the Organization for Economic
Cooperation and Development, and the Trends in International Mathematics and
Science Study (TIMSS) run by the International Association of the Evaluation
of Educational Achievement. Technology also plays a central role in these new
tests. Web-based administration coupled with computer-adaptive testing has slashed
testing and scoring time and is making possible groundbreaking new test for-
mats (Quellmalz & Pellegrino, 2009), while the evidence-centered design (ECD)
approach pioneered by Mislevy and colleagues (e.g., Mislevy, Steinberg, & Almond,
2003) allows tests to incorporate sophisticated multi-dimensional models of stu-
dent reasoning. Assessment innovators are starting to combine networked testing,
ECD models, and virtual reality technology to assess Twenty-First century skills
in immersive virtual environments (e.g., Shute, Ventura, Bauer, & Zapata-Rivera,
2009).

Among government-led testing efforts, the UK’s Qualifications and Curriculum
Authority has been particularly ambitious, including their Key Stage 3 ICT Literacy
Assessment, A-Level Examination of the Moving Image, the web-based Certificate
of Digital Creativity, the eVIVA portfolio assessment, and an annotation system.
The U.S. government has been slower to respond, but the Obama administration has

5 Another set of standards developed by the Metiri Group addresses the concern that “policy-
makers and educators have not yet clearly defined what it means to be ‘educated’ in a Digital
Age.” Their enGauge Twenty-First Century initiative catalogues four sets of skills (digital age
literacy, inventive thinking, effective communication, and productivity); these skills underlie their
Dimensions21 Framework that schools can use to audit their “readiness to implement Twenty-First
Century Learning” and asses their students’ “engagement and self-directed life-long learning.”
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stated that “their vision for a Twenty-First century education begins with demand-
ing more reforms and accountability, coupled with the resources needed to carry out
that reform” (White House, 2009). Their Education Agenda asserts that “teachers
should not be forced to spend the academic year preparing students to fill in bubbles
on standardized tests.” Instead, the administration aims to “improve the assessments
used to track student progress to measure readiness for college and the workplace
and improve learning in a timely, individualized manner.” These and other indica-
tions point to a significant U.S. response in terms of federal policy and state-led
testing efforts in the coming years.

8.2.2.2 New Curriculum and Classroom Assessments

Of course, the driving force behind the measurement-driven responses is the
assumption that the new standards and tests will drive educational reform. The
Partnership for Twenty-First Century Skills (2007b) argues that schools should
(1) create necessary standards, (2) develop, implement, evaluate, and improve
assessments, (3) align formative and summative assessments to curriculum and
instruction, and (4) develop a professional development strategy. Drawing on
research that became well established in the 1990s, their white paper points to
curricular strategies such as problem-based learning, cooperative learning, and the
use of real world contexts that might be used in these new curricula. Notably,
the Partnership recognizes the important role that formative classroom assessments
play in helping teachers align their curricula with summative external tests: “Such
assessments make it possible to diagnose learning gaps and address them before
they lead to more fundamental misunderstandings of knowledge or misapplica-
tion of skills” (p. 4). Similarly, one of the five working groups in the Partnership
for Educational Transformation was called Classroom Learning Environments and
Formative Evaluation and aimed to “review classroom-based ICT-enabled learn-
ing environments that emphasize interactive, formative assessments and provide
opportunities for students to reach important criteria at their own rates and derive
implications for summative assessment and for classroom practices aligned with
assessment reform” (2008, p. 15).

8.3 So, What Is the Problem?

To many observers, it must seem that these two strands of education-related
responses to new media and technology and the combined efforts of educational
researchers, philanthropies, government, and industry within them are all poised
to help new media literacies and Twenty-First century proficiencies in schools
and more broadly. Our concern is that the fundamental tensions between these
approaches will thwart their shared goals. In short, we worry that the constraints of
high-stakes external measures will still result in overly narrow definitions of these
new proficiencies and that these tests in turn will lead to overly narrow classroom
instruction and assessment. More specifically, we take issue with the idea of starting
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with external tests and then aligning classroom instruction and assessment to those
tests.

Our concerns stem partly from our embrace of the participatory views of learn-
ing underlying most of the practice-oriented responses. These views of learning
are rooted in situative theories of cognition that treat communal social activity as
primary representations of knowledge and treat the thoughts and behavior of indi-
viduals as secondary representations of that knowledge (e.g., Greeno, 1998). As
illustrated by the various practice-oriented responses summarized above, these par-
ticipatory/situative views suggest that the most worthwhile responses to new media
should start with a more social characterization of these proficiencies as distributed
communal practices. Put differently, we agree that efforts to foster these new profi-
ciencies should not start by measuring them. Quite to the contrary, we believe that
large-scale efforts to standardize and measure these proficiencies on high-stakes
tests should be isolated from efforts to interpret and promote them in the social and
cultural contexts in which they might be more formally taught (e.g., classrooms and
schools). The argument that we are building in this chapter is that doing so should
(a) allow more individual students to become more “proficient” by the standards of
those very tests, (b) strengthen the accuracy and value of the evidence gathered with
the various tests of new proficiencies now being proposed, and (c) reduce the need
for costly and potentially problematic new formats for these tests.

While our approach is rooted in established theories of cognition and learning,
our argument is pragmatic. We are not engaging in the debate over whether individ-
uals “possess” new media and technology skills that they take with them from task
to task or whether individuals are capable of learning components of these skills
in isolation (e.g., Anderson, Reder, & Simon, 1996). Instead, we argue that fram-
ing new proficiencies primarily as specific skills that can be measured in isolation
from their contexts of use necessarily overlooks the most important aspects needed
to foster them in schools (Greeno, 1997). Thus, we contend that these new profi-
ciencies should primarily be framed as social practices, which are best understood
by interpreting the ways they are used and learned in the social networks in which
they emerge (or might emerge). We further contend that these proficiencies should
be framed secondarily as individual conceptual understanding, as might be under-
stood by assessing whether individuals can solve similar problems that require those
proficiencies. We then argue that only once the proficiencies have been interpreted
in their social context and then assessed as individual understanding should they be
measured in the aggregate on any conceivable standardized external test.

In short, we believe that the next generation of achievement tests should be used
“at a distance” to track and evaluate the success of curricula and policies in foster-
ing broad attainment of these new proficiencies. Our argument is grounded in two
primary aspects of validity theory.

8.3.1 Evidential Validity

As detailed by Messick, 1994 and summarized in Hickey, Wolfe, and Kindfield
(2000), the validity of evidence has traditionally concerned content, substance,
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structure, generalizability, and relationship with external measures. The participa-
tory/situative views of learning underlying the practice-oriented responses as well
as our approach assume that any proficiencies are closely bound to the sociocultural
contexts in which they emerged and are continually evolving. This is exacerbated
when such practices are (a) inherently social, such as new media literacies, and
(b) measured in a sufficiently general context to reliably estimate achievement
independent of any particular learning and performance context. This means that
successful participants in new media and technology practices may appear “illiter-
ate” on narrow literacy assessments while high-scoring test-takers may not be able to
participate successfully in a broader range of literacy and new media communities.

Theoretically, we embrace the doubts of situativity theorists (e.g., Greeno &
Gresalfi, 2008) about the validity of scores from any individual assessment of
knowledge. But we choose to pragmatically sequester that concern, because we also
agree that policy makers and program evaluators need measures that are aligned to
common standards (and largely independent of particular curricular approaches) in
order to provide valid evidence for documenting the impact of policies, tracking
long-term improvement, conducting studies that generalize beyond the sample, etc.
For better or worse, our efforts aim to bridge the tenuous void between these two
positions.

Many participants in the measurement-oriented responses to new media present
their challenge as a more complex version of the validity challenges facing all mea-
surement efforts (see Hobbs & Frost, 2003). One of ten methodological challenges
outlined by the Partnership for Educational Transformation’s 2009 report is “the
need to distinguish individual contributions and skills on tasks that are done col-
laboratively” (p. 14). Recapitulating prior testing debates, measurement-oriented
responses assume that this problem can be addressed using more open-ended assess-
ment formats and by relaxing some of the psychometric models that presume a large
pool of unrelated items whose relative difficulty and ease of guessing can be pre-
cisely estimated. This assumption is reflected in the methodological needs outlined
by the Partnership. These include the need to (a) detail the wider range of skills that
can only be assessed with new technologies, (b) design complex tasks so that fail-
ure on one task component does not cascade through the remaining components, (c)
determine the extent to which new items should be equivalent to legacy paper and
pencil tests, and (d) develop new theories and models of scoring students’ processes
and strategies (2009, p. 14).

The preceding paragraph reflects recognition of the constraints of traditional test
formats. We applaud and encourage these and other efforts to explore alternatives.
Nonetheless, we worry that the methodological, technological, economic, and polit-
ical constraints inherent in large-scale high-stakes testing will result in test scores
that are far less convincing evidence of proficiency than current achievement tests.
This would be a repeat of the demoralizing demise of assessment reforms in the
1990s. In that case, promised improvements in instruction and student learning
never materialized and arguably helped set the stage for the excesses (and absur-
dities) of the No Child Left Behind Act of 2001(see Kirst & Mazzeo, 1996 and
Baker, 2003). Among the many other obstacles facing the measurement-oriented
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responses, we worry about the dynamic social contexts of these new proficiencies,
in light of the time required to develop new large-scale tests and item formats. In
1995, an authentic “Twenty-first century” solo/collaborative assessment might have
involved a multi-media development project; by 2005, it might have involved build-
ing a hypothetical website. Right now, many would argue it would need to include
building a wiki; in the near future, it seems that some form of social network-
ing would be necessary to maintain authenticity. While some classroom teachers
might be able to adapt their instruction and classroom assessments to local and/or
new social media practices, standardized tests by their very nature are less able
to accommodate these changes. Returning to the THIS IS SPARTA prank, we fur-
ther worry that the measurement-oriented responses are failing to anticipate new
digital social networks that will compromise these new tests in ways that are impos-
sible to anticipate. For example, as TurnItIn.com began helping educators respond
to paper-selling websites, new socially networked alternatives began emerging to
thwart that response (Hutton, 2006).6 Massive item pools and computer-based test-
ing are now thwarting many previously effective cheating strategies (such as hiring
individuals to memorize items or sending correct answers to individuals in later time
zones). But these solutions depend on the very assumptions that the newer tests aim
to relax. A small pool of complex multi-part items will be an inviting target for net-
worked cheaters and unscrupulous businesses. But we are even more worried about
a type of “cheating” that is seldom labeled as such by most observers.

8.3.2 Consequential Validity

In considerations of validity, less attention has been directed to the consequences
that the design, use, or interpretation of a particular assessment have for learners
(e.g., Messick, 1994; Shepard, 2000). This is typically referred to as “consequen-
tial validity” (though Frederiksen & Collins, 1989, introduced the term “systemic
validity” which more closely resembles how we think about the consequences of
assessment and testing practices). As highlighted in the National Research Council
report Knowing What Students Know (Pellegrino, Chudowsky, & Glaser, 2001) and
explicitly represented in all of the measurement-oriented responses, the content and
format of tests drive the content and format of instruction. We are concerned about
the consequences for learning, teaching, and policy when these new proficiencies are
included in external tests, particularly when significant consequences are attached
to the performance of individuals, classrooms, schools, states, or countries.

Our concern with the measurement-driven responses is quite simply that they
will favor curricula that directly expose students to specific associations that might
appear on targeted tests. We expect that this trend will be exacerbated by (a)
continued policies favoring the use of externally-developed tests in randomized

6 One new plagiarism strategy being circulated apparently exploits a functionality of TurnItIn to
succeed (Lancaster & Clarke, 2008).
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experimental designs, (b) continued consolidation in the publishing/testing industry,
and (c) the push to integrate curriculum, test prep, and testing into instructional
management systems.7 We think that these trends will further remove these new
proficiencies from actual new media and technology practices. If so, these responses
will not address concerns over equitable, transparent, and credible participation in
new media and technology practices. They may exacerbate the concerns.

8.4 A Proposed Participatory Alternative

The views of cognition and learning that drive our concerns with the evidential and
consequential validity of the measurement-oriented responses also underlie our pro-
posed alternative. We argue that pushing very hard on situative views of assessment
and testing yields coherent ways of refining school-based participation that can indi-
rectly but consistently raise scores on externally-developed achievement measures.
We further argue that doing so enhances the evidential validity of those scores and
the consequential validity of those measurement practices.

Assessment and measurement specialists have been relatively slow to acknowl-
edge situative views of knowing and learning. As exemplified by the endur-
ing debate over different assessment formats (e.g., Pellegrino et al., 2001), the
fundamental tension in educational assessment has concerned which individual
model of cognition is most relevant (i.e. “behavioral/associationist” vs. “cogni-
tive/rationalist”). As a caveat, this chapter is not intended as a defense of situative
assumptions about knowing and learning that are detailed elsewhere by others.
Rather, this chapter aims to show how a design-based model of refinement that
emerged from those assumptions can sidestep these more philosophical debates
between competing individually-oriented approaches and between individual vs.
social approaches. Instead, our alternative offers a model of iterative refinement
that ultimately leads to tractable empirical comparisons using external tests.

8.4.1 Situative and Sociocultural Considerations of Assessment
and Testing

The Spencer Foundation’s Idea of Testing project brought together scholars with a
range of perspectives that were not widely represented in educational assessment
and testing. A report drafted in 2002 (Moss, Pullin, Gee, & Haertel, 2005) outlined

7 We are particularly concerned with Twenty-First century versions of popular programs such as
the widely used SuccessMaker and other similar programs that have expanded under NCLB. At the
time of this writing, nearly any Google search including the phrase “Twenty-First Century Skills”
yielded an adlink for the Expert 21 curriculum just released by Scholastic Inc. An animated banner
on the program’s website vigorously directs visitors to detailed information about obtaining funds
for the curriculum under nine different federal grant programs. While we have yet to examine
the program in detail, it strongly features both traditional achievement tests and new Twenty-First
century assessments and seems quite consistent with the other measurement-oriented responses.
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the goals of this effort and a new book (Moss, Pullin, Gee, Haertel, & Young, 2008)
included insightful considerations of the implications of situative theory for assess-
ment. By highlighting the role of context, these considerations argued that (1) all
assessments and tests are part of a broader “activity systems,” (2) that these systems
are defined by interactions between learners and their environment, and (3) that this
environment is defined by the range of the tools employed, such as language, com-
puters, and other learners. If this is true, then a coherent interpretation of evidence or
consequences must start with broader social systems. In their consideration, Greeno
and Gresalfi (2008, p. 187) argued that “from a situative perspective assessments
that purport to measure students’ knowledge in simple quantitative terms, without
taking the assessment activity into account, simply do not make sense. . . The frame
of reference for an assessment of someone’s knowing is the activity system in which
the person participates in generating information that is used in evaluating what he
or she knows.”

By elevating the importance of the context in which any activity occurs over
the cognitive activity that a particular score is presumed to represent, situative per-
spectives argue that we never really “know,” in the positivistic sense, what students
really “know.” When we say that our approach pushes hard on situative perspec-
tives, we mean that we extend this argument to all formal assessments of learning.
Rather than treating tests as positivistic evidence of individual knowledge, we view
the act of taking an external test as participation in a peculiar (if not bizarre) form
of discourse (Hickey & Zuiker, 2005).

While we embrace these assumptions in our approach, we make a pragmatic
compromise that reflects the realities of organized educational contexts. We
acknowledge that formal assessments and external tests support discourse that
serves specific useful functions that are inevitable in any compulsory educational
context. However, rather than using the secondary representations of knowledge
in external standards and tests to drive classroom practices, we instead shape the
enactment and design of classroom practices in ways that we are confident will
improve students’ participation in a broad range of discourse practices, including
external tests.

In reference to the notion of participatory culture that is the larger context and
inspiration for this work, participatory assessment is the alternative response to new
media that we outline and exemplify in the remainder of this chapter. This work
has been funded by the MacArthur Foundation’s Twenty-First Century Assessment
Project for Situated and Sociocultural Approaches to Learning, an effort directed by
James Gee (see Gee, 2007) as part of the Digital Media and Learning (DML) pro-
gram. The Twenty-First Century Assessment initiative has pushed the development
of new assessment approaches, including some of the ECD work by Mislevy and
Shute referenced earlier, some of the participants in the Partnership for Educational
Transformation, and the work of the assessment theorist Delandshere (e.g., 2002).
Our contribution to this larger effort is a collaboration between an assessment design
team at Indiana University (the first and second authors) and the developers of the
Teachers’ Strategy Guide (TSG) at Project New Media Literacies at Massachusetts
Institute of Technology (the third and fourth authors).
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8.4.2 An Initial Application of Participatory Assessment
to the Teachers’ Strategy Guide

The Teachers’ Strategy Guide adopted the practices of participatory culture and
new media to engage secondary language arts classrooms in worthwhile conversa-
tion with a classic text (Melville’s Moby-Dick). It consisted of four units—Motives
for Reading, Appropriation and Remixing, Negotiating Cultural Spaces, and
Continuities and Silences. Reflecting the assumptions about participatory culture
outlined by Jenkins et al. (2006), the TSG assumed that reading and writing—and
literacy more broadly—comprise a variety of critical and creative practices. These
include “old” practices (e.g., genre study, creative and persuasive writing, literary
analysis) and “new” practices (e.g., remixing, fan fiction, and blogging). Reflecting
a fundamental shift in what it means to be “literate,” the TSG treated both old and
new literacy practices as social practices that can be fostered by communal engage-
ment mediated by new digital technologies. For example, the Appropriation and
Remixing unit explored things like the difference between creative expression and
plagiarism, the new media practices of remixing and transmedia navigation, and the
importance of traditional notions like genre and audience in making meaningful cre-
ative expressions. It did so with a range of innovative activities using Moby-Dick,
the Mixed Magic Theatre’s contemporary remix Moby-Dick: Then and Now (via
online videos of the staged production and interviews with the director and actors),
and other remixes of the much-appropriated classic text, including the music video
Ahab (from nerdcore pioneer MC Lars).

Our collaboration was initiated as the four units of the TSG were taking shape.
We spent roughly six months making revisions to the draft units to embed or add
the various assessments described below. We then worked intensively with Becky
Rupert, an experienced English Language Arts teacher at Aurora Alternative High
School in Bloomington, Indiana. Aurora serves students who, for a range of reasons,
have not experienced success in conventional high school settings. The two teams
collaborated closely, refining our principles and theories as Becky incorporated
various TSG activities and units across three trimesters.

8.4.3 Key Aspects and Assumptions of Participatory Assessment

8.4.3.1 Multiple Levels of Assessment

Central to our approach is the alignment of learning across three or more assess-
ment levels. This aspect of the approach emerged in prior studies of inquiry-oriented
multimedia science software (e.g., Hickey, Kindfield, Horwitz, & Christie, 2003;
Hickey & Zuiker, 2005; Taasobshirazi, Anderson, Zuiker, & Hickey, 2006) and
3-D immersive educational multi-user videogames (Barab et al., 2007a, 2007b;
Hickey, Ingram-Goble, & Jameson, 2009). Each of these projects aimed to enhance
inquiry-based learning while obtaining broadly convincing evidence of that learn-
ing. They did so by aligning learning across three assessment levels. At the first
level were informal “discursive” formative assessments that fostered participation
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in worthwhile communal discourse around the inquiry-learning activities. These
were aligned to a second level consisting of conventional classroom performance
assessments designed to tap students’ individual understanding. At the third level,
conventional external achievement measures were used to measure the broader
consequences of these refinements on aggregated student achievement. Put most
succinctly, this approach (1) aligns communal discourse to (2) maximize individ-
ual understanding in order to (3) indirectly increase aggregated achievement. After
multiple cycles of refinement, the sort of statistically and pedagogically significant
achievement gains on external measures that have eluded inquiry-oriented curricula
were obtained.

As summarized in Table 8.1, our approach actually distinguishes between five
different assessment levels.8 Each level defines a specific point along a continuum
of increased “distance” from the enactment of specific activities in specific class-
rooms. Consistent with the levels used in the summative evaluation by Ruiz-Primo,
Shavelson, Hamilton, and Klein (2002); we label these levels immediate, close,
proximal, distal, and remote. But our situative assumptions and focus on formative
functions lead us to characterize those levels and their interaction quite differently.

8.4.3.2 A Focus on Assessment Orientation and Timescale

Our assessment levels are oriented towards different educational activity systems.
Each level is oriented towards an increased scope of learning, assessment, and feed-
back. At the immediate level, event-oriented assessments concern the enactment of
a curricular activity in a particular classroom context. These assessments acknowl-
edge that every enactment of a given curricular activity is different and situated in
the particular classroom context. As will be elaborated below, our immediate-level
assessments consist of informal “event reflections” that are embedded in the actual
activity. They promote reflection on the way that domain knowledge is being taken
up in the discourse during that activity.9

8 The nature of the actual levels has evolved substantially over the various projects and are con-
tinuing to evolve in the current project. The important point here is that the levels are discrete
points along a continuum that ranges from informal interpretation of contextualized communal
participation at the immediate level to highly formalized measurement of decontextualized aggre-
gated achievement at the remote level; semi-formal assessment of individual understanding falls
somewhere between those extremes.
9 Contrary to prevailing views of assessment that focus primarily on individuals, our participatory
approach treats the informal interpretation of discourse in the enactment of activities as “assess-
ment.” Thus, the insights about educational discourse that these immediate-level assessments
generate are “evidence.” Likewise, the process by which that evidence shapes that same discourse
is considered “feedback.” Rather than distinguishing this informal reflection from “assessment,”
our situative theory and participatory approach characterizes all assessments and tests as elements
in specific forms of educational discourse. Therefore, the use of increasingly abstract (i.e., decreas-
ingly contextualized) representations of domain knowledge in those assessments and tests foster
increasingly abstract and decontexualized discourses. Across levels, this discourse is meaningful
for discussions about educational practices that occur over increasingly lengthy periods of time
and concern increasingly larger educational activity systems. This is the essence of what we mean
by “pushing hard” on situative views of assessment.
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At the close level, assessment is activity-oriented. Close-level assessments are
“activity reflections” that occur after a curricular activity is completed. While still
quite informal, they promote students’ reflection on the domain knowledge that
was central to the goals of the curricular activity. This broadening continues out
to artifacts in the proximal level, standards in the distal level, and achievement in
the remote level. The distinction between levels builds on Lemke’s (2000) notion
of timescales. Evidence at different levels provides feedback that drives change
over different time intervals. Feedback from the immediate-level event reflections
changes the way classroom activities are being enacted—immediately. This is a
faster feedback cycle than the one associated with close-level activity reflections,
which concern the way the larger activity effectively engaged students in partic-
ipating in and with the relevant idea. The feedback from the close-level activity
reflections is more intended to impact (1) students’ design of their own artifacts,
(2) students’ enactment of subsequent activities, and (3) the teacher’s implemen-
tation of the activity in subsequent classes. But these activity systems are more
fleeting than the ones defined by students drafting their artifacts or completing for-
mal exams. Even slower still are the activity systems that use feedback from external
achievement tests. Our approach assumes that the feedback from remote level tests
is only useful (i.e., valid) for broader policy and curricular decisions that occur over
a timescale of years. In this way, timescale frames the validity of different forms of
assessment.

8.4.3.3 A Focus on Formative and Summative Functions

Assuming that learning is primarily social change leads us to treat assessment lev-
els as “formative.” Assessments at all levels have formative potential, but they are
formative for audiences that engage in educational practice at different timescales.
In this way, our approach sets aside the traditional dichotomy between formative
and summative assessments, focusing instead on different assessment functions.
We assume that all assessments have both formative and summative potential; we
further assume that the nature of this potential depends on what (event vs. activ-
ity) or who (student, teacher, administrator, or policy maker) is being informed
by that evidence. Hence, the evidence from distal-level, norm-referenced achieve-
ment tests that measure improvement over years has formative potential for policies
and decisions that occur on that same time scale. As highlighted by the empty
cells in Table 8.1, our approach assumes that this same evidence has no forma-
tive potential for students or teachers; the function of remote-level tests for them is
entirely summative. This is, of course, contrary to the current push for “data-driven”
teaching.10

10 Of course, it is possible to speculate about ways that remote-level tests can be used formatively
by teachers. But our approach assumes that the negative consequences for curriculum, student
learning, and evidential validity far outweigh any potential benefits of doing so. We concur with
assessment scholars like Popham (2006) and Shepard (2007) who argue that the formative potential
of standardized achievement tests is quite limited (and often overstated).
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Participatory assessment treats all participants in the education process as poten-
tial “learners.” This includes students, teachers, designers, administrators, and
policy makers. We strongly believe that policy makers and administrators are now
failing to use achievement evidence to improve achievement and are often using it
in ways that undermine learning. But we still believe that this evidence, when used
differently and more carefully, has untapped potential for improving learning by
informing policy makers and policies over the longer term.

8.4.3.4 Design-Based Iterative Refinements

Our approach draws from contemporary design-based research (DBR) methods
(e.g., Cobb, Confrey, diSessa, Lehrer, & Schauble, 2003). Rejecting the conven-
tional distinction between “basic” and “applied” research, DBR emphasizes the
development of “intermediate-level” theory and then situates those theories along-
side the pertinent contextual factors that define their relevance and shape their
continued refinement. In this way, DBR focuses on the development of design prin-
ciples to help refine “local” theory in the context of reform. Hence, the design
principles from this collaboration are most relevant to the refinement of secondary
new media language arts curricula; they would have to be refined more to be useful
for other domains and even more for non-classroom contexts.

Our approach embraces Lemke’s (2000) suggestion that it is useful to analyze
activity across three timescales, focusing on activity at a central timescale and
aligning to those across adjacent timescales. In general, our approach extends this
suggestion across three iterative cycles of refinement. As elaborated in Hickey,
Zuiker, Taasobshirazi, Schafer, & Michael (2006), an initial implementation cycle
aligns the immediate level to the close level and evaluates impact on the proximal
level; a second experimentation cycle aligns the close-level to the proximal level to
impact the distal level. A final evaluation cycle uses the distal and remote outcomes
to evaluate the long-term consequences of the curriculum.

8.4.3.5 Proficiencies as Formalisms and Boundary Objects

A situative view of learning means that knowledge is primarily represented by
successful participation in domain-specific discourses. Take, for example, our stu-
dents’ ability to use different narrative genres to make new meanings for particular
audiences when remixing a source text. We view this “ability” as a communal prac-
tice that is closely bound to particular narrative, media, and social contexts. Our
students’ ability to explain the role of genre in creative remixing on a formal class-
room exam or performance assessment is seen as another context defined by its
narratives, media formats, and social configurations. Likewise, students’ ability to
use their knowledge of genre to discriminate between more-correct and less-correct
associations on an external test is yet another context with yet another set of con-
figurations. Rather than working “back” from the abstract knowledge defined by
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standards and tests, our approach works forward from the communal knowledge
practices. It does so by characterizing the proficiencies targeted by a particular
curriculum and represented in externally-developed standards as “formalisms.”

The notion of formalisms reframes proficiencies as “boundary objects” (Bowker
& Star, 1999) that can inhabit multiple activity systems, enabling communication
and collaboration across those systems. When a proficiency is characterized as a
formalism or a boundary object, it “answers to different sets of audiences and pur-
sues different sets of tasks” (Star & Griesemer, 1989, p. 388). As Moss, Girard, and
Haniford (2006, p. 146) point out, “a boundary object is a particular kind of cul-
tural tool that not only crosses boundaries of activity systems, such as a mandated
assessment, but is also plastic enough to meet the local needs while maintaining
a common identity across sites . . .. A mandated assessment would function as a
boundary object when actors in the local context are able to cooperate in providing
necessary information to outsiders while maintaining a productive level of authority
and agency over their own practice.”

Our framework essentially stretches this characterization of “mandated assess-
ment” across the different activity systems represented by our five assessment levels.
Relative to our Appropriation and Remixing activities, this included (1) discussion
of genre in the enactment of those activities, (2) the way that genre was introduced
and used by those activities, (3) the way students used genre in their creative artifacts
to make them more meaningful, (4) the formal interrogation of students’ under-
standing of the role of genre on an end-of-unit assessment, and (5) the inclusion of
items from the language arts subtest of the graduation qualifying exam that touch
on students’ knowledge of genre.

8.4.4 Examples and Descriptions of Assessments for the Teachers’
Strategy Guide

Across our collaboration, we continually refined both the assessments for the TSG
and the design principles behind them. Our collaboration is continuing as we design
new activities that can be used with other texts and take better advantage of existing
and emerging digital social networks. The following examples reflect some of our
more recent insights, and some have been revised since our work with the TSG to
reflect those insights and better illustrate the approach.

8.4.4.1 Immediate-Level Event Reflections

Immediate-level assessments concern the way activities get enacted in particu-
lar classrooms with particular students. The actual “assessments” consist of event
reflections. These are embedded prompts intended to immediately shape the dis-
course that defines those enactments. Once we had reviewed the draft activities in
the TSG to better clarify the formalisms they were targeting, we then revised the
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text of those activities to prompt worthwhile reflection on those formalisms. Thus,
an immediate-level event reflection for an Appropriation and Remixing activity that
involves genre (e.g., viewing MC Lars’ music video Ahab) would simply ask stu-
dents to reflect on the way genre is being used in that activity: How is genre being
used to create new meaning in this remix?

Obviously, immediate-level assessment is extremely informal. Some will find it
too informal to qualify as “assessment.” However, four design features make these
seemingly commonplace prompts a key element of a systematic approach. First,
they are carefully phrased to focus on the activity, rather than individual understand-
ing of the targeted formalism (i.e., not Who can tell us what genre means?). This
extends the research literature on classroom discourse and the stipulation against
“known answer” questions (e.g., Erickson, 1996) into the realm of assessment.
We assume that a premature focus on individual understanding is summative and
undermines the formative function of the nascent communal discourse that invites
struggling learners to enlist targeted formalisms. Second, the reflective prompts
are introduced in sets that scaffold increasingly sophisticated communal discourse
within the enactment. As shown in Table 8.2 (second column), the prompts start out
with the more routine conceptual engagement concerning the concepts underlying
the formalism. Building on the ideas of Gresalfi, Barab, Siyahhan, and Christensen
(2009), subsequent prompts move the discourse to the more challenging consequen-
tial engagement (concerning the consequences of the formalism for practice) and
critical engagement (concerning better or alternative perspectives or practices).

Across our collaboration, we worked with Becky and her students to help use the
event reflections to ensure that every student had an opportunity to enlist the for-
malism in informal discourse during the activity. Each activity typically had several
modes of discourse, including online discussions, small group work, and class dis-
cussions. Together, we discussed a broader notion of participation at this level that
every student should at least be actively listening to more articulate classmates who
are themselves struggling to make meaning of challenging new ideas. Immediate-
level assessment is designed to draw in and scaffold the participation of students
who otherwise may not enter the conversation directly. Part of our inspiration comes
from the way that the “lurking” by most newcomers in social networks crucially
prepares them to engage more meaningfully once they feel ready (e.g., Gray, 2004).
Immediate-level assessments increase the opportunities students have to participate.
They do so in part by directing the focus of students’ participation towards the activ-
ity rather than themselves. This represents one of our central assessment design
principles: a formalism must be enlisted by a community of learners before it can
be enlisted correctly by that same community.

The third systematic feature of our immediate-level assessments is the way
the prompts are carefully worded to foster discourse around the domain-specific
nuances that give the formalisms their communicative power. For example, the
immediate-level conceptual reflection uses the more specific new media term remix,
while the consequential prompt uses the more generic term appropriation. This is
intended to foster discourse that extends the communicative potential of the for-
malism (e.g., knowing that all remixes are appropriations but not vice versa). The
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Table 8.2 Examples of immediate, close, and proximal assessments of the way that knowledge of
genre is used to make new meaning when appropriating and remixing source texts

Assessment Level

Immediate-level Close-level Proximal-level

Degree of engagement Event-oriented
reflection

Activity-oriented
reflection

Artifact-oriented
reflection

Conceptual (reflecting
on the formalism
itself)

How is genre being
used to create new
meaning in this
remix?

In what ways was
genre used to make
new meaning in
remixes that were
included in this
activity?

How does your remix
use genre to create
new meaning for
particular
audiences?

Consequential
(reflecting on the
consequences of the
formalism for
practice)

How is the way that
genre is used in this
appropriation make
it particularly
meaningful to some
of us?

How did the remixes
that were selected or
included in this
activity impact the
way genre was used
to create new
meaning?

In what ways did your
choice of genre for
your remix limit or
expand the meaning
you could create?

Critical (reflecting
critically on the way
the formalism was
enlisted)

Is there a different, or
better, or more
creative way that
this remix could be
using genre?

What are some
different, better, or
more creative ways
that genre could
have been used in
this activity?

Can you think of
reasons why
someone else might
have used genre to
create meaning
differently than you
did?

fourth feature of the event reflections is their alignment with the close-level activity
reflections that occur at the end of the activities. The prompts prepare students to
successfully engage with corresponding reflection questions at the end of the activ-
ity. Returning to our TSG example, the notion that remixing sources in different
genres as a way of appealing to particular audiences is actually quite a sophisticated
idea for secondary students to “understand,” much less to enlist in their own creative
remixes.11 By introducing this sophisticated idea in the “no stakes” immediate-level
discourse, the class is better prepared to enlist this idea in the next, slightly more
formal discourse around the close-level assessment.12

11 Reflecting our concern with working back from testable standards to classroom practices, the
most closely corresponding high-school literature standard in Indiana was “Analyze characteristics
of subgenres, types of writings such as satire, parody, allegory, and pastoral that are used in poetry,
prose, plays, novels, short stories, essays, and other basic genres” (English Language Arts Standard
11.3.1).
12 It would be most straightforward to label our immediate, close, and proximal level practice as
“participatory assessments” and distinguish them from conventional (i.e., non-participatory) indi-
vidual assessments and tests. However, it is actually the alignment across levels and the balancing
of formative and summative functions within and across all of the levels of communal, individual,
and aggregated activity that ultimately comprises what we mean by participatory assessment.
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8.4.4.2 Close-Level Activity-Oriented Reflections

The close-level reflective questions are similar to the immediate-level questions but
concern the way the activity was designed and implemented by the teacher. We
assume that discussing and critiquing the design and implementation of entire activ-
ities begins abstracting the formalism from its context of use, while continuing to
resist a premature focus on individual understanding. As shown in Table 8.2, close-
level reflections are essentially discussion questions posed to the class by the teacher
after an activity is completed. They are still quite informal, and embrace the four fea-
tures described above. Much of our design work now consists of experimenting with
different ways of wording and presenting questions and examining the direct impact
on discourse and their indirect impact on the artifacts students create. For exam-
ple, when teachers present them verbally, the discussion unfolds more quickly, and
teachers can use their judgment to select where to start and how sophisticated they
should get. We have also experimented with putting them on paper and asking stu-
dents to write down any reflections that they have (including “I don’t know” or even
“I don’t care”) and then immediately and informally discussing their answers.13

Near the end of our collaboration (and in our newest work), the prompts were used
in online forums. As with the immediate-level questions, the formative focus on
communal discourse – and the lack of a summative focus on understanding – invites
more meaningful participation from even recalcitrant participants.14

The anthropological notion of prolepsis helps explain why it is so important to
align assessments across increasingly formal levels. As introduced to educators by
Rogoff and Gardner (1984), prolepsis refers to the way that future activities shape
activity in the present. If a class of students comes to learn that they will eventually
need to enlist formalisms correctly, they are more likely to attempt to enlist those
formalisms initially. Hence, the initial units in a curriculum should use fairly routine
prompts across levels, like the ones in Table 8.2. The very first activity should help
the class of students see that engaging in discourse around the activity and event
reflections directly prepared them to create more compelling and creative artifacts.
The proximity of the levels makes it obvious that participating in one level will
facilitate participation at the next level.

8.4.4.3 Proximal-Level Artifact-Oriented Reflections

Our proximal assessment practices straddle the boundary between communal
and individual engagement and begin converging with conventional assessment

13 One thing we learned early on was that when the teacher picks up the written responses and
attempts to use them summatively to assess individual understanding, it was impossible to use the
activity to foster the forms of discourse that we were after.
14 On several occasions, our apparent success was signaled by conversations that started with
“I don’t know, but. . .” followed by a sufficiently sophisticated discourse around the targeted
formalism.
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practices. For the most part, our proximal assessments are defined by a set of reflec-
tion questions used to guide students’ critical review of their artifacts, and come
at the end of a larger unit of instruction. Our proximal assessments for the TSG
mostly consisted of reflections for the artifacts students created during the various
TSG activities (e.g., a piece of writing, remix, blog post). The reflections are used
by students and teachers to assess whether the artifacts showed that students had
appropriately enlisted the formalism(s) targeted by the activity.

We did not begin focusing on proximal assessments until our collaboration
around the TSG was well underway. We used the opportunity to try out different for-
mats of proximal assessments. Our efforts to apply the situative assessment design
principles to artifacts and student portfolios were informed by other portfolio assess-
ment literature. Habib and Wittek (2007) helped us appreciate the situated functions
of artifacts in portfolio assessment; this, in turn, helped us appreciate the distinc-
tion that Dysthe, Engelsen, and Lima (2007) made between working portfolios and
presentation portfolios, as well as Popham’s (1997) warnings about “dysfunction-
ally detailed” rubrics. We began creating artifact-oriented reflective assessments
that students could use to assess their own artifacts before submitting them; their
responses to the questions were assessed by the teacher, for a grade. As shown
in the rightmost column of Table 8.2, these reflective questions ask students to
state how their artifact shows that they understand the formalism; teachers can
then review these statements and use them to assign points or grades as they see
fit. As with the immediate- and close-level assessments, the questions are care-
fully worded to summatively assess the artifacts that students create while being
formative regarding students’ understanding of the targeted formalisms. By pro-
viding these reflection questions to students as they are creating their artifacts, the
assessment provides clues as to what insights the artifacts should illustrate without
being overly specific. The act of reading and answering the questions while creating
her artifact reciprocally helps the individual student build a more abstract cognitive
representation of the formalism; the individual’s written responses to the questions
then provide the teacher with relatively objective evidence of that knowledge. The
questions are carefully structured to avoid that natural tendency for students to
demand overly specific feedback on the salient features of their artifact (i.e., “Is
this what you want?”). By building on the scaffolding of the immediate-level and
the close-level reflective prompts and focusing on a small number of formalisms
(sometimes just one for brief activities), most students should have no problem cre-
ating an artifact that embodies a sophisticated use of formalisms like the one in
our example. By carefully aligning the immediate- and close-level assessments and
feedback, teachers and innovators can set remarkably high standards for the arti-
facts that students produce. This, in turn, serves to motivate participation and creates
a non-punitive context within which teachers can provide additional feedback that
supports additional learning. Students’ responses and the artifact they refer to then
provide teachers with a powerful basis for revisiting formalisms that are still not
being enlisted appropriately.
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8.4.4.4 Distal-Level Standards-Oriented Assessments

Distal-level assessments directly assess individual students’ understanding of the
targeted formalism and do so in a new and even more abstract context that is directly
shaped by whatever external content standards to which the students, teacher, and
curriculum are accountable. In the case of the TSG, which had originally been
designed to target the eleven new media proficiencies outlined by Jenkins et al.
(2006), we began developing conventional performance assessments and essay
items near the end of our collaboration. An essay item for the remixing example
we have been using would simply ask students to explain in their own words and
using an original example how genre can be used to generate new meaning when
creating remixes and appropriations for different audiences.

As explained in the first part of this paper, our overall approach aims to align
practice-oriented responses to relevant content standards. In most cases this will
include conventional content standards. To reiterate, our overall design research
approach aims to align assessments across the immediate, close, and proximal lev-
els in the initial implementation cycles. This is in part because the gap between
most innovative curricular activities and traditional content standards is simply too
great to close in a single implementation cycle. Near the close of our TSG collab-
oration, we began examining the relevant content standards in our state to begin
thinking about the sorts of distal assessments we would use to begin evaluating the
impact of the TSG on standards-oriented external tests and begin broadening the
TSG activities and our new assessments accordingly. Consider, for example, that
the most relevant state standard regarding our genre example is “Analyze character-
istics of subgenres, types of writings such as satire, parody, allegory, and pastoral
that are used in poetry, prose, plays, novels, short stories, essays, and other basic
genres.” Obviously this standard is still quite removed from the knowledge targeted
by the activities in the Appropriation and Remixing unit. Reflecting what it means
to work from the practices out to the standards, a subsequent revision cycle would
search for ways to expand the existing practices and assessments (particularly the
proximal assessments) to extend the discourse around those activities to incorporate
these broader, more abstract ideas. Our assumption is that the discourse community
that emerges around the core practices such as the ones described above should be
well prepared to engage in such conversations. Because this discourse community
was in part shaped by participation in the assessment practices described above,
those same practices could then be used to readily align the curriculum to those
external standards. Thus, rather than adding new activities to the Appropriation and
Remixing unit to encompass the standard referenced above, we might instead just
add an item to the proximal-level reflective rubric that raises the issue, provide for-
mative feedback accordingly, and add a distal item to the final assessment to assess
that understanding and provide additional formative feedback as necessary.

8.4.4.5 Remote-Level Achievement-Oriented Tests

As implied above, external achievement tests have a very specific formative function
in our approach. This function is limited to measuring the broader impact of a
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particular curriculum on broader educational outcomes that are entirely indepen-
dent of that curriculum. As our TSG collaboration extended over just a single year,
we were able to systematically consider only the standards that our students’ high
school graduation test might reference and had just begun considering how those
standards would have actually been manifested in the actual test. For example, we
noted that the source texts that students were asked to write about in the writing
sample in the just-released items all concerned classic texts and that the actual
prompt was for a persuasive essay that was actually quite close to what we had
been covering in the TSG.

8.4.5 Continuing and Future Efforts

Our collaboration around the original Teachers’ Strategy Guide was concluded after
the year of effort described above. Project New Media Literacies is in the pro-
cess of formally publishing that curriculum in its current form, along with many
of the assessments created in our collaboration. New versions of some of the activ-
ities in the TSG are currently being developed as part of a new project called the
Participatory Activities and Assessment Network through which we are working
with Becky and several other secondary English teachers to develop and refine more
discrete participatory curricula and assessments following the approach described
above. In addition to new versions of the TSG activities, we are working with the
teachers to identify promising activities that will be appealing to their students and
can potentially be aligned to accountability standards via the process previously
described. We are designing a digital social network to foster the “spread” of these
activities and assessments to larger numbers of teachers. Specifically, we are work-
ing with teachers to develop and integrate participatory activities and assessments
into their curricula and then helping these innovative teacher-leaders share their “no-
stakes” evidence from the immediate-level and close-level assessments (essentially
accounts and recordings of reflective discourse) and their nascent expertise with the
activity to help other teachers implement them in their own classrooms. Teachers
can then compare their success on the “low-stakes” proximal assessments by invit-
ing their students to post their own artifacts on the network. In addition to creating
the network and social structures that foster this process, our research team will
also develop distal-level assessments for the most popular and promising activities
and begin formally assessing the impact of those activities on standards-oriented
understanding.

Eventually (after perhaps two years), we hope to have enough activities that many
new teachers can include them throughout the school year. We assume that doing so
would lead to even more of the dramatic transformation of classroom culture that
we witnessed in Becky’s classroom. Furthermore, we hope to have multiple teach-
ers at the same school doing so, leading to the kinds of broader transformations we
are starting to see at Aurora High School as a consequence of Becky’s success. At
such a time, it will be appropriate to begin carefully documenting gains on existing
standards-oriented achievement tests, as well as on the sorts of new Twenty-First
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century skills tests referenced above. For the reasons outlined in this chapter, we
believe that such a scaled up implementation of our curriculum would show sig-
nificantly larger gains on these external measures than the curricula that are now
emerging from the more measurement-oriented responses or the existing curricula
they aim to supplement or supplant. For the same reasons, we also believe that our
students would show larger gains on external measures of traditional proficiencies
as well.

8.5 Conclusion

Obviously, this alternative approach is still in its infancy and raises far more
problems than it solves. Because it is so solidly rooted in newer situative and par-
ticipatory views of cognition and learning that have not been widely appreciated
by the assessment and measurement community, we assume that some will find
it quite dense and perhaps overly complicated. Conversely, because our approach
acknowledges concerns over accountability that have been ignored or dismissed by
the community associated with the practice-oriented responses, we anticipate puz-
zlement from some over our interest in improving performance on such measures. In
response, we reiterate that this approach is a resolutely pragmatic one. We contend
that most efforts to foster ethical, equitable, and transparent participation in new
media and technology practices will eventually be forced to confront the tensions
that we have explored in this chapter. We hope that this chapter provides useful sug-
gestions for how these two very different communities of educational practice might
work together to accomplish widely held goals in this regard.
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Chapter 9
Making Assessment Relevant to Students,
Teachers, and Schools

Joseph A. Martineau and Vincent J. Dean

Abstract This chapter develops a model for an assessment and accountability
system that reverses the trend of systems built upon a foundation of accountability—
with sanctions for not meeting expected standards being the primary motivating
feature for students, teachers, and schools to devise ways to avoid sanctions. The
model developed in this chapter relies instead upon providing students, teachers,
and schools with the necessary tools to achieve success as measured by student
achievement and student growth based on multiple measures so that accountability
is not a punitive measure, but a measure that assures that the tools are being used
appropriately to assure success.

Keywords Accountability · Formative assessment · Interim benchmark
assessment · Summative assessment · Balanced assessment · Classroom
assessment · Standardized assessment · Professional development

9.1 Introduction

Schools, districts, and states have struggled for decades to provide standardized
assessments that validly inform instruction. The fact that these systems have
expanded greatly in terms of the number of grades and students included in
statewide testing and accountability systems since the advent of the No Child Left
Behind (NCLB) Act of 2001 (Law 107-110; 20 USC 6301; January 8, 2002) has
not necessarily assured instructional improvement. The combination of a focus on
sanctions for failure to make progress and the strained capacities at each level have
contributed to massive resource expenditures with questionable legitimacy (Mintrop
& Sunderman, 2009).
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9.2 Transparency and the Failure of Relevance

A major challenge inhibiting the clear delineation of results from the standards-
based reform movement articulated in NCLB is comparability of assessment results
and accountability measures across states and over time. Requiring each state to
be responsible for its own academic content and achievement standards, assess-
ment system, and accountability model does not permit easy comparisons across
state lines. Within states additional hurdles must be overcome in the effort to ensure
that assessment results are instructionally relevant to teachers and students, and that
accountability measures are capturing valid and reliable indicators of effective ped-
agogy and use of resources. Curriculum specialists, who are often responsible for
leading the development of state content standards, may have significant differences
of opinion, based on their training and experience, with state assessment experts
responsible for measuring student attainment of these learning targets. The setting
of achievement standards—the “bar” that defines proficiency for each content-area
specific assessment (mathematics, science, etc)—has involved a variety of stake-
holders with differing opinions about what a student must demonstrate in order
to earn a passing score. Moreover, under NCLB regulations the number of profi-
cient scores for some students with disabilities is capped to prevent schools from
administering alternate assessments to large numbers of students.

Compounding these issues is the high degree of variability and sophisti-
cation found among state data systems. The national Data Quality Campaign
(www.dataqualitycampaign.org) has identified ten critical elements for cohesive,
longitudinal state data systems that are essential for tracking students from
preschool through post-secondary education programs (also known as P-20). As
of August 2009, only six states were able to support all ten data elements1. As states
have received funds from the American Recovery and Reinvestment Act (ARRA)
and applied for the US Department of Education’s discretionary Race To The Top
monies, they have been required to make a number of assertions to the federal gov-
ernment, such as confirming that the state either was on track to have, or would
commit to developing, state data systems that would facilitate the collection and dis-
semination of P-20 information. Thurlow, Elliott, and Ysseldyke (2003) noted that
common transparency problems include current state data systems and the reports
provided to stakeholders from statewide testing. Together, the current implementa-
tion of these two critical pieces (state data and reporting systems) often contribute
to the difficulty in understanding student performance.

An example of another federal push that serves as a comparable precedent for
standardizing and improving state data and reporting transparency is the calculation

1The ten elements are: (1) statewide unique student identifier, (2) student-level enrollment data,
(3) student-level test data, (4) information on untested students, (5) statewide unique teacher
identifier with teacher/student match, (6) student-level course/transcript data, (7) student-level
ACT/SAT/Advanced Placement test data, (8) student-level graduation/dropout data, (9) capacity to
match P-12 and post-secondary data, and (10) data audit system (Data Quality Campaign, 2009).
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of graduation rates. For many years, each state was permitted to define what consti-
tuted a “dropout” and had different means of capturing this in the state’s data system.
In some states a dropout was defined as any student who did not earn a high-school
diploma in 4 years. In others, the graduation rate excluded students who changed
schools during high school but were not picked up in the state data system when
they enrolled in another community, regardless of whether or not they received a
diploma in 4 years. Other states classified all students who received a GED through
alternative education centers as dropouts, even though many institutions of higher
education did not distinguish between a GED and a regular diploma. Only after the
US Department of Education became involved and required all states to calculate
and report graduation rates in the same manner did transparency and comparability
become possible for the public.

In theory, the state-led movement to develop common academic standards orga-
nized by the National Governors Association (NGA) and the Council of Chief State
School Officers (CCSSO) will facilitate transparency and comparability in assess-
ment scores, and their subsequent use in accountability measures. However, this
movement does not address an equally critical problem that may prevent com-
mon metrics from impacting student instruction on a large scale. That is, a number
of assessment experts have noted with frustration the dearth of assessment liter-
acy in the population of professional educators. Several presentations and panel
discussions at the CCSSO 2009 National Conference on Student Assessment dis-
cussed how to remediate this problem (see CCSSO, 2009). Many teacher and
school-administrator preparation programs contain no coursework specific to stu-
dent assessment. Some education professionals, such as school psychologists, have
a significant amount of assessment training. However, this is typically narrowly
focused on individual student assessment for the purposes of determining special-
education eligibility and is only partially germane to large-scale testing. Beyond the
lack of training in assessment, very few educators leave their preparation programs
equipped to deal with the complexities of state accountability models.

As assessment professionals and other educators engage in conversations across
the nation about the next generation of assessments and accountability (e.g., holding
schools and teachers accountable for individual student achievement growth), the
absence of assessment literacy must be addressed. Resources put towards develop-
ing new and more informative methods of measuring student attainment of content
will be money poorly spent if end users such as teachers are not equipped to
appropriately use results and understand how results will be used for account-
ability. Other authors have questioned the appropriateness of using results from
existing standardized instruments for measuring the effectiveness of teachers (e.g.,
Martineau, 2006; Popham, 2000; Schmidt, Houang, & McKnight, 2005). However,
since recent federal reform efforts (e.g., Race To The Top grants) require that states
have the capability to connect student achievement on standardized tests to specific
teachers, it appears that the American education system will include holding edu-
cators accountable for assessment results as a component of measuring educational
progress.
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In many ways, one could argue that the current system used by State Education
Agencies (SEAs) and Local Education Agencies (LEAs) is unbalanced. The focus
on sanctions-based accountability informed by summative assessment results from
secure instruments has been tremendous. This focus has come without integral sup-
ports for improving instruction. One might conclude that this system is not relevant
to students, teachers, and schools for the purposes of improving student achieve-
ment. Building an assessment system with greater balance is a crucial component of
educational reform that must be done well if improved student achievement is the
ultimate desired outcome.

9.3 A Proposed Balanced Assessment (and Accountability)
System

The idea of balanced assessment is a fairly new and relatively undefined phe-
nomenon at state and federal levels. Redfield, Roeber, Stiggins, and Philip (2008)
attempt to formalize a definition of balanced assessment. Their definition includes
three types of assessment as components: formative assessment, interim assess-
ment, and summative assessment. We add several components to this framework
in an attempt to articulate a comprehensive system that truly provides a basis for
informing instruction and improving student achievement.

First, we argue that a balanced assessment framework is unlikely to be
useful for instructional purposes (i.e., be instructionally sensitive) unless it is
based on a collection of content standards with specific characteristics (see
Popham, 2008; discussed below). Second, we add professional development
for pre-service and in-service educators to assure that the balanced assess-
ment system truly improves teacher understanding of best practices in classroom
assessment and assessment data use. Third, we expand from a balanced assess-
ment system to a balanced assessment and accountability system to include
appropriate uses of assessment data for accountability. Finally, we expand the
three categories of formative, interim, and summative assessment into four
categories: classroom formative assessment, classroom summative assessment,
secure adaptive interim summative assessment, and secure adaptive summary
assessment.

A schematic of the different components of a balanced assessment and account-
ability system and their interconnections is provided in Fig. 9.1. Each component
of the balanced system in Fig. 9.1 is represented by a horizontal bar, showing in
which aspect each of the individual pieces of the system are carried out. For exam-
ple, note that the “assessment literacy standards for educator certification” box
spans the formative, classroom summative, secure interim, and secure summary
components, indicating that those standards must cover all four areas of assess-
ment competence. In addition, Fig. 9.1 is intended to be symbolic in the following
ways:
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• The bedrock of the system is the professional development provided to educators
to assure that they are equipped to work within the system.

• The foundation of the system must be coherent content and process standards,
around which curriculum, instruction, and assessment must be developed to
assure validity.

• Classroom formative assessment underlies all of the assessment components of
the system—without which the stability and usefulness of the other assessment
(and corresponding accountability) components are suspect.

• The system is protected by the umbrella of accountability (as described later in
the chapter) to provide incentives to implement the system as intended, and to
minimize unintended consequences for students, educators and schools.

• The system has only two entry points (as described later in the chapter): a limited
number of high school exit goals, and assessment literacy standards for educator
certification.

• The system has only three ultimate outcomes (all of which are measures of

student achievement), represented by the symbol .
• The system has only two other critical goals—implementation of formative

assessment, and ongoing support for school teams and coaches—which are
intended to support the ultimate outcomes of student achievement. Note that
accountability for implementation of these goals is included in the system.

• Inherent in the comprehensiveness and individualized nature of many compo-
nents of the system is the capability to include all students (even students with
disabilities and English language learners) in the system.

• Finally, the balanced assessment and accountability system requires a large-scale
technical infrastructure for data collection, secure assessment delivery, hosting of
a transparent and accessible model materials repository, and a transparent report-
ing structure capable of facilitating usefulness of the entire system. Note that
all elements of the system feed into the accountability aspects, but adding the
arrows from those elements to the accountability components would make the
figure incomprehensible.

9.4 Describing and Explaining the Proposed System

We begin the discussion of the reasoning behind the proposed balanced assessment
and accountability system from the two entry points to address the issue of why
these are so important.

9.5 Entry Points

9.5.1 Entry Point 1: Limited Number of High-School Exit
Standards

Thinking about innovative, balanced approaches to assessment begins first with
rethinking what we measure. The same logic about assessment literacy holds true
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when applied to the academic content standards, or curricular targets, that assess-
ments must evaluate. In other words, academic content standards are statements of
the knowledge and skills that schools are expected to teach and students are expected
to learn. Asking what the ultimate goals of education are is an appropriate way to
being the development of these academic content standards.

Arguably, the end-game of public instruction is to have all students, as they exit
secondary programs, prepared to enter college or the workforce (where the term
“college” includes any kind of post-secondary education). Research by organiza-
tions such as ACT that are dedicated to measuring the achievement of secondary
students has suggested that in the present, knowledge-based, global economy, col-
lege readiness and workforce readiness are highly comparable (ACT, Inc., 2006).
By starting from the end-game of public instruction, we attempt to assure that
a balanced system matches this goal by design (see Chapter 6 by Almond, this
volume).

It is not only the benchmark against which high-school exit standards are mea-
sured that is important. The number of high-school exit standards is also of critical
concern. Schmidt (2002) and Schmidt, McKnight, and Raizen (1997) characterized
the state of the curriculum in the United States as very broad and very shallow. They
suggest that a smaller number of standards will bring focus and coherence to educa-
tion. Popham (2008) has criticized existing standards for the same flaw, indicating
that in order for tests to be instructionally sensitive, the content standards should
be sufficiently limited to allow for deep instruction and understanding of a focused
number of topics rather than shallow instruction on a great range of topics. It is dif-
ficult to argue with the desire for students to attain a deep understanding of content,
and it is also difficult to argue against having a clear (and not overwhelming) sense
of what is expected of both educators and students.

Both of these concerns (a focus on the end-game, and reasonable limitations on
the amount of content for deeper understanding) are in fact a significant motivation
for the current common core of standards initiative led by NGA and CCSSO (2009).
We believe that this effort is promising and may provide a strong entry point into a
balanced assessment system.

Developing K-12 content standards. Developing easy-to-navigate documents
showing the content standards not only in terms of the high school exit standards
alone is insufficient. Clarity and ease of understanding are also important in the
documents within and across preceding grade levels. This clarity should make obvi-
ous what content proficiency in each grade will lead to the ultimate outcomes. For
example, the mathematical concept of place value can be found in many states’ ele-
mentary standards. Since it is expected that this idea be mastered at a certain point,
the concept is dropped at later grades and is replaced with other, more advanced tar-
gets. What is often missing, or left to local educators to determine for themselves,
is how the concept of place value translates or contributes to the higher-order math-
ematics found in the higher grades. To the layperson (and often educators), it may
appear that the idea of place value has disappeared in the content standards after,
say, fourth grade. Without understanding how mastering ideas like place value con-
tributes to deep understanding of more complex mathematics, educators are less
able to determine where an individual student needs remediation. The way in which
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later content standards are built upon earlier concepts (e.g., place value) needs to be
transparent and explicit.

Academic content standards need to be developed with a clear, vertically
articulated sequence in mind. Educators and parents should be able to trace subject-
specific content from kindergarten (or before) through post-secondary courses.
Without a sequential understanding of how scientific, mathematical and literacy
concepts build upon each other, stakeholders cannot make rational decisions about
instruction or remediation. The next generation of content standards, and the
documents created to accompany them, should communicate this transparently. This
is essential in order to design a system of assessments that truly inform instruction.

Schmidt (2002); Schmidt et al. (1997) and Popham (2008) agree that coher-
ent articulation of lower grade content standards to end-game goals is a necessary
component of a rational and valid system. Other scholars (e.g., Martineau, Paek,
Keene, & Hirsch, 2007; Wise, 2004) also comment that in order to measure stu-
dent growth, this type of coherent progression from grade to grade is important.
The key to developing assessments that are useful in helping practitioners and pol-
icymakers make appropriate decisions as to whether or not students are on track to
meeting college- and workforce-readiness standards is to have a clear way to trace
each content-specific construct across grade levels.

One field of research attempting to address this issue is the development of
learning progressions2. Kennedy and Wilson (2007) presented a method for devel-
oping learning progressions, as did a National Research Council report (Duschl,
Schweingruber, & Shouse, 2007). Since that time, the study of learning progres-
sions has grown significantly, particularly with a conference dedicated specifically
to learning progressions in science in 2009 (see presentation materials in LeaPS,
2009). And while developing formal, empirically-derived learning progressions is
time consuming, beginning by working backward from the high-school exit stan-
dards to developmentally appropriate content standard progressions for younger
children is desirable. In the interim, as the empirically-informed progressions are
being developed, it is possible to use logical methods (e.g., based on expert opinion,
such as described by Martineau et al., 2007; and Wise, 2004) to work backward
to assure vertical coherence among K-12 content standards. It is also important to
assure that the number of specific K-12 content standards supports instructional
sensitivity by keeping the number manageable; thus deep instruction can be imple-
mented, and deep understanding can be measured (see Popham, 2008; and Schmidt
et al., 1996).

As noted by Porter, Polikoff, and Smithson (2009), while small core similarities
exist in content standards developed to date by the states, significant variability also

2 Wilson and Bertenthal (2006) define a learning progression (or progress map) as “a continuum
that describes in broad strokes a possible path for the development of... understanding over the
course of... education. It can also be used for tracking and reporting students’ progress...” (p. 78).
Doignon and Falmagne (see 1999) also described the development of knowledge spaces as a some-
what similar approach, positing, as a portion of the knowledge space, pre-requisite relationships
among different subsets of a domain of knowledge.
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is found across grades and aggregated standards. This creates major challenges for
assessment teams charged with test development. Multiple pools of viable items
must be updated or undergo substantial revision each time the content standards
change. Educators have similar challenges as they attempt to align their curricular
materials with standards that appear to be in a constant state of flux.

We argue that if the content standards are few, clear, and high-level, leading to
well-articulated outcomes, educators will readily see the relevance of the content
standards, and will in turn be able to better focus their efforts in such a way that
students will understand where they are going, and why it is important to get there
(for more on this topic, see the section on formative assessment implementation).
While some may argue that this might lead to inappropriately narrowing the curricu-
lum, other scholars have made strong arguments that the current state of curriculum
standards is too broad and shallow to achieve deep understanding or to achieve
comprehensive measurement of desired outcomes (see Popham, 2008; and Schmidt
et al., 1996).

Developing model curriculum units. When the high-school exit standards (e.g.,
college-and career-readiness standards) and K-12 content standards have been
developed, the development of model curriculum units can then take place. While
individual teachers may choose to adopt, adapt, or ignore the model curricu-
lum units, the development of those units provides educators with a high quality
starting point. These model units should be available transparently to any edu-
cator who is responsible for teaching the content standards. The pouring of the
foundation of the system is then complete, providing stability for the rest of the
system.

9.5.2 Entry Point 2: Assessment Literacy Standards for Educator
Certification

Any system built to be balanced will only be effective if those carrying out the
activities within it are equipped with the knowledge and skills needed to perform
their functions. Therefore, the second entry point into the system is equally critical.
If educators are underprepared to develop and implement formative and summative
classroom assessment activities, they will be unable to make data-based decisions
to prepare students for success on secure, high-stakes tests (see Stiggins, 2002).
It is difficult to exaggerate the importance of this point: the absence of educator
assessment literacy is akin to medical doctors knowing how to diagnose illness only
when a condition is already serious.

If educators are underprepared to use assessment data (whether from classroom
or secure assessments), data-based decision making will be either poorly informed
or nonexistent. Therefore, in the system schematic, the assessment literacy standards
cover all phases of assessment. These literacy standards are built on the bedrock of
professional development in assessment literacy and delivered to educators in both
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the pre-service and in-service arenas. We argue that it should not only be individ-
ual teachers who are prepared in assessment literacy, but also school leadership
(to provide the necessary support for professional development and implementation
by teachers) and ancillary staff who serve in consulting roles (to provide the nec-
essary support to sustain the professional development for and implementation by
teachers).

We also argue that educators should receive training in several aspects of the
system. First, as a foundation, educators need to know and be able to do the same
things that they will expect their students to know and do. Once that level of content
competency has been established, educators should be trained in the use of class-
room assessment, both formative and summative. The information gained from such
smaller scale instruments—which may include locally developed curriculum-based,
criterion-referenced components—should facilitate focused, intensive formative
feedback cycles. Research has shown that substantive, frequent, formative feedback
can translate into significant gains in achievement (e.g., Black & Wiliam, 1998;
Bloom, Hastings, & Madaus, 1971; and Shute, 2008). This will enable teachers to
use classroom assessment practices to look both forward and backward along the
sequence of content mastery in order to develop efficient lesson plans and modify
them as appropriate.

While high-quality classroom assessment practices are critically important for
teachers to understand, it is also important for educators to understand the appro-
priate use of large-scale, secure assessment data for decision making. In particular,
classroom teachers may use secure assessment results to validate or fine-tune their
classroom assessment and instruction practices, whereas educators in consulting or
leadership roles may use the secure assessment results for programmatic and policy-
planning purposes. Knowing how to use the data in appropriate ways is critical to
assure that data-based decisions are accurately informed.

In order to support the secure assessment components of the system as well as
the improvement of the quality of classroom assessment practice, educators should
be trained in the development and appropriate use of rubrics for the scoring of
extended student work projects. Understanding the principles of accurately rating
student work will not only help educators in providing formative feedback to their
students, but also in increasing the reliability and validity of classroom grading
practices, and will allow for individual educators to be integrally involved in rat-
ing extended student work samples for the secure assessments produced by students
of other educators in other locations.

Finally, the development of teams of educators within schools (including teach-
ers, leaders, and consultants) to provide feedback on assessment and instruction
practices is important to protect the sustainability of the system. Without a support-
ing community, it is unlikely that implementation of the balanced assessment and
accountability system will penetrate deeply into the wider educational system (see
Fixsen, Blase, Horner, & Sugai, 2009).

The existence and implementation of professional development around high
quality assessment practices and the sustainability offered by school-based teams
including leaders, consultants, and teachers provides the bedrock the system will
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need to be stable. Only after grounding the system on the bedrock of professional
development and laying the foundation of coherent content standards does it make
sense to talk directly about the assessment components of the system.

9.6 Developing the Assessment Components of the System

9.6.1 Classifying Content and Process Standards

A critical first step in developing the assessment components of the balanced system
is to review the K-12 content standards in order to classify them in terms of: (a) the
timeframe students should have to respond, (b) the most appropriate methods to
measure student achievement of the standards, and (c) the most appropriate setting
for measuring student achievement of those standards. Our experience in large-scale
assessment has made clear the need for these three types of classification.

First, some content standards seem best suited to an on-demand response from
students (e.g., adding two two-digit numbers, finding the main idea of a story).
These on-demand appropriate tasks can be further broken down into a few that
should be strictly timed (e.g., fluently performing mathematical computations, flu-
ently reading aloud) versus those for which strict timing is not needed. Other content
standards imply that a feedback-looped task is needed (meaning tasks that require
multiple rounds of student work and educator review, such as, pre-writing, drafting,
and revising a report), rather than on-demand assessment. Specifying the appropri-
ate timing for each content standard is likely to make the system more relevant
to educators and students because they will be able to see the logical connec-
tion between the instructional goals and the timeframe within which responses are
gathered.

Second, multiple methods exist for measuring student achievement of con-
tent standards: traditional selected response items (e.g., multiple choice, multiple
selection, true/false), short constructed response items (e.g., short answer, brief
computations), extended constructed response items (e.g., essays, reports), and
performance events (e.g., carrying out a set of activities or conducting an experi-
ment). Clearly, some content standards are more appropriately measured by one of
these methods than by others. Delineating the appropriate tools for measurement
will also increase relevance for educators and students by assuring connections
between the content standards and the activities upon which accountability is
based.

Third, some content standards are best assessed using informal procedures (e.g.,
regular classroom assignments) rather than typical secure assessment procedures
(e.g., annual summative assessments). For instance, content standards that imply
oral processing or feedback loops with teachers may be very difficult to implement
in a secure environment where sharing tasks with educators may be viewed as a
security breach. It is important to note that feedback looping as used in this chapter
is defined as multiple rounds of feedback.
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9.6.2 Developing Model Classroom Strategies and Materials

Based on model curriculum units and the classification of content standards,
model classroom formative and summative assessment strategies and materials
can be developed. Our experience with small-scale implementation of a balanced
assessment system in Michigan has been that one of the largest obstacles to imple-
mentation is the lack of model materials for high-quality classroom assessment. Our
experience has also shown that when formative assessment training is provided, one
of the first questions that comes up is “now what do I do about grading?” Because
many teachers are used to grading and including all student work in summative
assessment scores (e.g., final grades), the idea of not using a majority of student
work (e.g., not using every homework assignment or pop quiz) for grading is uncom-
fortable3. Therefore, we suggest that clear divisions be made in the model strategies
and materials to assure that both formative and summative needs are met.

Classroom formative assessment. To clarify some of the muddy waters surround-
ing the use of the term formative assessment, we adopt a formal definition. The
basis for this definition comes from a comprehensive review of the literature on
effective formative assessment by the CCSSO Formative Assessment of Students
and Teachers (FAST) State Collaborative on Assessment and Student Standards
(SCASS). Popham (2008) modestly revised the CCSSO FAST SCASS definition
to make clearer the role of students in formative assessment:

Formative assessment is a planned process in which assessment-elicited evidence of stu-
dents’ status is used by teachers to adjust their ongoing instructional procedures or by
students to adjust their current learning tactics (p. 6).

We adopt this definition with some clarifications. That is, while formative assess-
ment may be adjusted to the particular circumstances, the phrase “planned process”
is key because in planning to use formative assessment, teachers intend to gather
information about student understanding rather than information gathering being a
purely spontaneous act.

We also argue that formative assessment results should not be used for account-
ability purposes in any way (including grading, teacher evaluations, or school
evaluations). When assessment results are put to such uses, they cease to be
formative because they are being used in a summative manner (e.g., for accountabil-
ity/grading). This is critical because formative use allows for low-stakes evaluation
rather than high-stakes evaluation—of both teachers and students—and the transi-
tion from low- to high-stakes use changes the nature of the activity and responses,
and thus alters the interpretation of results.

3 For example, in many classrooms all student work is graded in such a way that a student who
ultimately meets the instructional goals at the end of a unit still achieves a low unit grade because
s/he struggled with early work on that content. Such a student should be identified as having met
the expectations based on final performance, regardless of early performance.
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In addition, formative assessment is not only about educator knowledge and
skills. To maximize the impact of formative assessment on ongoing instruction stu-
dents need to be integrally involved in the process. They need to understand the
goals of each unit of instruction, what is necessary to arrive at the goals from where
they are, and when they have achieved the goals.

Another necessary clarification is that item banks and online test delivery sys-
tems are relatively inflexible systems in terms of the types of data gathering
methods, and by themselves do not integrally involve students in understanding
the goals of instruction, nor do they have sufficient flexibility to provide tar-
geted, diagnostic feedback how for all types of content. While astute educators
can integrate these tools where appropriate into formative assessment, these tools
fit better into the interim/benchmark portion of a balanced assessment system, as
described below. Many test vendors indicate that their relatively inflexible sys-
tems are “formative,” and therefore this distinction needs to be made clear (see,
for example, ACT, Inc., 2009a; CTB/McGraw-Hill, 2009; Data Recognition Corp,
2009; Educational Testing Service, 2009; Northwest Evaluation Association, 2009;
Pearson Educational Measurement, 2009; and Questar Assessment, Inc., 2009).

To facilitate ongoing adjustment of instruction toward meeting instructional
goals, feedback must be immediate or near immediate. Feedback may be for-
mal or informal (e.g., informal verbal checks for understanding versus formal
[self-]evaluation of understanding), but in order to be formative needs to be immedi-
ate or near immediate to provide for timely adjustment. Embedding technology into
the formative assessment process can facilitate such timely feedback. For example,
if students are able to enter self-assessments into an online system for immedi-
ate aggregation and reporting, instructional adjustments can be made in near real
time. Another example might be a classroom computer system in which checks
for understanding can be developed either in advance (as a part of the planned
process) or entered dynamically (as a modification to the planned process), and
students can enter their selected or free responses for immediate aggregation and
reporting.

Model strategies and materials for accomplishing this type of formative assess-
ment need to be developed so that educators are able to see examples of high-quality
formative assessment in use.

Classroom summative assessment. Because it is important to get a good, rela-
tively objective sense of where a student is before he or she takes a secure test that
may be used for accountability purposes, classroom summative assessment remains
a critical component of the system. For example, a final project or a final classroom
test on a particular unit of instruction may be helpful in assessing whether students
are ready to take the secure unit test. Model strategies and materials for classroom
summative assessments should also be provided for educators to get a relatively
objective look at how their students will do on the secure tests with similar types
of tasks. Alignment of classroom assessment to the content standards that will be
measured on the secure tests (in terms of both formative and summative classroom
assessments) provides the needed support for adequate achievement on the secure
tests. Such model strategies and materials will make assessment more relevant to
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classroom teachers and to students by creating clearer links between instructional
goals and measurement.

9.6.3 Developing a Clearinghouse for Classroom Assessment
Strategies and Materials

The development of model strategies and materials should be only the beginning.
Individual educators may develop innovative new strategies and materials for class-
room assessment aligned with the secure tests. To capitalize on educator efforts
and creativity, a clearinghouse should be developed where individual educators can
add their materials to the model materials, with peer review (social network) rat-
ings from other educators who have implemented the strategies and materials. In
this way, educators would be able to share successful experiences, and try different
methods when existing models or practices are not working.

An example illustrating one method that could be applied to a clearinghouse of
model materials can be found in an initiative called EdSteps (www.edsteps.org),
a venture created by the CCSSO and supported by the Bill and Melinda Gates
Foundation that several states have joined as participants. This project is designed to
collect thousands of examples of student work, have them evaluated by a large vari-
ety of stakeholders, and then publish scales of performance (from novice to expert)
with accompanying samples of student work.

The intent is that these scales will provide teachers, students, and parents with
meaningful ways to assess individual progress and a plethora of examples of spe-
cific skills in order to inform instruction. Example work and scales will be collected
and generated for three areas: Writing, Global Competency, and Curiosity and
Creativity. This is an example of an innovative way to leverage the work of consortia
in ways that could not be matched by an individual state. If a similar process were
applied to mathematics and English language arts, statewide assessments could be
constructed with robust scoring mechanisms that would lead to concrete examples
of the types of work or responses that lead to improved scores.

9.6.4 Implement Classroom Assessment Strategies and Materials

Based on model strategies and materials in the clearinghouse, educators can then
adopt, adapt, or create their own strategies for formative and summative classroom
assessment. The formative assessment implementation, based on sound professional
development and on sound model strategies and materials, will support achieve-
ment of classroom instructional goals, and adequate performance on the summative
assessments (e.g., adequate achievement scores), making the entire system relevant
and desirable to students and educators because such a system supports improved
achievement and success rates.
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9.6.5 Developing the Secure Assessment Components

Once classroom assessment professional development has been provided, and model
strategies and materials are available, it then makes sense to create secure, high-
stakes assessments. Educators at that point would be equipped with the knowledge
and supports needed to improve student achievement of instructional goals and their
success rates on the secure assessments.

In the proposed system, all secure assessments are given in an adaptive man-
ner whenever possible. We define an adaptive environment as in Sands, Waters, and
McBride (1997), where large pools of test items are available with wide-ranging lev-
els of difficulty so that each student’s achievement is measured by items tailored to
the students’ individual level of achievement. While each student gets a different set
of test items, each student can still receive a set of items that measures achievement
on the same content standards as every other student.

Tailored testing has the significant advantage that fewer items can generally be
used to obtain measurement precision that is both high and comparable for each
student. The use of frequent adaptive testing lends itself better to measuring stu-
dent growth not only in an overall sense (e.g., obtaining a measure of knowledge of
mathematics), but also on specific content topics (e.g., understanding multiplying
fractions). In a standards-based environment where each content standard must be
included, a large item pool is required with significant variation in difficulty lev-
els for each content standard against which achievement is measured. By having
the assessments administered in an adaptive manner (which requires a technical
solution), students not only receive a tailored test, but can receive near immedi-
ate feedback on their level of achievement on test questions that can be scored
objectively.

In cases where subjectively scored test questions are to be administered, adaptive
testing does not make as much sense because the advantage of rapid turnaround is
diminished. Still, with distributed scoring (discussed below), or automated scoring
(see Shermis, 2010, this volume), turnaround times can be significantly reduced
even for subjectively scored test questions.

Individualized Assessment Made Relevant with Technology. Developing adaptive
assessments is crucial in ensuring that the data yielded from them are relevant. By
definition, adaptive assessments must be highly sensitive to the unique status of the
learner. Dean, Burns, Grialou, and Varro (2006) noted that historically, individual
students have often been assessed with instruments and in contexts that are stan-
dardized and foreign, begging the question of instructional relevance. This problem
is compounded as State Education Agencies (SEAs) attempt to address the needs
of diverse learners. Students with disabilities and English language learners are
umbrella terms that cover a myriad of conditions and circumstances for which tradi-
tional standardized assessment programs are ill-equipped. State policies regarding
inclusion of these special populations vary considerably (Albus & Thurlow, 2007;
Lazarus, Thurlow, Lail, Eisenbraun, & Kato, 2006).

Under NCLB, all SEAs have been expected to develop accommodated (e.g.,
Braille) or translated (e.g., Spanish) versions of their assessments, and to meet
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the rigorous technical requirements designed to ensure comparability (see US
Department of Education, 2007). These costly processes provide access for more
students to the current types of statewide assessments, but do not yield instruc-
tionally relevant results that are any better than those provided for students taking
the regular test, because they are arguably insensitive to individual learners (see
Popham, 2008).

The administration and development of adaptive assessments will most likely be
facilitated by effectively leveraging technology. The potential benefits of adminis-
tering assessments via computer include more efficient administration, eliminating
printing and shipping costs, quicker scoring, and generating results more quickly.
In addition to these fiscal and logistical advantages, technology provides the best
means of developing assessment system components that are tailored to the indi-
vidual. Thompson, Thurlow, and Moore (2003) noted that computer-based tests
have the capacity to incorporate features designed to enhance accessibility for
students with disabilities and English language learners. If developed appropri-
ately, such tests can provide each student with more individualized control over
accommodations that are familiar and appropriate.

Before we describe the development of secure assessments, and how they fit in
the system, it is necessary to discuss what we mean by student achievement on an
assessment.

Rigorous, realistic and relevant achievement standards. In the earlier section
on content standards, we indicated that the lines between college- and workforce-
readiness have been blurred. The homogeneity that represents lends itself toward
more meaningful standards-based reform only if the content standards are clear and
sequentially articulated, a system of assessments is designed to measure them thor-
oughly, and the achievement standards (i.e., how we define proficiency or mastery)
are rigorous, realistic and relevant in regard to the skills all students will need.

Academic achievement standards are explicit definitions of how students are
expected to demonstrate attainment of the knowledge and skills of the content stan-
dards. Achievement standards have three key components that describe the levels
or categories they are designed to represent along the continuum of performance on
the assessment. These components are: (1) the category label (e.g., Proficient); (2)
the performance level descriptor (i.e., a narrative description of what a student needs
to display on the assessment to land in a particular category); and (3) the range of
scale scores that psychometrically corresponds to each category.

Unfortunately, policymakers at several levels have succumbed to the temptation
to compare achievement standards across tests. In an effort to wring the water of
comparability from the stones represented by instruments developed for different
purposes based on different content, stakeholders have been inundated with sta-
tistical and psychometric comparisons that are inappropriate. One example of this
is the efforts supported by the National Assessment Governing Board (NAGB) to
compare the National Assessment of Educational Progress (NAEP) to the sum-
mative achievement tests administered by individual states (see Cronin, Dahlin,
Adkins, & Kingsbury, 2007; National Center for Education Statistics, 2007; and
Bandeira de Mello, Blankenship, & McLaughlin, 2009). These comparisons have
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fueled arguments that state tests are not as rigorous as the NAEP. However, since
they do not measure the same content, have a different design, were developed
for different purposes, have dramatically different achievement standards based on
different policy objectives, and are not given at the same time of year, comparing
them is highly misleading. The use of common content and achievement standards
across states has the potential to address this issue, if the consortia being developed
function as intended.

The comparisons do, however, generate considerable debate about how to vali-
date achievement standards that are meaningful and predictive of success in college
and the workforce. Earlier in this chapter, we mentioned the emerging body of
research suggesting that students must display proficiency on similar skills, regard-
less of which post-secondary path they pursue. Those skills are articulated in the
content measured by instruments, but as this pertains to the achievement standards,
another conversation is warranted. How much of this content does a student need to
master in order to be successful? Where should the bars be set in terms of drawing
the lines between advanced, proficient and not proficient? Does one set of achieve-
ment standards or bars work for everything or should we have different sets based
on post-secondary setting (e.g., junior college, 4-year institution, workforce, etc.)?

Secure adaptive summary assessments. In order to set valid and logical achieve-
ment standards across the system, the secure adaptive high-school exit test must be
developed first. Based on student performance on that assessment, prediction of col-
lege and/or workplace success should be carried out, with an acceptable threshold
identified as the target cut score in each subject area for high-school exit. While
ACT, Inc. (ACT, Inc., 2009b; and Allen & Sconing, 2009) has developed meth-
ods for creating college-readiness benchmarks, ACT’s research has been based on
averages across a variety of post-secondary institutions, rather than being able to
identify specific readiness levels for, say post-secondary institutions in the West,
South, Midwest, Northeast, etcetera, or for community colleges, 4 year institutions,
and the like. It would be helpful to have those thresholds defined for the multiple
types of institutions in different regions to see how widely these might vary before
setting a single cut score identifying college and workforce readiness, or deciding
multiple cut scores are appropriate.

In addition, although ACT has conducted research showing that college and
workforce readiness are not appreciably different (2009b), including prediction of
work success in different types of employment would also be helpful in identify-
ing different possible cut scores. And while this introduces its own complexities
(4-year ready, technical school ready, 2-year ready), it avoids the need for dividing
the achievement scale into multiple subjectively described ranges. Reporting can be
done in terms of how far above or below a particular cut score a student achieves.
All students would take a high-school exit exam, not for a diploma, but to deter-
mine whether he or she has met the high-school exit achievement standards in each
subject. To assure application to all students, alternate exit examinations should be
developed for students with significant cognitive or sensory impairments, in order to
permit valid and reliable determinations of whether or not these students have met
achievement criteria deemed relevant for them by appropriate stakeholders. This
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does leave the difficulty of identifying an acceptable level of achievement at high
school exit, since external criteria such as college and workforce readiness may be
difficult to define for students with significant cognitive disabilities.

Following the development of the high-school exit exam, the K-11 end-of-year
assessments should be developed. Based on the assumption that maintaining the
status quo in K-11 education will lead to equal pass rates across grades on the high-
school exit exam for students in the pipeline, cut scores on the K-11 assessments
can be extrapolated downward from the high-school exit exam to give identical pass
rates to those observed on the high-school exit exam. No other cut scores need be
developed as no other external criteria besides college and workforce readiness were
identified for setting cut scores on the high-school exam. Reporting can be done in
terms of how far above or below a cut score a student is. While this method of
setting a standard is unorthodox, it eliminates the conflict of interest that skews
current standard setting methods in which educators who will be held accountable
for student achievement set the cut scores. In addition, because this method requires
the assumption described above, this method is a 1-year stopgap measure. After 2
years of measuring student performance with these instruments, cut scores can be
determined without the status quo assumption by identifying cuts that give at least
a 50% (or more, depending upon policy objectives) probability of success on the
next year’s test, again working downward from the high school exit cut score(s) or
benchmark(s).

Secure adaptive interim assessments. Once the summary assessments have been
developed, the secure adaptive interim assessments may be developed for grades
K-12. Except in grade 12, acceptable performance on the secure interim assessments
can exempt students from having to take the end-of-year tests.

These interim assessments need to be repeatable (within reason), so that students
have more than one opportunity to pass each interim assessment. With adaptive
assessment allowing for high levels of accuracy for each student (Sands et al., 1997),
the effect of measurement error on increasing false positives from repeated mea-
surement can be minimized. In addition, these assessments need to be customizable
to cover the content standards addressed in a specific unit of instruction to allow
for educators to either use the model curriculum units or develop their own units
combining any number of content standards to fit their students.

Based on scores and sub-scores taken from the end-of-year tests, prediction
equations can be developed to create scores on the unit assessments based on the
probability (solely for performance on the unit) that a student would meet or exceed
a cut score on the overall end-of-year assessment. These become useful in multiple
ways: they can predict sufficiently far in advance how a student is likely to perform
on the overall assessment for intervention; they provide more detail than an over-
all score, and they provide a basis for pre- and post-testing for measuring student
growth on a finer grain.

Acceptable performance on these unit (interim) assessments could be defined as
achieving a 50% prediction of acceptable performance or higher on the end-of-year
test. Or, it could be defined as higher than 50%, to assure adequate overall achieve-
ment. Once a student achieves an adequate score on all unit tests, the student can
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be exempted from the end-of-year test. However, any student who does not demon-
strate sufficient achievement on any unit test (after one or more attempts) would
be required to take the complete end-of-year test to demonstrate adequate overall
achievement. To assure that the system is working properly, a small sample of stu-
dents exempted from the assessment should be required to take the end-of-year test
to assure that exempted students do indeed pass the overall test at an acceptable rate.
As described further in the accountability section, only the summative (interim) unit
tests need be used for accountability for students who have demonstrated adequate
achievement on all unit tests.

By not only having classroom assessment results to go on, but also knowing at the
end of each unit the classroom pass rates (or rates of other defined populations such
as English language learners), the system becomes more transparent and relevant
to both educators and students. Such feedback loops allow for data to be returned
to both educators and students before it is too late to address high-stakes lack of
achievement.

Developing and administering secure feedback-looped tasks. Because content
standards including higher-order skills will likely require feedback-looped tasks, a
special process is also needed for developing and administering such tasks as a part
of interim or summative assessments (e.g., using samples of revised student work
in summative measures)4. The tasks can be developed in a secure environment, but
should be administered in the classroom to allow for feedback looping. The products
developed during those tasks can then be included in a portfolio scored by different
educators to avoid the conflict of interest of an educator rating students’ work for
which he or she will be held accountable.

Scoring. Objectively scored test questions will not be appropriate measurement
tools for some content standards. However, each content and process standard
should be carefully evaluated to determine whether it is possible to develop test
questions measuring that content that can be scored objectively. Because subjec-
tively scored test questions (such as constructed response items and performance
tasks) introduce many additional sources of measurement error (see Lane & Stone,
2006), it is important to minimize the amount of subjectively scored items to the
degree possible while maintaining validity. The minimization of subjectively-scored
items also decreases the turnaround time for score reporting. This is not to imply
that subjectively-scored tasks should not be used if they are appropriate. What
this implies is that with new technological capabilities and some creativity, tasks
that previously would have been scored subjectively might now be scored objec-
tively either through artificial intelligence (see Shermis, 2010; Shute, 2007) or by
creatively developing new types of tasks using new technology platforms (e.g.,
simulation of performance tasks) that can be scored objectively.

4 This does not move feedback-looped tasks out of the formative and summative classroom assess-
ment arenas. This simply acknowledges the need to include feedback-looped tasks in the secure
assessments as well.
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In cases where content standards clearly must be measured using subjectively
scored test questions, the professional development provided to educators can be
leveraged to reduce turnaround time and to provide beneficial experience to indi-
vidual educators. Using a distributed scoring system, portfolio tasks and other
constructed response tasks can be scored by teachers in different parts of the state
or country. Traditional scorer training and monitoring would be needed (see Lane
& Stone, 2006), but teacher involvement in scoring would be maximized, and their
experiences in scoring student work products would be helpful in benchmarking the
work students produce for them.

Innovative formats for performance tasks and twenty-first century skills. As these
various types of assessment are developed, and content standards are classified in
order to determine which item types are most suitable, exploring possible new item
formats is appropriate. As noted above, traditional multiple-choice formats are suit-
able for measuring certain content standards, but are less appropriate for assessing
others that require deeper responses to gauge mastery. Towards that end, truly inno-
vative assessments must utilize a variety of item formats if the data yielded from
them are intended to accurately reflect level of mastery.

Items that measure, or provide students with the opportunity to demonstrate, rich
understanding of content-specific processes must supplement those measuring sim-
ple knowledge of facts. For example, some states have science content standards that
call for students to show they can conduct an experiment. Multiple-choice items can
capture whether or not a student knows the proper steps, and constructed-response
items (requiring a written response) may permit the student to articulate how he or
she would conduct the experiment. However, neither of these formats permits the
student to demonstrate understanding of experimentation to the same degree that
could be observed if he or she were required to conduct a brief experiment through
a performance task.

Chief among the factors in considering what types of item formats would con-
stitute a significant improvement over those in the present array of statewide
assessments is the cost. The resources expended on developing different types of
items (e.g., open-ended constructed response vs. multiple-choice) vary less than
the resources expended on scoring different types of items. Scoring constructed-
response items, typically done by having a trained person apply a standardized
rubric to the respondent’s answer, is vastly more expensive than scoring multiple-
choice items via sheets where answers are bubbled in and sent through high-speed
scanners.

Looking again at the rapid evolution of technology, computer-based testing has
the potential to revolutionize how we think of test items. The ability to assess stu-
dents in dynamic ways that are more representative of real-life situations through
embedding a variety of digital media such as audio and/or video files within items
could engage students in more robust ways (Sireci & Zenisky, 2006). However, a
significant amount of research remains to be conducted on whether or not includ-
ing rich media elements adds value to items. Additionally, the inclusion of more
complex item components like video introduces new challenges in the creation of
accommodated and translated versions of the tests.
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While technological advancements make development of innovative item types
that can be scored both objectively and subjectively more likely, two ideas must
remain at the fore: (1) new item types are experimental and should not be used
for high-stakes purposes until validated, and (2) to assure that adequate reliability
and cost-effectiveness are maintained, every attempt to create item types that can
be scored objectively should be made before resorting to developing new types of
subjectively-scored items.

9.7 Accountability

With the bedrock in place, the foundation set, and the structure of the system created,
the protective umbrella of accountability can be put into place. Without accountabil-
ity, there are no strong incentives for the system to work as it is intended. Several
important components of accountability are found within the system.

9.7.1 Accountability Components

Teacher preparation institutions. Each teacher preparation institution needs to
be held accountable for providing high-quality pre-service preparation in assess-
ment literacy standards in order to be accredited. Doing so will provide the
incentive needed to make assessment literacy a valued component of pre-service
preparation.

State and local education agencies. Each state and local education agency needs
to be held accountable for providing in-service professional development (PD) in
assessment literacy standards. This can be done by assuring that approved state-
level provision of PD is included in requirements for federal approval of state testing
programs, and assuring that approved LEA-level provision of PD is included in
school accountability/accreditation standards. Doing so will assure support at upper
and middle-level management levels of the education system for adequate PD in
assessment literacy.

Educators. Educators need to be held accountable not for the results of their
classroom assessment practices, but for their level of implementation of those prac-
tices and the degree to which they use data for instructional decision making.
This can be done by requiring that educator evaluations include measures of the
implementation of these practices.

Educators also need to be held accountable, in part, for achievement scores of stu-
dents who are on track, and growth for students who are not on track to meeting the
ultimate goals of college or workforce readiness. Scholars have expressed concerns
about attributing either achievement or growth to individual educators (Martineau,
2006; McCaffrey, Lockwood, Mariano, & Setodji, 2005). However, if individual
educators consistently show similar results on valid and reliable measures with dif-
ferent groups of students (and with significant intervention for educators with a
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poor showing), only then does it makes sense to apply consequences (both positive
and negative) in terms of performance pay and performance evaluations. While this
may be aversive to individual educators, we believe this is an appropriate balance
between fairness toward educators and accountability for student achievement. The
student-growth component of educator evaluations should be based only on secure
interim and summative assessment scores to reduce the conflict of interest inher-
ent in educators being involved in scoring assessments for which they will be held
accountable.

Separate components of educator evaluations should include supervisory eval-
uations of their implementation of sound assessment practices, use of data for
instructional decision making, and other important educational practices and out-
comes.

Students. Since the advent of grading, students have been held accountable
for their achievement, so it may seem strange to include this component in the
system. However, formalizing the appropriate achievement for which students
should be held accountable is helpful. Students should not be held accountable
for formative assessment results because doing so would undermine their purpose.
Students should clearly be held accountable for summative classroom achievement
scores (e.g., final projects, teacher-developed tests), and could be held account-
able for secure interim achievement test scores. Students should not be held
accountable for secure summary assessments as the information provided by the
once-yearly summary assessments is also provided in greater detail in the secure
unit assessments.

9.7.2 Combining Achievement and Growth for Accountability

Scholars have criticized existing accountability systems based on student achieve-
ment as not recognizing extraordinary improvement (see many of the chapters in
Lissitz, 2005, 2006; and Millman, 1997). Consequently, some scholars have sug-
gested replacing the achievement-based accountability models with growth-based
models requiring 1 year of growth for 1 year of instruction rather than achieving a
set performance standard (see Sanders, Saxon, & Horn, 1997).

However, there is a significant problem with this approach. That is, if a student
starts below grade level, and only 1 year of growth is expected for 1 year of instruc-
tion, then the student’s goal for the next year is to remain equally far behind as
he or she was the previous year. In order to achieve the end-game policy objective
(college and workforce readiness) for all students, students who are not on track to
meet the end-game policy objective must improve their standing (or make more than
1 year of growth for 1 year of instruction). Some scholars have addressed this by
creating growth models that measure “progress toward a standard” (see Martineau,
& Betebenner, 2006; Thum, 2002). In such models, students who are not on track
to achieving the end-game policy objective must have a growth measure. However,
when modeling growth toward meeting an ultimate, rigorous expectation, growth
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scores are not needed for students who have demonstrated they are on track to
meeting the ultimate goal (as measured by the secure assessments).

Because of this, it is possible to eliminate once-yearly testing for students who
score adequately on the unit sub-tests. It is, of course, possible for any student to take
the year-end assessment to find out exactly where they stand and calculate a growth
score. However, it is not necessary to do so. The only students for whom a growth
score is necessary are those students who do not demonstrate adequate performance
on each unit (interim) test. These are either students who have fallen behind from
adequate overall performance the previous year, or those whose achievement was
not satisfactory the previous year and is not satisfactory in the current year. This
assures that students who have fallen behind this year have a baseline against which
to measure growth the next year, and assures that students whose achievement was
inadequate the previous year and have not yet achieved an acceptable score this year
can have a growth score calculated.

In other words, in the proposed balanced system, the ultimate outcome (college
and workforce readiness) is sufficiently rigorous that schools should receive credit
for any student scoring proficient; as well as receiving credit for any student on a
trajectory of progress toward meeting the ultimate goal by high-school exit. There
is no need to measure growth for students already proficient (i.e., on track to meet a
rigorous desired outcome).

9.8 Conclusion

In our view, the most valuable contribution of this chapter is not in the develop-
ment of a coordinated and balanced assessment and accountability system, although
we do see that as important. What is a sea change is turning the typical, current
assessment and accountability system on its head.

Traditional systems are built upon the bedrock of accountability, assuming that
consequences for poor performance will sufficiently motivate schools and educators
to try harder, or to find or invent the tools to do whatever is necessary to improve
student achievement. However, the “whatever is necessary” is not defined, and can
include any number of good, bad, or ugly approaches that may or may not work.

By making professional development (on the content standards, assessment liter-
acy, and use of data) the bedrock of the proposed new system, it provides educators
with the tools and supports to implement what is necessary to improve student
achievement. In addition to the bedrock of professional development, the founda-
tion of a smaller number of coherent, logically-sequenced content standards against
which student achievement is measured provides a more realistic and attainable goal
for instruction and measurement.

In addition, the tools provided to educators to meet accountability goals are
enhanced by creating and providing a clearinghouse filled with model materials
and strategies for sound classroom assessment and instructional practice. By fully
implementing an interim assessment component within the system, educators also
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receive timely feedback on how students are likely to perform on the overall assess-
ment before it is too late to provide remediation on specific sub-topics. In addition,
administering pre and post unit tests will allow educators to see the impact of their
instruction on student achievement with sufficient frequency to determine whether
any changes need to be made to their approaches. While the system as described
provides these tools, it continues to allow educators to innovate with new tools and
practices, and to see timely impact data based on their implementation of those
innovations.

Finally, by tying all goals to the ultimate outcome of college and career readiness,
the relevance of the system can be clearly seen by both educators and students.

Some are likely to continue to oppose the use of accountability as a part of a
system. However, by providing tools to educators to facilitate success on relevant
accountability goals, the accountability components of the system change in func-
tion. Accountability pressures move from motivating educators to grasp at unproven
tools toward motivating the implementation of tools that are proven, meaningful to
educators and students, provided with appropriate pre- and in-service professional
development, and which produce timely feedback. Thus, they transform from being
fearful motivators to protectors of the system.
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Chapter 10
Automated Essay Scoring in a High Stakes
Testing Environment

Mark D. Shermis

Abstract This chapter discusses the use of automated essay scoring (AES) as a
possible replacement for an annual statewide high-stakes writing test. The examples
provided are drawn from development work in the state of Florida, but might apply
to any state in the United States. In the first section, literature associated with the
frequency, costs, and consequences of high-stakes testing is reviewed. In the second
section, automated essay scoring is introduced and a description of how it works as
an assessment tool is provided. In the third section, an example of how AES is used
as an instructional tool is given and I argue for a tighter integration of assessment
with instruction. Finally, I propose that AES actually replace the high-stakes testing
program for accountability (and other) purposes, and provide a list of advantages
for proceeding in this fashion.

Keywords Automated essay scoring · High-stakes assessment · Writing
assessment · Writing instruction · Testing · Computer-based testing

10.1 The Need for Change in Testing Practices

Just how much assessment is required to ascertain that a skill or knowledge domain
is mastered remains a matter of considerable debate. However, there is consensus
that US school children are exposed to many more high- and low-stakes tests than
ever before (Shermis & Di Vesta, in press). No Child Left Behind (No Child Left
Behind Act of 2001, 2002) spurred the acceleration of state accountability testing
programs and increased the number of tests to which students are exposed annually.
Popham (2002) has criticized this trend on the basis of three arguments: curricular
reductionism (the tendency to ignore skills not assessed on the high-stakes test), test-
focused drilling which he suggests is “boring” at best, and the tendency to promote
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academic dishonesty on the part of both students and teachers because the stakes for
poor performance are so high.

Most statewide testing programs administer their assessments in February or
March, and some informal estimates suggest that teachers spend 6–8 weeks focused
exclusively on preparing students to take the annual high-stakes achievement test.
Moreover, most statewide testing programs spend between 2 and 3 days to sim-
ply administer the exams. Finally, the results from these tests are not generally
available to schools until late May, limiting their utility to accountability pur-
poses only. They cannot be employed for student placements or for diagnostic
purposes.

What if an assessment technique could be integrated with instruction, adminis-
tered on a regular basis, could provide instant feedback, could be used for diagnosis
and placement in addition to accountability, could be reliable and valid, and would
cost no more, or, perhaps even less than the standard high-stakes pencil-and-paper
test? Most policy makers and testing professionals would be at least intrigued by
the possibility of such a substitute. The remainder of this article discusses such a
possibility for the domain of writing using a measurement technology known as
automated essay scoring (AES).

10.2 Automated Essay Scoring

Automated essay scoring is the evaluation of written work via computer-based anal-
ysis. Initial research restricted AES to English, but the measurement technology has
been extended to Japanese (Kawate-Mierzejewska, 2003, March), Hebrew (Vantage
Learning, 2001), Bahasa Malaysia (Vantage Learning, 2002), and other languages.
AES interfaces are predominantly internet-based, though some implementations use
CD-ROMs.

Most AES packages place documents within an electronic portfolio. The pro-
grams provide a holistic assessment of the writing which can be supplemented by
trait scores based on an established rubric, and may provide qualitative critiques
through an analysis of a variety of features in the text (for example, grammatical
errors and discourse structure). Most evaluations of AES systems compare sys-
tem rating predictions with human ratings as the criterion for scoring accuracy,
though some systems permit validation against other sources of information (i.e.,
a psychology text book for prompts related to psychological principles).

Ellis Page first proposed that computers might relieve some of the grading burden
for elementary and secondary school teachers in a seminal article published in Phi
Delta Kappan (Page, 1966). Page, a former high school English teacher, argued that
teachers were reluctant to make writing assignments because of the amount of time
they would be required to spend grading them. So, for instance, every time a 10th
grade writing instructor gives a writing assignment to all of her classes, she is likely
to have 125 papers to grade (5 classes × 25/students per class). Page found that,
on average, secondary students only received about three writing assignments per
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semester in writing classes, and reasoned that the use of AES would lead to more,
and consequently, better writing (Truman, 1995).

Page and his colleagues at the University of Connecticut developed a functional
automated essay scoring engine (Project Essay Grade; PEG) in 1973 that possessed
good psychometric characteristics, but the technology was well ahead of its time
(Ajay, Tillett, & Page, 1973). In the mid-1970s there were only three mechanisms
to get information into computers - either via a mounted magnetic tape, paper tape,
or through 80-column punched cards. Both technologies were cumbersome for mass
use in transferring essays into the computer for grading. So although the “proof of
concept” had been demonstrated, not until almost 30 years later did Page resurrect
the technology with a web-based version that could have widespread use (Shermis,
Mzumara, Olson, & Harrington, 2001).

10.2.1 How Automated Essay Scoring Works

Consider the following statement:

I couldn’t quite remember how to throw a boomerang, but it eventually came back to me.

A few of you who just read this statement are smirking (or groaning) at what
you have correctly identified as a pun. It is a clever play on words that most peo-
ple would quickly identify without further clarification or elaboration. However, the
computer would simply see a compound sentence (but) with a subject (I), a verb
(could remember), and predicate (boomerang). From the computer’s standpoint, the
first part of the sentence can only be related to the second part in terms of its syn-
tactical structure, but not underlying meaning. So for example, “boomerang” can be
related to “it” and “I” can be related to “me”, but the underlying pun which is the
relationship between “remember”, “boomerang”, and “back to me” is lost. The point
here is that computers do not “understand” written messages in the same way that
humans do, a consideration that may be unnerving until one reflects on ways alterna-
tive technologies achieve similar results. For instance, cooking was once associated
primarily with convection heating, a form of heating external to the food. But think-
ing “outside the box”, it can be seen that the same outcome can be achieved by a
technology not based on convection, but on molecular activity within the uncooked
items (i.e., the microwave oven).

The computer scores essays according to statistical and linguistic models of what
human raters consider desirable and undesirable elements given a writing sample.
Collections of these elements are referred to as “traits”, the intrinsic characteristics
of writing called “trins” (Page & Petersen, 1995). The specific elements are called
proxies or “proxes” (Page & Petersen, 1995).

The differentiation of “trins” and “proxes” is parallel to that of “latent” and
“observed” variables in the social sciences. For example, the score on an IQ test
might be thought of as a “prox” (specific element) for the underlying characteristics
of the “trin” (conceptualization) intelligence.
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AES software packages include computer programs that analyze the essay text to
identify hundreds of prox variables ranging from simple to complex. For example,
a deceptively simple variable is essay length. Although raters value this attribute,
the relationship to good writing is not linear but rather logarithmic (i.e., raters value
the amount of writing output up to a point, but then they look for other salient
aspects of writing once the quantity threshold is met). Similarly, the number of
occurrences of the word because is a relevant feature. Although seemingly superfi-
cial, it importantly serves as a proxy for the beginning of a dependent clause. And
this, in turn, is reflective of sentence complexity. Each prox is coachable (i.e., you
could instruct individuals to write extended text with a lot of becauses in it), but it
turns out that most models are composed of 40+ proxes (some of which are con-
solidated) and one could argue that if a person had mastery of the 40 different
aspects of writing, any measuring stick would show that the person was a good
writer.

When human raters provide the criterion against which rating performance is
judged, AES engines use a statistical model developed employing the following
(ideal) procedures: (1) Obtain a sample of 300–500 essays with (4–8) human ratings
on each essay (i.e., sometimes referred to as the “training set”); (2) Randomly select
(approximately 300) essays and regress the human ratings against the feature set
of available proxes from various computational analyses of a text; (3) Use a subset
of consolidated feature variables, or the factor structure underlying a set of feature
variables, in order to formulate a regression equation. The equation does not have
to have a linear basis, but linear models are easier to explain. (4) Cross-validate
the regression equation on the 200 remaining essays to obtain information about
system accuracy and to determine if the original regression line has suffered from
“shrinkage” and the model has been over-fit.

A few comments are worth noting from the procedures identified above. First,
most models are developed on ratings from two to three raters, not four to eight. The
fewer the raters on which the models are built, the lower the correlations between
the scores the computer assigns and the writer’s true score. When two to three raters
are used, the human-human reliabilities and computer-human reliabilities are about
the same. When more humans are used in model building, the human-computer
correlations are often higher than the human-human correlations. Second, models
using stepwise multiple regression will generally result in accounting for a higher
proportion of overall variance. However, if one believes that some underlying model
norms exists for the type of writing (or the type of writers), then a forced variable
order to the regression may have a more theoretical appeal.

Writing applications that offer automated essay scoring are typically composed
of two parts. The first component is an electronic portfolio where students obtain
the writing assignments, use writing tools to compose their essays, write their
response to a prompt, and receive quantitative and qualitative feedback. Quantitative
feedback is provided either as a holistic score (usually ranging from one to six,
with six representing the best writing) or scores from trait ratings where the trait
represents some “trin” of interest (e.g., content, creativity, style, mechanics, orga-
nization). Some programs provide a narrative of how the score level should be
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interpreted. Qualitative feedback is best exemplified by the CriterionSM package
from the Educational Testing Service. This product uses a technique known as
discourse analysis (Burstein, Marcu, & Knight, 2003) which essentially is a “con-
versation” between the writer and the computer. The computer summarizes what it
has formulated as the key structural points made by the writer. If the writer believes
the summary to be incorrect, the content of the essay can be changed and resubmit-
ted. The computer will then re-summarize the modified essay. The process typically
iterates until the summary provided by the computer matches the intent of the writer
or the writer gives up trying. Teachers also use the electronic portfolio to create their
writing assignments, provide their own comments on student writing (independent
of what the computer might generate), and monitor their students’ progress.

The second component is the AES engine itself. For all users the AES component
is transparent in that they only see the results of the AES engine in the form of
writing scores and commentary from within the electronic portfolio. We make the
distinction here because the score validity of the AES evaluation process is a key
concern.

Presently AES programs are available from four major vendors. These include
CriterionSM from the Educational Testing Service (containing portfolio creation
capabilities, and e-rater R©, an AES system), Project Essay GradeTM (PEG; an AES
system only) from Measurement, Inc., the Intelligent Essay AssessorTM (IEA; an
AES system only) from Pearson Knowledge Technologies, and My Access! R© (both
a portfolio and IntelliMetric R©, an AES system). In the following paragraphs a
detailed description of the IntelliMetric R© system from Vantage Learning is pro-
vided. Available space limits a similar description of the other AES systems, though
these can be found elsewhere (Shermis & Burstein, 2003; Shermis, Burstein, &
Leacock, 2006).

10.2.2 IntelliMetric R©

IntelliMetric R©, much like other AES systems, emulates processes demonstrated by
human scorers (Vantage Learning, 2003). It draws on the traditions of cognitive pro-
cessing, artificial intelligence, natural language understanding and computational
linguistics in the process of evaluating written text.

IntelliMetric R© incorporates a feature extractor that identifies more than 500
semantic, syntactic, and discourse level features to reflect/represent the syntactic and
grammatical structure of the language in which the essay is written. Each sentence
is analyzed with regard to its parts of speech, vocabulary, sentence structure, and
concept expression. Several techniques are employed to extract meaning from the
text including morphological analysis, spelling recognition, collocation grammar,
and word boundary detection. It also includes a 500,000 word unique vocabulary
and 16 million word “concept net” which are referenced to form an understanding
of the text. A concept net maps out relationships among words in a fashion similar
to that employed by latent semantic analysis (Landauer & Dumais, 1997).
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The information gleaned is then used by a series of independent mathematical
judges, or mathematical models, to “predict” the human expert scores which are
optimized to produce a final predicted score.

Rather than relying on a single “judge”, IntelliMetric R© employs multiple math-
ematical judges (“virtual judges”) which vary depending on whether a linear or
non-linear prediction solution is desired; in My Access! R© the number of judges
is six. Nevertheless, the judges all share certain things in common: at the high-
est level, features extracted from the text are associated with the scores assigned
in the training set in order to make accurate scoring judgments about essays with
unknown scores. Judges differ with regard to the specific information used to
score an essay and more importantly with regard to the underlying mathematical
model used to make judgments. Several statistical methodologies are used to cre-
ate judges. In the development stage for a new prompt or topic, this step actually
creates the mathematical models or “judges” to be used. After the models have
been created, this step would simply apply the mathematical rules to a novel essay
response.

The primary source of information used to obtain the approximately 400 features
(i.e., proxes) used for model building is the set of sample essays on which the engine
has been trained. In addition, reliance on the word “concept net” permits linking
words thematically or by function. For example, it might recognize that car and
automobile are semantically similar, even though only the word car was used in the
training essays.

The IntelliMetric R© scoring model is optimized when the essays represent various
cut-points across a rubric. Multiple raters evaluate each essay to increase reliability.
It is important that essays represent each scale point on the rubric; having 25 or
more essays at each scale point produces the best results, however strong models
have been calculated with as few as 3 essays representing each of the end points
of the scale. The spread of essay scores essentially maximizes the variability of the
essays and allows for a more efficient weighting process.

As mentioned previously, the empirical models can be adjusted in a variety of
ways. For instance, the IntelliMetric R© technology can be set to flag “bad faith”
essays (e.g., inappropriate use of vulgar language), to check for plagiarism, or to
identify the writer’s intent to do harm to him or herself or to others.

Information from previous models can be employed to adjust or supplement
information from current models. This can be particularly helpful when trying to
create scoring models where samples are small and the writing model is likely to
conform to some existing set of parameters.

IntelliMetric R© uses a multi-stage process to evaluate responses. First,
IntelliMetric R© is exposed to a subset of responses with known scores from which it
derives knowledge of the scoring scale and the characteristics associated with each
score point. Second, the model reflecting the knowledge derived is tested against a
smaller set of responses with known scores to validate the model developed. Third,
after making sure that the model is scoring as expected, the model is applied to
score novel responses with unknown scores. Using Vantage Learning’s proprietary
LegitimatchTM technology, responses that appear off topic, are too short to score
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reliably, do not conform to the expectations for edited American English, or are
otherwise unusual are identified as part of the process.

IntelliMetric R© evaluates an essay in significantly less than one second; how-
ever, to provide a better understanding of how IntelliMetric R© works, this process is
divided into steps presented in the following diagram (Fig. 10.1) accompanied by a
short description.

Text Parser
(Syntax analysis,

Feature Extraction) 

Essay
Files

Prior Knowledge
 Base

(16 million word Concept
Net, 500,000 word

vocabulary) 

Computational 

Text Preprocessor
(Prepare text for

processing) 

Judge 2 

Judge 1 

IntelliMetric®

Final
Score 

Judge N 

Fig. 10.1 IntelliMetric R© architecture (Used by permission)

Step 1: Create essay files. IntelliMetric R© requires that essays be provided
in electronic form (i.e., Plain ASCII Text or Unicode for character-based
languages). Essay responses can either be transcribed versions of handwrit-
ten essays, or more commonly essays entered electronically. IntelliMetric R©
can accept information as an individual response or as a “batch” of many
responses. Increasingly, information is submitted using the Internet as part
of a broader educational application, such as My Access! R©.

Step 2: Pre processing. After the information has been received in electronic
form, IntelliMetric R© prepares the information for further analysis. This pre-
processing stage makes sure that all materials are in a form that is readable
and understandable by IntelliMetric R©. The preprocessor removes extraneous
characters and corrects formatting.

Step 3: Analyze text. Once converted to a usable form, the text is then parsed
using Vantage’s patented Natural Language Processing engine to understand
the syntactic and grammatical structure of the language in which the essay is
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written. Each sentence is analyzed with regard to its parts of speech, vocabu-
lary, sentence structure, and concept expression Several patented techniques
are used to make sense of the text including morphological analysis, spelling
recognition, collocation grammar, and word boundary detection (Vantage
Learning, 2003). A 500,000 unique word vocabulary and 16 million word
concept net are consulted to form an understanding of the text.

Step 4: Calculate information. After all the feature information has been
extracted from the text, it is translated into numerical values to support com-
putation of the mathematical models. This process relies on a variety of
statistical techniques and computational linguistics to create the more than
500 features described earlier. A randomly selected subsample of essays is
removed for cross-validation.

Step 5: Evaluate text based on virtual judges (mathematical models). The infor-
mation obtained as a result of Step 4 is used as a basis to determine one
or more mathematical models to make a judgment about the score to be
assigned to an essay response. Rather than relying on a single “judge” or
mathematical model, IntelliMetric R© employs multiple mathematical judges
(“virtual judges”) based on a variety of techniques. Using a proprietary math-
ematical model, IntelliMetric R© integrates the information obtained from the
judges to yield a single accurate, reliable and stable score. This is much like
human scoring situations where multiple scorers evaluate an essay response
and some model must be applied to integrate those diverse opinions. The
randomly selected sample that was held out from the original model con-
struction is then used to create a separate model. The original and hold-out
models are compared for model overfitting (i.e., shrinkage).

Step 6: Resolve multiple judges’ scores and cross-validate.

10.2.3 Reliability and Validity of Automated Essay
Scoring Systems

As is true with most performance assessments, the indices for reliability and valid-
ity are generally lower than those associated with multiple-choice tests, but fall well
within the realm of psychometric acceptability. And, as Bennett and Bejar (1998)
point out, attempts to maximize reliability of performance assessments may under-
mine validity. For example, if raters are asked to concentrate their attention on,
say, six traits of writing, the consequence may be that they ignore other aspects
essential to differentiating good from poor writing performance. Issues of reliability
and validity with human raters are covered elsewhere (Cizek & Page, 2003; Keith,
2003).

10.2.4 Reliability

Most of the literature on reliability for objective tests is focused on either measures
of internal consistency or changes in test performance over time (test-retest). These
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ways of assessing reliability are irrelevant in the context of automated essay scoring
since, for example, test-retest reliability is perfect under machine scored conditions
(i.e., you will get the same score for the essay no matter when you ask the automated
essay scorer to evaluate it). In a performance assessment, such as AES, where the
criterion is drawn from human ratings, the concern is not so much that the ratings
are “reliable”, but rather that the raters are in agreement with one another regarding
their observations. So it is possible to have perfect covariation among a set of ratings
(i.e., perfect reliability), but little in the way of actual agreement.

Accordingly, two indices are commonly provided for agreement: exact and adja-
cent. Exact agreement is an estimate of the level of agreement either among a set
of raters or among both an AES engine and set of raters’ evaluation of writing. If,
for example, a six-point scale was used, a “3” from Rater A and a “3” from Rater B
would count as a “match” for the purposes of calculating exact agreement.

Adjacent agreement stipulates that scores from adjacent categories are equiv-
alent. So a “3” from Rater A and a “4” from Rater B, on the hypothetical
six-point scale, are viewed as equivalent. This tradition arises from the way in
which human scored essays are often handled. With discrepancies of more than
one point between two raters, a third rater resolves the disagreement. Otherwise the
ratings are found to be close enough to make a decision about the overall quality of
writing.

Most of the evidence suggests that reliabilities of AES evaluations are equivalent
to or higher than reliability with human raters (Elliot, 2003; Landauer, Laham, &
Foltz, 2003; Shermis, Koch, Page, Keith, & Harrington, 2002; Shermis et al., 2001).
All AES engines have obtained exact agreements with humans at about 85% and
adjacent agreements in the mid-high 90% range–slightly higher than the agreement
coefficients for trained expert-human raters. The slight edge for AES may be a func-
tion of the fact that the statistical models are often based on more raters than one
would typically find in a human rating enterprise.

10.2.5 Validity

A variety of trait rubrics have emerged as the standard by which to assess writing
performance. Most mainstream efforts coalesce into the “Big Five”: content, creativ-
ity, style, mechanics, and organization (Page, 2003). One popular trait rubric for the
assessment of writing is the 6+1 TraitsTM from the Northwest Regional Education
Laboratory, which focuses on the following: ideas, organization, voice, word choice,
sentence fluency, and conventions (Northwest Educational Research Laboratories,
1999).

Despite these efforts, the discipline is unable to articulate a “gold standard”
of the constituents of good writing, or even for good writing at various develop-
mental levels. Even if a “gold standard” were to be formulated, it is unclear that
human raters could adhere to it without some modification. For example, in one
high-stakes statewide accountability assessment, the rubric allows for expressions
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of non-standard English dialects without penalty. However, after many years of try-
ing, the State Department of Education concluded that it was impossible to train
human raters to read such essays without undervaluing them. The point here is that
human evaluators may at times apply subjective criteria regardless of any written
standards.

One way in which the construct validity of automated essay scoring has been
assessed is through confirmatory factor analysis. Shermis et al. (2002) used con-
firmatory factor analysis (CFA) with data from a Project Essay Grade study on
386 essays, each evaluated by six judges. The normal standard for such compar-
isons is “pairs of judges.” Accordingly, five CFAs were performed to compare the
PEG ratings with all possible pairs of human judges. The Amos 4.0 (Arbuckle,
1999) computer program, and maximum-likelihood estimation using the raw data
were employed in this analysis. Five separate covariance analyses were conducted
to avoid overlapping judge pairs. For each analysis, there was one latent variable, the
presumed true essay score, and four measured variables (three judge pairs and the
PEG ratings). Model identification was achieved by constraining the unstandardized
factor loading for the first judge pair to 1. Thus, the first analysis compared judge
pairs 1&2, 3&4, and 5&6 to PEG ratings, the second CFA compared judge pairs
1&3, 2&5, and 4&6 to PEG ratings, and so on. All five models showed a good fit
to the data using conventional criteria (e.g., Goodness of Fit and Comparative Fit
Indices above .95).

For the five CFAs, the standardized loadings for the human judge pairs ranged
from .81 to .89, with a median loading of .86. In comparison, the loading of PEG
ratings on the latent essay true score were .88 to. 89 (Mdn = .89). Thus, the computer
ratings of essays appeared to be at least as valid a rating as ratings from pairs of
human judges.

Keith (2003) examined the convergent and discriminant validity of seven PEG
data sets in the following way. He took the statistical models from each data set
and used each one to predict the score outcomes on the other data sets, and then
correlated the score results. The results across data sets, which differed on a num-
ber of variables (essay content, writing populations, number of essays, and number
of judges), are summarized in Table 1 (see Appendix A). Convergent validity coef-
ficients ranged from .69 to .90 demonstrating that the model was accounting for
common variance.

Overall, AES has done as well as or better than humans on the psychometric
issues in the rating of essays for high- and low-stakes tests. Since humans typically
form the ultimate criterion in AES, replications of human errors can contribute to
decrements in overall reliability and validity. As was alluded to in the example with
ratings of non-standard English, AES may be able to overcome some of the biases
that humans bring to the assessment enterprise.

Many of the variables defined in the statistical model for AES are “coachable”
but their combination is what contributes to high essay scores in most models. If one
had mastery of all or a good portion of them, one would most likely be deemed a
“good writer.” Interestingly, when attempts have been made to generate “bad faith”
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essays intended to “trick” the AES engine into giving a poor essay a good score, it
has been found that a poor essay can get a good score, but only good writers can
generate the “bad faith” essay that does so (Shermis et al., 2002).

While the purpose of this study is to describe and validate the use of AES, it
is interesting to note that a few studies have shown that automated essay writing
interventions have also had a positive impact on writing production. In a national
study using e-rater, Attali and Burstein (2004) observed improvements in essay
development, and rating scores based on subsequent revisions of e-rater-evaluated
submissions. Shermis, Burstein, and Bliss (2004) used the same technology, but in
an urban setting only, and found improvements in essay production and reductions
of numbers and types of errors over subsequent essay submissions. The afore-
mentioned studies help establish the linkage between automated essay scoring and
scoring in typical writing instruction; a form of empirical validity beyond face
validity.

In two different statewide evaluations of AES, both Stemmer (2006) and Rich
et al. (2008) have found promising results using AES for assessment and instruction.
Rich and her colleagues found that students who used AES, and who used it more
often, performed better on both formative and summative writing tasks than those
who did not. Significant improvements were found with students having access to
four or more sessions with automated essay scoring. Shermis, Garvan et al. (2008)
found significant improvements in writing production and a significant decrease in
writing errors in as few as seven AES sessions.

10.3 Electronic Portfolio Applications

10.3.1 My Access! R©

My Access! R© is a web-based instructional writing product that provides students
enrolled in grade 4 through higher education with the opportunity to develop their
writing skills within an electronic portfolio-based environment. The web-based
application is divided into two capabilities—an electronic portfolio in which teach-
ers can manage, and students can respond to, writing prompts, and an automated
essay scoring engine that provides feedback on writing performance.

Teachers can create a writing assignment from a large pool of over 1,300 unique
prompts covering grades 4 through higher education, including narrative, persua-
sive, informative, literary, and expository genres. In order to provide an integrated
writing instruction tool, the prompts are aligned to major textbook series as well
as other core and supplemental programs selected by districts, are aligned to state
standards, and provide cross-curricular writing opportunities in areas such as sci-
ence, math, social studies, history, music, and physical education. In addition to the
prompts available in My Access! R©, teachers may create an unlimited number of
their own prompts for use in the system.
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Teachers may guide the students through pre-writing activities and review exem-
plar papers for the prompts available within My Access! R©. Students can receive
feedback from the system during the writing process as well as upon submission
for a score based on the My Access! R© rubric. After submitting an essay, the student
receives immediate feedback from IntelliMetric R© and can also receive feedback
from his/her teacher.

My Access! R© provides both a holistic (overall) score and analytical (trait) scores
in the areas of Focus and Meaning; Content and Development; Organization;
Language, Use and Style; and Mechanics and Conventions. An online portfolio
is maintained for every student using My Access! R©. All original drafts, scores,
revisions, comments from teachers, reflective journal entries, and IntelliMetric R©
feedback are accessible at any time. Feedback can be provided in English as well as
a variety of other languages. Teachers and administrators are also able to view these
portfolios at the individual, class, school, or higher aggregate level.

In addition to the online portfolio of student responses, scores, comments, jour-
nals, and teacher comments, My Access! R© provides additional writing instruction
materials and tools.

Students have access to a variety of tools:

1. Writer’s Checklist to help guide the student through the writing process.
2. Scoring rubrics to self-assess their writing through the process.
3. MyEditor to provide grammatical comments, suggestions, and explanations of

rules. This tool is available at multiple levels of difficulty and language in order
to be most effective for the student.

4. MyTutor providing software tutor-assisted feedback at three different develop-
mental levels and in multiple languages.

5. Word counter to keep track of essay length.
6. Word banks to assist in the selection of appropriate words for use in an essay of

a particular genre.
7. Spell checker to assist in the proper spelling of words used in the essay.
8. Venn diagrams and other graphical pre-writing tools to assist in the formulation

and organization of ideas to be included in the essay.

Teachers have access to a variety of reports to view the students’ writing and
feedback in almost any manner. In addition, the teacher has ultimate control over
the tools available to the students while writing essays. For example, if it is impor-
tant that the students do not receive any help with spelling, the spell checker can be
turned off for any particular assignment. Also, the teacher has final control over the
scores provided to the student. If the teacher wishes to adjust a score provided by
My Access! R©, the teacher can enter in the final score in addition to specific feedback.
Administrators also have access to customized reporting to obtain frequency distri-
butions, historical summaries, and roster reports. Figures 10.2 and 10.3 illustrate,
respectively, computer screen shots that show how students would input an essay
in to My Access! R© and how a teacher would generate a classroom report based on
My Access! R© data.
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Fig. 10.2 My Access! R© editing screen illustrating how students enter and edit their essays (Used
by permission)

10.3.2 Computer-based Testing and Vulnerable Populations

While paper-and-pencil tests have played a predominant role in high-stakes assess-
ments, a number of states (Kansas, Virginia, North Carolina, Indiana, Oregon, West
Virginia) have moved to computer-based testing (CBT) for a variety of reasons.
CBTs reduce paper, printing, shipping, and administration costs, improve security of
the testing enterprise, and result in immediate test scores (Poggio, Glasnapp, Yang,
& Poggio, 2005). Most of these conversions, however, are direct substitutions for
multiple-choice tests. The results of CBT comparability studies have changed over
time. Early reviews (Mazzeo & Harvey, 1988) suggested a number of situations in
which examinees might be disadvantaged by CBTs, including lack of familiarity
with computers, difficult item content, and awkward testing formats (e.g., questions
based on a separate reading passage). However, as computer access has become
more ubiquitous and as test designers have been able to take advantage of increased
computer capabilities, later studies have shown minimal differences between out-
comes for CBTs and paper-and-pencil tests (Pommerich, 2004; Puhan, Boughton,
& Kim, 2007).

Unfortunately, only a few of the comparability studies have examined the impact
of the technology on vulnerable populations, including ethnic minorities, students
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Fig. 10.3 My Access! R© report screen showing student performance over time (Used by permis-
sion)

in special education programs, English language learners (ESL students), and those
from lower SES groups. For example, in an evaluation of the Kansas statewide CBTs
in mathematics, Poggio et al. (2005) found no significant differences between CBTs
and paper-and-pencil tests for 7th-grade examinees in the general student population
and by gender. However, comparisons with children in lower SES groups (i.e., stu-
dents receiving free or reduced lunches) or special education programs performed
worse on the computer-based assessments. The correlations of CBT scores with
their paper-and-pencil test scores were very high, however.

10.4 A Proposal

So here is the proposal: rather than administer a high-stakes writing test in the Spring
of each year, administer about 15 AES-scored essays throughout the year (it could
be more). The electronic portfolio could monitor student progress from the begin-
ning of the year throughout to the end. Towards the end of the year, average the
scores for the last three writing assignments and use it as the accountability mea-
sure for the domain of writing. To keep the process secure, the topics for the last
three prompts can be controlled by the state department of education and released
on a strict schedule.
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To be sure, there are issues that have to be addressed and studies to be con-
ducted before this is possible. For example, norms would have to be created at each
grade level and ostensibly for each prompt genre. For example, one might have
a different norm for a persuasive prompt (low content valence) than for a narra-
tive prompt (higher content valence) (Shermis, Shneyderman, & Attali, 2008). One
would have to create studies that would examine the equivalency of AES scores to
their pencil-and-paper counterparts. In addition, the impact of this testing procedure
on vulnerable populations (i.e., ESL, free/reduced lunch, special education, minor-
ity groups) would have to be evaluated. Note that vulnerable populations typically
perform at levels lower than their non-vulnerable counterparts, but the disadvantage
with AES may be less than with pencil-and-paper tests.

10.4.1 Potential Benefits

Integration, Not Competition, with Instruction—Assessment that Informs
Instruction. Consider the use of AES as an instructional tool that is integrated into
a writing curriculum. Students might have weekly writing assignments in which
they use pre-writing tools1 to organize their thoughts, then write on a topic where
the difficulty level of the prompt has been pre-calibrated. Students might also have
access to writing tools (thesaurus, dictionary, writing guide) that they could consult
as they create their responses. The computer provides diagnostic feedback which in
turn prompts the student to make a revision and re-submission. Students can iterate
in this fashion until they reach some performance threshold or are satisfied that
they have created their best work. Teachers can focus their instructional attention
on students who seem to be struggling with some aspect of the writing enterprise.
Figure 10.4 illustrates a hypothetical growth curve for a writing student with some
interesting features.

Fig. 10.4 A hypothetical
writing growth curve using
automated essay scoring

1 Both My Access! R© and CriterionSM already contain pre-writing tools.
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Several advantages accrue through the use of multiple measures over time rather
than relying on one high-stakes test to ascertain student performance. First, because
AES feedback is instantaneous and diagnostic, both the student and teacher can
focus their efforts on potential areas of improvement. For example, the student can
experiment with changes to text in an effort to enhance the writing outcome and
receive instantaneous feedback regarding the modifications. Second, because the
prompts are normed on statewide samples, teachers have a relative picture of how
a student’s writing compares to that of others at the same grade level or within
the same writing genre. This would be useful for placement purposes. Third, with
experience, teachers can begin to develop a set of realistic expectations regarding
when an intervention of this nature might take hold for a particular student with a
specific set of skills or challenges. This level of weekly performance monitoring is
less likely without the aid of technology.

Cost. In discussing the expenses associated with standardized testing, Phelps
(2000) identifies two cost sources: gross and marginal. The gross costs are those
encumbered in creating, administering, and scoring the tests. Prior to the implemen-
tation of NCLB, the GAO estimated that nationally over 20,000,000 person hours
were invested in activities associated with district- and state-level testing enterprises
(Phelps, 2000). On an annual basis, the state of Florida spends approximately $34 M
on their FCAT K-12 testing programs, all of which is directed to their accountability
mission.

Additionally, once summative writing prompts have been utilized for high-
stakes summative assessment, they can be “released” by the state into a bank
of formative writing prompts to be used to inform instruction, thus maximiz-
ing the initial investments in training and calibration of the AES engine. By
providing released prompts for formative use, this eliminates the need to contin-
uously build, train, and calibrate prompts for other uses, e.g. build once, use many
times.

Conclusion

Clearly there are hurdles to overcome before the vision of replacing tests with
instructional technology that can double as a test will be realized. For example,
not all school districts have ubiquitous access to technology. Some districts have
computers in unsecure labs, some districts place computers in individual class-
rooms. Some children have access to technology at home, others only encounter it in
schools or libraries. Currently no state or national norms exist for automated essay
scoring, and the technology’s impact on vulnerable populations has to be evaluated.
Each state engages in a process to assess impact on vulnerable populations (and
usually there is some), but the impact varies from assessment to assessment. While
the potential for automated essay scoring is clearly evident, a number of challenges
must be addressed before it would even be prudent to proceed. However, these are
all challenges for which solutions are known.
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Automated Essay Scoring Vendors

http://www.ets.org/criterion
http://www.vantagelearning.com
http://www.pearsonkt.com
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Chapter 11
Assessing Change in Learners’ Causal
Understanding Using Sequential Analysis
and Causal Maps

Allan C. Jeong

Abstract New methods and software tools are needed to assess the quality of
learners’ causal maps (maps that convey a learner’s understanding of complex phe-
nomena) and the quality of learners’ discourse used to help justify changes and
refinements in learners’ causal maps. New methods and software tools are needed to
assess the dialog move sequences observed in group discourse that trigger changes
in causal maps and to measure and visualize across time the extent to which changes
in causal maps of the individual or collective group progress toward group consensus
and target maps. The software tool called jMAP was developed to enable learners
to individually produce and submit causal maps, download and aggregate the maps
of other learners. It also generates aggregated maps to reveal similarities between
individual/group maps, the percentage of maps sharing particular causal links, aver-
age causal strength assigned to each link, and degree of match between the maps of
the collective group and the target/expert diagram. jMAP also supports the use of
sequential analysis to measure and visualize (with transitional state diagrams) how
learner’s causal maps change over time and how dialogic processes of argumenta-
tion conducted in online discussions trigger changes in learner’s causal maps. This
chapter presents findings from two case studies to illustrate how jMAP can be used
to support the assessment of causal understanding, and to identify areas for future
research and development.

Keywords Argumentation · Causal maps · Causal reasoning · Sequential analysis

11.1 Introduction

Each one of us holds different beliefs and theories about the world. Learners’ the-
ories can be conceived, articulated, and assessed more efficiently in the form of
causal maps—networks of events (nodes) and causal relationships (links) between
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events—than in the form of linearly written text. Some causal maps may be more
accurate than others—depending on the presence and/or absence of supporting evi-
dence; and some maps and the causal links within the maps may be more or less
firmly held—depending on both the strength of the supporting evidence and the
strength of specific causal relationships. Furthermore, causal maps are not fixed
and unchanging. Instead, they are incomplete and constantly evolving; may contain
errors, misconceptions, and contradictions; may provide simplified explanations of
complex phenomena; and may often contain implicit measures of uncertainty about
their validity (Seel, 2003). As a result, causal maps can change, but usually not ran-
domly. That is, we presume that events trigger and provide the impetus for change.
Causal maps and other similar forms of visual representations are being increasingly
used to help assess learners’ understanding of complex domains and/or learners’
progress towards increased understanding (Nesbit & Adesope, 2006; Spector &
Koszalka, 2004). However, the methods and software tools to measure how learner’s
maps change over time (Doyle & Radzicki, 2007; Ifenthaler & Seel, 2005) and how
specific events (e.g., pedagogical discourse) trigger changes in learners’ causal maps
(Shute, Jeong, & Zapata-Rivera, in press) have not yet been adequately addressed.

To address some of these methodological challenges, Ifenthaler and Seel (2005)
used transitional probabilities to determine how likely learners’ maps (when exam-
ined as a whole) changed in structural similarity across eight different time periods.
Raters were given a specially designed questionnaire to determine if a learner’s map
at one point differed in structure from the learner’s map produced from the most
previous point in time. The study found that maps were most likely to change in
structure at the early stages of the map construction process with the likelihood
of changes dropping from one version to the next. However, Ifenthaler, Madsuki,
and Seel (2008) found that changes in scores on seven of nine measures of struc-
tural quality (e.g., total number of links, level of connectedness, average number of
incoming and outgoing vertices per node) had no correlation to the degree to which
the learners’ maps matched the expert map. Not surprisingly, the one aspect of the
learners’ maps that did correlate to learning was the number of links shared between
the learner’s map and the expert map. These findings altogether suggest that mea-
sures used to gauge changes at the global level (where the unit of analysis is the
map as a whole) and measures that are not scored in relation to a target map (e.g.,
expert or collective group map) may have little or no value when used to assess
learners.

One alternative approach is to measure changes at a more micro-level by using
the node-link-node as the unit of analysis and unit of comparison between learners’
and target maps. At this level, we can examine how likely links between specific
nodes change from one state to another (e.g., strong vs. moderate vs. weak vs. no
causal impact; or high vs. moderate vs. low probability/likelihood) as maps change
over time. We can also see to what extent the observed changes in the values of each
causal link converge towards the target causal link values present in the target map.
For example, we expect that the causal link values for links representing learner’s
misconceptions (e.g., erroneous links not observed in the target map) or learners’
shallow understandings (e.g., links between two nodes not directly related and/or
better explained by inserting a mediating node) will converge towards a value of 0
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(no causal link) over time, following close examination and critical discussion of
the causal relationships. At the same time, the expectation is that the causal link val-
ues of the links not observed in a learner’s map (but present in the target map) will
progress from a value of 0 to the value observed in the target map. Using the node-
link-node as the unit of analysis enables us to precisely examine how and to what
extent observed changes in targeted links help and/or inhibit learners from achieving
the target learning outcomes (e.g., more accurate, deeper, precise understanding).
Furthermore, this approach enables us to examine how specific interventions and
instructional events (e.g., depth of argumentation, the production of supporting evi-
dence) affect the direction and magnitude of changes across links that are either
missing or present and at the same time links that are valid or invalid.

To explore the strengths and limitations of using the node-link-node as the unit of
analysis, this chapter presents a software tool called jMAP that can be used to iden-
tify differences between learners’ causal maps, initiate collaborative argumentation
to produce justifications for proposed causal links, and produce changes in learners’
causal maps that better reflect/represent complex phenomena (see Fig. 11.1). Similar
to the Cognizer program produced by Nakayama and Liao (2005), jMAP enables
learners to individually produce causal maps (with numerically weighted links) thus
reducing unwanted biases and the influence of other learners (Doyle et al., 2007).
Once learners submit their maps, they can download and aggregate maps of all or

Fig. 11.1 Causal map produced in jMAP using weighted links to specify strength of each causal
relationship and dotted links to specific level of confidence or evidentiary support
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selected learners to capture the group’s collective understanding. Unique to jMAP is
that the learner can generate matrices to compute and report the percentage of learn-
ers’ maps that share each causal link (including the average strength of each link
observed across all learners’ maps), and can superimpose his/her own causal dia-
gram over the aggregate map to visually identify similarities and differences among
the causal maps of all learners (Jeong, 2008).

Some of the other unique functions of jMAP enable researchers and teachers
to: (a) graphically superimpose an individual learner’s map over the expert/target
map to visually identify and highlight changes occurring over time in the causal
maps of an individual or group of learners; (b) determine the extent to which the
observed changes progress toward a target or collective model; (c) determine pre-
cisely where, when, and to what extent changes occur in the causal links within
the causal maps; and most importantly (d) identify and measure how and to what
extent specific events (e.g., viewing consensus data, discussing evidence, engaging
in specific and critical discourse patterns) trigger changes in the causal links between
various states (e.g., strong, moderate, weak, and no causal link) as demonstrated in
Fig. 11.2.

The following sections in this chapter present the findings from two case studies.
The first study illustrates how sequential analysis can be used to build stochastic

Fig. 11.2 A learner’s map depicting a view of media’s relation to learning with positive (+) and
opposing (–) evidence and differential link strengths
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models that assess how specific learning events affect the way learners change causal
links in their causal maps. The second study serves to evaluate some of the potential
advantages and issues when using software tools like jMAP to support learning and
assessment. In the end is a brief discussion of possible directions for future research
and development.

11.2 Assessing Change in Causal Maps with Sequential Analysis

An initial case study was conducted to develop and test the jMAP software and its
ability to help us visually and quantitatively analyze how causal maps change over
time. Specifically, this study assessed how the causal links between nodes changed
in strength values (i.e., no link, weak, moderate, and strong) in learners’ causal maps
after learners reviewed readings and discussed related issues in an online threaded
discussion. Most of all, this study examined how particular events (the presence
of evidentiary support derived from group discussions and readings) affected how
learners changed the causal strength values of the causal links presented in their
causal maps.

11.2.1 Method

Twelve graduate students in the Instructional Systems program at Florida State
University participated in a weeklong online discussion on the topic Technologies
and Media in Distance Education. Students were assigned a set of readings and were
required to post at least six contributions to the discussion forum across the 1 week
period. Each student produced three concept maps representing their current beliefs
of the functional/causal relationships among ten variables related to the topic. In this
study, the ten variables were selected by the course instructor. Four learners did not
submit one or more of the maps (for reasons unknown) and as a result, the maps of
eight learners were used in this study to illustrate the tools and methodology.

The students’ objectives were to describe the conceptual differences between
media, technology, and instructional methods, and to state criteria for making
decisions about the selection and use of delivery systems. To achieve these
objectives, students were presented readings from which to extract arguments,
counter-arguments, explanations, and supporting/opposing evidence to bring into
an online team debate over the claim that, “One’s choice of media (text, graphics,
audio, and video) significantly increases student learning”. Before, during, and after
the team debates, each student was required to draw causal maps to convey their
evolving understanding of how media affects learning. The maps were completed
at three specific times during the week: (a) before reading and discussions, (b) in
the middle of the week following initial discussions, and (c) at the end of the week
following the conclusion of the discussions. Students were individually assigned to
debate during the first 3 days on one side of the issue, and then asked to debate
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for the opposite side of the issue on the last three days. The readings were given to
learners to reveal two opposing views: (a) media makes no difference on learning,
and (b) media does make a difference.

In each causal map, learners could vary the density of each link (weak = low
width, moderate = moderate width, strong = highest width) to convey the level of
impact one variable has on another variable. Students judged the strength of each
causal link based on empirical evidence presented in the readings (e.g., the reported
effect sizes or the percent difference or increase in learning). In addition, learners
specified the direction (+ or –) and amount of evidence (if available) to support and
justify the causal links presented in their maps. The experiment coded all maps by
hand and recorded each observed causal link into adjacency matrices—one matrix
for each student map. For example, the cell in row 2 column 6 in Fig. 11.3 shows that
the student believes that a causal relationship exists between “novelty” and “media
quality” (e.g., when an instructor uses new media for the first time, its novelty tends
to motivate instructors to produce higher quality media). The first digit in the cell
signifies that the causal relationship is weak (1 = weak, 2 = moderate, 3 = strong).
If a second digit appears, the second digit signifies that the learner possessed some
knowledge of evidence to support this causal relationship.

Fig. 11.3 Adjacency matrix of links and number of evidentiary support derived from the learner’s
causal map with the addition of “new nodes” inserted in the last two rows. Note: The first digit
in each cell signifies the strength of causal impact (blank, 1, 2 or 3) that one node (listed in left
column) has on another node (listed in the top row). The second digit (1 or blank) signifies whether
the learner possesses evidence to support the proposed causal relationship
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Table 11.1 Message tags and definitions of message tags

Msg tag Description of message tag

+ If you are on the SUPPORTING team, ALL your posted messages
must include the + tag before each message label

– If you are on the OPPOSING team, ALL your posted messages must
include the—tag before each message label

ARG1
ARG2
ARG3

ARGUMENT: Identifies a message that presents one and only one
argument or reason to support your team’s position. Number each
posted argument by counting the number of arguments already
presented by your team. Example argument supporting use of
threaded discussions over use of chat rooms: +ARG2
ProducesDeeperDiscussions

EXPL EXPLANATION: Identifies a response that provides additional
support or sub arguments, explanation, clarification, or elaboration
in response to a previous message: +EXPL
CanParticipateInMultipleThreads

BUT CHALLENGE: Identifies a response that questions/challenges the
merits, logic, relevancy, validity, accuracy or plausibility of a claim
or challenge:
–BUT MultipleThreadsProducesCognitiveOverload

EVID EVIDENCE: Identifies a response that provides proof or evidence to
verify or establish the validity of an argument or challenge:
+EVID DiscussionThreadsAre50%LongerOnAverage

In the online debates, learners were required to post specific messages and
responses (see Table 11.1) to a threaded discussion (Fig. 11.4) hosted in Blackboard,
a course management system. In each posting, learners inserted a corresponding tag
into the subject heading to explicitly identify the function of each posting (Jeong
& Juong, 2007). As a result, each posting served one and only one function at
a time. Included with each tag was a + and – symbol to identify team position.
Students were required to follow this protocol to receive points for participating in
the week long debate. At any time, learners could return to their postings to insert
the appropriate tags into the message headings.

11.2.2 Data for Sequential Analysis

To analyze the data recorded in the adjacency matrices for each learner’s causal map,
jMAP was developed and used to sequentially tabulate data from the adjacency
matrices to capture observed changes in causal strength values between learners’
maps produced on Monday versus Thursday and Thursday versus Sunday. The
sequential data was imported into the Discussion Analysis Tool or DAT (Jeong,
2005a, 2005b) to produce a frequency matrix (Fig. 11.5) to reveal patterns in the
changes observed in links that possessed vs. did not possess evidentiary support.
The frequencies reported in the upper left quadrant of the matrix were used to com-
pute the transitional probabilities (or relative frequencies) for changes in strength
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Fig. 11.4 Team debate with message tags in an online threaded discussion board. Note: Digits
signify causal link strength/impact presented with and without supporting evidence

Fig. 11.5 Frequency matrix with reported number of observed changes in strength values between
revised and previous causal maps



11 Assessing Change in Learners’ Causal Understanding 195

values observed when causal links were not presented with supporting evidence.
The probabilities of a change between each of the possible strength values in causal
links with supporting evidence were computed by combining the cell frequencies
from the other three quadrants of the frequency matrix (when evidence was pre-
sented in the previous and/or current map). The DAT software was then used to
create the transitional state diagrams in Fig. 11.6 to visually convey and compare
the observed transitional probabilities between causal links with versus without
supporting evidence.

Fig. 11.6 Transitional state diagrams revealing the direction and likelihood of changes in causal
strengths when links are presented without vs. with supporting evidence

11.2.3 Findings

The sequential analysis of causal link values revealed that evidentiary support
strongly influenced how likely a student retained or eliminated a causal link between
specific variables on each successive revision of their causal maps. Overall, links
presented without evidence were more likely to change to lower strength values in
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subsequent revisions to the map, whereas links presented with supporting evidence
were more likely to remain the same or increase in strength values.

For example, the left diagram in Fig. 11.6 shows that when no evidence was
present to justify a causal link, the causal links that were assigned a strength value
of one (1 = weak impact) were changed to a strength value of zero (None = no
impact) 50% of the time (based on the examination of all changes observed between
the first and second and between the second and third causal maps). In contrast, the
right diagram shows that when causal links were presented with evidence, the links
with strength values of one were much more likely to remain the same (78% instead
of 50%), with 11% of the values increasing from weak to moderate impact and 11%
of links increasing from weak to strong impact. A similar pattern can be seen in
the causal links that were assigned strength values of two and three. A Chi-Square
test can be used to test for significant differences between specific links that were
presented with versus without supporting evidence.

11.2.4 Implications

These findings illustrate how sequential analysis and state diagrams (Fig. 11.6) can
be used to assess changes in learners’ causal understanding and learning trajectories
by analyzing how causal links (examined across all learners) change in strength val-
ues (i.e., no link, weak, moderate, and strong). Furthermore, these findings illustrate
how sequential analysis can be used to assess how particular learning or learner
events (providing student access to empirical data or learner’s knowledge of evi-
dentiary support) affect the directions in which learners change the causal strength
values of the causal links presented in their causal maps and the likelihood of such
changes.

The methods and software tools presented here are intended to make the assess-
ment of causal understanding and the process of argumentation more feasible
and less labor intensive. The same tools and methods can be used to assess the
learner’s ability to engage in high level argumentation measured in terms of the
observed number of message-response exchanges performed when cross examining
the proposed causal relationships between nodes and the accuracy of the presented
evidence (as illustrated in the next case study). The tools can then be used to assess
how learners are able to apply the insights gained from argumentation to justify and
validate changes/revisions to causal link values, and to assess how the changes con-
verge towards target values observed in the expert map or the map of the collective
group.

11.3 Assessing Argumentation and Effects on Causal Maps

The second case study illustrates how jMAP and the described methods can be
used to assess learners’ ability to engage in specific forms of argumentation and
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their ability to apply these forms of argumentation to construct better causal
maps. Furthermore, this study also illustrates how jMAP can be used to compare
causal maps between learners, identify differences between learners’ maps and
initial/current consensus on map links, and to initiate and structure learners’ dis-
cussions in ways that might help to improve their causal maps. This study addressed
the following research questions:

1. What are the effects of consensus observed in initial maps on the level of con-
sensus in subsequent maps? When learners use jMAP to determine which causal
links are shared most among everyone’s initial maps, are the most commonly
shared links more likely to remain in learners’ subsequent maps than the less
commonly shared links?

2. What is the relationship between initial levels of consensus and level of argu-
mentation? Do learners engage in more argumentation when a causal link is
more or less commonly shared between learners? In other words, do higher or
lower levels of initial consensus trigger higher levels of argumentation?

3. What are the effects of argumentation levels on consensus in subsequent maps?
Do high levels of argumentation lead to higher or lower levels of consensus in
maps produced subsequent to group discussions/debates?

11.3.1 Method

Participants. Nineteen graduate students (8 male, 11 female) enrolled in an online
course on computer-supported collaborative learning at a large southeastern univer-
sity participated in this study. The participants ranged from 22 to 55 years in age,
and the majority of the participants were enrolled in a Master’s level program in
instructional systems/design.

Procedures. The course examined factors that influence success in collaborative
learning and instructional strategies associated with each factor. In week 2, learn-
ers used a Wiki webpage to share and construct a running list of factors believed
to influence the level of learning or performance achieved in group assignments.
Students classified and merged the proposed factors, discussed the merits of each
factor, and voted on the factors believed to exert the largest influence on the out-
comes of a group assignment. The votes were used to select a final list of 14 factors
that learners individually organized into causal maps.

In week 3, students were presented six example maps to illustrate the desired
characteristics and functions of causal maps (e.g., temporal alignment, parsimony).
Students were provided the jMAP program (pre-loaded by the instructor with nodes
for each of the 14 selected factors) to construct their first causal diagram (map
1). Map 1 allowed students to graphically explain their understanding of how
the selected factors influence learning in collaborative settings. Using the tools in
jMAP, learners connected the factors with causal links by: (a) creating each link
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with varying densities to reflect the perceived strength of the link (1 = weak, 2 =
moderate, 3 = strong); and (b) selecting different types of links to reveal the level
of evidentiary support (from past personal experiences) for the link. Personal maps
were completed and electronically uploaded within a 1-week period to receive class
participation points (class participation accounted for 25% of the course grade). The
maps were also used to complete a written assignment describing one’s personal
theory of collaborative learning (due week 4, and accounting for 10% of the course
grade).

Using jMAP, the instructor aggregated all the initial maps (n = 17) that were sub-
mitted by students. Two students did not submit their maps for reasons unknown.
The matrix in Fig. 11.7 was shared with students to convey to the students the per-
centage of maps that possessed each causal link. The links enclosed in boxes in the
right side of the figure are common links observed in 20% or more of the learn-
ers’ maps. For example, the causal link between ‘Individual Accountability’ and
‘Learner Motivation’ was observed in 47% of learners’ maps. To select this 20%
cut-off criterion, the instructor ran multiple aggregations of the learner maps at dif-
ferent cut-off criterion until the instructor felt that a sufficient number of links were
identified on the right side of Fig. 11.7 to help discriminate between links that were
more versus less shared between learners. Presented in the left side of the figure are
the mean strength values of links observed in 20% or more of the maps. The high-
lighted values reveal links that are present or absent in the expert’s map (i.e., dark
shaded cells with values = links shared and strength values match, lightly shaded
with values = links shared with non-matching values, lightly shared boxes with no
values = missing target links).

In week 9, learners were shown the matrix in Fig. 11.7 with the percentage of
maps (map 1) that possessed each link. Students posted messages in online threaded
discussions to explain the rationale and justification for each proposed causal link.
Each posted explanation was labeled by learners with the tag ‘EXPL’ in mes-
sage subject headings. Postings that questioned or challenged explanations were
tagged with ‘BUT.’ Postings that provided additional support were tagged with
‘SUPPORT.’ In weeks 9 and 10, learners searched for and reported quantitative
findings from empirical research into a group Wiki that could be referenced and
used later to determine the instructional impact of each factor.

Students received instructions on how to use jMAP to superimpose their own
map over the aggregated group map (Fig. 11.8) to visually identify similarities and
differences between their own maps and the collective conception of the causal
relationships between factors and outcomes. For example, Fig. 11.8 reveals the sim-
ilarities and differences between an individual student’s first map (student #4) and
the group map (g1) generated by the aggregation of all the maps produced by all
students at the first time period. The course instructor used jMAP to superimpose
his expert map over the group map produced at time period one (g1) and in time
period two (g2) by using the control keys (ctrl-h, ctrl-j, ctrl-k) to toggle between
maps g1 and g2. By using the navigational tools to toggle between the two group
maps, the instructor was able to visually and quantitatively observe the progres-
sion of changes averaged across all the students’ maps in order to assess the extent
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Fig. 11.8 Visual comparison of student 4’s first map with the aggregated group map (g1)
with darker links revealing matching causal strength values, lighter links revealing shared links
(differing in values), and light gray links revealing missing links

to which the observed changes converged towards the expert map. Jeong (2008)
presents more detailed information on how to use jMAP to visualize and animate
progressive changes in maps created by a select learner (or group of learners) across
multiple time periods relative to a target map.

In week 10, students reviewed the discussions from week 9. Within a discus-
sion thread for each examined link, learners posted messages to report whether they
rejected or accepted the link (along with explanations). At the end of week 10, each
student posted a revised causal diagram based on their analysis of the arguments
presented in class discussions (see Fig. 11.8).

Data Analysis. To measure the level of change in learners’ maps, link frequencies
from each learner’s second map (n = 15) were aggregated to determine the percent-
age of maps that shared each link. Differences in the reported percentages between
maps 1 and 2 were computed and appear in Fig. 11.9. Overall, the percentages in 19
of the 24 commonly shared links (in boxes) increased by an average of 26%. Four
of these shared links (in gray-shaded boxes) changed by an average of –10.75%.

The level of critical discourse produced within each discussion on each link
was determined by the number of observed EXPL-BUT, BUT-BUT, BUT-EXPL
or SUPPORT, and BUT-SUPPORT exchanges. Challenges to explanations, and
explanatory responses to challenges were used as a measure of critical discourse
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Fig. 11.9 Change in percent of maps sharing selected links

because explanations, when generated in direct response to conflicting viewpoints,
have been shown to improve learning (Pressley et al., 1992). Pearson correlations
between variables are presented below.

11.3.2 Findings

Effects of consensus observed in initial maps on level of consensus in subsequent
maps. Based on links (n = 24) that were observed in 20% or more of students’
maps and discussed by students on the discussion board, the correlation (Table 11.2)
between the percentage of students that shared a causal link in the first map and the
average change in the percentage of students that shared the causal links was not
significant (r = –0.09, p = 0.68). The opinions of the majority did not appear to
influence learners’ decisions to include or exclude causal links into their revised
maps. This suggests that the use of jMAP to reveal the similarities and differences
between students’ maps did not promote group think.

Relationship between initial agreement and level of critical discourse. The cor-
relation (n = 24) between the percentage of students that shared a causal link in
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the first map and the level of critical discourse that was generated by students to
examine the strength of each causal link approached statistical significance (r =
0.39, p = 0.06). The students engaged in more critical discussion over the causal
links when the causal links were shared by more students rather than less students.
This finding suggests that students did not simply accept or give into the status
quo. Conversely, the finding also suggests that students exhibited some tendency to
engage in less critical discussion over the causal links when the casual links were
shared by fewer students. One possible explanation for this finding may be that the
causal links shared by the fewest number of students where those that exhibited the
most obvious flaws in logic and as a result, these links did not warrant much debate
to omit the causal link from the causal maps.

Effects of argumentation on changes in agreement in subsequent maps. No signif-
icant correlation was found between the level of critical discourse over each causal
link and the change in the percentage of maps sharing each casual link (r = –0.15,
p = 0.48). This finding suggests that the level of critical discourse over each causal
link neither increased nor decreased the percentage of students that rejected a causal
link.

Post-hoc analysis on the individual effects of each of the four types of exchanges
(all of which were aggregated and used to measure the level of that critical dis-
course) revealed the frequency of EXPL-SUPP exchanges observed in discussions
over each link were moderately and positively correlated (r = 0.39, p = 0.06)
with changes in the percentage of students that shared each causal link. Supporting
statements that were specifically posted in direct response to other learners’ causal
explanations (e.g., presenting supporting evidence, simple expression of agreement)
were the types of events/exchanges that were most likely to persuade learners to
adopt new links into subsequent causal maps. This finding is consistent with the
findings from the first case study in which causal link strength values were more
likely to remain the same or increase in value when links were supported with evi-
dence. Also worth noting here is that the frequency of supporting statements alone
observed in discussions over each causal link (without regard to what messages they
were posted in response to) revealed a similar correlation but of lesser statistical sig-
nificance (r = 0.31, p = 0.14). This suggests that message-response exchanges as
opposed to simple message frequencies alone can provide more explanatory power
when analyzing the effects of critical discourse on causal understanding.

11.3.3 Implications

The findings in this second case study illustrate how jMAP can be used to assess
the impact of critical discussions or other types of learning events on learners’
causal understanding. When used as a research tool, jMAP provides insights into the
processes of learning (e.g., causal understanding) and insights into how specific pro-
cesses (e.g., EXPL-SUPP) lead to specific learning outcomes/behaviors. At the same
time, this case study illustrates how jMAP can help learners work collaboratively
to build and refine causal understanding. Learners can identify similarities and
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differences in their causal understanding relative to others. Then they can use the
differences as the starting point to discuss and explore the causal relationships.

11.4 Directions for Future Research

The findings in the two case studies reported above are not conclusive given the lim-
ited sample size. Nevertheless, these studies illustrate how the demonstrated tools
and methods can be used to assess how causal understanding evolves over time and
how specific processes of discourse (including processes of scientific inquiry) influ-
ence causal understanding. More research is needed to identify the specific discourse
processes (and interventions designed to foster critical discussions) that can trig-
ger changes in causal links—particularly changes that converge towards the expert
and/or the group model.

To further facilitate research on processes that support causal understanding,
online discussion boards can be integrated into jMAP to automatically create dis-
cussion threads for each causal link observed in learners’ causal maps, to seed
discussions with learners’ initial explanations, to support message tagging, and
to compile and report scores that measure certain qualities observed in the group
discussions for any given set of causal links. Such a system could be used by instruc-
tors to assess not only the quality of learners’ causal maps and understanding, but
also the quality of learners’ discourse and its impact on their causal understanding.
Additional functions can be added to jMAP to recognize nodes that are indirectly
linked via mediating nodes to fully account for observed differences between learner
and expert maps. Another useful function would be one that can identify/measure to
what extent and in what temporal direction changes in causal links propagate subse-
quent changes in adjacent links—a measure that could be used to determine to what
extent learners are able to systematically break down and reflect on causal relation-
ships. To examine this issue in more detail, a function can be added to jMAP that
captures and logs every action performed in jMAP as learners construct their maps.

In addition, refinements to the jMAP user interface will be necessary to make
map construction easier, more intuitive, and less time consuming if systems like
jMAP are to be used in school-based applications—particularly for learners at
younger ages. Instructions and guidance on how to conceptualize a coherent causal
map/model (e.g., temporal flow, parsimony) should be embedded directly into
the jMAP interface to assist learners that lack the skills needed to construct a
causal map.
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Chapter 12
Development and Use of a Tool for Evaluating
Teacher Effectiveness in Grades K-12

Alysia D. Roehrig and Eric Christesen

Abstract In a culture of accountability, reliable and valid tools are needed for
assessing the quality of teaching in grades K-12. The results of a seminal series of
qualitative studies describing exemplary classrooms were inductively categorized
to create such a tool–the Classroom AIMS Instrument–which assesses Atmosphere,
Instruction, Management and Student Engagement. The more consistently teachers
incorporated practices observed in exemplary classrooms, the more highly and con-
sistently engaged were their students. Confirmatory factor analysis (CFA) for the
Management category confirmed a two subcategory model. Results of the CFAs for
Atmosphere, Instruction, and Student Engagement suggested moderately good fit
after minor modifications to six, five and single factor models, respectively. While
initial results are promising, suggestions for additional validation research are made.

Keywords Classroom observation techniques · Effective teaching · Learner
engagement · Classroom climate · Instruction · Management

12.1 Introduction

In the late 1970s and early 1980s, researchers attempted to identify those teaching
behaviors (or processes) that correlated with gains in student achievement (prod-
ucts). The results of this process-product methodology showed that several generic
teaching or classroom practices were related to higher student achievement. For
example, smooth lesson pacing and transitions were associated with greater achieve-
ment gains as well as classroom management (e.g., Anderson, Evertson, & Brophy,
1979). Process-product methodology, however, fell out of favor as many scholars
began to embrace more complex views of teaching. These scholars argued that
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effective teaching was more than simply employing a few, key generic instructional
practices. Instead, effective teachers employed their knowledge—of subject matter,
pedagogy, and students—to plan for, enact, and evaluate their classroom instruction
(e.g., Berliner, 1988; Shulman, 1986; Sternberg, 1998). To capture this complexity,
researchers shifted to using qualitative methods, which they believed were more
capable of capturing how teachers’ thinking and beliefs influenced their actions
(e.g., Wharton-McDonald, Pressley, & Hampston, 1998).

Recent accountability demands in education, particularly related to the No Child
Left Behind Act (NCLB) of 2001, have refocused researchers’ attention on finding
ways to quantify teacher quality and tie it to student achievement. Many researchers
are now engaged in varied efforts to define and operationalize classroom teach-
ing and teacher knowledge. Although researchers have developed many tools for
assessing teacher quality—including direct observation, logs of classroom perfor-
mance, and surveys of knowledge—teacher behaviors in the classroom are the most
robust predictors of student achievement gains (Kennedy, 1999). This is because
more proximal factors such as teacher behaviors have been found to have stronger
direct effects on student achievement than more distal teacher characteristics such
as knowledge and beliefs (Muijs & Reynolds, 2002). Teachers’ classroom practices
are assessed most accurately via direct observation, and such assessments are better
predictors of student achievement than teacher self-reports (Kennedy, 1999).

Prior to 2000, only a few comprehensive classroom observation tools focused on
instructional techniques as well as classroom management and motivational climate
for the elementary grades. The majority of the well-known measures were devel-
oped to evaluate preschool and sometimes kindergarten environments (e.g., ECERS;
Harms, Clifford, & Cryer, 1998; ECCOM; Stipek, 1996). While a few existing
classroom observation tools attempted to quantify some of the more complex char-
acteristics of classroom practices in elementary school, prior to the development
of the Classroom AIMS Instrument described in this chapter, these earlier tools
were not very comprehensive. For example, the Classroom Observation Rubric
focused only on the use of constructivist teaching practices in science instruction
(Burry-Stock & Oxford, 1993). The Assessment of Practices in Early Elementary
Classrooms (APEEC) covered more broad-ranging classroom contexts and dealt
with the physical environment, the instructional context, and the social context
(Hemmeter, Maxwell, Ault, & Schuster, 1998). The APEEC, however, covered only
16 characteristics and relied, in part, on teacher interviews in addition to obser-
vations for rating. Weller’s Teacher Performance Assessment Instruments (TPAI)
evaluated 14 competencies including teaching plans and materials, classroom proce-
dures, and interpersonal skills. The TPAI, which has well established reliability and
validity, and other comprehensive observation tools (e.g., Cloud-Silva & Denton,
1988; Stulac et al., 1982) were developed for the assessment of minimal teaching
competencies (Lavely, Berger, Blackman, Follman, & McCarthy, 1994). In contrast,
the Classroom AIMS Instrument was developed for the assessment of exemplary
competencies.

In this chapter, we describe the development and initial validation of a class-
room observation tool for the purposes of evaluating teacher effectiveness. The
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Classroom AIMS Instrument was developed to advance the teacher quality observa-
tional assessment literature in a several ways. The Classroom AIMS Instrument is
comprehensive and evaluates multiple domains associated with exemplary teach-
ing. While initially developed with a focus on reading achievement and student
engagement, it evaluates many forms of effective instruction (e.g., direct instruc-
tional approaches, modeling, peer tutoring, discovery learning, etc.) that may be
applicable across content areas. The Classroom AIMS Instrument also incorporates
elements of the classroom community, motivational tone, and classroom manage-
ment. This instrument provides some of the most stringent criteria available for
assessing the quality of teacher practices. The criteria were developed from studies
of teachers who not only were able to help their students make exceptional liter-
acy achievements but also were able to keep students highly engaged during the
learning process (e.g., Pressley, Allington, Wharton-McDonald, Block, & Morrow,
2001). The AIMS model is an extension of exemplary teacher research.

12.1.1 Exemplary Teacher Research

The Classroom AIMS Instrument was developed from a qualitative analysis of
the classroom practices of teachers who succeeded in maintaining high levels of
student engagement and corresponding literacy improvements in students from a
range of socio-economic backgrounds (Allington & Johnston, 2002). The types of
practices used by these more successful or “exemplary” teachers cover the broad
range of classroom life (i.e., classroom atmosphere, classroom instruction, class-
room management, and student engagement) and are not focused solely on reading
instruction (e.g., Bogner, Raphael, & Pressley, 2002; Day, Boothroyd, Johnston, &
Cedeno, 1999; Day, Woodside-Jiron & Johnston, 1999; Allington & Johnston, 2002;
Dolezal, Welsh, Pressley, & Vincent, 2003; Johnston, Powers, & Costello, 1999;
Morrow, Tracey, Woo, & Pressley, 1999; Pressley, Allington, et al., 2001, 2003,
2002; Pressley, Wharton-McDonald et al., 2001; Roehrig, Pressley, & Sloup, 2001;
Wharton-McDonald et al., 1998).

As part of the exemplary teacher research that led to AIMS, the behaviors charac-
teristic of exemplary primary teachers (i.e., teachers with students who were highly
and consistently engaged in learning and were working above grade level in literacy
activities) as well as those characteristic of teachers who were less effective (i.e.,
their students demonstrated low engagement and performed at or below grade level
in reading achievement) were identified. The effective-teacher researchers cited in
the preceding paragraph used a grounded theory approach (Strauss & Corbin, 1998)
to examine teaching behaviors and discover what excellent teachers do to motivate
their students, especially in the area of literacy. In general, these studies conformed
to the following process: Researchers requested that local school administrators
“nominate teachers who they believed were outstanding in promoting literacy in
their. . . students as well as teachers who were more typical of district standards”
(Pressley et al., 2002, p. 77). The researchers did not blindly accept the schools’
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nomination or appraisal of teacher effectiveness; effectiveness was confirmed by
multiple observers who made multiple unobtrusive observations of the nominated
teachers in their classrooms. Classrooms were observed until no new patterns or
insights emerged.

The classrooms differed in the degree of student engagement observed. Variation
in student engagement was associated with differences in achievement, measured
in several different ways: in terms of the level of books read, quality of writing,
as well as, in some studies, standardized test performance (Allington & Johnston,
2002; Pressley, Allington, et al., 2001). Some teachers were effective; their stu-
dents were consistently engaged in reading and writing and by the end of the year
could write several pages with good mechanics and spelling as well as read books
above grade level. Two other groups of teachers were less effective, with student
engagement either more variable between students and over time (typical teach-
ers) or consistently low (ineffective teachers). The amount and quality of student
reading and writing were similarly less impressive for these groups. In addition, the
standardized reading test scores of exemplary grade 1 teachers’ students were above
grade-level and higher than in less effective classrooms (Pressley, Allington, et al.,
2001). Similarly, grade 4 students also “made better than average reading progress
during their year” (i.e., more than 1 year of growth) when in exemplary classrooms
(Allington & Johnston, 2002, p. 233).

More engaging, more effective teachers taught differently than less effective
teachers. Exemplary teachers taught many skills, emphasized literature, provided
numerous reading and writing opportunities during literacy and content instruc-
tion, matched student competencies with task demands (increasing the demand
as students improved) monitored student efforts, provided scaffolding as needed,
encouraged students to be self-regulated, and made many cross-disciplinary con-
nections (e.g., Pressley et al., 2002). Exemplary teachers also motivated their
students by creating comfortable, stimulating, cooperative, effort-focused atmo-
spheres. They challenged and engaged their students by incorporating interesting,
authentic tasks while demonstrating strategic problem solving and scaffolding stu-
dents. These teachers maintained very high expectations for their students’ learning
and carefully monitored student understanding. Effective teachers essentially satu-
rated their classrooms with motivating practices (e.g., Bogner et al., 2002; Dolezal
et al., 2003). Finally, exemplary teachers were outstanding classroom managers
(for a review of the exemplary teacher research see Pressley et al., 2003). The
Classroom AIMS Instrument includes measures of diverse exemplary teaching
behaviors, incorporating instruction, motivation and management in the classroom.

12.1.2 Development of the Classroom AIMS Instrument

Qualitative analysis of the results of the exemplary teacher research conformed
to the following process (Roehrig, Dolezal, Welsh, Bohn, & Pressley, 2002). An
inclusive list of exemplary teaching practices described in the qualitative teacher
studies was compiled. Repetitive items were removed or combined, and all items
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describing behaviors not found in exemplary classrooms were worded negatively
(e.g., Teacher does NOT allow off-task disruptions). Next, these items were sorted,
and using grounded theory analysis (Strauss & Corbin, 1998), categories were
inductively developed and relationships between categories identified. Thus, the
original categories of teaching practices resulting from earlier qualitative studies
were dismantled and recombined.

The general process of coding was as follows. First, we labeled items with
descriptors that were grouped into categories. Second, we reexamined the orig-
inal items to confirm or recategorize membership until no new subcategories
emerged. And third, we looked for connections between subcategories to iden-
tify overarching categories. The 185 initial items were consequently organized
into 31 initial subcategories (e.g., Classroom is a Democratic Place, Focus on
Effort, Teacher Modeling, Engaging Content, and Establishing Behavioral Self-
Regulation/Routines) subsumed under three overarching categories of Atmosphere,
Instruction, and Management.

Three rounds of agreement checks were conducted to further verify the item
groupings. Once item wording and category labels for this initial categorization
scheme were agreed upon, the validity of these groupings was evaluated by hav-
ing two additional reviewers independently sort the items under the group labels
to determine how accurately others could recreate the categories. One reviewer was
familiar with terms, related literature, and classrooms of previously identified exem-
plary teachers, having participated in data collection for some of the exemplary
teaching studies. She was given the items listed individually on index cards, as well
as a set of labels and their organization, and was asked to sort the items into the
scheme of categories and subcategories. Her placement of items into the three main
categories was perfectly aligned with the original coders’ placement, and her place-
ment of items into subcategories was nearly identical: 100% of Management items,
85% of Atmosphere items, and 92% of Instruction items were subcategorized in
perfect agreement with the original coders’ categorization scheme. The other new
reviewer, who had not been involved in exemplary teacher data collection and was
not familiar with the literature, also was given the same sorting task. Her agree-
ment with the original coders on the overarching categories was lower: 80% of
Management items, 62% of Instruction items, and 74% of Atmosphere items were
subcategorized in perfect alignment with the original coders. The items categorized
and subcategorized differently by these two additional reviewers were reconsidered
and, based on this feedback, revisions were made to categorizations, subcategory
labels, and item wordings. In order to increase transparency, especially for those not
familiar with the literature, category definitions and item examples were added.

After these revisions, the items entered a second round of coding. During this
round, Roehrig et al. (2002) reduced the 31 initial subcategories to 27 and finally
to 21 and left the three overarching categories intact. The two extra reviewers
from the first round were asked to (a) review the most recently revised cate-
gories/subcategories/items, (b) point out any areas of confusion or disagreement,
and (c) make suggestions for improvements. The list of categorized items also was
given to two more new reviewers for additional sorting: both were unfamiliar with
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the exemplary teacher research and literature. The goal was to develop an instrument
that was self-explanatory and accessible to anyone with an interest in teachers and
students. Based on the alternative categorizations and feedback of the reviewers, the
subcategorization and wording of items were further refined. During the third round
of coding, three of the original reviewers were presented with the refined list of
categorized items. These reviewers were asked to evaluate the changes and provide
additional feedback about the items. Comments were again taken into consideration,
and further minor adjustments were made. The highly iterative process resulted in
minor changes to the initial overarching categories (Atmosphere, Instruction, and
Management) developed in the first round of coding.

During these later stages of coding, the instrument also was used to evaluate
teachers. The use of the instrument revealed problematically worded items. These
items either were revised or eliminated. The instrument thereby was reduced to 163
teacher practices and 7 student outcomes that were typical of early-primary teachers,
who had highly engaged students doing lots of reading and writing at or above
grade level. Each individual item, subcategory, and category associated with being
an exemplary teacher, however, still needed to be validated by experts. Nineteen
experts in early-primary grades research and eight expert teachers (many of whom
were identified in earlier qualitative research in exemplary teaching), were contacted
to provide feedback on the items and their organization. These experts rated the
items and categories on a 3-point scale, where 1 meant an exemplary teacher would
not emphasize that practice or behavior and 3 meant an exemplary teacher would
strongly emphasize it. This, in turn, led to further refinement of the initial Classroom
AIMS Instrument. Only items and categories that received the highest rating of 3 by
at least 70% of raters were kept.

Based on these modifications, seven subcategories were identified within the
Atmosphere construct, eight within the Instruction construct, two within the
Management construct, and no subcategories were created within the Student
Engagement construct. The subcategories within Atmosphere, which represented
what the teacher does to the physical and interpersonal environment to get and keep
students involved in learning, were given the following labels:

• Sense of Community Fostered,
• Interest Fostered,
• Focus on Effort Rather than Performance,
• Sense of Choice/Control Fostered,
• Value of Learning Expressed,
• High Expectations Expressed, and
• Informative Feedback Provided.

An example from Sense of Community Fostered was “Teacher expresses empa-
thy for students-encouraging others to do so as well.” An item from Sense of
Choice/Control Fostered was “Teacher gives students choices in their work (e.g.,
encourages students to select one of a few books that are at their reading level).”
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The Instruction construct, which represented the lessons, activities, and the
teacher’s instructional style, was divided into eight subcategories with the following
labels:

• Engaging Content and Activities Used,
• High Instructional Density Achieved,
• Cross-Curricular Connections Made,
• Appropriate Challenge Level Achieved,
• Thinking Processes Modeled and Taught,
• Scaffolding Provided,
• Academic Self-Regulation Encouraged, and
• Academic Monitoring Provided.

An item from Instructional Density Achieved was “Teacher seems to teach
constantly, with whole group, small group, and individual mini-lessons simply
intermingled throughout the day.” An item from Thinking Processes Modeled and
Taught was “Teacher explicitly articulates the processes used in strategies/problem
solving (e.g., explains the steps involved in brainstorming).”

The two subcategories created within Management, which represented the order,
rules, routines, and procedures (i.e., what keeps the instruction moving in an orderly
fashion), were

• Behavioral Self-Regulation Encouraged, and
• Behavior/Task Monitoring Provided.

The Behavioral Self-Regulation subcategory included teacher practices that lead
to the development of students knowing how they are supposed to act, what they
are supposed to do, and why. An item from this subcategory was “Teacher effec-
tively uses redirection (e.g., asking students what they are doing or what they
should be doing), glances, pauses to help keep students on-task.” The Behavior/Task
Monitoring subcategory focused on whether the teacher is on the lookout for
students who are off task and quickly gets them back on the right track. An exam-
ple from this subcategory was “Teacher does whole class monitoring for on-task
behavior.”

The Student Engagement construct had no subcategories. All four Student
Engagement items concerned observable indicators of student engagement, includ-
ing participation, excitement, and staying on task. These items included the
following: “Students vocalize/express excitement about content/activities (e.g., lots
of ‘Oohs and Aahs.’),” “The students eagerly raise their hands and participate,” “At
least 80% of students are consistently on task and highly engaged in class activities,”
and “Students are so self-regulated that disciplinary encounters are rarely seen.”

The suggested rating scale for the items on the Classroom AIMS Instrument
asked observers to evaluate instructors on a 3-point scale patterned after the three
groups of teachers found in the exemplary teacher studies: exemplary/consistent
use (3), typical/inconsistent use (2), or poor/rare use (1). In the initial version of the
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AIMS, a 0 rating option was also available if observers believed they did not have
an opportunity (or enough information) to evaluate an item. Use of the 0 option,
however, was discouraged, and further observations were recommended if this was
the case. In the following analyses, 0 ratings were treated as missing data except in
the case of calculating rater agreement.

12.2 Method

12.2.1 Data Sources

Data were compiled from four independent studies. These studies included obser-
vations of teachers in Canada (n = 19), Florida (n = 95), Indiana (n = 20), and
Michigan (n = 24). Canadian data consisted of observations of 19 first grade teach-
ers in English-language schools in Montreal (Savage, Deault, & Burgos, 2008).
Teachers varied in terms of their literacy practices, years of experience, and peda-
gogical approach. The researchers used the Classroom AIMS Instrument to provide
a rich picture of the quality of the classroom environment and to triangulate the
AIMS observations with teacher and student perceptions of the classroom envi-
ronment. The Florida data were collected as part of an evaluation of a literacy
reform program to provide a context of overall classroom quality (Roehrig, Turner,
& Petscher, 2008). Forty-six elementary teachers and 49 secondary teachers were
observed. The secondary teachers included Mathematics, English, Science, and
Social Studies teachers. Further analyses of these observations are currently ongo-
ing. The Indiana data were collected for the development of the Classroom AIMS
Instrument in conjunction with two published studies about (1) more and less effec-
tive teachers (Bohn, Roehrig, & Pressley, 2004), and (2) beginning teachers and
their mentors (Roehrig, Bohn, Turner, & Pressley, 2008). The 20 observed teachers
taught grades K-4 primarily in private Catholic schools in one small Midwestern
city. AIMS was used to evaluate the relative effectiveness of teachers as well as
to evaluate change in beginning teachers’ practices. The Michigan data were col-
lected based on observations of 24 beginning teachers (teachers in their 1st or 2nd
year of teaching) from a single midsized, economically depressed, urban district
(Stanulis & Floden, 2009). These beginning teachers included secondary teachers
in English, Mathematics, and Science as well as elementary education teachers and a
special education teacher. The AIMS instrument was used as a measure of balanced
effective instruction.

Data collection was similar for most of the studies. In the Canada, Florida,
and Indiana studies, two people usually observed the same teacher and came to a
consensus score. However, in the Michigan study, only one person observed each
teacher. Agreement percentages were calculated using the data from the three stud-
ies wherein 125 teachers were observed by two people (nine teachers in these
three studies were only rated by one observer). Percent agreement between raters
was calculated using the items remaining after the Confirmatory Factor Analysis
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described below. Out of 9,350 unique observations, 95% of all ratings were exact or
contiguous (i.e., contiguous = ±1); 37% of ratings reflected a 1 point discrepancy
and 58% were exact matches. Only 5% of observation ratings differed by the
maximum, 2 points.

Cronbach’s alpha levels were calculated for the four overarching categories
(Atmosphere, Instruction, Management, and Student Engagement) as well as all
subcategories of items. Several subcategories were dropped from the instrument
before it was used in the Florida study. Subcategories were omitted if their items
were difficult for observers to rate based on only one observation (this led to the
removal of most items that regularly elicited a 0 rating). Other reasons for omit-
ting were inappropriateness of items for K-12 classrooms (this led to the removal
of most beginning literacy items), as well as difficulty for observers to agree about
how to rate teachers for items in the subcategories. The omitted subcategories (e.g.,
Cross-Curricular Connections Made) tended to be the subcategories with the low-
est alphas. Alphas for the subcategories ranged from α = 0.56 to α = 0.89. The
alphas for Atmosphere (α = 0.87), Instruction (α = 0.90), Management (α = 0.74),
and Student Engagement (α = 0.79) were all high (αs above 0.70 were considered
acceptable; Nunnally, 1978).

12.2.2 Confirmatory Factor Analysis (CFA) Results

The data analyzed here were pooled from the four separate prior studies. Initially
inter-item correlation matrices were analyzed for the subcategories of each fac-
tor (Atmosphere, Instruction, Management, and Student Engagement). Items with
no correlations above .40 with any of the other items in their subcategory were
deleted. For example, the item “Teacher encourages students to participate” did
not have a correlation above .40 with any other item in the Focus on Effort Rather
than Performance subcategory of Atmosphere. In addition to this, three items were
deleted from the Engaging Content subcategory of Instruction and one item was
deleted from the High Instructional Density subcategory of Instruction because they
had only one correlation above .40 with other items within their respective subcate-
gories. In total, nine items were deleted from Atmosphere and 17 items were deleted
from Instruction, including all of the Academic Monitoring items. No items were
deleted from Management or Student Engagement.

Confirmatory Factor Analyses were conducted to establish the fit of the data with
the original factor structures of Atmosphere, Instruction, Management, and Student
Engagement (see Tables 12.1, 12.2, 12.3, and 12.4 for items, factors, and factor load-
ings). The original factor structures were based on the qualitative analysis resulting
in the organization of items into subcategories and of subcategories into each main
category: Atmosphere, Instruction, Management, and Student Engagement. Only
items that had sufficient data were included in the tests of model fit (i.e., items
not used in the Florida study were missing data from over half the combined sam-
ple, so those items were not included in data analyses). The model for Atmosphere
was hypothesized to comprise six factors, the model for Instruction included five
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factors, and the model for Management had two factors. Student Engagement was
hypothesized to follow a single factor model. The fit of each of the four models
was individually evaluated using the chi-square test, comparative fit index (CFI),
standardized root mean square residual (SRMR), and root mean square approxi-
mation (RMSEA). A non-significant chi-square suggests a good model fit, but the
chi-square test is sensitive to sample size. The cutoffs used to indicate a good model
fit for the other model fit indices were CFI > 0.90, SRMR < 0.10, and RMSEA <
0.10 (Weston & Gore, 2006).

Table 12.1 Factor loadings for final atmosphere model

Atmosphere factor
Factor
loading Error correlationa

Sense of community fostered 0.936

1. Teacher expresses empathy for students—encouraging others
to do so as well

0.644

2. Teacher expresses that they value students (e.g., Teacher is
attentive to the students’ personal lives and needs. You can
often hear “God Bless You” when someone sneezes, as well
as many “Pleases” and “Thank Yous” from the teacher)

0.699

3. Teacher has gentle, caring, inviting manner 0.623
4. There are positive messages/tone in the classroom and

throughout lessons
0.627 0.323 (w/3)

5. There is positive one-on-one teacher-student interaction 0.676
6. Sense of community is nurtured (i.e., being helpful,

respectful, and trustful toward one another)
0.802

7. Sense of altruism is nurtured (e.g., noticing “random acts of
kindness,” sharing, etc.)

0.619

8. Teacher works to move students away from self-centeredness
and toward concern for others

0.560

9. Teacher communicates to students that what they have to
share is important (e.g., “Please, be active listeners for David
when he reads. The story he wrote is VERY interesting”)

0.582

Democratic classroom established 0.957

10. Inclusiveness and diversity are valued (e.g., teacher does not
allow any students to be or feel left out)

0.665

11. There is a high use of personal pronouns communicating a
sense of community, participation, and ownership (e.g.,
“This is OUR class. WE will work together”)

0.706

12. It is a cooperative environment 0.713 0.189 (w/30)
13. The classroom is a democratic place (e.g., the teacher

assumes an authoritative role in the classroom rather than
establishing a dictatorship)

0.635

14. Teacher communicates to students that it’s ok if they didn’t
get the same answer as other students

0.538
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Table 12.1 (continued)

Atmosphere factor
Factor
loading Error correlationa

Interest fostered 0.671

15. Teacher builds anticipation—getting students excited about
an activity they will be doing (e.g., teacher introduces
tomorrow’s lesson by telling them that she’ll let them know
how she makes percentages on a test. She refers to
tomorrow’s content as “cool.” “Light bulbs will go off
tomorrow.”)

0.793

16. Teacher encourages curiosity/suspense—getting students
excited about what they are learning/doing (e.g., “Listen
carefully to the story, you’ll find out the answer to our
questions. Tomorrow we are going to be having a special
mystery visitor!”)

0.884

17. Teacher is enthusiastic (e.g., teacher gets excited about
books, reads with expression, reacts enthusiastically to
student writing)

0.653 0.142 (w/3)

Focus on effort rather than performance 0.660 0.284 (w/High Exp.)

18. Teacher encourages a changeable concept of intelligence
(i.e., students can get smarter by trying harder)

0.712

19. Teacher attributes success to effort (e.g., strategies) and time.
Given these, success was believed to be imminent for ALL
students

0.827

20. Teacher urges students to try hard, encouraging
stick-with-it-ness (i.e., when the task is doable)

0.674

High expectations expressed 0.788

21. Teacher communicates to students that she has many high
expectations of students

0.749

22. Teacher communicates to students that she is certain
students CAN learn

0.716 0.206 (w/23)

23. Teacher communicates to students that she is determined
students WILL learn

0.733

24. Teacher communicates that it is his/her responsibility that
students learn (e.g., teacher explains that if students do not
do well on a quiz, then he/she will try to more effectively
reteach the material)

0.573

25. Teacher signals difficult tasks that students CAN do 0.640
26. Teacher expresses confidence in students (e.g., “I know you

can do it!”)
0.758

Informative feedback provided 0.703

27. Teacher uses language to cue or reorient students’ attention
particularly to the positive and partially correct

0.620

28. Teacher provides feedback that is informative—teacher does
NOT give much unspecific, blanket praise

0.610

29. Teacher does NOT grade publicly (e.g., teacher does not
display only “A” papers)

0.468
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Table 12.1 (continued)

Atmosphere factor
Factor
loading Error correlationa

30. Teacher does NOT emphasize differences between students
in performance

0.649

31. Teacher does NOT make accountability public in activities
(e.g., spelling game requires that students who miss to sit so
it’s obvious who did not do well)

0.644

32. Teacher does NOT embarrass students by highlighting their
failures/pointing out mistakes loudly

0.713 0.141 (w/3)

Note: aThe item/factor with a correlated error term is indicated in parentheses.

Table 12.2 Factor loadings for final instruction model

Instruction factor
Factor
loading

Error
correlationa

Engaging content and activities used 0.915

33. Teacher provides rich, interesting content that is exciting
to the students

0.689

34. Tasks matched to student interests 0.741 0.142 (w/33)
35. Students’ lived experience is integrated with literate

practice (e.g., students encouraged to connect reading
and writing with personal experiences)

0.598

36. Teacher reviews previous content to relate it to new
content

0.568

37. Teacher frequently incorporates student
questions/observations/ideas into class
conversations/activities

0.625

38. Students learn by doing (e.g., hands-on experiments and
experiences, such as following recipes and cooking,
taking nature hikes and collecting samples, etc.)

0.438

39. Teacher makes learning relevant to larger life 0.669

Instruction individualized—high instructional density
achieved

0.893

40. Teacher provides opportunistic mini-lessons at teachable
moments

0.638 0.186 (w/49)

41. Teacher seems to teach constantly, with whole group,
small group, and individual mini-lessons simply
intermingled throughout the day

0.755

42. The classroom is busy, with a high density of instruction
apparent

0.840

43. There is a high volume of reading and writing 0.514

Instruction well planned—high instructional density achieved 0.932

44. Teacher does NOT just let students sit without anything to
work on

0.688
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Table 12.2 (continued)

Instruction factor
Factor
loading

Error
correlationa

45. Depth favored over breadth (i.e., fewer topics covered to
provide students with a greater level of understanding)

0.664

46. The teacher does NOT miss opportunities to explain
answers

0.667

47. Teacher uses multiple ways of teaching one skill 0.646 0.152 (w/56)
48. It is apparent that the teacher is well organized so that

things run smoothly (e.g., teacher has enough copies of
book to break students into groups of an appropriate size)

0.679

Appropriate challenge level achieved 0.980

49. Teacher asks questions of the class at a difficulty level
that ensures a number of bidders

0.572 0.260 (w/50)

50. Teacher gives students enough time to formulate
responses to questions, ensuring a number of bidders

0.558

51. Instructional pacing is NOT so slow that students are
bored or go off task

0.634

52. Teacher provides appropriately challenging content 0.694
53. Teacher supports appropriate risk-taking (i.e., students are

encouraged to take on instructionally challenging tasks
instead of ones that are too easy or too hard for them;
students encouraged to try even if wrong)

0.744

Thinking processes modeled and taught 0.890

54. Teacher models thinking, problem-solving skills, and
other strategies

0.561 0.265 (w/55)

55. Teacher explicitly articulates the processes used in
strategies/problem solving (e.g., explains the steps
involved in brainstorming)

0.483 0.223 (w/56)

56. Teacher communicates a wide range of strategies 0.726
57. Teacher encourages use of higher order thinking skills

(e.g., stimulating critical thinking by asking how and why
questions rather than just who, what, or when)

0.734

58. Teacher stimulates creative thought 0.684

Note: aThe item with a correlated error term is indicated in parentheses.

Table 12.3 Factor loadings for final management model

Management factor
Factor
loading

Error
correlationa

Behavioral self-regulation encouraged 0.655

59. Teacher communicates importance of routines and
responsibilities

0.478

60. Teacher develops expectation that when the teacher is
unavailable, everyone is to continue working

0.703
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Table 12.3 (continued)

Management factor
Factor
loading

Error
correlationa

61. The teacher expresses his/her high expectations of
students to help establish student self-regulation of
behavior

0.661

62. Teacher establishes procedural routines that students have
automatized

0.732

63. Teacher makes expectations for behavior clear 0.633
64. Teacher effectively uses redirection (e.g. asking students

what they are doing or what they should be doing),
glances, pauses to help keep students on-task

0.649

65. Teacher does whole class monitoring for on-task behavior 0.612
66. Teacher does NOT allow off-task disruptions 0.554

Behavior/Task monitoring provided 0.585

67. Teacher does NOT scapegoat students 0.689
68. Teacher does NOT threaten students (i.e., to take away

recess time or snacks, to tell parents about the child’s
misbehavior, etc.)

0.876

69. Teacher does NOT use punishment to keep students on
task

0.869

70. Teacher does NOT use public punishment 0.842
71. Teacher does NOT use punishment that distracts students

from their work
0.634

Note: aThe item with a correlated error term is indicated in parentheses.

Table 12.4 Factor loadings for Student Engagement model

Student Engagement factor
Factor
loading

Error
correlationa

72. Students vocalize/express excitement about
content/activities (e.g., lots of “Oohs and Aahs”)

0.576

73. The students eagerly raise their hands and participate 0.591 0.329 (w/72)
74. At least 80% of students are consistently on task and

highly engaged in class activities
0.898

75. Students are so self-regulated that disciplinary encounters
are rarely seen

0.674

Note: aThe item with a correlated error term is indicated in parentheses.

The factor structure for Management (χ2 = 90.24, df = 64, p < 0.001, CFI =
0.958, SRMR = 0.063, RMSEA = 0.059 (0.026–0.086)) showed a reasonable fit.
However, the factor structures within Atmosphere (χ2 = 757.96, df = 449, p <
0.001, CFI = 0.85, SRMR = 0.08, RMSEA = 0.07 (0.06–0. 08)), Instruction (χ2 =
646.33, df = 345, p < 0.001, CFI = 0.83, SRMR = 0.07, RMSEA = 0.08 (0.07–
0.09)), and Student Engagement (χ2 = 25.25, df = 2, p < 0.001, CFI = 0.89,
SRMR = 0.07, RMSEA = 0.28 (0.19–0.39)) initially all showed a poor fit. As a
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result, modifications were made to the relationships between items based on the
suggested modification indices. These modifications included creating error correla-
tions between multiple pairs of items and deleting items which had low loadings on
their respective subcategories. After the modifications were made, the factor struc-
tures for Atmosphere (χ2 = 654.95, df = 452, p < 0.001, CFI = 0.90, SRMR = 0.08,
RMSEA = 0.06 (0.05–0.07)), Instruction (χ2 = 429.37, df = 288, p < 0.001, CFI =
0.91, SRMR = 0.06, RMSEA = 0.06 (0.05–0.07)), and Student Engagement (χ2 =
0.86, df = 1, p = 0.354, CFI = 1.00, SRMR = 0.01, RMSEA = 0.00 (0.00–0.21))
all showed a good or reasonable fit.

12.2.3 Further Evidence of Construct Validity

Based on the revised models for each of the AIMS factors described above, scores
for each teacher in the dataset were created by taking the average of all ratings (on
the scale of 1 poor/rare use to 3 for exemplary/consistent use) received by a teacher
for items representing each of the four factors. Skewness and kurtosis statistics for
the total sample were all within normal range.

Large, significant, positive correlations were found between each of the class-
room practice categories (Atmosphere, Instruction, Management) and Student
Engagement. Student Engagement had the highest correlation with Instruction
(r = 0.73, n = 158, p< 0.001), followed by Atmosphere (r = 0.67, n = 158,
p< 0.001) and Management (r = 0.67, n = 158, p< 0.001). Significant correlations
also were found between the classroom practice categories. Atmosphere was signif-
icantly correlated with Instruction (r = 0.84, n = 158, p< 0.001) and Management
(r = 0.62, n = 158, p< 0.001). Instruction was also significantly correlated to
Management (r = 0.57, n = 158, p< 0.001), though moderately.

An analysis of AIMS scores by teachers’ demographics (see Table 12.5) showed
that teachers with 6 or more years of experience (n = 27) had descriptively higher
average scores on each of the four overarching categories than did the teachers
with 1–5 years of experience (n = 18). We hypothesized that teachers with more
experience would score higher on these categories than novice teachers, but none
of these differences was significant. Though comparing novice teachers to expe-
rienced teachers is common in the literature, we also examined the relationship
of experience to effectiveness correlationally to take advantage of the continuous
nature of the years of teaching experience data. The only significant correlation was
a small positive one between experience and Student Engagement (r = 0.35, p< .05).
Because we did not have experience data for the majority of teachers in our sample,
these analyses were based on small samples and may be underpowered. The results
might be different with a larger sample.

Elementary teachers (n = 158) scored descriptively higher on Management while
secondary teachers (n = 85) scored higher on Atmosphere, Instruction and Student
Engagement. None of these differences, however, was significant. This is promising
in that the AIMS items were developed with elementary teachers in mind but also
seem relevant to secondary teachers. We did not have a large enough sample to do
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multi-group CFAs that would allow us to compare the similarity of the factor struc-
tures across elementary and secondary teachers, but future research could explore
this issue.

We also found it promising that preliminary findings from the work of Savage
et al. (2008) provide further evidence of construct validity. Not only did Savage
et al. find positive correlations between AIMS observations and teacher interviews,
but they also found classroom-level variance in listening comprehension was well-
explained by the AIMS observations and interviews. We caution, however, that
further evidence of a positive association between scores based on AIMS obser-
vation and student achievement, controlling for students’ initial achievement status,
is needed.

12.3 Discussion

The evidence described in this chapter suggests that the Classroom AIMS
Instrument is a potentially valid and reliable tool for evaluating the effectiveness
of K-12 teachers who are observed for as little as one class period. Only minor
changes to the theoretical constructs of the Classroom AIMS Instrument were
needed to confirm a fairly simple factor structure, and the scores from a sample
drawn from four independent studies were normally distributed. In addition, large
positive correlations were found between scores of Student Engagement and scores
on Atmosphere, Instruction, and Management, indicating that teachers who more
consistently pattern instruction after exemplary teachers are more likely to have stu-
dents who are academically engaged. The causal direction of these findings is not
clear, and experimental research that could provide evidence of the impact of teacher
practices (as rated on the AIMS) on student engagement as well as achievement is
warranted.

In addition, while the percent agreement between raters was reasonable, with
only 5% of ratings not exact or contiguous, it was not ideal. We strongly recommend
that each teacher be observed by at least two people or, at a minimum, by the same
person more than one time. The initial training and practice of potential observers is
important when establishing a basis for comparison when rating teachers (Pearlman,
2008a, 2008b). Furthermore, our results suggest that having a discussion to come to
a consensus after two observers have independently completed an AIMS protocol
for one teacher may be useful, particularly given that 37% of ratings differed by 1
point. Evidence from each observer’s observational field notes should be shared and
considered in selecting a final rating (particularly if they observed the teacher at two
different times). In at least the Indiana and Florida studies, it was common for raters
to observe teachers at different times. While we strove to have at least 1 hour of
common observation time per teacher, the practicality of scheduling 90-min mini-
mum length observations with multiple teachers and observers made this difficult.
We estimate that at least half of the total observation time spent collecting the data
used in interrater reliability calculations was conducted by raters who visited the
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same teachers at different times. Given this, the robustness of AIMS for capturing
the essence of teachers’ classrooms regardless of incongruous observation times and
different observers is promising.

12.3.1 Implications

Research conducted on AIMS, and the observation tools developed contemporane-
ously with AIMS, provide strong converging evidence about the nature of effective
teaching. That is, effective teachers are masters not only of instructional techniques,
but also of methods and means of establishing classroom management systems and
positive climates that are mutually supportive of engaging instruction.

While the constructs captured in AIMS were developed primarily using qual-
itative research methods, recent quantitative research has led to the identification
of similar observable classroom practices that set apart more and less effective
teachers (Stronge, Tucker, & Ward, 2003). Stronge et al. identified more and less
effective grade 3 teachers based on student achievement, with effective teachers
being those whose students achieved at higher than expected rates on the Virginia
Standards of Learning (SOL) Assessments in English, Mathematics, Social Studies,
and Science. The value added achievement gains, or achievement gains beyond
those expected based on past achievement, were calculated from statistical mod-
els with student gender, age, race, SES, English proficiency, days absent, school
mobility, grade 1 reading proficiency, grade 2 reading proficiency, and class size
as predictors. The effective teaching behaviors they identified after observing these
more and less effective teachers were remarkably similar to ones included in the
Classroom AIMS Instrument, including such practices as “notably broader range
of instructional strategies, using a variety of materials and media to support cur-
riculum” (similar to AIMS item: Teacher uses multiple ways of teaching one skill),
“differentiated assignments for students at a higher rate” (similar to AIMS item:
Teacher makes formative assessments/notes of students, which allows adjustment of
instruction to improve learning outcomes), “behavioral expectations for students. . .
much higher” (similar to AIMS item: The teacher expresses his/her high expecta-
tions of students to help establish student self-regulation of behavior) and “more
respect for and demonstrated notable fairness toward all students” (similar to AIMS
item: Sense of community is nurtured—being helpful, respectful, and trustful toward
one another) (Stronge et al., p. 9).

While Stronge et al. (2003) have not yet organized the practices that differenti-
ated their more and less effective teachers into a formalized observation instrument,
LaParo, Pianta, and Stuhlman (2004) have developed the Classroom Assessment
Scoring System (CLASS), which captures a number of classroom climate con-
structs in addition to managerial and instructional constructs that overlap with
AIMS. Validity and reliability evidence supports using CLASS with prekindergarten
through grade 5 teachers (LaParo et al., 2004; Pianta, LaParo, & Hamre, 2008), and
there is also a version available for secondary classroom observations.
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12.3.2 Applications

As a schema for organizing our understanding of effective teaching in elementary
and secondary schools, the Classroom AIMS Instrument has a number of potential
applications. It has already been utilized in several ways beyond its primary function
as an observation tool. As a comprehensive instrument (i.e., incorporating social,
motivational, instructional, and managerial aspects of classroom contexts) and one
that sets high standards for excellence in teaching, the Classroom AIMS Instrument
can be used diagnostically. For example, it may be used to identify teachers who
are exemplary in some or all key areas of classroom practice, and also to identify
particular areas of improvement for teachers. The tool may also be used to guide
the formation of professional development programs. For instance, in a professional
development context, the Classroom AIMS Instrument can be used to guide teach-
ers’ reflections about a number of specific practices in their own teaching or in the
teaching they observe others do. To conclude this chapter, we describe the use of
AIMS in three studies along with some key findings.

Bohn et al. (2004): These authors explored differences between more and less
effective teachers in how they start the school year. Bohn et al. used AIMS to
evaluate the quality of the classrooms nominated by principals for observation.
Effective teachers were found to do more to establish routines and procedures at
beginning of the year than less effective teachers. Notably, they provided highly
engaging activities more often, indicated higher expectations, and encouraged
student self-regulation.

Roehrig, Bohn et al. (2008): In this study the potential for mentoring to support
novice teachers’ use of effective teaching practices was explored. In this research,
the constructs of AIMS were used to (a) guide beginning teacher induction, (b)
evaluate the teaching effectiveness of mentors, and (c) evaluate whether beginning
teachers changed their classroom practices over time. Mentoring activities were
structured around discussion of atmosphere, instruction, and management, with
opportunities for beginning teachers to observe the associated practices in their
mentor teachers’ classrooms and to reflect on their own attempts to use exem-
plary practices. Mentors of effective beginning teachers, compared to mentors of
less effective beginning teachers, had more experience as mentors; they also were
more effective teachers than other mentors. In addition, effective beginning teachers
communicated more often with their mentors, more accurately self-reported use of
effective teaching practices, and were more open to mentoring.

Roehrig, Guidry et al. (2008): This study explicitly examined the use of AIMS
to guide the reflection and classroom observations of those learning to teach.
Specifically, AIMS was used to guide preservice teachers’ observations of their
supervising teachers. In this correlational study, AIMS was used to guide preservice
teachers’ field observations and to code beginning teachers’ concept maps repre-
senting their understanding of effective beginning reading practices. The following
relationships between preservice teachers’ guided field observations of primary lit-
eracy instruction and knowledge about effective beginning reading practices were
found. The greater the number of effective motivating practices a preservice teacher
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observed, the more likely he or she was to reflect these practices in a concept map
representing effective beginning literacy instruction. Correctly identifying ineffec-
tive practices, however, was not related to representation of effective practices in the
concept map. That is, it seemed to be most important for these preservice elementary
teachers to have the opportunity to observe effective practices in their cooperating
teachers’ classrooms. While finding enough cooperating teachers to work with every
teacher candidate in a large teacher education program can be daunting, it may not
be enough to have preservice teachers observe ineffective teaching practices and
hope that discussions of such examples of poor practice in university courses will
be an adequate substitute for models of effective practice.

12.3.3 Conclusion

In conclusion, the Classroom AIMS Instrument was created to capture the com-
plexity of the practices characterizing effective teaching. It has strong face validity,
as it has been created from the results of a wealth of richly descriptive qualita-
tive studies of exemplary teaching. Moreover, the factors in AIMS converge with
the qualitatively and theoretically derived categories of other recent studies and
instruments. Quantitative evidence also supports the appropriateness and usefulness
of the AIMS instrument.

AIMS can be used in various ways, in addition to evaluating the effectiveness of
teaching based on classroom observations. As we have described in this chapter, it
can be used to identify the professional development needs of teachers, and it has
already been used in several studies to organize and facilitate professional develop-
ment. While further research is needed to establish a relationship between student
academic achievement outcomes and their teachers’ AIMS scores, the prelimi-
nary validity evidence presented here suggests that AIMS captures many elements
important to engaging students in learning across grades K-12.
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Chapter 13
Epilogue: Achieving Quality 21st Century
Assessment

Betsy Jane Becker and Valerie J. Shute

Abstract In this chapter we describe three themes drawn from the chapters in our
book. We first point out how our authors describe ways for assessment to capitalize
on advances in technology. Then we discuss how assessment is a contextualized,
social activity which creates both challenges and exciting opportunities for research
and practice. Last, we argue that assessment must serve teaching and learning.
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Writing a chapter to summarize all of the contents of this multifaceted book presents
a challenge. Rather than create a laundry list of the conclusions drawn by our
authors, we have tried to draw out three themes that appear across the works herein.
These themes represent ideas that we believe will need careful attention from assess-
ment experts, measurement professionals, teachers, principals, learning scientists
and many others if the field is to move forward to develop better assessments
that promote learning as well as provide fair means of accountability for students,
teachers, and schools. We argue that

• Assessment must capitalize on advances in technology,
• Assessment is a contextualized, social activity, and
• Assessment must serve teaching and learning.

We discuss in turn how each of these themes is raised by the authors of our book,
and also touch on potential areas for research suggested by their work. We do not,
however, mention every instance in which every author touches on these themes.
We apologize if we have omitted points on these themes that are important to our
authors.
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13.1 Assessment Must Capitalize on Technology

Technological advances have already clearly affected the world of assessment in
many ways. Even mundane components of assessment, such as the scoring of mul-
tiple choice questions, were long ago made easier by Scantron machines and other
scanning devices (Clarke, Madaus, Horn, & Ramos, 2000). However, while such
devices enabled the rapid increase and widespread use of testing in the schools in the
1960s and 1970s, they did not always lead to improvements in what we know about
students, or in what students learn (e.g., Epstein, Epstein, & Brosvic, 2001). Indeed,
while modern technologies clearly have made an impact on how testing is done, it
is clear they present both new challenges and new possibilities for assessment in the
twenty-first century (e.g., Naglieri et al., 2004).

Hickey, Honeyford, Clinton and McWilliams examine a context where technol-
ogy is inherently part of the assessment—the assessment of competence with new
media. New media literacies include activities as diverse as social networking, cre-
ation of fan fiction, music remixing, and blogging. Because nearly all new media are
based in technology, to assess competencies in these domains requires that technol-
ogy be embedded in the assessment process. However, it is also true that traditional
literacy skills—in writing, reading and spoken communication—are both needed for
and enhanced by use of new media (see also Leu, O’Bryne, Zawilinski, McVerry, &
Everett-Cacopardo, 2009). While endorsing the idea of assessing new media com-
petencies, Hickey and his colleagues raise considerable concerns about whether the
advent of accountability in this domain will narrow views of “proficiencies” to what
is easily measured. Indeed, since many new media skills are inherently social (see
our next theme), but most existing assessment systems are fundamentally individ-
ualized, clear tensions and conflicts will play out as assessment of these new skills
moves forward. Given the view of many scholars that media literacy is (and must
be) entwined with a participatory culture, such tensions will be a key concern for the
field. But as with many challenges, we also see interesting possibilities for research.
For example, how should we best assess media literacy? Is it ever possible to gauge
individual contributions to fully participatory activities? Many interesting research
questions will emerge in relation to this context.

Several authors in our volume attend to the role technology must play in the
future of assessment. An argument for an elegant system of evidence centered
design (ECD) for assessment is given by Russell Almond. Almond lays out key
aspects of the ECD philosophy he has developed with collaborators Robert Mislevy
and Linda Steinberg. His chapter makes concrete how a complex mathematical
modeling framework can be combined with thoughtful consideration of the skills
desired of an examinee population to produce both improved learning and qual-
ity assessment all in one comprehensive system. The system relies on technology
in its fundamental use of a Bayesian framework for evaluating student capacities.
Information based on prior knowledge of examinee capabilities, along with data
from observable events associated with a collection of tasks is fed back into a
system to create posterior distributions of (hopefully changed) student skill lev-
els. Almond also points out that an ECD system could aim at tracking growth in
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multiple competencies, based on related process or product observables, and can
even interface with automated scoring systems (like those described by Shermis for
essay scoring). Almond argues that eventually ECD, combined with modern tech-
nologies could support “seamless” collection of observables embedded in ongoing
work—assessment that would seem so natural students would not realize that it had
even occurred (see also Shute, in press for more on this topic). Clearly such assess-
ment would not cause the stress and disruptions present in so much high-stakes
testing (e.g., Cizek & Burg, 2005; Suen & Yu, 2006).

While they endorse many of Almond’s ideas, commenters Ellington and Verges
point out that currently schools do not have the infrastructure to support these inno-
vations. For example, problems and incompatibilities in hardware and software
could lead to glitches with data collection from diverse sources. Also while they
acknowledge the benefits of using complex tasks in assessments, they raise several
practical problems (such as cost and extensive field test requirements) that would
limit implementation especially in the current economic climate. Clearly such a
system for assessment does not currently exist, but the goal of realizing it presents
another set of fascinating possibilities for research.

A more conventional take on technology and assessment comes from Mark
Shermis. His chapter describes how technology can assist with improved student
learning of writing skills when the electronic scoring of essays is built into a system
of writing improvement, along with revision, feedback, and teacher participation.
Shermis describes how automated essay scoring or AES works, from the develop-
ment of “proxes” or features used to represent the quality of a writing sample, to
the evaluation of the statistical models used in algorithmic scoring. Shermis cites
evidence that with careful development and good rubrics, an AES system is at least
as reliable as human raters, and can in some cases help avoid biases that human
raters cannot seem to eliminate from their rating behavior. One goal of this chapter
is to simply describe how AES works, and Shermis further illustrates that by way of
a detailed description of the “Intellimetric” system. However Shermis goes farther,
and makes the controversial claim that automated essay scoring (and the teaching
structures associated with its ongoing use) can replace high-stakes writing assess-
ments. Consistent with Almond’s arguments for incorporating multiple pieces of
evidence in ongoing assessment systems, Shermis argues that an assessment based
on multiple instances of writing (such as essays produced throughout the year)
would provide a more useful and valid evaluation of student writing than a single-
occasion high stakes test. He describes how an integrated writing assessment system
could also support instruction by providing feedback aimed at each essay produced
by a student. In addition, the release of “used” writing prompts could provide mate-
rials for ongoing instruction. Finally he argues that all of this can be accomplished
at costs lower than those incurred with human scoring of similar writing products.
This is an excellent example of how capitalizing on technology can enhance not
only the assessment itself but also student learning. And as with our other chap-
ters that touch on technology, various ideas for research arise from Shermis’s work.
For example, what measurement models best suit this kind of assessment system?
How often would one need to take samples of writing throughout the year to get
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solid information about change in writing competence? Could an AES system have
a built-in way to assess the impact of particular kinds or amounts of teacher (or sys-
tem) feedback? How would we assess whether the system is providing appropriate
feedback to students (i.e., what kinds of “quality control” would be needed)? These
and other practical and theoretical questions provide a rich set of ideas for those
interested in the future of assessment.

13.2 Assessment is a Contextualized, Social Activity

The strongest advocate of the social view of assessment in our collection of authors
is James Gee. Gee lays out the case for assessment of twenty-first century skills in
domains as part of social “appreciative systems”. Loosely these are sets of conven-
tions, values—perhaps even rules—for what is acceptable or valuable in a certain
domain. He argues that appreciative systems are shared across people, and gives
quite a few examples of how such systems develop. He also argues that most assess-
ment goes on as a part of ongoing human interactions and activity, and is not—and
does not need to be—formalized. King Beach, who comments on Gee’s chapter,
provides several examples of such real-life assessment in out-of-school settings in
western Nepal.

Gee also contends that groups themselves can formalize assessment in a quite
natural way. He argues that this often occurs via “Pro-Am” communities, or groups
of “ . . . innovative, committed and networked amateurs working to professional
standards” (Leadbeater & Miller, 2004, p. 9). A compelling example comes from
his research on online communities (Gee & Hayes, 2010) where a young girl
learned to create virtual clothing for the virtual world Second Life. Eventually
various discoveries led her to provide clothes to virtual people on the Internet, first
for free then later at a price, after she realized that the “appreciative” community
of virtual shoppers highly valued her product. More controversially, Gee goes on
to argue that schools could promote twenty-first century skills by encouraging and
equipping students to become high-status members of Pro-Am communities that
value and promote such skills.

Gee notes that society has in some cases formalized assessment by removing
it from such Pro-Am communities. Institutions, including schools, have been cre-
ated in support of this formalization. But Gee believes this kind of assessment is
“backwards” (Section 2.11) because it occurs at such an abstract, disembedded
level, removed from real problems. His arguments for authentic assessments echo in
part those of measurement scholars (e.g., Wiggins, 1990) and others (e.g., Darling-
Hammond & Snyder, 2000) who called for more realism and context in assessment
years ago.

Finally, Gee raises the radical idea that formalized assessments may not be
needed if existing communities (like the online buyers of simulated clothing) have
already assessed and accepted someone’s skills. He states that, “The job of twenty-
first century educators ought to be designing such social organizations and then
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letting them run.” (Section 2.11) Again we see plenty of possible research avenues
in this work, and Beach’s commentary raises one interesting question—what is
the appropriate unit of assessment in such circumstances? Could we find a way
to examine the developmental relationship between a learner and the domain to be
assessed, over time? Could such a complex entity be assessed by the “indigenous
workings” (Section 2.11) of the group, as advocated by Gee? It is intriguing to
consider how one could study and obtain empirical evidence on such a system of
assessment.

Hickey and colleagues also deal with the social context for learning, which is
fundamentally a part of examining competencies with “new media”. They begin by
examining the positions of groups like the National Council of Teachers of English
and the National Writing Project, which argue that writing is an inherently social
activity. This is a launching point for the efforts of Hickey and his colleagues to
create a cohesively designed assessment framework for language arts. Their efforts
have used not only a classic text (Moby-Dick) but also new media sources such
as related music videos and theatre “re-mixes”. They argue that by using multiple
levels of assessment (designed after the five levels of Ruiz-Primo et al. 2002) the
teacher can focus initially and closely on social and interactive aspects of writing,
with a quick time frame for feedback and a very informal assessment context. The
assessments and classroom activities then move to more individualized, but distant
aspects at other levels. Their chapter gives many examples of assessment activities at
their five levels, but the contextualized nature of assessment is most evident at their
first two levels. Only at the highest level would fully individualized assessments
(e.g., external tests with essay items) be used to tap into an abstract context, and
might, for instance, measure performance on content standards such as those at a
state level.

We consider one example from their second level—“close-level activity-oriented
reflections” (Section 8.4.3.2). Here the focus is on discussion questions presented
to the class, either orally, in written form, or online. The authors found that the
informal nature of these assessments and an attendant emphasis on “communal dis-
cussion” of ongoing classroom activities enhanced broader student participation.
The teacher then could consider the nature of the discussion, and focus further
discussion in ways that led students “. . .to create more compelling and creative arti-
facts” (Section 8.4.4.2). This is an interesting example of how a teacher can assess
student understanding in a group context, and provide feedback based on questions
that are less formal, but very targeted to the activities of the learners.

Allan Jeong’s work in examining conceptual causal maps provides a nice exam-
ple of how learning can be enhanced by the use of social interactions and by
assessments that provide a window on the understandings of experts and of other
learners. Jeong describes the use of jMAP, a program that enables learners to create
and evaluate causal maps, and also allows for the assessment of changes in maps
over time. Students use jMAP to identify critical components of a causal system,
to draw interconnections among those components, and to identify the strength of
those connections. The connection to “others” is embedded in the structure and use
of jMAP. Specifically, after creating their own maps, students can be exposed to the
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maps of experts, to discussions about the nature of the causal connections (as was
the case in Jeong’s studies), and to composite maps made by aggregating the maps
of various subsets of learners or all learners in a class. Subsequent rounds of maps
can be drawn and changes in the maps of learners can be examined. Jeong shows
how comparisons of individual versus aggregate maps can lead to changes in subse-
quent maps of individual learners. Also the nature of discussions held (e.g., whether
links in the maps are supported or challenged by others, whether explanations are
provided, etc.) can impact how learners change their maps on subsequent drawings.

For those interested in how learner interactions can impact learning, jMAP pro-
vides intriguing tools for analysis of causal maps. We challenge those interested in
such phenomena to consider how learning in other domains of understanding (i.e.,
other than causal maps) might be represented (using technology) and then exam-
ined for changes due to exposure to the knowledge and ideas of others. Domains
suggested by the work of our other authors might include writing, where automated
scoring systems like those described by Shermis could produce indices of change
following peer or teacher feedback of different sorts, or Gee’s “Pro-Am skills”
where changes in the products or skill sets of members of Pro-Am communities
might be evaluated for evolution as individuals receive feedback from relevant com-
munity members. Roehrig and Christesen’s Classroom AIMS is another assessment
device where modal (typical) or expert performance ratings could be shared with
teachers, and then further measurement instances could be evaluated for change due
to those different kinds of feedback.

13.3 Assessment Must Serve Teaching and Learning

Mari Pearlman views assessment as integral to the educational enterprise. In her
chapter she argues that we must “. . .ally assessment with instruction” (Section 4.3)
and she makes a provocative case for using an assessment based on the vast archi-
tecture of the National Assessment of Educational Progress or NAEP as a vehicle
to accomplish this goal. Pearlman outlines a variety of problems in our educational
system, and among them she lists a need to align all components of the system—
curriculum, teacher practice, teacher preparation and assessments—in concert to
move student learning ahead. She argues that to date these components have been
manipulated by the states, but mainly in efforts to achieve “AYP” or adequate yearly
progress, not in efforts to increase learning of content identified as important (See
for example Kane, Staiger, & Geppert’s, 2002 views on gaming the AYP system
so states can look most successful). Pearlman endorses the move towards national
standards, and argues that having clear frameworks could lead to national “con-
versations” about content, curriculum and most importantly equity across states.
Equity is an issue conveniently (but sadly) avoided in the current context, where
each state can use its own distinct tests to assess progress, and also can set differ-
ent goals. In such a context, it is not hard to see that all states could theoretically
measure up as “adequate” while in fact being quite different in terms of what their
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students actually learn. Initial examinations however showed that some states did the
opposite—setting such high standards that they were virtually unreachable (Linn,
Baker, & Betebenner, 2002).

In terms of the theme of assessment in support of learning, Pearlman chal-
lenges us to find ways to use the many items developed as part of the
NAEP assessments in support of learning. Indeed, thousands of released NAEP
items are currently available for public use via the NAEP Questions Tool
(see http://nces.ed.gov/nationsreportcard/itmrlsx/landing.aspx), and can be used by
teachers and others in a variety of ways. Much like the position taken by Almond,
Pearlman argues that we must first know what we want students to learn, then what
we want to measure, then only last can we design lessons and activities to support
those goals. Pearlman argues that if benchmarks such as those set for NAEP were
used as goals, and NAEP’s current plan of sampling students were replaced with
every-pupil-testing, we would soon move towards better outcomes and towards
equity across states in terms of student learning.

In her response to Pearlman, Lynn Wicker emphasizes a point made by Pearlman.
That is, both agree that the culture of schools relative to assessment must change
so that a stronger link to learning can be achieved. Wicker argues that the use of
multiple ongoing assessments tied with targeted interventions “should be viewed as
a non-negotiable in the learning process” (Section 5.4). We also strongly endorse
this view.

Martineau and Dean give perhaps the most comprehensive proposal in our vol-
ume for how assessment, in many forms and at many levels, can serve instruction
and learning. They draw on the idea of balanced assessment (Redfield, Roeber,
Stiggins, & Philip, 2008) and elaborate it to describe how formative, summative and
interim assessments can be used to provide both indices for accountability as well
as detailed input to teachers in support of their instruction. Their system begins with
clear and focused K-12 content standards, aimed at supporting students’ progres-
sion towards specified high-school outcomes. They argue that curriculum materials
(“model curriculum units”, as in Section 9.5.1) can then be developed in support
of these standards, and be made available to all teachers (but not mandated as a
required curriculum). This set of content standards and materials would be paired
with professional development for teachers aimed at helping them to understand
the content standards and how they can be used, but more critically how to use
data from assessments—both classroom assessments and more formalized “secure”
assessments—to modify their instruction.

A requirement that teachers receive instruction in classroom assessment is
already a part of the Florida Department of Education’s preservice teaching require-
ments. Martineau and Dean want continued support in the form of professional
development for both teachers and other administrators. They also argue that
accountability purposes can also be served by their system, but only with a mul-
tifaceted system in which teachers, teacher preparation institutions, administrators
and students are all held to account.

Working from a very different perspective, Hickey and colleagues also describe a
system of assessment that focuses on different kinds and levels of assessment in the
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context of new media literacy. Based in the technological context discussed earlier,
the first three of their five levels of assessment—the immediate, close and proximal
levels—are completely entwined with student products (artifacts) and interactions
with teachers and other students as they create those products in the classroom. At
the third (proximal) level the assessment tasks move towards more individualiza-
tion, but even at this level reflection questions and student products together allow
for targeted teacher feedback. Their system illustrates how assessment can be tied
directly into ongoing instruction.

A more targeted approach to both assessing and supporting instruction is
described by Roehrig and Christesen. They describe the development and use
of the Classroom AIMS instrument, which examines how teachers create a
positive classroom atmosphere, implement instruction and classroom management,
and engage students in learning. Roehrig and Christesen start with the premise that
teachers’ behaviors and activities are more likely to predict student outcomes than
teacher characteristics such as teacher knowledge. They describe how a set of exem-
plary behaviors were identified by observing teachers who had produced students
with strong learning gains in reading and writing performance. More importantly
for this “theme” of our book, the authors go on to describe how the AIMS instru-
ment can be used not just to observe the current behaviors of teachers, but also
to diagnose possible areas for teachers to improve. They describe the use of AIMS
with pre-service teachers as well as practicing teachers working with mentors. Other
research questions could be asked about the Classroom AIMS instrument. How does
AIMS function as a measure of the effects of professional development for practic-
ing teachers? Can it differentiate between more and less effective interventions?
How well does it work across different subject areas? These and other questions
may be fertile areas for future research.

13.4 Conclusion

As mentioned in the Prelude, our goal for the symposium and this book was to
bring together groups of individuals who normally do not converse, but who we
believe should communicate—researchers from different areas, policymakers, and
educational professionals. In all chapters, the call for educational reform is clear and
there is no shortage of problems to be addressed with innovative thinking and high-
quality research. The linchpin for such reform—reform that aims to fully support
students’ success in the twenty-first century—is assessment.

The chapters in this book present a broad swath of assessment issues and pos-
sible solutions, and embrace three main theses: (a) assessment must capitalize on
advances in technology, (b) assessment is a contextualized, social activity, and (c)
assessment must serve teaching and learning. Each of these alone can move the
assessment conversation and ensuing research forward, but we contend that when
these issues are considered collectively, important breakthroughs in assessment and
educational reform will surely follow.
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College of Education at Florida State

University, 73
assessment of tasks of candidates, 73

Common standards, 49, 118
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correct answer and novelty, 95
multiple discrete items following

complex stimulus, 94
trait scoring, 95



Subject Index 243

Outliers: The Story of Success, 106
student proficiency, 105

Components of assessment system, 149–159
classifying content and process standards,

149
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Service, 171
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evidence-focused teaching, 70
participatory, 108, 109, 112, 121, 230
power of, 67
practices, 16
of teacher preparation, 67
of testing, 61
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Data-driven teaching, 125
Decision analysis

ECD, mathematics of evidence
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ECD over time

Markov decision process, instruction
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See also Diverse sources, integrating
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Design-based iterative refinements, 126
design-based research (DBR) methods, 126
evaluation cycle, 126
experimentation cycle, 126
implementation cycle, 126
“intermediate-level” theory, 126

Design-based research (DBR) methods, 126
Diagnostic assessment, 79, 86, 93
Differential item functioning (DIF), 105
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domain-centered learning, 29
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E
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difference, 80

one-size-fits-all policy, 80
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value of information, 78
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liberal approaches to, 30
measurement, 4–5
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technology, 110
Education Week, 61
Effective cheating strategies, 119
Effective teaching, 61, 64, 208, 224–226
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high-stakes assessment, 179
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functions, 178
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time, 180f
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Ensemble, 18
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doing school, 27
generic environment learning, 26
play environment learning, 26
pretense environment learning, 25
public sphere, 25
sim environment learning, 25–26
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See also Multiple aspects of proficiency,
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testing, 119

methodological challenges, Partnership for
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report, 118
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formative, 72, 132, 148
-looped task, 149, 157
peer, 234
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Florida Comprehensive Assessment Test

(FCAT), 71, 102, 104, 182
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Formative and summative functions

data-driven teaching, 125
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Four Ps (privacy, pornography, piracy, and
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“Fourth-grade slump”, 27
Framework for Twenty-First Century

Learning, 108
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Gee’s approach to issues of learning and
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domains, 44
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Pro-Am communities, 29–31
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distributed knowledge systems, 18
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ensemble, 18
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SWAT, 16
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Idea of Testing project (Spencer Foundation),
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127–129
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features, 128–131
“known answer” questions, 128
reflective prompts, 128
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IMMEX, 95
Implementation cycle, 126, 132
Indigenous workings, 33, 36, 233
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one-size-fits-all policy, 80
perfect information (initial skill state

known), 80f
simplified model without placement test,

80f
tests, utility of, 80
types of nodes and variables, 78–79
utility nodes (hexagons), 79
value of information, 78
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See also Diverse sources, integrating
evidence

Classroom AIMS instrument
instruction construct, subcategories in,
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See also Complex tasks, evidence from
connections between assessment and, 61
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schools, “add on” to instructional work, 72
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224
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See also Automated essay scoring (AES)
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Learning
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learning, assessment as critical link
and assessment in 21st century, see

Twenty-First Century



248 Subject Index

Learning (cont.)
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A-Level Examination of the Moving
Image, 115

Certificate of Digital Creativity, 115
College and Work Readiness

Assessment (Council for Aid to
Education), 115

eVIVA portfolio assessment, 115
iSkills (Educational Testing Service),

115
Key Stage 3 ICT Literacy Assessment,

115
learning and innovation skills, 114
Measuring Skills in the Twenty-First
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Partnership for Twenty-First Century
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115

Media and technology
measurement-oriented responses, see

Measurement-oriented responses to
new media and technology

media literacy, 236
practice-oriented responses, see

Practice-oriented responses to
media and technology

proficiencies and schools, 109–110
“canon”, 109
privacy, pornography, piracy, and

plagiarism (the four Ps), 109
studies, 111–112

ICanHasCheezburger.com, 112
“lolcat” phenomenon, 112
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People’s appreciative systems, 32–36
authentic assessments at institutional level,

34
problems, 33
role for formal assessment, 35
setting up environment, 24

Performance
on actual writing tasks and multiple-choice

portion, correlation between, 103
benchmarks, 60, 62
conventional classroom performance

assessments, 123, 132
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efforts, 133–134

“low-stakes” proximal assessments,
133

“nostakes” evidence, 133
Participatory Activities and Assessment

Network, 133

Project New Media Literacies, 133
Twenty-First Century Skills tests,

133–134
individual vs. social approaches, 120
initial application to teachers’ strategy

guide, 122
Appropriation and Remixing unit, 122
classic text (Melville’s Moby-Dick),

122
genre and audience, 122
old practices, 122
remixing and transmedia navigation, 122

participatory assessment,
aspects/assumptions, 122–127

design-based iterative refinements, 126
focus on assessment orientation and

timescale, 123–125
focus on formative and summative

functions, 125–126
multiple levels of assessment, 122–123
proficiencies as formalisms and

boundary objects, 126–127
situative/sociocultural considerations of

assessment and testing, 120–121
DML, 121
Idea of Testing project (Spencer

Foundation), 120
Partnership for Educational Transfor-

mation, 121
TSG, 122

Proposed system, 144
entry point 1: limited number of

high-school exit standards, 144–147
developing K-12 content standards, 145
developing model curriculum units, 147
development of learning progressions,

146
entry point 2: assessment literacy standards

for educator certification, 147–149
development of teams of educators

within schools, 148
high-quality classroom assessment

practices, 148
training in several aspects of system,

148
Prosumer, 30
Proximal assessments, 129t, 131–133
Proximal-level artifact-oriented reflections,

131–131
artifact-oriented reflective assessments, 131
working portfolios and presentation

portfolios, 131
Public sphere, 25
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Q
Quality

assessment, 6–7
internal consistency, 6
reliability, 6
validity consistency, 6

in 21st century assessment
capitalizing on technology, 230–232
contextualized, social activity, 232–234
service to teaching and learning,

234–236

R
Rainbow Project, 115
Reading in a Participatory Culture, 112
Reliability, 6

for ACED scores by proficiency variable,
93t

AES, 175–176
internal consistency or changes in test

performance over time, 174
Remote-level achievement-oriented tests,

132–133
impact of particular curriculum on broader

educational outcomes, 132–133
RMSEA, see Root mean square approximation

(RMSEA)
Root mean square approximation (RMSEA),

216

S
SCASS, see State Collaborative on Assessment

and Student Standards (SCASS)
Schools and new proficiencies

measurement-oriented responses, see
Measurement-oriented responses to
new media and technology

participatory practices, 110
practice-oriented responses, see Media and

technology
See also New proficiencies and schools
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Continuous Improvement Model, 70
culture of punishment of schools and
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Effective Schools Research, 70
ongoing professional development of

practicing teachers, 70
recounting of testing practices

(Pearlman), 70
School Reform models, 70

part II: NAEP assessment tasks, 71
FCAT, 71

Sunshine State Standards, 71
part III: culture of assessment, 71–72

“add on” to instructional work, 72
assessment artifacts and work samples,

72
culture, definition, 72
teachers planning lessons, 72

part IV: evidence focused teaching, 72
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See also Components of assessment
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educator certification, 142
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assessment, 142
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entry point 1: limited number of
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entry point 2: assessment literacy

standards for educator certification,
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See also Proposed system
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Scoring
AES, see Automated essay scoring (AES)
analytic scoring/trait scoring, 103–104
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Set of principles of good assessment, 9
Sharable Content Object Reference Model

(SCORM), 83–84
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domain, 21–22
games (SWAT), functions of, 21–22
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inquiry approaches to science learning, 25

Situative and sociocultural considerations of
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DML, 121
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Foundation), 120
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tion, 121
TSG, 122
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communication, 105
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higher-order, 157

communication, 105
thinking, 6, 9, 104

information communication and
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interpersonal, 208
iSkills (Educational Testing Service), 115
math problem solving, 7
media, 230
Pro-Am skills, 234
reasoning, 3
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traditional literacy, 230
writing, 230
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identity and domains, 16–20

actants, 18

content, 17
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Skills, 114
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Rainbow Project (College Board), 115
Self-Directed Learning Inventory, 115
TIMSS, 115
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Standards (SCASS), 150

State Education Agencies (SEAs), 142, 153
Student(s)

achievement gains, predictors of, 208
engagement, 209–210 , 212–213 , 215–216

, 220t, 220–221 , 222t, 223
performance

challenges, 103
computer adaptive testing, 103
evidence across multiple time points,
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organizing evidence about, 102
over time, 180f

proficiency, 81, 83, 103, 105
understanding, 46, 127, 131–132 , 150,

210, 233
SWAT, see Special Weapons And Tactics

(SWAT)
Symbols of culture of assessment, 72
Systemic validity, 119

T
Tasks

complex, see Complex tasks, evidence
from
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NAEP Assessment, 50, 59, 62, 64, 71, 235
simulation, 76
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(TPAI), 208

Teachers’ strategy guide (TSG), 108, 117,
127–133

close-level activity-oriented reflections,
130

anthropological notion of prolepsis, 130
distal-level standards-oriented assessments,

132
appropriation and remixing, 132
conventional performance assessments,

132
TSG collaboration, 132

examples of immediate/close/proximal
assessments, 129t

immediate-level event reflections, 127–129
appropriation and remixing activity,

128
close-level activity reflections, 129
consequential engagement, 128
critical engagement, 128
event reflections, 128
features, 128
“known answer” questions, 128
reflective prompts, 128

initial application, 122
Appropriation and Remixing unit, 122
classic text (Melville’s Moby-Dick),

122
genre and audience, 122
old practices, 122
remixing and transmedia navigation,

122
Jenkins’ Project New Media Literacies, 112
proximal-level artifact-oriented reflections,

130–131
artifact-oriented reflective assessments,

131
working and presentation portfolios,

131
remote-level achievement-oriented tests,

132–133
impact of particular curriculum on

broader educational outcomes,
132–133

Teaching, effective, 61, 64, 208, 224–226
Teaching Writing Using Blogs, Wikis, and

other Digital Tools, 113
Technology

educational, 110

ISTE, 108, 114
long term cost benefits of, 104
and media, see Media and technology

Test-focused drilling, 167
Testing accountability, 56

attention to the fundamental inequities, 56
“minimum” and “excellent”, 56

Testing in American Schools: Asking the Right
Questions, 52

Theory
of cognition and learning, 117
of collaborative learning, 198
of communicative competence, 89
of Discourse, 111
of New Literacies, 111

THIS IS SPARTA prank, 119
TIMSS, see Trends in International

Mathematics and Science Study
(TIMSS)

Tool for evaluating teacher effectiveness in
grades K-12

APEEC, 208
CFA results, 215–221

comparative fit index (CFI), 216
factor loadings for final atmosphere

model, 216t–218 t
factor loadings for final management

& student engagement models,
219t–220 t

RMSEA, 216
SRMR, 216

classroom AIMS instrument, 210–214
agreement checks, 211
placement of items into

categories (atmo-
sphere/instruction/management),
211

process of coding, 211
Student Engagement construct,

212–213
subcategories in Atmosphere construct,

212
subcategories in Instruction construct,

212–213
subcategories in Management, 213

Classroom Observation Rubric, 208
data sources, 214–215

Cronbach’s alpha levels for categories,
215

discussion
applications, 225–226
classroom climate, 224
implications, 224
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exemplary teacher research, 209–210

Classroom AIMS Instrument, 210
degree of student engagement,

difference in, 210
further evidence of construct validity,

221–223
descriptive statistics on AIMS, 222t

predictors of student achievement gains,
208

process-product methodology, 207
TPAI, see Teacher Performance Assessment

Instruments (TPAI)
Traditional test formats, constraints of, 118
Traits, 10, 95, 103, 169, 174

scoring, 95, 104
Transitional time, assessments in

balancing information about multiple
aspects of proficiency, 103

analytic scoring/trait scoring, 103–104
ATTAIN Act and E-Rate, 104
correlation, performance on actual

writing tasks and multiple-choice
portion, 103

long term cost benefits of technology,
104

collecting evidence from complex tasks,
104–105

cost, 104–105
DIF criteria, 105
field testing, 105
NAEP, 104
Outliers: The Story of Success, 106
student proficiency, 105

organizing evidence about student
performance, 102–103

challenges, 102
computer adaptive testing, 103
evidence across multiple time points,

102
See also Complex tasks, evidence from

Trends in International Mathematics and
Science Study (TIMSS), 115

Trins, 169
TSG collaboration, 132–133
TurnItIn.com, 119
Twenty-First Century

assessment, achieving quality, see Quality
assessment needs, 36
evidential validity, solo/collaborative

assessment, 117–119

Framework for Twenty-First Century
Learning, 108

human action and social groups
twenty-first century skills, 31–32

innovative formats for performance tasks,
158

learning and assessment in, see Gee’s
approach to issues of learning and
assessment; Twenty-First Century

Measuring Skills in the Twenty-First
Century, 115

NCTE report Writing in the Twenty-First
Century, 112

participatory assessment, see Participatory
assessment

Partnership for Twenty-First Century
Skills, 108, 114–116

skills, 31–32
tests, 134

solo/collaborative assessment, 119
Twenty-First Century Assessment for Situated

and Sociocultural Learning
(MacArthur Foundation), 121

U
UK’s Qualifications and Curriculum Authority,

115
University of Connecticut, 169
U.S. Department of Defense’s Advanced

Distributed Learning initiative, 83
U.S. Department of Education’s discretionary

Race To The Top monies, 140

V
Validity

AES, 175–177
CFA, 175
consequential, 119–120
construct, 221–223
determining quality, 6
evidential, 117–119
systemic, 119
theory, aspects of, 117

See also Participatory assessment
6+1 TraitsTM, 175
variety of trait rubrics, 175
writing instruction, 177–178

Value of information, 78–81 , 97
Value system, 14, 17

norms and values, 17
Vantage Learning’s proprietary LegitimatchTM

technology, 172–173
Virginia Standards of Learning (SOL)

Assessments, 224
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proxies or proxes, 169
training set, 170
traits, 169
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Writing
assessment, 103, 231
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Digital Underground Storytelling for
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The Digital Youth Network, 113
extracurricular social co-apprenticeship,
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National Writing Project’s Teaching the

New Writing, 113
NCTE report Writing in the
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students understanding, 113
Teaching Writing Using Blogs, Wikis,

and other Digital Tools, 113
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