Chapter 10
Delay in Cognitive Radio Networks

Yaling Yang, Chuan Han, and Bo Gao

Abstract This chapter presents analysis for delays for both multihop cognitive
radio networks and single-hop cognitive radio networks. For multihop cognitive
radio networks, we analyze the amount of time that a packet spends to travel over
the intermittent relaying links over multiple relaying hops and characterize it with
the metric called information propagation speed. Optimal relaying node placement
strategies are derived to maximize information propagation speed. For single-hop
cognitive radio networks, we will analyze how delay is affected by multiple cog-
nitive radio design options, including the number of channels to be aggregated,
the duration of transmission, the channel separation constraint on channel aggre-
gation, and the time needed for spectrum sensing and protocol handshake. How
these different options may affect the delay under different secondary and primary
user traffic loads is revealed. Methods for computing optimal cognitive radio design
and operation strategy are derived.

10.1 Introduction

Cognitive radio networks (CRN) have a lot of potentials to improve wireless spec-
trum efficiency. Understanding the fundamental performance characteristics of this
new type of networks is important for the optimal planning of CRN and the design
of CRN applications. Hence, in this chapter, one important aspect of CRN perfor-
mance, the delay, is analyzed.

For a multihop CRN, information propagation speed (IPS) is used as a metric for
understanding the multihop end-to-end packet delays. Models of IPS and methods
to maximize IPS in two cases are introduced. The first case, named the maximum
network IPS, maximizes IPS across a network topology over an infinite plane. The
second case, named the maximum flow IPS, maximize the IPS between a given pair
of source and destination nodes separated by a fixed distance. The analysis shows
that both maximum IPS are determined by the activity level of primary users (PU)
and the placement of secondary user (SU) nodes. Optimal relay placement strategies
will be identified to maximize these two IPS under different primary users’ activity
levels.
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For a single-hop CRN, we will analyze how delay is affected by multiple SU
design options, including the number of channels to be aggregated, the duration of
transmission, the channel separation constraint on channel aggregation, and the time
needed for spectrum sensing and protocol handshake. How these different options
may affect the delay under different SU and PU traffic loads is revealed. Methods
for computing optimal CRN design and operation strategy are derived.

10.2 Optimal Information Propagation Speed Analysis
in Multihop Cognitive Radio Networks

Similar to the delay in any networks, delay in CRN is the combination of two com-
ponents [1]: the information propagation delay and the queuing delay. The informa-
tion propagation delay is the amount of time that a packet spends to travel over the
intermittent relaying links in a CRN and is determined by the underlying commu-
nication capabilities of the network. The queuing delay is the amount of time that
a packet spends in waiting for other packets to finish their transmission. Queuing
delay is determined by the specific traffic load, traffic pattern, and the scheduling
algorithms adopted at all hops of CRN.

In this section, we will study the information propagation delay and under-
stand how to plan node placement to minimize this important delay component in
multihop CRN. The analysis of information propagation delay in CRN is different
from it in other types of networks due to the unique two-tier architecture of CRN,
where the information propagation delay in a CRN is related to not only the settings
of the CRN network itself but also the traffic activities of primary users. Hence,
existing works about multihop delay analysis for other types of networks [1-4]
cannot be applied to CRN.

As a means to interpret the information propagation delay independent of prop-
agation distance, we use Information Propagation Speed (IPS) as its measurement
metric. Information propagation speed is defined as the speed that a piece of infor-
mation (e.g., a packet of very small size) can be transmitted over a multi-hop CRN.
In the remainder of this section, we will establish a model of IPS in CRN and catego-
rize IPS maximization problem into two cases. The first case, named the maximum
network IPS problem, maximizes IPS across a network topology over an infinite
plane. The second case, named the maximum flow IPS problem, maximizes the IPS
between a given pair of source and destination nodes separated by a fixed distance.
We will reveal that both maximum network and flow IPS are determined by the
primary user (PU) activity level and the placement of SU relay nodes. We will intro-
duce numerical methods to compute the two maximum IPS and built optimal relay
placement strategies to realize these two maximum IPS under different PU activity
levels.

The results of the IPS study can be used as a benchmark for network design.
It can be used to check whether a certain delay-sensitive traffic is supportable in a
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particular network setting. The optimal node placement settings that can achieve the
maximum IPS can also be used as useful design guidelines in CRN planning.

The rest of this section is organized as follows. The network model and IPS
model are presented in Sections 10.2.1 and 10.2.2. The analyses for the network
and flow IPS are in Sections 10.2.3 and 10.2.4, respectively. The analytical results
are validated by simulations and numerical results in Section 10.2.5.

10.2.1 Network Model

A cognitive radio network is modeled as a network formed by secondary users (SU)
and an overlaid primary user (PU) network in an infinite two-dimensional region.
The location distribution of PU nodes is assumed to be a two-dimensional Poisson
point processes. Assume that there are K channels and an active PU or SU only uses
one channel. Based on the measurement study of realistic wireless PU activities in
cellular networks [5], the PU traffic can be accurately modeled as a Poisson arrival
process with the mean arrival rate Ap per unit area, while the service time of PU is
usually not Poisson.

We assume duplex communications between the SU transmitter and the receiver
(e.g., the SU receiver sends ACK back for received data). Hence, both SU transmit-
ter and SU receiver need to avoid interfering with PU receivers. Denote ds as the
sensing radius of SU for PU receivers! and let U(d) be the union of the sensing
regions of a pair of SU transmitter and receiver that are d distance apart. The shape
of U(d) is shown by the gray region in Fig. 10.1 (II). When there are no active PU
receivers within U (d), the SU transmitter and receiver can communicate and we call
that the SU link between the SU transmitter and the receiver is feasible. Note that
here we implicitly assume that SUs can cancel the interference from PU transmitters
to the SU receiver through interference cancelation schemes [6].

Fig. 10.1 One hop sensing region

1 PU receiver detection can be realized by exploiting the feedback mechanisms in two-way PU
communications as shown by [7, 8].
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It is important to note that given cognitive radio’s capability to adapt transmission
power and hence its potential interference to PUs, the sensing radius of SU should
not be treated as a fixed value. In our model, we assume that a SU controls its
transmit power so that its communication range equals its distance d to its receiver.
In this way, the interference to PUs is minimized. Under this optimal power control
policy, we get:

Py
&= T; (10.1)
where o > 2 is the attenuation exponent, P is the transmit power of the SU trans-
mitter and T; is the receiver’s sensitivity level. Assume that when the signal of a SU
exceeds the interference threshold 75 at a PU receiver, the PU receiver is interfered
by the SU transmission. Therefore, SU’s sensing radius ds can be expressed as:

Py
E = Ts (102)
Combining (10.1) and (10.2), we have
T 1
dy = (-‘) d=Cyd (10.3)
T

where C; = (%) “ . The above equation shows that the sensing radius ds is propor-

S
tional to the SU communication range that equals the distance d between the SU
transmitter and SU receiver under the optimal power control policy.

10.2.2 Problem Formulation

Based on the assumptions in the previous section, we can model IPS, denoted as w,
in a multihop CRN as:

Lo D _XiP@)
(D) Y T(dy)

(10.4)

where D is the distance between a pair of SU source node and destination node, and
7(D) is the expected information propagation delay over this distance D. d; is the
transmission distance of the ith hop, and P (d;) is the projection of d; on the straight
line from the source to the destination as shown in Fig. 10.2. 7(d;) is the expected
information propagation delay over the ith hop.

By observing (10.4), we could see a trade-off exists in the setting of d; and w.
While a large d; increases the numerator in (10.4), it also increase 7 (d;) since it has
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Fig. 10.2 One-hop progress distance

alarge U(d;) and a SU link cannot be used if there is any active PU receiver in the
area of U (d;). The objective of our research, hence, can be formulated as

. P(d;
max 2 Ptd) (10.5)

d Zi t(d;)
subjecttod; <r.,Vd; €d (10.6)

where r. is the SU communication range constrained by the SU radio’s maximum
transmission power and d is the set of all hops.

In the following two sections, we study two different cases for solving the above
optimization problem by optimally setting d. In Section 10.2.3, we maximize IPS
while assuming the network is over an infinite plane and all the SU nodes can be
flexibly placed. We call it maximum network IPS. In Section 10.2.4, we maximize
IPS for a specific flow with fixed source and destination locations. We call it maxi-
mum flow IPS.

10.2.3 Network IPS

Based on (10.6), when a CRN is over an infinite plane and all nodes’ locations are
flexible, the maximum network IPS, denoted as W, is as follows:

. *

W, = max LiPd) _ P (10.7)
d ) ;t(d) (d*)
where d* is the optimal one-hop distance that results in the maximum IPS in that
hop. Equation (10.7) means that the maximum network IPS is achieved when every
hop has the same optimal one-hop distance d*. Therefore, the problem for deriving
the IPS upper bound in a multi-hop cognitive radio network has been transformed to
the problem of finding the maximum one-hop IPS. In the reminder of this section,
we derive the expected one-hop delay function, and then study its monotonicity and
convexity, based on which we derive the optimal one-hop distance d* that achieves
the maximum network IPS.



254 Y. Yang et al.

10.2.3.1 One-Hop Delay Function
The expected one-hop delay over a transmission distance d can be expressed as

t(d)=E{T}+ 1 (10.8)

where E{T} is the mean one-hop delay induced by waiting for PU traffic to vacant
a channel, 7y is the sum of other constant delay components, such as channel sens-
ing delay for determining the channel availability, transmission delay determined
by the channel capacity, and packet processing delay determined by the hardware
processing capability.

While 7y is fixed given the cognitive radio design, the value of E{T} is equivalent
to the time that it takes for a channel to be vacanted by PU when a SU is ready to
transmit a packet. Note that in Section 10.2.1, we have pointed out that measure-
ment results [5] show that realistic PU traffic follows a Poisson arrival process and
has complex service time distribution. Hence, we can treat PU as a high priority
flow, SU as a low priority flow, and the K channels as K servers in a two-priority
preemptive M/G/K queuing model. Under this model, E{7'} is equivalent to the
queueing delay of the low priority flow when the packet service time of the low
priority flow approaches 0.

The anlaytical work of two-priority preemptive M/G/K queue in [9] shows that
the queuing delay of the low priority flow can be approximated as follows:

L | s1pr 5202 (o1 + )5 + (01 +02) 5200 P53 + 2
2Kpr [ 1=p1=p2 2 I—p 2

p2>0.7,p1 4+ p2 > 0.7,

1 [sio1+50m (01 +0)5 + (01 +0) 52 p’(z“}
delay, = { 2Kp1 [1 —p1—p2 2 1—p"?
p2 <0.7, p1 + p2 > 0.7;

1 [s1p1 45202 K+l g, KiL
+ 5 202 2
Ko LT = —,oz(pl 02) )

02 <0.7,p1 4 p2 <0.7.
(10.9)

where subscript 1 is for low priority flow and 2 is for high priority flow and s; :=
1+C129,~ 5
wi Bt
crl.z is the variance of X;, and X; is the mean value of X;.
Therefore, assuming that the traffic load of PU is reasonable (a.k.a. po < 0.7),
we can get E{T} as

2 —
= %, pi '= A; X;/K Here, X; is the service time for priority i traffic,
i

E{T}= lim Odelayl (10.10)

p1—>0,51—>
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Ki1 kg3
_ a0, 520 °
2K(1—p2)  2K(1—p2)?

(10.11)

The reason that we assume po < 0.7 is because CRN is usually used in scenarios
where PUs have low utilization of licensed spectrum bands. Hence, the assumption
that PU traffic load is light to medium is valid in our application scenario. The p; in
(10.11) can be computed as follows. Note that within an unit area, the PU traffic is
a Poisson arrival process with parameter Ap. Hence, the aggregate PU traffic arrival
rate within region U (d) is Poisson with parameter A, = ApA(d), where A(d) is
the area of region U (d) as shown in Fig. 10.1. By (10.3) and Fig. 10.1 (II), it can

be shown that A(d) = Cd?, where C = 271C% — ZCf cos™! % + ,/C% — 4—1‘ and

1
C = (%) . Therefore, we have

2 =Cd*rpX,/K = Cd*p (10.12)

where p 1= ApX p/ K and X p is the mean active duration of a primary user.
Hence, combining (10.11) and (10.8), we get:

K1 K43
(K + Ds2p,° 520, °

"D = R U=y T 2K =

+ 70 (10.13)

10.2.3.2 Properties of One-Hop Delay Function

Next, we study two important properties of 7(d): monotonicity and convexity. We
show that the one-hop delay function t(d) is monotonically increasing and strictly
convex. To simplify the mathematical derivation, we denote

K+1

(K + Ds2p,°
hi(py) = —— 2202 (10.14)

= TRk (= )

and
%
520,

h = 10.15
2(02) K — )2 ( )

We can prove the following lemmas.

Lemma 1 For (10.14) and (10.15), it follows

K (p2) > 0, hy(p2) > 0O (10.16)
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and

1(p2) > 0, Hy(p2) > O (10.17)

Proof See our technical report [10].

Lemma 2 The function ©(d),0 < d < r. is monotonically increasing.
Proof See our technical report [10].

Lemma 3 The function ©(d),0 < d < r. is strictly convex.

Proof See our technical report [10].

10.2.3.3 Speed Upper Bound Analysis

Clearly, the IPS can only be maximized when SU nodes are aligned on the straight
line between the source and the destination. When this happens, the one-hop
progress distance along the straight line from the source to the destination equals
the one hop distance, i.e., P(d) = d. Therefore, the optimal one-hop distance d* in
(10.7) can be computed as

d
d* =arg0$i£r‘ {%} (10.18)

Since the physical meaning of % is the slope of the line passing through the ori-
gin and a point on the function 7(d) curve, it follows that d* is the d value that
minimizes the line slope.

e Optimal One-Hop Distance Analysis
By Lemma 2 and 3, t(d),0 < d < r. is monotonically increasing and strictly
convex. As shown in Fig. 10.3, there are two possibilities when determining d*.
Consider the tangent line of the curve 7 (d) that passes the origin and touches t (d)
at a point (dp, t(dp)). When there is such a tangent line as shown in Fig. 10.3 (II),
we have d* = dy. When there is no such a tangent line as shown in Fig. 10.3 (I),
we have d* = r.. Mathematically, we have

do, if 30 < do < re, s5.t. T'(dp) = “)
d* = 0 (10.19)

re, if 30 < do < re, s.t. T (dp) = f;‘f;’)

To determine d*, we need to determine if there is a real root to equation t'(d) =
%, 0 < d < r.. To solve this root existence problem, we define

d
Flp.d) = 7'(d) — #

= 2Cdph|(Cd*p) + 2Cdphs(Cd>p)

_ m(Cd’p) +ha(Cd?p) 0

10.20
7 7 ( )
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7(d)

v
v

(In
Fig. 10.3 Two examples of 7(d): () 30 < dy < re, s.t. T'(dy) = %0); an 20 < dy <
re, S.t. T (dy) = %‘g“)

and study the root existence problem for the following equation
flp,d)=0,0<d <r, (10.21)

e Threshold Property of d*
Next, let us solve the root existence problem in (10.21) and determine d*. The
analytical results are summarized in the following proposition.

Proposition 1 There exists a threshold 0 < p,(r.) < #, f(ou(re), re) = 0 such
that d* = r. when p < p,(re) and d* < ro when p > p,(r.).

Proof By Lemma 2 and 3, t(d), 0 < d < r. is monotonically increasing and strictly
convex. By (10.20), it follows that f(p, d) is an increasing function of d. Since

lim+ f(p,d) = —o0, it follows that f(p, d) increases from —oo to f(p, r.) when
d—0

d increases from O to r.. When f(p,r.) > 0, there must exist a real root to the
problem in (10.21). By (10.19), we have d* < r.. When f(p,r.) < 0, we have
f(p,d) < 0,Y0 < d < r, ie., there does not exist a real root to the problem in
(10.21). By (10.19), we have d* = r..

Next, we study the positivity of f(p, r.). Since r. is fixed, the positivity of
f(p,rc) depends on p. We study the positivity of f(p, r.) when p changes. By
(10.20), we have

f(p.re) =2Creph) (Crfp) +2Crcph) (Cr?,o)
3 h (Crczp) + hy (Crgp) T

re re

(10.22)

It can be shown that lim,_o+ f(0,7) < 0 and lim
p_)<Cr2

. )*f(,O,Vc) = 0oQ.

Therefore, there is at least one real root to equation

1
flp,re) =0,0 < p < o2 (10.23)

c
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In the following, we prove that there is only one real root. By (10.22), we have

af(p7r6)

2IC — cr (cr2p) + Crety (crp)
0

+20C 2] (Crip) +20C%2Hy (Crlp) (10.24)

By (10.16) and (10.17) in Lemma 1, we have W%}’m > 0, ie., f(p,r:) is an

increasing function with respect to p. Therefore, there exists only one real root

to equation f(p,r.) = 0,0 < p < # Denote the root as p,(r.). Recall

that lim,_,o+ f(p,7.) < 0 and lim j - f(p,re) = oo. It follows that
p—> Cirrz

f(p,re) > 0 when p > p,(r;) and f(p,r.) < 0 when p < p,(r¢). Therefore,

when p > p, (r;) we have d* < r., and when p < p,(r;) we have d* = r,.

Although it is difficult to derive a closed form formula for the threshold p, ()
and d*, we can numerically derive it from (10.23). The physical intuition behind
Proposition 1 is as follows. When the actual p is small, the delay of SU traffic caused
by yielding to PU transmissions in the region U (d) is negligible. The SU’s IPS is
only constrained by the maximum transmission power. Therefore, the optimal one-
hop distance d* = r.. When p is large, the delay caused by PU transmissions in the
region U (d) dominates other delay components. Hence, a shorter one-hop distance
d incurs a smaller U (d) size, resulting a smaller delay. Therefore, the optimal one-
hop distance d* < r.

10.2.4 Flow IPS

Beyond the network IPS upper bound for all possible flows, we are also interested
in the IPS upper bound for a particular given flow, called the flow IPS upper bound.
Since in this case the source—destination distance is fixed, the problem of maximiz-
ing the IPS is equivalent to minimizing the total propagation delay from the source
to the destination. Therefore, for the flow IPS case, by (10.8), the IPS upper bound
W can be modeled as

D }_ D
Yt | inf{Y; t(d))

Wy = sup { (10.25)

where 7 (-) is the expected one-hop propagation delay. It is clear that the total delay
is minimized when all the SU nodes are placed on the straight line between the
source and the destination. Mathematically, the problem of optimal node placement
is transformed to

min Y " t(d;).s.t. Y di = D. (10.26)
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We decompose the above minimization problem to two subproblems: how to place
SU nodes given a fixed number of relay nodes and how many of them should be
added between the source and the destination. We show that the IPS is maximized
when an optimal number of relay nodes are evenly spaced along a straight line
between the source and the destination.

10.2.4.1 Optimal Node Placement

We first study the problem of how to place relay nodes to minimize the total delay
when the total number of relay nodes is fixed. We decompose the problem of
multi-hop path delay to a series of two-hop path problems. Our analysis shows that
the total delay is minimized when the inter-node distances are equal.

Lemma 4 Consider a K-hop (K > 2) SU path between a pair of given source and
destination nodes. The total expected delay from the source to the destination is
minimized when all the K — 1 relay nodes on the path are evenly placed on the
straight line from the source to the destination.

Proof Consider a two-hop SU path, whose source node and destination node is 0 <
y < 2r. distance apart. Then, the total delay of the two-hop path is

X)) =1tx)+1(y —x) (10.27)

where y —r < x <rere <y <2rpor0<x <r.,0 <y < re. By Lemma
2 and 3, we have 7)/(x) = t”(x) + t”(y — x) > 0, and 72(x) is strictly convex.
Therefore, 7(x) is minimized when 7)(x) = 7/(x) — 7/(y —x) = 0, ie,x = %
Physically, the total delay of a two-hop path is minimized when the relay node is
placed in the middle point between the source node and the destination node.

Next, we prove the lemma by contradiction. Given a fixed number of relay nodes,
suppose that the minimum total expected delay from the source to the destination
is achieved when nodes are not evenly spaced along the straight line between the
source and the destination. Denote such a path as P,. It follows that there exists a
two-hop subpath on the path P, such that the middle SU node of the two-hop sub-
path is not in the middle position between the source and the destination of the sub-
path. By placing the middle SU node to the middle position, the total expected delay
of path P, decreases. This contradicts that path P, minimizes the total expected

delay from the source to the destination. Therefore, the lemma follows.

10.2.4.2 Optimal Number of Relay Nodes

Next, we determine the optimal number of relay nodes to minimize the total delay

between the source and the destination. Note that to guarantee connectivity between
D

Te

the source and the destination, there are at least L J SU nodes placed on the straight
line between the source and the destination. Denote n as the number of SU nodes to

add, and m = n + 1 as the number of hops between the source and the destination.
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It follows that n > g and m > LgJ + 1. By (10.26) and Lemma 4, given a m

hop SU path (n = m -1 relay nodes), the minimum total delay is

D
t(m) =mt <—> (10.28)
m
Therefore, the optimization problem in (10.26) can be transformed to
) D D i
mint(m)=mt | — |,st.m>|—|+1,meZ (10.29)
m re
Consider its continuous counterpart problem
D D
mint(x) = xtT (—) LS. x > {—J +1,xeRT (10.30)
X re

It can be shown that

) D\ D ,(D
fx) =t (—) -2 (-) (10.31)
X X X

and
i D2 1 D
t"(x) = e el B 0 (10.32)
X X

By (10.32), #(x) is a strictly convex function over x > r% + 1. There are two
possibilities when solving the problem in (10.30). When ¢’ (LgJ + 1) > 0, the
optimal solution x* = \JQJ + 1. When ¢/ (LrQJ + 1) < 0, the optimal solution

x* = xo, where t'(xg) = 0, xp > LgJ + 1. Therefore, the optimal solution to the

problem in (10.29) is as follows:

LrQJ 1. if e (LQJ + 1) -0,
m*

argmemilr}mz} {t(m)}, ift’ (LgJ +1

<0
{m

(10.33)
)

where m; = |x*|, my = [x*], and t'(x*) = 0.

10.2.4.3 An Iterative Method of Calculating m*

Note that directly computing m* from (10.33) involves solving the equation

t'(x0) =0, x¢ > LgJ + 1, which may be computationally intensive. This motivates
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us to find alternative methods to determine m*. Since we have proved that 7 (x),
x > LFQJ +11is convex, t (m), m > LrQJ + 1 can be either monotonically increasing

or first monotonically decreasing and then monotonically increasing. Therefore, m*
is the smallest m such that 7 (m + 1) > 7(m). Mathematically,

D1>>m’<%>

D
m > \‘—J +1,me Z+} (10.34)

m* = min{m|(m + 1)1 (
m

re

Based on (10.34), it is straight forward to develop an iterative algorithm to com-
pute m*.

10.2.4.4 A Table Look-Up Method Based on Threshold Property of m*
While it is possible to determine m™* by (10.34), the iterative algorithm may incur
heavy computation overheads. It may take many steps before finding m*, when m*
is much larger than LgJ + 1. This motivates us to find another easy method of
determining m*.

Our basic idea is to determine m* by considering whether adding a relay node

decreases the total delay. Our analysis shows that there exists a threshold PU activity
level when deciding whether to add a relay SU node. By (10.34), adding a relay

decreases the total delay when (m + 1)t (%) < mt (%) To determine m™, we
define

B | D D
o=t e (2) e (2)
B pCD? pCD?
=mED [’“ ((m+1)2) +h2<(m+1)2>}
2 2
_m[hl (psf )+h2<p§£ >] + (10.35)

When g(p,m) < 0, adding a relay node decreases the total relay. When
g(p, m) > 0, adding a relay node increases the total relay. Given m, the positivity
of g(p, m) depends on p. Next, we study the positivity of g(p, m) when p changes.

Lemma 5 Consider a m-hop SU path, whose source—destination distance is D.

There exists 0 < py(m) < Cm—Dzz, g(pg(m),m) = 0 such that the following prop-
erties hold.

o When p > py(m), adding a relay node and evenly spacing all relay nodes
decreases the total delay.
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o When p < py(m), adding extra relay nodes increases the total delay.
o The function p y(m) is monotonically increasing.

Proof Note that 1im+ g(p,m) = 19 > 0, and lim  g(p,m) = —oc0 < 0.
o = (&
mZ

Therefore, there is at least one real root to equation g(p,m) = 0,0 < p < o
Next, we show that there is only one real root. We prove this by showing that
g(p, m) is monotonically decreasing with respect to p. By (10.35), we have

dg(p,m)  CD> [, ( pCD? , ( pCD?
ap m+1 (m + 1)2 (m + 1)2

CD? CD? CD?
== [h/l (p—2> + ) (”—2)} (10.36)
m m m
By (10.16), we have A} (557 ) + ) (255 ) > 0, and
ag(p, CcD? CcD? cD?
g(p, m) - 7, P ) p
op m (m+1)2 (m+1)2
CcD? CcD? CcD?
__|:h1 (p >+h2<p 5 )} (10.37)
m m m

By (10.17), it follows that h/ (p2) and A’ »(p2) are monotonically increasing. There-
fore, by (10.37) we have Bg(gjo ). Hence, there is only one real root to

m?

equation g(p,m) = 0,0 < p < 5. Denote the root as py(m). Recall that
l1rn+ g(p,m) >0,and lim g(p,m) < 0. We have the following conclusions.
p—0 2\~

m
o m=
0 cp?

There exists a threshold value 0 < pr(m) < Cm—DZZ such that g(p s (m), m) = 0. When
p < pr(@m), it follows that g(p, m) > 0. By (10.35), adding a relay node increases
the total delay. When p > pr(m), it follows that g(p, y) < 0. By (10.35), adding a
relay node and placing all the nodes equal distance apart decreases the total delay.
Next, we prove that py(m) is a monotonically increasing function of m, i.e.,
prim + 1) > pr(@m). Recall that lim+ g(p,m) = 19 > 0, which is not depen-
p—0
dent on m, and M < 0. To show ps(m + 1) > pyr(m), it is equivalent
to show that g(ps(m),m + 1) > 0. By (10.35) and the definition of py(m), we
have g(pr(m), m) = (m + 1)t (m+l> —mt (Q) = 0. Since we have proved that
t(x) =xt ( ) is strictly convex, we have t(m +2) —t(m + 1) > t(m + 1) — t(m),
ie., (m+2)t (m+2> (m+ Dt <m+1) > (m+ Dt (m+1) —mt ( ) There-

fore, given p = py(m), we have g(ps(m),m + 1) = (m + 2)t <m+2) —
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(m+ Dt (m+1) > (m+ Dt <m+1) —mt (%) = g(py(m),m) = 0. Hence,
p(m) is a monotonically increasing function of m.

The significance of Lemma 5 is that it can be used to determine the value interval
of p corresponding to a given optimal m™ value. Given m > L J + 1, by equation

g(p,m) = 0, we can numerically derive the threshold ps(m). The optimal hop
count m* can be determined as follows.

Proposition 2 Given an actual p, we have m* = m, when

o pe (0 prm).m= L,QJ 1
o orpe(psim—1y. prm)l,m> LQJ 1

Proof When p > py(m), adding a relay node decreases the total delay and incre-
ments m, which in turn increases the threshold value ps(m) by Lemma 5. Keep
incrementing m, until p is less than the new threshold value p s (m). At this stage,
adding extra relay nodes increases the total delay. Therefore, the optimal hop count

m* = m, for p € (0, pr(m)],m = L%J +lorp e (pfm—1), pr(m)l,m >

[2]+1.

Note that each interval of p corresponds to an optimal hop count m™*. Since
p(m) can be numerically computed, they can be computed off-line and stored in a
table. When there are different p values, the optimal hop count m™* can be derived
simply by looking up the table. This saves a lot of online computation overhead.
With m* computed, the optimal number of relay nodes n* = m™* — 1 can be easily
determined. Therefore, we conclude the following proposition.

Proposition 3 In the flow IPS case, the IPS upper bound is achieved when n* =
m™* — 1 relay nodes are evenly spaced along the straight line between the source and
the destination, where m* is given by (10.33), (10.34), or the table lookup method.

10.2.5 Simulation and Numerical Validation

In this section, we validate the correctness of our upper bounds by simulations and
show the correctness of the analytical results in Proposition 1 and 2 by numerical
experiments.

10.2.5.1 Validation of the Theoretical Upper Bound

e Network IPS Case
To validate the correctness of our theoretical results, we next compare our the-
oretical IPS upper bound with the actual IPS computed from simulations. The
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simulation region is a square with edge length 10,000 m. The PU transmitters are
uniformly distributed within the simulation region. We simulate one-hop, two-
hop, and three-hop SU paths. For each path length, we generate 50 paths and for
each path, we generate 50 PU transmitter distribution. For each of the setting,
we measure the delays for 20,000 packet deliveries between the source and the
destination. In the simulation, K = 20, r. = 110m, 79 = 0.1 ms, % = 2, and

MEI = 1 ms. Three possible PU service time distributions are simulated: expo-
nential distribution, uniform distribution, and constant. Their simulation results
are shown in Fig. 10.4a—c, respectively.

We perform two sets of simulations for each distribution. In the first set of
simulations, we randomly position SU nodes. The maximum IPSs are shown
in Fig. 10.4a (I), b (I), and ¢ (I). The mean IPSs and the standard derivations are
shown in Fig. 10.4a (II), b (II), and ¢ (II). The maximum IPSs from the simulation
are below the theoretical IPS upper bound, validating the correctness of the IPS
upper bound. When the path hop count increases, the simulated IPS decreases.
This is because a longer SU path has a higher probability that SU nodes may not
be aligned on the straight line between the source and the destination, causing an
excessive delay. When the p value increases, the simulated IPS decreases. This
is because that the PU traffic becomes heavier when p increases, causing a larger
delay. Also, we observe that our theoretical upper bound is tight compared with
the maximum IPS, validating the correctness of our approximation.

In the second set of simulations, SU nodes are evenly spaced along the straight
line between the source and the destination. We focus on examining the delay of
a 3-hop SU path. The one-hop distance d is set to d*, 0.84*, and 1.2d*. When
the one-hop distance d > r, it is rounded to r.. The simulated mean IPSs and
their standard deviations are shown in Fig. 10.4a (IIT), b (III), and c (IIT). When
d = d*, the simulated mean IPS curves almost match the theoretical IPS upper
bound curve. When d = 0.84*, 1.2d*, the simulated mean IPS curves are below
the theoretical upper bound curves. This proves that our IPS upper bound can be
achieved when SU nodes are optimally deployed.

e Flow IPS Case

Next, we compare our theoretical IPS upper bound with the actual IPS computed
from simulations in the flow IPS case. The simulation region is a square with
edge length 10, 000 m. The PU transmitters are uniformly distributed within the
simulation region. The source—destination distance is 500 m. We simulate m*-
hop, m* + 1-hop, and m* + 2-hop SU paths, where m™* is the optimal number
of relay nodes. For each path length, we generate 50 paths and for each path, we
generate 50 PU transmitter distribution. For each of the setting, we measure the
delays for 20, 000 packet deliveries between the source and the destination. In
the simulation, K = 20, r, = 110m, 79 = 0.1 ms, % = 2, and /,L;l = I ms.
Three possible PU service time distributions are simulated: exponential distri-
bution, uniform distribution, and constant. Their simulation results are shown in
Fig. 10.5(a—c), respectively.

We perform two sets of simulations for each distribution. In the first set of simula-
tions, we randomly position SU nodes as long as they maintain connectivity between
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Fig. 10.4 Theoretical IPS upper bound and the simulated IPS for the network IPS case.
(a) Exponential distribution service time; (b) Uniform distribution service time; (¢) Constant ser-
vice time
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Fig. 10.5 Theoretical IPS upper bound and the simulated IPS for the flow IPS case. (a) Exponential
distribution service time; (b) Uniform distribution service time; (¢) Constant service time
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the source and the destination. The maximum IPSs are shown in Fig. 10.5a (I), b
(D, and ¢ (I). The mean IPSs and the standard derivations are shown in Fig. 10.5a
(II), b (II), and ¢ (IT). The maximum IPSs from the simulation are below the theoret-
ical IPS upper bound, validating the correctness of the IPS upper bound. Also, we
observe that our theoretical upper bound is tight compared with the maximum IPS,
validating the correctness of our approximation.

In the second set of simulations, SU nodes are evenly spaced along the straight
line between the source and the destination. The simulated mean IPSs and their
standard deviations are shown in Fig. 10.5a (III), b (III), and ¢ (IIT). When m = m*,
the simulated mean IPS curves match the theoretical IPS upper bound curve. When
m = m* 41, m* + 2, the simulated mean IPS curves are below the theoretical upper
bound curves. This proves the correctness of Lemma 4 and Proposition 3.

10.2.5.2 Optimal One-Hop Distance, Optimal Number of SU Relay Nodes,
and Theoretical Upper Bounds

e Network IPS Case
To demonstrate the correctness of Proposition 1, we numerically compute the
optimal one-hop distance d* and the corresponding IPS upper bound for dif-
ferent network settings, e.g., communication range r., and PU service time dis-
tribution. The d* is derived from (10.19) and (10.21). We perform numerical
experiments for multiple cases with different r. values and PU service time dis-
tributions. In the experiments, we have K = 20, % =2, aa =3, =0.1ms,

and u;l = 1 ms. We consider three PU service time distributions: exponen-
tial distribution, uniform distribution and constant as shown in Fig. 10.6(a—c),
respectively.

For each case, the optimal one-hop distances d* and the corresponding theoret-
ical IPS upper bounds with respect to p values are shown. As shown in these fig-
ures, for all different r. values there is a threshold p value. Below this threshold,
the optimal one-hop distance d* = r.. Above this threshold, the optimal one-hop
distance d* < r.. We also observe that the optimal one-hop distance d* decreases
when the p value increases. This is because a higher p value indicates heavier PU
traffic, which causes more excessive delay. Therefore, for a higher p value, the
optimal one-hop distance d* is shorter. These results validate the correctness of
Proposition 1. For all different 7. values, the bound decreases when the p value
increases. This is because a higher p value indicates heavier PU traffic, which
slows down the IPS.

e Flow IPS Case
To demonstrate the correctness of Proposition 2, we numerically compute the
optimal number of relay nodes n* and the corresponding theoretical IPS upper
bound for different network settings, e.g., communication range r. and PU ser-
vice time. The n* is iteratively derived from (10.34) and the fact that n* = m*—1.
We perform numerical experiments for multiple cases with different r, values
and PU service time distributions. In the experiments, we have K = 20, % =2,
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Fig. 10.6 Optimal one-hop distance d* and IPS upper bound for the network IPS case. (a) Expo-
nential distribution service time; (b) Uniform distribution service time; (c¢) Constant service time

o =3,79 = 0.1ms, and up = 1 ms. We consider three PU service time distri-
butions: exponential distribution, uniform distribution, and constant as shown in
Fig. 10.7(a—c), respectively.

For each case, the optimal number of relay nodes n* and the corresponding the-
oretical IPS upper bounds with respect to p values are shown. As shown in these
figures, for each r. value there are threshold p values. Above these thresholds,
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Fig. 10.7 (continued)

n* increments. We also observe that n* is a non-decreasing function of p. This

is because when p is large, the IPS is mainly constrained by the interference from
PU traffic. A larger number of relay nodes results in a shorter one-hop distance and
a shorter sensing range, rendering less interference from PU traffic. Therefore, n* is
a non-decreasing function of p. These results validate the correctness of Proposition
2. The general trends and underlying rationales are the same as that of the network
IPS case. The bounds are slightly below the bounds of the network IPS case. This
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is because the source—destination distance is not necessarily a multiple of d* in the
network IPS case, which decreases the IPS.

10.3 Delay Analysis in Single-Hop Cognitive Radios Networks

As discussed in Section 10.2, the total delay of a flow is a combination of both infor-
mation propagation delay and queueing delay. While Section 10.2 gives an analysis
for information propagation delay in multihop CRN, accurate analysis of queueing
delays in such networks is still an open problem due to the complex correlations
between packet loss, queue length, scheduling algorithms, and interference among
all the hops of a flow. However, in a single-hop CRN network, it is possible to
provide accurate analysis of the total delay that includes both information propa-
gation delay and queueing delay with detailed consideration of many CRN design
characteristics. In this section, we will provide such an analysis.

One design characteristic that we consider in CRN is channel aggregation. Usu-
ally, licensed spectrum is divided into a number of discrete channels. As in the
Shannon’s theorem, channel capacity is proportional to channel width (bandwidth).
Hence, efficient utilization of white spaces can be achieved by properly enabling
each SU to access multiple channels at a time [11]. This assembling of non-
contiguous channels for communication is called channel aggregation as defined
in IEEE 802.22 draft [12]. Technically, channel aggregation can be implemented
based on orthogonal frequency division multiplexing (OFDM) [13—15] or multiple
radios [16]. Other design characteristics that are considered in our analysis include
the duration of each transmission attempt, the delay in channel sensing and channel
switching, and the handshake delay for channel negotiation among communication
peers.

This section is organized as follows. First, we propose a new channel usage
model to investigate the impact of both PU and SU behaviors on the availability
of white spaces for channel aggregation. Unlike the ON-OFF process, this gen-
eral model can capture a wider range of user behaviors. Next, we derive the delay
costs for performing channel aggregation under this model. User demands in both
frequency and time domains are considered to evaluate the costs for making nego-
tiation and renewing transmission. Further, an optimal channel aggregation strategy
is defined in order to minimize the cumulative delay for transmitting data. Finally,
numerical analysis and discrete-event simulation are used to illustrate and validate
our model and the optimal channel aggregation strategy.

10.3.1 System Model

10.3.1.1 Basic Assumptions

A SU is assumed to be equipped with a dedicated radio for operating on
data channels in vacant licensed spectrum bands and another scanner radio for
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sending/receiving control messages on a dedicated control channel in unlicensed
spectrum band [17, 18]. In addition, the scanner radio is responsible for sensing
the licensed spectrum bands to discover spectrum white spaces, denoted as W,
in its sensing region V,,. Denoting F ={f1, ---, fx} as the set of K channels in
the licensed spectrum bands, we have W, C F. For these data channels, each SU
with a b-channel bandwidth demand can assemble b channels at a time so as to
form an aggregated channel A?) = {fy:, - - -, fiy} C F for data communication. Due
to limitations on radio design complexity, there exists a limit B on b such that
b < B. Usually, B is a small positive number. For example, in the IEEE 802.22
standard, B = 3. In addition, if any two channels, say f; and f;s, are too far
apart in F, they cannot be aggregated. This constraint for the channel separation
is denoted as A (a.k.a. § < A). In other words, an A® can only be selected from
Ci.a={fi, - fira} CF, which is a set of candidate channels satisfying the A
constraint.

Whenever a sender n tries to send data packets to its receiver n’, a negotiation
between n and n’ via control channel is necessary for an agreement on the forming
of the aggregated channel A® . It is assumed that each SU does not have full knowl-
edge of spectrum usage in its vicinity. Thus, multiple negotiation attempts between
n and n’ may be needed to finalize A® that satisfy the A constraint.

Specifically, n should first sense a set of channels to find common white spaces
in both V,, and V,,/. As shown in the example in Fig. 10.8, first, n picks a spectrum
range C;. 4 (e.g., C7.4 = {f7, f3, fo, fio} in the 1st attempt) that satisfies the A
constraint to sense. This leads to the discovery of the white space 7/ A = C; o N W,
(e.g., 774 = {9} in 1st attempt). Then, n checks if |7 | > b = 2. If not the case
(e.g., Ist attempt), we call it a blocking incident at the sender and n will pick another
spectrum range C;, 4 to sense for white spaces until finally it finds a white space 77 4
that is larger than b. Then, n initiates a handshake with n’ to see if enough channels
in 7 4 is also available in n’ such that |P; al= |77, o N W,y| > b. If not true (e.g.,
attempt 2nd), a blocking incident at the receiver happens and » is informed to go

Lo T TN ttattempti/=7,A=4 G555 .5,
// e N (15 T74={9} d}(\) | :
= 3 A\ 2 N >blocking@sendern S |
/oy gy \ - 7 i
! d3 \ 2™attempt: [=11,A=4 ;" [ g |
)"b Y @O Tuemsn | gl
\. L ~
\ . / I: ) '\ I Pha=12} o — /,'_,—{Qi—_:——
@ / - j ->blocking@receivern' “s| Tl
AEAN a % TR 58
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Fig. 10.8 An example of negotiation and transmission between n and n’



10 Delay in Cognitive Radio Networks 273

Fig. 10.9 Channel usage model

over all the spectrum sensing and handshake steps again until finally a viable P; 2
is found (e.g., attempt 3rd). Then, n’ selects an A® c ‘P1. A and replies to n. Then,
a transmission S®) = {sy, - - -, 53y} is initiated, which includes b parallel subflows
with a d-slot duration demand.

However, a successful negotiation does not mean a reliable transmission,
attributed to the low priority of SU service. To overcome this, spectrum switching is
employed. Specifically, whenever a PU arrival to any f; € A®) is detected, the pair
of n and n’ needs to vacate the preempted f; immediately and then tries to renew
the corresponding s; on a backup channel fi € Bj o, where Bj o =P, A\A® . For
ease of presentation, such spectrum switching is divided into two steps: “outward”
switching from f; and “inward” switching to fir. If |B;, | =0, an interruption inci-
dent occurs to the expelled s;. But all the other ongoing ones in S’ may not be
affected as long as the independence of these parallel subflows is guaranteed [19].

10.3.1.2 Channel Usage Model

In a certain SU #»’s vicinity, any channel f. € F may be occupied by an active PU
or SU service for a period of time. As in Fig. 10.9, the average channel occupancy
on such f; is modeled as a Markov chain, in which channel state transits on a slot
basis with a 7-second slot duration. Three groups of channel states are defined as
follows: (i) idle state (0,0), in which f, is a white space; (ii) PU service states
(x,0)’s, x € {1, - - -, X}, in which f, has been occupied by a PU service for x slots;
(iii) SU service states (0,y)’s, y € {1, ..., Y}, in which f, has been occupied by a
SU subflow for y slots. Both X and Y are large enough such that Pr[x > X] and
Pr[y > Y] are negligible. If there are multiple PU or SU services sharing f., the
statistical data of the service with maximum duration can be applied.

The availability of white spaces is characterized by the steady-state probabili-

ties of channel states, denoted by 7 (current state) S, €specially 7,0y for idle state. To
(next state)

derive them, the transition probabilities, denoted by @ (cyrrent state)

follows.

’s, are obtained as

(1) First, state transitions from (0,0) and (0,y)’s to (1,0) represent a PU arrival to
fe. Each transition from (0,y) to (1,0) also indicates an “outward” switching of
the SU from f,.. The transition probabilities are actually equal to the PU arrival
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probability, denoted by Ay, which further depends on the PU arrival process
with average arrival rate ¢, learnt in V,,. Namely, we have

1,0 1,0
0l = wgo:),i = e, vE(l, ..., Y} (10.38)

(2) Next, state transitions from (x,0)’s to (0,0) and that among (x,0)’s are defined
by the distribution of PU service duration on f,.. Note that any closed-form
distribution function is not necessarily required here. Instead, one can directly
input the statistical distribution of service duration collected from a real network
to determine the following transition probabilities

a)ggz =Pr [(x—l)t < Spu gxr] ,xe{l,---, X},
(10.39)
1,0 0,0
ol oY = 1—0l), xe(l, - X—1}

where Sp,, denotes the random variable of PU service duration.

(3) In a similar way, state transitions from (0,y)’s to (0,0) and that among (0,y)’s
are defined by the distribution of SU service duration on f., which can also be
general. Hence, we have

0,0 1,0
ofom = (1=0f D) Pr (0=t < Sw = y7], yell, - Yk
(10.40)

O,y+1) (1,0) (0,0)
oy = 1mogy) =0,y yel{l, - Y-1}

where Sy, denotes the random variable of SU service duration.

(4) State transition from (0,0) to (0,1) is triggered by a SU arrival. The SU arrival
probability, denoted by Ag, is determined by the SU arrival process with average
arrival rate 8, learnt in V,,.

State transition from (0,0) to (0,y) where y > 1 is triggered by an “inward”
switching to f.. Each transition from (0,0) to (0,y) indicates the case that a subflow
s switches to f. when it has last y-1 slots on another channel f. and has been
forced to leave f.- due to the arrival of PU activities on f.-. The subflow is renewed
on f. starting from the yth slot.

To derive the state transition probability in the above two cases, we first derive the
probability that a certain subflow has successfully switched into f,, denoted by y.
Due to A constraints, only the 2-A channels excluding f. in C.— 24 can perform
an “inward” switching to f.. If there are u preempted channels and v idle channels
out of such 2- A channels, y is equivalent to the probability that one of the u expelled
subflows successfully chooses f. out of the total v+1 idle channels for an “inward”
switching. Here the worst case is analyzed, in which any incoming subflow neglects
the idle channels that are not included in C.— A 24. Then, we have
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24 2A— 2A)! Y u v
Yy = Zu:l v=0u m [’\a <Zy:l ”(O,y))] (”(0,0))

(10.41)
]ZA—u—v

. I:l—)»a (Zle 77(0,y)> —77(0,0) min {Uu?’ 1}

Given that a subflow, say s./, has switched into f., we further derive §<0*y), the
probability that s has finished (y—1) slots on f.. Assuming that the primary user
arrival is independent of the secondary user activities, we have

0N =S Pri(z—1)r < S, <ztl, ye{2,...,Y} (10.42)

=y

Using (10.4) and (10.5), we have the following transition probabilities

©.1) _ (1,0) .
0,00 = (l_w(0,0)) Ag:

(10.43)
0, 1,0 )
oo = (1-0 ) €0, ye 2. 1)
At last, we have the transition probability from (0,0) to itself
0,0) _ (1,0) Y 0,y)
®0.0) = 1=@(/0)= 2y=1 ¥(00) (10.44)

10.3.2 Delay Analysis Under Channel Aggregation

Both the negotiation and the transmission between a sender n and its receiver n’
can involve service failures and delay costs. In this section, we investigate the cor-
responding service failure probabilities and model the delay costs for performing
channel aggregation under the influence of PU activity.

10.3.2.1 Delays in Negotiation Process

The efficiency of negotiation between n and n’ is restricted by the availability of
white spaces in both V,, and V. In general, the delays for making a successful
negotiation include: (i) sensing delay TS(Sh), which is the time required for sensing
channels at both n and n’; (ii) handshake delay Th(f ), which is the time required
for accessing control channel and making handshakes on it back and forth. In the
following, these delays in negotiation processes are analyzed.

Note that after each blocking incident caused by |P; 4| < b, a new round of hand-
shake needs to be started until the maximum limit of blocking incidents, denoted as
Npy, is reached. Hence, negotiation delays are related to the number of blocking
incidents during a negotiation process.

To analyze the number of blocking incidents, note that the blocking probability,
denoted as Q(b), can be computed as:
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00 = Y02 (*1) (m0.0)" (1 - m00) TV (10.45)
where g o is the probability that a channel is idle in the joint sensing range of a
pair of SUs n and n’ (a.k.a. V,, U V,). The PU and SU’s arrival rates in V,, U V,y can
be derived as «, ' = ¢y -0ty and B, 1 =y - B respectively, where ¢, v denotes
the correlation factor between the arrival rate in V,, and the arrival rate in V,, U V,,.
Replacing o, and B, with o, ,» and B, , in the channel model in Section 10.3.1.2,
70,0y in (10.45) can be computed.

Assume that an entire negotiation process is considered failed when the number
of blocking incident reaches the threshold Np with no success. Then, the negotiation
failure probability, denoted as e® can be expressed as:

e® —1— ZNbl (g(b)) (1_@(17)) (10.46)

With (10.45) and (10.46), the expected number of blocking incidents in a suc-
cessful negotiation process becomes:

b) _
Nbl -

Ly (0®) (1-6®) (10.47)

Note that not every blocking incident costs the delay of a handshake since n
initiates a handshake only when |7; 4| > b. Therefore, we also need to obtain the
blocking probability due to |7; 4| < b, which is denoted as 6® . The same formula
in (10.45) can be used to compute 8®) in a similar way as 6. The only difference
is that the o,y in the expression of 6® is computed using o, and B,, which are
the PU and SU arrival rates in V,,. With ) computed, the expected number of
handshake attempts for a successful negotiation can be computed as:

N = NP (1-55) +1 (10.48)

where 1—6® /0" denotes the probability that |7; | > b but | P} | < b.

Assuming that sequential sensing is used [20, 21], based on (10.48) and (10.47),
we can compute the sensing delay TS(Sb) as follows. In sequential sensing, whenever
anew Cy 4 is chosen, n needs to sense the channels in it to keep 7; 4 fresh, while n’
senses the channels in 77 4 to complete the entire negotiation. Hence, we can get:

b b A+1)— b
W =Ny [Zfibl (%) (r00)" (1=m0.0) 7" U] Tos + (Né1)+1) (A+1D) 75,
(10.49)

where 7 denotes the average time for sensing one channel, and 7 (g, o) is computed
using o, and B,. We can also compute the handshake delay as:

T = N (tpat) (10.50)
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where 7y, denotes the average time for accessing control channel, which would be
given by classic analytical models [22]; and 7y denotes the round-trip time for one
handshake.

10.3.2.2 Delays in Transmission

The success of transmission cannot be guaranteed due to the occurrence of interrup-
tion incidents. In general, the delay costs for completing a successful transmission
include: (i) switching delay TS(V}V”d), which is the time required for vacating the pre-
empted channels and renewing the corresponding subflows; (ii) transmission delay
Tix, which is the amount of time it takes to transmit a given size of data. Typically,
such transmission costs depend not only on b but also on d, i.e., the number of slots
demanded for service duration after each successful negotiation. Sometimes, divid-
ing a large size of data into smaller segments and transmitting them separately in
several shorter periods can be a better choice due to reduced switching needs in each
transmission periods. In the following, the switching delay Ts(ve’d) and transmission
delay Tix will be analyzed.

Transmission delay Tix depends on the data transmission rate Ri. To get the
data transmission rate, note that when a PU arrival to a subchannel in an aggregated
channel A® is detected, the switching subflow in .A® is interrupted if the SU finds
no available white space in the spectrum range that it is sensing (a.k.a. |B; a| =0).
Then, the transmission on that subflow fails and the overall capacity of the aggre-
gated channel reduces. Hence, to study such bandwidth reduction of A® in each
slot, we define a one-step interruption probability matrix

$0,0

?1,0 1,1

©2,0 92,1 92,2

@30 93,1 ¥32 ¢33 (10.51)

$B,0 ¥B,1 B2 " " ¥B,B

in which each ¢; ; denotes the probability that (i — j) subflows in AW are interrupted
in one slot. Note that here we assume that more than one subflow in A® can be
interrupted in the same slot. ¢; ; can be expressed as

¢ij = Yiumimj (1) G A=2a) ™ (3F077) (r00)" ™™
(1=m0.0) ATV el B, jel0, - im1); (10.52)
gii=1-Y"_y¢ij, i€l B}

Further for a d-slot transmission, the d-step interruption probability matrix
&% =@ 1@ is used instead, in which each (pi(dj) defines the corresponding
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bandwidth reduction of .A® within d slots. Note that (p[(,dg is the complete trans-

mission failure probability, where all the subflows of A® are interrupted. With &<,
the average transmission rate for a transmission attempt can be expressed as

b
R, = Zgogf’}zejdr (10.53)
=0

where R denotes the bit rate on one channel and 7 is the duration of a time slot.

Next, the switching delay Ts(\fj’d) for a successful d-slot subflow is analyzed.
Given that there is no interruption, let x ) be the probability that a switching oper-
ation succeeds in one slot. We have

la[lf(lfﬂ(o_o))m*—l)_b]

X(h) = @+D—b
l—)»a (1—7‘[(0_0))

(10.54)

in which 7,0y is computed using o, ,, and B, . Within d slots, the expected num-
ber of switching operations is

NGD = Tl () () (10 ”)" 1055)

= Z

Accordingly, for a successful d-slot subflow, we have
T = NPt (10.56)

where g, denotes the time required for one switching operation. The sensing time
for locating backup channels can be negligible due to the simultaneous operations
of the cognitive radio and scanning radio.

10.3.3 Optimal Bandwidth Duration Decision

Based on the derived negotiation and transmission costs for performing channel
aggregation, in this section, we further define an optimal channel aggregation strat-
egy that minimizes the cumulative delay costs.

10.3.3.1 Cumulative Delay

As shown above, the delay costs for channel aggregation are closely related to the
values of b and d, i.e., the user demands on aggregated bandwidth and service dura-
tion. On one hand, the choice of b should consider the trade-off between channel
capacity and blocking (interruption) probability during a negotiation (transmission).
More white spaces are needed to meet a higher requirement of ». On the other hand,
the choice of d should consider the trade-off between negotiation overhead and
interruption probability during a transmission. With certain data to transmit, one can
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choose to divide the entire data into d-slot segments. A larger value of d results in
fewer data segments and thus fewer negotiation operations. However, there may be
more spectrum resources wasted due to higher interruption probability. Therefore,
there exists an optimal combination of b and d to achieve optimal efficiency of
channel aggregation.

The optimal efficiency is represented by a metric named cumulative delay, which
is the total amount of time needed for transmitting a M -bit size data. Note that the
average amount of data that can be successfully transmitted by each attempt is

MOD = (1-£®) Ry, (10.57)

In addition, an attempt can meet three cases: (i) fails at negotiation stage, (ii) suc-
ceeds in negotiation but fails at transmission; and (iii) succeeds in both negotiation
and transmission. The average cumulative delay, denoted as Tcﬁfl’d)
for all the cases. Hence,

, must account

b.d 7(0) (b b p®
T = G 1 e (T +1) 4+ (1-®) [T 47,0

m (10.58)
+ 50 (Tsw’2 +%’f) +(1-047) (Ts(ve’d)+dt):| }

in which f;f’) and fh(f ) are computed by replacing the expected negotiation times
Néf) with negotiation failure threshold Ny in (10.49) and (10.50), respectively, and
the expected duration of failed service related to (pl% is assumed to be d/2.

10.3.3.2 Optimal Channel Aggregation Strategy

A channel aggregation strategy (b, d) is defined as the combination of both band-
width and duration demands. The objective is to find the optimal (b*, d*) that min-

imizes Tc(rlr’{d):

k7w in 7.0-4)
(&%, d*) = arg min Tem (10.59)

It is not hard to find (b*, d*) by searching the finite set of all possible (b, d)’s.
Note that in CR networks, both PU and SU behaviors that affect the availability of
white spaces are stochastic. Hence, the optimal channel aggregation strategy defined
in (10.59) is actually optimal in the sense of average performance.
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10.3.4 Numerical Analysis and Simulation Results

To illustrate and validate the analytical results, figures that are derived from numer-
ical analysis and discrete-event simulation of a few of our analytical results are
shown in this section, including the negotiation failure probability ® in (10.46),
the transmission failure probability ‘/’15(,1(; defined in Section 10.3.2.2, and the cumu-

lative delay Tc(é’,’d) in (10.58). These figures will show the impact of PU activity
and channel aggregation strategy on the efficiency of negotiation and transmission
between secondary users.

In the numerical analysis, a pair of PU sender and receiver, n and »’, in a dis-
tributed CR network is considered. Poisson PU arrival process is assumed in both
Vn and V,/ areas. The distribution of PU service duration is set according to the
statistical distribution of call duration collected from a real cellular network [5]. As
for SU behavior, Poisson SU arrival process and random SU service duration are
assumed. Note that the choice of service duration for the pair of n and n’ is a part of
their optimal decision, but we fix the patterns of SU activity in the background. The
constant parameters are set as follows: K =50; B = 3; B, =0.02 user/s; ¢, ,» = 1.5;
E[Y]=3s; =10 ms; 1o =10 ms [18, 21]; 7, =200 ms; 74w =600 ms [20];
Nbl =5; M =50 Mb; R =5 Mb/s. The others are viewed as variables.

10.3.4.1 Illustration of Negotiation Failure Probability

As in (10.46), ¢® defined for negotiation failure which characterizes the repeated
blocking incidents caused by lack of enough common white space at n and n’ (a.k.a.
|P1,al < b). The impact of «, and A on ¢® with fixed transmission duration of
d-t =3sis plotted in Fig. 10.10. Generally, the numerical results (marked as “ana”)
and simulation results (marked as “sim”) match well with each other under the same
settings. It can be seen that with a higher demand on b or a drop in the availability
of white spaces, ¢® increases. In addition, a relaxation of the hardware limitation
on A offers more candidate channels and thus lowers £®.

1 —+—b=1ana

—w—b=2ana

0.8/ —#*—b=3ana

el h= 1, 5im
Ko B g
s . s P
0.4 e
N 0.2/

0 004 0.08 012 0.16 0 004 008 012 0.6
ay, (user/s) an, (user/s)

Fig. 10.10 Negotiation failure probability vs. PU arrival rate: (i) A = 10 (left); (ii) A = 20 (right)
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1

——Db=1ana
——h=2 ana

0.8 —%—b=3ama
—d b =1, 5im

& b=2,sim

== 0.6] —g-b=3 sim g

¢l

6
d-7 (s) d-7(s)

Fig. 10.11 Transmission failure probability vs. duration demand: (i) A =10 (left); (i) A =20
(right)

10.3.4.2 Tllustration of Transmission Failure Probability

The impact of transmission duration d on transmission failure probability golgd()) is

shown at Fig. 10.11, where the PU traffic arrival rate is fixed at «,, =0.1 user/s.
Defined in Section 10.3.2.2, (pl(jd(; is the probability that all subflows of an aggregated
channel are interrupted halfway during a transmission by PUs. Clearly, with longer

transmission duration dt or a smaller channel separation constraint A, the go,idg

increases. Interestingly, unlike negotiation failure probability &*), a larger transmis-
sion duration b actually reduces transmission failure probability (pl(:%. Intuitively,
this is because the transmission consisting of more subflows would tolerant more
interruption incidents. Hence, a trade-off obviously exists among the negotiation
failure probability and transmission failure probability to achieve the overall optimal
transmission strategy.

10.3.4.3 Illustration of Cumulative Delay

For the transmission of M-bit data, the related cumulative delay Tc(rfl’d) has been
chosen as our objective function as in (10.58). In Figs. 10.12 and 10.13, the impact
of a, and (b, d) on Tc(f{d) is plotted, respectively. It can be seen that Tc(é’{d) rises
rapidly with the increase of «,, due to the increase of ¢® and gol% in such cases. A

larger channel separation constraint A lowers Tc(nb{d). To achieve the lowest Tc(nli’d),
the optimal channel aggregation strategy (b*, d*) is evaluated under different set-
tings in Fig. 10.13. The marked point that represents the optimal decision varies
significantly with the availability of white spaces. Obviously, when there are plenty
of white spaces as in Fig. 10.13-i, larger b and d are the optimal solution to achieve
the highest utilization of licensed spectrum. Note that the range of d differs for
different values of b for transmitting the same size of data. However, if there are
few white spaces as in Fig. 10.13-iii, both b and d should be low to avoid the huge
costs for repeated negotiation and transmission attempt.
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3
10 —+—b=1ana 10
——hn=2 ana
—#—b=3ana 1]
2| =l b =1, 5im
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Fig. 10.12 Cumulative delay (in log scale) vs. PU arrival rate: (i) A =10 (left); (ii) A =20 (right)

b=3,d-7=3.33s b=2,d-71=3.16s b=1,d.7=144s
w/ obj =4.1073 s w/ obj =15.0971s w/ obj =23.7404 s
. 100 Y 400,
= 16 = 80 i % 300
3 ;5 60 | T
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e~ . B~ 20 ; e~
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Fig. 10.13 Cumulative delay vs. channel aggregation strategy: (i) o, =0.01 user/s (left);
(i) i, = 0.1 user/s (middle); (iii) e, = 0.16 user/s (right)

10.4 Summary

In this section, we analyzed the delay for both multihop and single-hop CRN.

For multihop CRN, we derive the IPS upper bound under two cases: the network
IPS and the flow IPS. In the network IPS case, we discover that the network IPS
upper bound is related to a threshold value of the PU activity level. Below the
threshold, the IPS upper bound is achieved when the one-hop distance equals the
communication range of cognitive radios. Above the threshold, the upper bound
speed is achieved when using an optimal one-hop distance which is less than the
communication range. We design efficient numerical methods to compute the opti-
mal one-hop distance and the corresponding IPS upper bound. In the flow IPS case,
we discover that the IPS upper bound is achieved when an optimal number of SU
relay nodes are evenly spaced on the straight line between the source node and the
destination node. The optimal number of relay nodes shows a stair-like incremental
trend, when the PU activity level increases. We design multiple numerical methods
to compute the optimal number of SU relay nodes. The simulation and numerical
results prove the correctness of our analysis.

For single-hop CRN, we have studied the delay under considerations of vari-
ous practical constraints and costs. A new channel usage model based on general
assumptions is introduced to investigate the negotiation and transmission costs for
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utilizing channel aggregation under the influence of PU activity. We have found that
user demands on both aggregated bandwidth and service duration affect the delay
performance. Hence, an optimal channel aggregation strategy has been defined and
validated to achieve the lowest delay for data transmission.
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