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Graph structures provide a general framework for modeling entities and their
relationships, and they are routinely used to describe a wide variety of data such
as the Internet, the web, social networks, metabolic networks, protein-interaction
networks, food webs, citation networks, and many more. In recent years, there
has been an increasing amount of literature on studying properties, models, and
algorithms for graph data. In this chapter we provide a brief overview of graph-
mining algorithms for web and social-media applications. We review a wide
range of algorithms, such as those for estimating reputation and popularity of
items in a network, mining query logs and performing query recommendations.
The main goal of the chapter is to provide the reader with an understanding of
how graph structural mining algorithms can be exploited in the context of web
applications. This highlights the challenges of, and provides an understanding of
the power of graph mining in the context of web and social-media applications.
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1. Introduction

Graph mining has been widely used to study relationships among various
types of entities. Real-world graphs are also referred to as networks, and the
interactions between the entities represented in the networks are modeled as
links. The problems of studying the properties of real-world networks, design-
ing algorithms for mining such networks, and developing applications on top
of network data has been of increasing interest in the past few years. This has
led to the birth of a very active area of scientific research, which is known as
analysis of complex networks [7, 16, 55].

One of the most pervasive properties of real-world networks is the emer-
gence of power-law distributions that tend to characterize many of networks
statistical properties [6, 26]. Power laws have intrigued the interest of re-
searchers, who have proposed various models that attempt to explain the pres-
ence of power-law distributions in real graphs. For examples of such models,
see [6, 25, 40].

In this chapter, we deviate from the classical exposition of properties and
generative models for complex networks, and we focus on graph-mining ap-
plications that appear in the context of the web and social-media. Such graphs
include data that model the interaction of users in a social network. For ex-
ample, this may correspond to comments of users in a blog, user activity in a
question-answering portal, or query-log data that summarize the interaction of
users with a search engine. Understanding the structure of such graphs, mod-
eling the complex interactions between entities, and designing algorithms for
leveraging the latent knowledge (also known as the wisdom of the crowds) in
those graphs introduces new challenges in the field of graph mining. One im-
portant difference with networks that have been previously studied, is that in
social-media and web-usage graphs the links represent many different types of
interactions and activities among nodes. For instance in a question-answering
portal, users ask questions, answer questions for other users, vote for favorite
answers, interesting questions, assign answers to categories of a hierarchy, and
much more. Hence graphs from such applications are characterized by having
different types of nodes and high degree of heterogeneity in the types of in-
teractions among nodes. Consequently, algorithms and methodologies widely
applied in the web and other complex networks have to be adapted to this new
multifaceted scenario, which allows for the different meanings that are implic-
itly or explicitly captured by each link.

This chapter is organized as follows. In Section 2 we briefly introduce mea-
sures and algorithms that have been extensively used as basic tools for graph
mining. Then we focus on two different areas of graph mining in the context
of social-media and web applications. In Section 3, we review techniques for
identifying items of high quality in social-media networks. We discuss two
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concrete examples: (1) predicting the number of citations of authors in a bib-
liographic data set, and (2) finding high-quality items in a question answering
system. In both cases, the examples rely on adapting link-mining algorithms
for computing authoritativeness scores in linked environments. In Section 4
we discuss algorithms for mining graph structures that represented information
collected in the query logs of search engines. We first discuss various graph
representations of query logs, and then discuss how to use these representa-
tions in order to perform the task of query recommendation. The conclusions
are presented in Section 5.

2. Preliminaries

An undirected graph G = (V, E) consists of a set of nodes V/, also called
vertices, and a set E' of pairs of distinct nodes, which are called edges or arcs.
A directed graph, or digraph, is distinguished from the undirected version by
the fact that its edges are ordered pairs of nodes. In an undirected graph, the
degree of a node is the number of edges incident to it. For a directed graph,
we define the in-degree and the out-degree of a node to be the number of in-
coming and out-going edges, respectively.

In an undirected graph G, a set of nodes S forms a connected component
(CQ), if for every pair of nodes u, v € S there exists a path from u to v (which
is also a path from v to u). In a directed graph G, a set of nodes S forms
a strongly connected component (SCC), if for every pair of nodes u,v € .5,
there exists a (directed) path from w to v, and a path from v to u. A set of
nodes S forms a weakly connected component (WCC), if and only if the set
S is a connected component in the undirected graph G, that is obtained by
ignoring the directionality of the edges in G.

Power laws and scale-free networks. Power-law distributions ubiquitously
characterize real-world networks. We say that a discrete random variable X
follows a power-law distribution if the probability distribution is defined for
each discrete value k as follows:

Pr[X = k] x k77

The value ~ is called the exponent of the power-law. We assume that v > 0.
Detailed surveys on power laws may be found in [45] and [46].

If a random variable X follows a power-law distribution, then we know that
the conditional probability Pr[X > k | X > m] is the same as Pr[X > k.
In other words, conditioning on the size does not yield any additional infor-
mation. For this reason, networks that have attributes that follow a power-law
distribution are also called scale-free networks.

Degree and Assortativeness. The degree of the nodes of a graph can be of
great interest in social-media applications. The out-degree of a node might
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provide an indication of its capacity to influence his neighbors. This prop-
erty is called expansiveness [58]. On the other hand, the in-degree is the most
straightforward measure for the popularity of each node in the network. Com-
plex networks exhibit large variance in the values of their degrees: very few
nodes have the capacity of attracting a large fraction of links while the largest
majority of nodes are connected to the network by few in-coming and out-
going links.

Significant insight on the nature of the graph can be obtained by measuring
the correlation between the degrees of adjacent vertexes [47]. This is also re-
ferred to as assortative mixing. Complex networks can be divided into three
types based on the value of their mixing coefficient r: (i) disassortative if
r < 0; (i2) neutral if r = 0; and (¢17) assortative if r > 0. An alternative
way to identify assortative or disassortative network is by using the average
degree El[kyy (k)] of a neighboring vertex of a vertex with degree k [47]. As
k increases, the expectation E|[ky, (k)] increases for an assortative network
and decreases for a disassortative one. In particular, a power-law equation
Elkn, (k)] = k™7 is satisfied, where - is negative for an assortative network
and positive for a disassortative one [49]. Social networks such as friendship
networks are mostly assortative mixed, but technological and biological net-
works tend to be disassortative [62]. “Assortative mating” is a well-known so-
cial phenomenon that captures the likelihood that marriage partners will share
common background characteristics, whether it is income, education, or so-
cial status. In online activity networks such as question-answering portals and
newsgroups, the degree correlation provides information about user tendency
to provide help. Such kind of networks are neutral or slightly disassortative:
active users are prone to contribute without considering the expertise or the
involvements of the users searching for help [63, 20].

Centrality and prestige. A key issue in social network analysis is the identi-
fication of the most important or prominent nodes. The measure of centrality
captures whether a node is involved in a high number of ties regardless the di-
rectionality of the edges. Various definitions of centrality have been suggested.
For instance, the closeness centrality is just the degree of a node eventually
normalized by the number of all nodes V' in the network. Two alternative mea-
sures of centrality are the distance centrality and the betweenness centrality.
The closeness centrality D, of a node w is the average distance of u to the rest
of the nodes in the graph:

D.(u) =

|V|_1Zduv

vFEU

where d(u,v) is the shortest-path distance between u and v. Similarly, the
betweenness centrality 3. of a node u is the average number of shortest paths



A Survey of Graph Mining for Web Applications 459

that pass through u:
B = 3 2

g
sFuFEt st

where o4 (u) is the number of shortest paths from the node s to the node ¢ that
pass through node u, and o, is the total number of shortest paths from s to ¢.

A different concept for identifying important nodes is the measure of pres-
tige, which exclusively considers the capacity of the node to attract incoming
links, and ignores the capacity of initiating any outgoing ties. The basic intu-
ition behind the prestige definition is the idea that a link from node « to node
v denotes endorsement. In its simplest form, the prestige of a node is defined
to be its in-degree, but there are other alternative definitions of prestige [58].
This concept is also at the core of a number of link analysis algorithms, an
issue which we will explore in the next section.

21 Link Analysis Ranking Algorithms

PageRank. Although we can view the existence of a link between two
pages as an endorsement of authority from the former to the latter, the in-
degree measure is a rather superficial way to examine page authoritativeness.
This is because such a measure can easily be manipulated by creating spam
pages which point to a particular target page in order to improve its authority. A
smarter method of assigning authority score to a node is by using the PageRank
algorithm [48], which uses the authoritative information of both the source and
target page in an iterative way in order to determine the rank. The PageRank
algorithm models the behavior of a “random surfer” on the Web graph. The
surfer essentially browses the documents by following hyperlinks randomly.
More specifically, the surfer starts from some node arbitrarily. At each step the
surfer proceeds as follows:

= With probability o an outgoing hyperlink is selected randomly from the
current document, and the surfer moves to the document pointed by the
hyperlink.

= With probability 1 — « the surfer jumps to a random page chosen ac-
cording to some distribution. This distribution is typically chosen to be
the uniform distribution.

The value Rank(7) of a node i (called the PageRank value of node 7) is the frac-
tion of time that the surfer spends at node 7. Intuitively, Rank(¢) is a measure
of the importance of node <.

PageRank is expressed in matrix notation as follows. Let N be the number
of nodes of the graph and let n(j) be the out-degree of node j. We define the

square matrix M as one in which the entry M;; = —L if there is a link from

n(7)
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node j to node i. We define the square matrix ;] of size N x N that has
all entries equal to % This matrix models the uniform distribution of jumping
to a random node in the graph. The vector Rank stores the PageRank values
that are computed for each node in the graph. A matrix M’ is then derived
by adding transition edges of probability 1]7\,0‘ between every pair of nodes to
include the case of jumping to a random node of the graph.

, 1
M =aM+ (1 - «) [N]
Since the PageRank algorithm computes the stationary distribution of the ran-
dom surfer, we have M'Rank = Rank. In other words, Rank is the princi-
pal eigenvector of the matrix M’, and thus it can be computed by the power-
iteration method [15].

The notion of PageRank has inspired a large body of research on design-
ing improved algorithms for more efficient computation of PageRank [24,
54, 36, 42], and for providing alternative definitions that can be used to ad-
dress specific issues in search, such as personalization [27], topic-specific
search [12, 32], and spam detection [8, 31].

One disadvantage of the PageRank algorithm is that while it is superior to a
simple indegree measure, it continues to be prone to adversarial manipulation.
For instance, one of the methods that owners of spam pages use to boost the
ranking of their pages is to create a large number of auxiliary pages and hyper-
links among them, called /ink-farms, which result in boosting the PageRank
score of certain target spam pages [8].

HITS. The main intuition behind PageRank is that authoritative nodes are
linked to by other authoritative nodes. The HiTs algorithm, proposed by Jon
Kleinberg [38], introduced a double-tier paradigm for measuring authority. In
the HI1TS framework, every page can be thought of as having a hub and an
authority identity. There is a mutually reinforcing relationship between the
two: a good hub is a page that points to many good authorities, while a good
authority is a page that is pointed to by many good hubs.

In order to quantify the quality of a page as a hub and as an authority, Klein-
berg associated every page with a hub and an authority score, and he proposed
the following iterative algorithm: Assuming n pages with hyperlinks among
them, let h and a denote n-dimensional hub and authority score vectors. Let
also W be an n x n matrix, whose (i, j)-th entry is 1 if page 7 points to page
j and O otherwise. Initially, all scores are set to 1. The algorithm iteratively
updates the hub and authority scores sequentially one after the other and vice-
versa. For a node ¢, the authority score of node 1 is set to be the sum of the hub
scores of the nodes that point to ¢, while the hub score of node ¢ is the author-
ity score of the nodes pointed by 4. In matrix-vector terms this is equivalent
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to setting h = Wa and a = W7Th. A normalization step is then applied, so
that the vectors h and a become unit vectors. The vectors a and h converge to
the principal eigenvectors of the matrices W W and WW T, respectively. The
vectors a and h correspond to the right and left singular vectors of the matrix
w.

Given a user query, the HITS algorithm determines a set of relevant pages
for which it computes the hub and authorities scores. Kleinberg’s approach
obtains such an initial set of pages by submitting the query to a text-based
search engine. The pages returned by the search engine are considered as a
root set, which is consequently expanded by adding other pages that either
point to a page in the root set or are pointed by a page in the root set.

Kleinberg showed that additional information can be obtained by using more
eigenvectors, in addition to the principal ones. Those additional eigenvectors
correspond to clusters or distinct topics associated with the user query. One
important characteristic of the HI1Ts algorithm is that it computes page scores
that depend on the user query: one particular page might be highly authorita-
tive with respect to one query, but not such an important source of information
with respect to another query. On the other hand, it is computationally ex-
pensive to compute eigenvectors for each query. This makes the algorithm
computationally demanding. In contrast, the authority scores computed by the
PageRank algorithm are not query-sensitive, and thus, they can be computed
in a preprocessing stage.

3. Mining High-Quality Items

Online expertise-sharing communities have recently become extremely pop-
ular. The online media that allow the spread of this enormous amount of
knowledge can take many different forms: users are sharing their knowledge
in blogs, newsgroups, newsletters, forums, wikis, and question/answering por-
tals. Those social-media environments can be represented as graphs with nodes
of different types and with various types of relations among nodes. In the rest
of the section we describe particular characteristics of the graphs arising in
social-media environments, and their importance in driving the graph-mining
process.

There are two main factors that differentiate social media from the tradi-
tional Web: (7) content-quality variance and (zz) interaction multiplicity. Dif-
ferently from the traditional Web, in which the content is mediated by pro-
fessional publishers, in social-media environments the content is provided by
users. The massive contribution of users to the system leads to a high variance
in the distribution of the quality of available content. With everyone able to
create content and share any single opinion and thought, Thus the problem of
determining items of high quality in an environment of excessive content is
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one of the most important issues to be solved. Furthermore, filtering out and
ranking relevant items is more complex than in other domains.

The second aspect that must be considered is the wide variety of types of
nodes, of relations among such nodes, and of interactions among users. For
instance, the PageRank and HITS algorithms considers a simple graph model
with one type of nodes (documents) and one type of edges (hyperlinks), see
Figure 15.1(a).

On the other hand, social media are characterized by much more hetero-
geneous and rich structure, with a wide variety of user-to-document relation
types and user-to-user interactions. In Figure 15.1(b) is shown the structure of
a citation network as CiteSeer [21]. In this case, nodes can be of two types:
author and article. Edges can also be of two types, is-an-author-of be-
tween a node of type author and a node of type article, and cites between
two nodes of type article.

A more complex structure can be found in a question-answering portal, such
as Yahoo! Answers [61], a graphical representation of which is shown in Fig-
ure 15.1(c). The main types of nodes are the following:

m user, representing the users registered with the system; they can act as
askers or answerers, and can vote or comment questions and answers
provided by other users,

m question, representing the questions asked by the users,

m answer, prepresenting the answers provided by the users.

Potential interesting research questions to ask for this type of application are
the following: () find items of high-quality, (i7) predict which items will be-
come successful in the future (assuming a dynamic environment), (i) identify
experts on a particular topic.

As in the case of other social-media applications, the variance of content
quality in Yahoo! Answers is very high. According to Su et al. [56], the number
of correct answers to specific questions varies from 17% to 45%, meanwhile
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the number of questions with at least one good answer is between 65% and
90%.

When a higher number of nodes and relations are involved, the features that
can be exploited for developing successful ranking algorithms become notably
more complex. Algorithms based on single-item models may still be profitably
used, provided that the underlying multi-graphs can be projected on a single
dimension. The results obtained at each projection provide a multifaceted set
of features that can be profitably used for tuning automatic classifiers able to
discern high-quality items, or to identify experts.

In the rest of this chapter we detail a methodology for mining multi-item
multi-relation graphs for two particular study cases. In the first case we de-
scribe the methodology presented in [18] for predicting successful items in a
co-citation network, while in the second case we report the work of Agichtein
et al. [2] for determining high-quality items in a question-answering portal.

3.1 Prediction of Successful Items in a Co-citation
Network

Predicting the impact that a book or an article might have on readers is of
great interest for publishers and editors for the purpose of planning market-
ing campaigns or deciding the number of copies to print. This problem was
addressed in [18], where the authors present a methodology to estimate the
number of citations that an article will receive, which is one measure of impact
in a scientific community. The data was extracted by the large collection of
academic articles made publicly available by CiteSeer [21] through an Open
Archives Initiative (OAI) interface.

The two main objects in bibliometric networks are authors and papers. A
bibliographic network can be modeled by a graph G = (V, UV,, E, U E,),
where (i) V,, represents the set of authors, (i7) V), represents the set of the pa-
pers, (i17) B, C V, x V), represents the edges that express which author has
written which paper, and (iv) E. C V), x V), represents the edges that ex-
press which paper cites which. To model the dynamics of the citation network,
different snapshots can be considered, with G; = (V; o UV}, o4 U Ey ) rep-
resenting the snapshot at time ¢. The set of edges E,; and E.; can also be
represented by matrices F, ; and P, ; respectively.

One way to model the network is by assigning a dual role to each author: in
one role, an author produces original content (i.e., as authorities in the Klein-
berg model. In the other role, an author provides an implicit evaluation of other
authors (i.e., as a hub) with the use of citations. Fujimura and Tanimoto [29]
present an algorithm, called EigenRumor, for ranking object and users when
they act in this dual role. In their framework, the authorship relation P, ; is
called information provisioning, while the citation relation P, ; is called infor-
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mation evaluation. One of the main advantages of the EigenRumor algorithm
is that the relations implied by both information provisioning and information
evaluation are used to address the problem of correctly ranking items produced
by sources that have been proven to be authoritative, even if the items them-
selves have not still collected a high number of in-links. The EigenRumor
algorithm has been proposed in order to overcome the problem of algorithms
like PageRank, which tend to favor items that have been present in the network
for a period of time long enough to accumulate many links.

For the task of predicting the number of citations of a paper, Castillo et
al. [18] use supervised learning methods that rely on features extracted from
the co-citation network. In particular, they propose to exploit features that
determine popularity, and then to train a classifier. Three different types of
features are extracted: (1) a priori author-based features, (2) a priori link-
based features, and (3) a posteriori features.

m A priori author-based features. These features capture the popularity
of previous papers of the same authors. At time ¢, the past publication
history of a given author a can be expressed in terms of:

() Total number of citations Cy(a) received by the author 7 from all the
papers published before time ¢.

(74) Total number of papers M;(a) published by the author a before
time ¢

Mi(a) = [{pl(a,p) € Eq A time(p) < t}].

(7i7) Total number of coauthors A;(a) for papers published before time
t

Ai(a) = [{d|(d,p) € Eo A (a,p) € Eq Atime(p) <tAd #a}|

Given that one paper can have multiple authors, the previous three kinds
of features are aggregated. For each, we consider the maximum, the
average and the sum over all the co-authors of each paper.

m A priori link-based features. These features are based on the intuition
that mutual reinforcement characterizes the relation between citing and
cited authors: good authors are probably aware of the best previous arti-
cles written in a certain field, and hence they tend to cite the most rele-
vant of them. As mentioned previously, the EigenRumor algorithm [29]
can be used for ranking objects and users.

The reputation score of a paper p is denoted by r(p). The authority and
the hub values of the author a are denoted by a;(a) and hy(a) respec-
tively. The EigenRumor algorithm is formalized as follows:
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-r = Pz .a; expresses the fact that good papers are likely to be
written by good authors,

-r= Pgtht expresses the fact that good papers are likely to be cited
by good authors,

- a; = P, ;r expresses the fact that good authors usually write good
papers,

- hy = P, ;r expresses the fact that good authors usually cite good
papers.

Combining the previous equations with a mixing parameter «, gives the
following formula for the score vector:

r= an:tat +(1— 04>P(;T¢ht~

m A posteriori features. These features are simply used to count the num-
ber of citations of a paper at the end of a few time intervals that are much
shorter than the target time for the prediction that has to be made.

With respect to the case in which only a posteriori citations are used, a
priori information about the authors helps in predicting the number of citations
it will receive in the future. It is worth noting that a priori information about
authors degrades quickly. When the features describing the reputation of an
author are calculated at a certain time, and re-used without taking into account
the last papers the author has published, the predictions tend to be much less
accurate. These results are even more interesting if the reader considers that
many other factors can be taken into consideration. For instance, the venue
where the paper was published is related to the content of the paper itself.

3.2 Finding High-Quality Content in Question-Answering
Portals

Yahoo! Answer is one of the largest question-answering portals, where users
can issue question and find answers. Questions are the central elements. Each
question has a life cycle. After it is “opened”, it can receive answers. When
the person who has asked the question is satisfied by an answer or after the
expiration of an automatic timer, the question is considered “closed”, and can
not receive any other answers. However, the question and the answers can
be voted on by other users. The question is “resolved” once a best answer is
chosen. Because of its extremely rich set of user-document relations, Yahoo!
Answers has recently been the subject of much research [1, 2, 11]. In [2], the
authors focus on the task of finding high quality items in social networks and
they use Yahoo! Answers as cases of study. The general approach is similar to
the one used in the previous case for predicting successful items in co-citation
networks, i.e., exploiting features that are correlated with quality in social me-
dia and then training a classifier to select and weight features for this task. In
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Figure 15.2. Types of Features Available for Inferring the Quality of Questions and Answers

the remainder of this section, the features for quality classification are consid-
ered. As in the previous case, three different types of features are used: (1)
intrinsic content quality features, (2) link-based (or relation-based) features,
and (3) content usage statistics.

= Intrinsic content quality features. For text-based social media the in-
trinsic content quality is mainly related with the text quality. This can be
measured using lexical, syntactic and semantic features.

Lexical features include word length, word and phrase frequencies, and
the average number of syllables in the words.

All the word n-grams up to length 5 that appear in the documents more
than 3 times are used as syntactic features.

Semantic features try to capture (1) the visual quality of the text (i.e., ig-
nored capitalization rules, excessive punctuation, spacing density,etc.),
(2)semantic complexity (i.e., entropy of word length, readability mea-
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sures [30, 43, 37], etc.) and (3) grammaticality (i.e., features that try to
capture the correctness of grammatical forms, etc).

In the QA domain, additional features are required to explicitly model
the relationship between the question and the answer. In [2] such a rela-
tion was modeled using the KL-divergence between the language mod-
els of the two texts, their non-stopword overlap, the ratio between their
lengths, and other similar features.

m Link-based features. As mentioned earlier, Yahoo! Answers is charac-
terized by nodes of multiple types (e.g., questions, answers and users)

LR I3

and interactions with different semantics (e.g., “answers”, “votes for”,
“gives a star to”, “gives a best answer”), that are modeled using a com-
plex multiple-node multiple-relations graph. Traditional link-analysis
algorithms, including HITS and PageRank, are proven to still be use-
ful for quality classification whether applied to the projections obtained

from the graph G considering one type of relation at the time.

Answer features. In Figure 15.2(a), the relationship data related to a
particular answer are shown. These relationships form a free, in which
the type “Answer” is the root. Two main subtrees start from the answer
being evaluated: one related to the question Q being answered, and the
other related to the user U contributing the answer.

By following paths through the question subtree, it is also possible to
derive features QU about the questioner, or features QA concerning the
other answers to the same question. By following paths through the user
subtree, we can derive features UA from the answers of the user, features
UQ from questions of the user, features UV from the votes of the user, and
features UQA from answers received to the user’s questions.

Question features. Figure 15.2(b) represents user relationships around
a question. Again, there are two subtrees: one related to the asker of
the question, and the other related to the answers received. The types
of features on the answers subtree are: features A directly from the an-
swers received and features AU from the answerers of the question being
answered. The types of features on the user subtree are the same as the
ones above for evaluating answers.

Implicit user-user relations To apply link-analysis algorithms, it is nec-
essary to consider the user-user graph. This is the graph G = (V| E) in
which the set of vertices V' is composed of the set of users and the set
EF=F,UEUE,UE;UFE, ULE_ represents the relationships between
users as follows:

- E, represents the answers: (u,v) € E, if user u has answered at
least one question asked by user v.
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— E represents the best answers: (u,v) € Ej if user u has provided
at least one best answer to a question asked by user v.

- E, represents the votes for best answer: (u,v) € E, if user u has
voted for best answer at least one answer given by user v.

— FE represents the stars given to questions: (u,v) € E, if user u
has given a star to at least one question asked by user v.

- E/E_ represents the thumbs up/down: (u,v) € E;/E_ if user
u has given a “thumbs up/down” to an answer by user v.

For each graph G, = (V, E,), h,, is the vector of hub scores on the ver-
tices V, a, the vector of authority scores, and p, the vector of PageRank
scores. Moreover p’, is the vector of PageRank scores in the transposed
graph.

To classify these features in our framework, PageRank and authority
scores are assumed to be related mostly to in-links, while the hub score
deals mostly with out-links. For instance, let us consider hy,. It is the hub
score in the “best answer” graph, in which an out-link from u to v means
that « gave a best answer to user v. Then, h; represents the answers of
users, and is assigned to the record (UA) of the person answering the
question.

Content usage statistics. Usage statistics such as the number of clicks
on the item and time spent on the item have been shown useful in the
context of identifying high quality web search results. These are com-
plementary to link-analysis based methods. Intuitively, usage statistics
measures are useful for social media content, but require different inter-
pretation from the previously studied settings.

In the QA settings, it is possible to exploit the rich set of metadata avail-
able for each question. This includes temporal statistics, e.g., how long
ago the question was posted, which allows us to give a better interpreta-
tion to the number of views of a question. Also, given that clickthrough
counts on a question are heavily influenced by the topical and genre cate-
gory, we also use derived statistics. These statistics include the expected
number of views for a given category, the deviation from the expected
number of views, and other second-order statistics designed to normal-
ize the values for each item type. For example, one of the features is
computed as the click frequency normalized by subtracting the expected
click frequency for that category, divided by the standard deviation of
click frequency for the category.

The conclusion of Agichtein et al. [2] from analyzing the above features, is
that many of the features are complementary and their combination enhances
the robustness of the classifier. Even though the analysis was based on a par-
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ticular question-answering system, the ideas and the insights are applicable to
other social media settings, and to other emerging domains centered around
user contributed-content.

4. Mining Query Logs

A query log contains information about the interaction of users with search
engines. This information can be characterized in terms of the queries that
users make, the results returned by the search engines, and the documents that
users click in the search results. The wealth of explicit and implicit information
contained in the query logs can be a valuable source of knowledge for a large
number of applications. Examples of such applications include the following:

= (¢) analyzing the interests of users and their searching behavior,

= (27) finding semantic relations between queries (which terms are similar
to each other or which one is a specialization of another) allowing to
build taxonomies that are much richer than any human-built taxonomy,

m  (¢3¢) improving the results provided by search engines by analysis of
the documents clicked by users and understanding the user information
needs,

m  (¢v) fixing spelling errors and suggesting related queries,

= (v) improving advertising algorithms and helping advertisers select bid-
ding keywords.

As a result of the wide range of applications which work with query-logs,
considerable research has recently been performed in this area. Many of these
papers discuss related problems such as analyzing query logs and on address-
ing various data-mining problems which work off the properties of the query-
logs. On the other hand, query logs contain sensitive information about users
and search-engine companies are not willing to release such data in order to
protect the privacy of their users. Many papers have demonstrated the secu-
rity breaches that may occur as a result of the release of query-log data even
after anonymization operations have been applied and the data appears to be
secure [34, 35, 41]. Nevertheless, some query log data that have been care-
fully anonymized have been released to the research community [22], and
researchers are working actively on the problem of anonymizing query logs
without destroying the utility of the released data. Recent advances on the
anonymization problem are discussed in Korolova et al. [39]. Because of
the wide range of knowledge embedded in query logs, this area is a central
problem for the entire research community, and is not restricted to researchers
working on problems related to search engines. Because of the natural ability
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to construct graph representations of query-log data, the graph mining area is
particularly related to problems associated with query-log mining. In the next
sections, we discuss graph representations of query log data, and consequently
we present techniques for mining and analyzing the resulting graph structures.

4.1 Description of Query Logs

Query log. A typical query log L is a set of records (g;, u;, t;, Vi, C;), where g;
is the submitted query, u; is an anonymized identifier for the user who submit-
ted the query, ¢; is a timestamp, V; is the set of documents returned as results
to the query, and C; is the set of documents clicked by the user. We denote by
Q, U, and D the set of queries, users, and documents, respectively. Thus, we
have ¢; € Q,u; € U,and C; C V; C D.

Sessions. A user query session, or just session, is defined as the sequence of
queries of one particular user within a specific time limit. More formally, if ¢
is a timeout threshold, a user query session .S is a maximal ordered sequence

S = ({Giy, i, i)y -5 (Qig> Wiy s i) ),

where u;y = - =wu; =uweU,t; < - <t,,andt;, , —t; <ty forall
7 =1,2,... .k — 1. The typical timeout threshold used for splitting sessions
in query log analysis is ty = 30 minutes [13, 19, 50, 57].

Supersessions. The temporally ordered sequence of all the queries of a user
in the query log is called a supersession. Thus, a supersession is a sequence
of sessions in which consecutive sessions are separated by time periods larger
than ty.

Chains. A chain is a topically coherent sequence of queries of one user.
Radlinski and Joachims [53] defined a chain as “a sequence of queries with a
similar information need”. For instance, a query chain may contain the follow-
ing sequence of queries [33]: “brake pads”; “auto repair”; “auto body
shop”; “batteries”; “car batteries”; “buy car battery online”.
Clearly, all of these queries are closely related to the concept of car-repair.
The concept of chain is also referred to in the literature with the terms mis-
sion [33] and logical session [3]. Unlike the straightforward definition of a
session, chains involve relating queries based on an analysis of the user infor-
mation need. This is a very complex problem, since it is based on an analysis
of the information need, rather than in a crisp way, as in the case of a session.
We do not try to give a formal definition of chains here, since this is beyond
the scope of the chapter.

4.2 Query Log Graphs

Query graphs. In a recent paper about extracting semantic relations from
query logs, Baeza-Yates and Tiberi define a graph structure derived from the
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query log. This takes into account not only the queries of the users, but also the
actions of the users (clicked documents) after submitting their queries [4]. The
analysis of the resulting graph captures different aspects of user behavior and
topic distributions of what people search in the web. The graph representation
introduced in [4] allows us to infer interesting semantic relationships among
queries. This can be used in many applications.

The basic idea in [4] is to start from a weighted query-click bipartite graph,
which is defined as the graph that has all distinct queries and all distinct doc-
uments as two partitions. We define an edge (¢, u) between query ¢ and doc-
ument d, if a user who has submitted query ¢ has clicked on document d.
Obviously, d has to be in the result set of query q. The bipartite graph that
has queries and documents as two partitions is also called the click graph [23].
Baeza-Yates and Tiberi define the url cover uc(q) of a query ¢ to be the set of
neighbor documents of ¢ in the click graph. The weight w(q, d) of the edge
(q,d) is defined to be the fraction of the clicks from g to d. Therefore, we have
> deuc(q) W(q,d) = 1. The url cover uc(q) can be viewed as a vector repre-
sentation for the query ¢, and we can then define the similarity between two
queries ¢ and g to be the cosine similarity of their corresponding url-cover
vectors. This is denoted by cos(uc(q1),uc(gz2)). The next step in [4] is to de-
fine a graph Gy among queries, where the weight between two queries ¢; and
g2 is defined by their similarity value cos(uc(qi), uc(gz)).

Using the url cover of the queries, Baeza-Yates and Tiberi define the follow-
ing semantic relationship among queries:

» Identical cover: uc(q;) = uc(gz). Those are undirected edges in the
graph Gy, which are denoted as red edges or edges of type I. These
imply that the two queries ¢; and go are equivalent in practice.

m Strict complete cover: uc(q;) C uc(gz). Those are directed edges,
which are denoted as green edges or edges of type II. These imply that
q1 1s more specific than go.

= Partial complete cover: uc(q;) Nuc(g2) # () and none of the previous
two conditions are fulfilled. These are denoted as black edges or edges
of type III. They are the most common edges and exist due to multi-topic
documents or related queries, among other reasons.

The authors of [4] also define relaxed versions of the above concepts. In partic-
ular, they define a-red edges and a-green edges, when equality and inclusion
hold with a slackness factor of a.

The resulting graph is very rich and may lead to many interesting applica-
tions. The mining tasks can be guided both by the semantic relationships of the
edges as well as the graph structure. Baeza-Yates and Tiberi demonstrate an
application of finding multi-topic documents. The idea is that edges with low
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weight are most likely caused by multi-topic documents e.g., e-commerce sites
to which many different queries may lead. Thus, low-weight edges are con-
sidered as voters for the documents shared by the two corresponding queries.
Documents are sorted according to the number of votes they received: the more
votes a document gets, the more multitopical it is. Then the multi-topic docu-
ments may be removed from the graph (on a basis of a threshold value) and a
new graph of better quality can be computed.

As Baeza-Yates and Tiberi point out, the analysis described in their paper is
only the tip of the iceberg, and the potential number of applications of query
graphs is huge. For instance, in addition to the graph defined in [4], Baeza-
Yates [3] identifies five different types of graphs whose nodes are queries, and
an edge between two queries implies that: (¢) the queries contain the same
word(s) (word graph), (it) the queries belong to the same session (session
graph), (ii1) users clicked on the same urls in the list of their results (url cover
graph), (1v) there is a link between the two clicked urls (url link graph) (v)
there are [ common terms in the content of the two urls (link graph).

Random walks on the click graph. The idea of representing the query log
information as a bipartite graph between queries and documents (where the
edges are weighted according to the user clicks) has been extensively used
in the literature. Craswell and Szummer [23] study a random-walk model on
the click graph, and they suggest using the resulting probability distribution
of the model for ranking documents to queries. As mentioned in [23], query-
document pairs can be considered as “soft” (positive) relevance judgments.
These are however are noisy and sparse. The noise is due to the fact that users
judge from short summaries and might not click on relevant documents. The
sparsity problem is due to the fact that the users may not click on relevant
documents. When a large number of documents are relevant, users may click
on only a small fraction of them. The random-walk model can be used to
reduce the amount of noise and it also alleviates the sparseness problem. One
of the main benefits of the approach in [23] is that relevant documents to a
query can be ranked highly even if no previous user has clicked on them for
that query.

The click-graph can be used in many applications. Some of the applications
discussed by Craswell and Szummer in [23] are the following:

®»  Query-to-document search. The problem is to rank relevant documents
for a given ad-hoc query. The click graph is used to find documents of
high quality and relevant documents for a query. Such documents may
not necessarily be easy to determine using pure content-based analysis.

= Query-to-query suggestion. Given a query of a user, we want to find
other queries that the user might be interested in. The role of the click-
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graph is determine other relevant queries in the “proximity” of the input
query. Examples of finding such related queries can be found in [9, 59].

= Document-to-query annotation. The idea is that a query can be used
as a concise description of the documents that the users click for that
query, and thus queries can be used to represent documents. Studies have
shown that the use of such a representation can improve web search [60].
It can be used for other web mining applications [51].

= Document-to-document relevance feedback. For this application, the
task is to find relevant documents for a given target document, and are
also relevant for a user.

The random walk on the click graph models a user who issues queries, clicks
on documents according to the edge weights of the graph. These documents
inspire the user to issue new queries, which in turn lead to new documents and
so on. More formally, we define G = (Q U D, E) is the click graph, with @
and D being the set of queries and documents. We define E being the set of
edges, the weight Cj;, of an edge (j, k) is the number of clicks in the query
log between nodes j and k. The weights are then normalized to represent the
transition probabilities at the ¢-th step of the walk. The transition probabilities
are defined as follows:

Cin . .
. 1—s)<—, ifk ,
Prociplk | ] = { A =s)yicn, k2]

s, if k = 7.

In other words, a self-loop is added at each node. The random walk is per-
formed by traversing the nodes of the click graph according to the probabilities
Pry [k | J].

Let A be the adjacency-matrix of the graph, whose (j,k)-th entry is
Prq)¢[k | j]. Then, if q; is a unit vector with an entry equal to 1 at the j-th
position and all other entries equal to O, the probability of a transition from
node j to node k in ¢ steps is Pryo[k | j] = [q;A']x. The notation [u]; refers
to the i-th entry of vector u. The random-walk models that are typically used
in the literature, such as PageRank and much more, consider forward walks,
and exploit the property that the resulting vector of visiting probabilities [qA]
converges to a fixed distribution. This is the stationary distribution of the ran-
dom walk, as ¢ — oo, and is independent of the vector of initial probabilities q.
The value [th} k» 1.., the value of the stationary distribution at the k-th node,
is usually interpreted as the importance of node k in the random walk, and it is
used as the score for ranking node k.

Craswell and Szummer consider the idea of running the random walk back-
wards. Essentially the question is which is the probability that the walk
started at node k given that after ¢ steps is at node j. Bayes’ law gives
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Proy[k | j] o< Pryolj | k] Prolk], where Pro[k] is a prior of starting at node
k and it is usually set to the uniform distribution, i.e., Pro[k] = 1/N. To
see the difference between forward and backward random walk, notice that
since the stationary distribution of the forward walk is independent from the
initial distribution, the limiting distribution of the backward random walk is
uniform. Nevertheless, according to Craswell and Szummer, running the walk
backwards for a small number of steps (before convergence) gives meaningful
differentiation among the nodes in the graph. The experiments in [23] confirm
that for ad-hoc search in image databases, the backward walk gives superior
precision results than the forward random walk.

Random surfer and random querier. While the classic PageRank algorithm
simulates a random surfer on the web, the random-walk on the click graph
simulates the behavior of a random querier: moving between queries and doc-
uments according to the clicks of the query log. Poblete et al. [52] observe that
searching and surfing the web are the two most common actions of web users,
and they suggest building a model that combines these two activities by means
of a random walk on a unified graph: the union of the hyperlink graph with the
click graph.

The random walk on the unified graph is described as follows: At each
step, the user selects to move at a random query or a random document with
probability 1 — c. With probability «, the user makes a step, which can be one
of two types:

m  with probability 1 — /3 the user follows a link in the hyperlink graph,

m with probability 3 the user follows a link in the click graph.

The authors in [52] point out that combining the two graphs is beneficial, be-
cause the two graph structures are complementary and each of them can be
used to alleviate the shortcomings of the other. For example, using clicks is
a way to take into account user feedback, and this improves the robustness
of the hyperlink graph to the degrading effects of link-spam. On the other
hand, considering hyperlinks and browsing patterns increases the density and
the connectivity of the click graph, and the model takes into account pages that
users might visit after issuing particular queries.

The query-flow graph. We will now change the focus of the discussion to a
different type of graphs extracted from query logs. In all our previous discus-
sions, the graphs do not take into account the notion of time. In other words,
the timestamp information from the query logs is completely ignored. How-
ever, if one wants to reason about the querying patterns of users, and the ways
that user submit queries in order to achieve more complex information retrieval
goals, one has to include the temporal aspect in the analysis of query logs.
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In order to capture the querying behavior of users, Boldi et al. [13] define
the concept of the query-flow graph. This is related to the discussion about
sessions and chains at the beginning of this section. The query-flow graph G ¢
is then defined to be directed graph G = (V, E, w) where:

m the set of nodes is V' = Q U {s, t}, i.e., the distinct set of queries () sub-
mitted to the search engine and two special nodes s and ¢, representing a
starting state and a terminal state. These can be interpreted as the begin
and end of a chain;

m F CV x Visthe set of directed edges;

= w: E — (0,1] is a weighting function that assigns to every pair of
queries (¢q,4¢") € E a weight w(q, ¢') representing the probability that ¢
and ¢ are part of the same chain.

Boldi et al. suggest a machine learning method for building the query-flow
graph. First, given a query log £, it is assumed that it has been split into a
set of sessions S = {S1,...,S,}. Two queries ¢, ¢’ € Q are rentatively con-
nected with an edge if there is at least one session in S in which ¢ and ¢’ are
consecutive. Then, for the tentative edges, the weights w(q, ¢’) are learned us-
ing a machine learning algorithm. If the weight of an edge is estimated to be
0, then the edge is removed. The features used to learn the weights w(q, ¢)
include textual features (such as the cosine similarity, the Jaccard coefficient,
and size of intersection between the queries ¢ and ¢’, computed on on sets
of stemmed words and on character-level 3-grams), session features (such as
the number of sessions in which the pair (g, ¢') appears, the average session
length, the average number of clicks in the sessions, the average position of
the queries in the sessions, etc.), and time-related features (such as the aver-
age time difference between ¢ and ¢’ in the sessions in which (g, ¢') appears).
Several of those features have been used in the literature for the problem of
segmenting a user session into logical sessions [33]. For learning the weights
w(q, q'), Boldi et al. use a rule-based model and 5 000 labeled pairs of queries
as training data. Boldi et al. argue that the query-flow graph is a useful con-
struct that models user querying patterns and can be used in many applications.
One such application is that of query recommendations.

Another interesting application of the query-flow graph is segmenting and
assembling chains in user sessions. In this particular application, one compli-
cation is that there is not necessarily some timeout constraint in the case of
chains. Therefore, as an example, all the queries of a user who is interested in
planning a trip to a far-away destination and web searches for tickets, hotels,
and other tourist information over a period of several weeks should be grouped
in the same chain. Additionally, for the queries composing a chain, it is not
required to be consecutive. Following the previous example, the user who is
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planning the far-away trip may search for tickets in one day, then make some
other queries related to a newly released movie, and then return to trip planning
the next day by searching for a hotel. Thus, a session may contain queries from
many chains. Conversely, a chain may contain queries from many sessions.

In [13] the problem of finding chains in query logs is modeled as an As-
symetric Traveling Salesman Problem (ATSP) on the query-flow graph. The
formal definition of the chain-finding problem is the following: Let S =
(q1,92,--.,qx) be the supersession of one particular user. We assume that
a query-flow graph has been built by processing a query log that includes S.
Then, we define a chain cover of S to be a partition of the set {1, ..., k} into
subsets C1, ..., Cp. Eachset C,, = {if < --- < i} } can be thought of as a
chain Cy, = (s, qv, . . - S it t), which is associated with probability

Pr[Cy] = Prls, qip] Prlgiv, qig] ... Prlasy |, qiv [ Prigiy ],

We would like to find a chain cover maximizing Pr[C}] ... Pr[C}].

The chain-finding problem is then divided into two subproblems: session
reordering and session breaking. The session reordering problem is to ensure
that all the queries belonging to the same search session are consecutive. Then,
the session breaking problem is much easier as it only needs to deal with non-
intertwined chains.

The session reordering problem is formulated as an instance of the ATSP:
Given the query-flow graph G with edge weights w(q,¢’), and given the
session S = (q1,42,-..qx), consider the subgraph of Gy induced by
S. This is defined as the induced subgraph Gs = (V, E,h) with nodes
V ={s,qi,...,qi t}, edges E, and edge weights h defined as h(g;,q;) =
—log max{w(g;, q;), w(g;, t)w(s, ¢;) }. The maximum of the previous expres-
sion is taken over the options of splitting and not splitting a chain. For more
details about the edge weights of G g, see [13]. An optimal ordering is a per-
mutation 7 of (1,2, ... k) that maximizes the expression

k—1
H w(Qw(i)a qw(iJrl))'

i=1

This problem is equivalent to that of finding a Hamiltonian path of minimum
weight in this graph.

Session breaking is an easier task, once the session has been re-ordered.
It corresponds to the determination of a series of cut-off points in the re-
ordered session. One way of achieving this is by determining a threshold 7
in a validation dataset, and then deciding to break a reordered session when-

ever w(Qﬂ'(l)’ QW(iJrl)) <.
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4.3 Query Recommendations

As the next topic of graph mining for web applications and query-log anal-
ysis, we discuss the problem of query recommendations. Even though the
problem statement does not involve graphs, many approaches in the literature
work by exploring the graph structures induced from query logs. Examples of
such graphs were discussed in the previous section.

The application of query recommendation takes place when search engines
offer not only document results but also alternative queries in response to the
queries they receive from their users. The purpose of those query recommen-
dations is to help users locate information more effectively. Indeed, it has been
observed over the past years that users are looking for information for which
they do not have sufficient knowledge [10], and thus they may not be able to
specify their information needs precisely. The recommendations provided by
search engines are typically queries similar to the original one, and they are
obtained by analyzing the query logs.

Many of the algorithms for making query recommendations are based on
defining similarity measures among queries, and then recommending the most
popular queries in the query log among the similar ones to a given query. For
computing query similarity, Wen et al. [59] suggest using distance functions
based on (¢) the keywords or phrases of the query, (i¢) string matching of
keywords, (ii7) the common clicked documents, and (¢v) the distance of the
clicked documents in some pre-defined hierarchy. Another similarity measure
based on common clicked documents was proposed by Beeferman et al. [9].
Baeza-Yates et al. [5] argue that the distance measures proposed by the previ-
ous methods have practical limitations, because two related queries may output
different documents in their answer sets. To overcome these limitations, they
propose to represent queries as term-weighted vectors obtained by aggregating
the term-weighted vectors of their clicked documents. Association rule mining
has also been used to discover related queries in [28]. The query log is viewed
as a set of transactions, where each transaction represents a session in which a
single user submits a sequence of related queries in a time interval.

Next we review some of the query recommendation methods that are based
on graph structures.

Hitting time. Mei et al. [44] propose a query recommendation method, which
is based on the proximity of the queries on the click graph. Recall that the click
graph is the bipartite graph that has queries and documents as two partitions,
and the weight of an edge w(q, u) indicates the number of times that document
d has been clicked when query ¢ was submitted. The main idea is based on
the concept of structural proximity of specific nodes. When the user submits
a query, the corresponding node is located in the click graph, and other rec-
ommendations are queries that are located in the proximity of the query node.
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For a meaningful notion of distance between nodes in the click graph, Mei et
al. suggest to use the notion of hitting time. The hitting time from a node w to a
node v in a graph G is the expected number of steps taken when v is visited for
a first time in a random walk starting from u. Hitting time captures not only
nodes that are connected by short paths in the graph but also nodes that are
connected by many paths. Therefore, it is a robust distance measure between
graph nodes.

In addition, Mei et al. [44] propose an adaptation of their method that can
provide personalized query suggestions. The idea is to adjust the weights of
the edges of the click graph so that they can better model the preferences of
the user for whom we want to provide a recommendation. Mei et al. observe
that models for personalized web search provide estimates of a probability that
a user clicks on a certain document. Thus, any personalized algorithm for
web search can be combined with their hitting-time method in order to provide
personalized recommendations.

Topical query decomposition. A different aspect of query recommendation
is addressed by Bonchi et al. [14], who try to overcome a common limitation
of many query recommendation algorithms. This limitation is that many of
the recommendations are very similar to each other. Instead Bonchi et al. for-
mulate a new problem, which they call topical query decomposition. In this
new framework, the goal is to find a set of queries that cover different as-
pects of the original query. The intuition is that such a set of diverse queries
can be more useful in cases when the query is too short (and thus imprecise
and ambiguous), and it is hard to receive good recommendations based on the
query-content only.

The problem statement of topical query decomposition is based again on the
click graph. In particular, let ¢ be a query and D(q) be the result set of ¢, i.e.,
the neighbor nodes of ¢ in the click graph. We denote with Q(q) the maximal
set of queries p;, where for each p;, the set D(p;) has at least one document in
common with the documents returned by ¢. In other words, we have

Q(q) = {pil{pi» D(pi)) € L N D(pi) N D(q) # 0}.

The goal is to compute a cover, i.e., selecting a sub-collection C C Q(g;) such
that it covers almost all of D(q;). As stated before, the queries in C should
represent coherent, conceptually well-separated set of documents: they should
have small overlap, and they should not cover too many documents outside
D(q;).

Bonchi et al. propose two different algorithms for the problem of topical
query decomposition. The first algorithm is a top-down approach, based on
set covering. Starting from the queries in ((q), this approach tries to handle
the problem as a special instance of the weighted set covering problem. The
weight of each query in the cover is given by its internal topical coherence, the
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fraction of documents in D(q), the number of documents it retrieves that are
not in D(q), as well as its overlap with other queries in the solution. The sec-
ond algorithm is a bottom-up approach, based on clustering. Starting with the
documents in D(q), this approach tries to build clusters of documents which
are compact in the topics space. Since the resulting clusters are not necessarily
document sets associated with queries existing in the query log, a second phase
is needed. In this phase, the clusters found in the first phase are “matched” to
the sets that correspond to queries in the query log.

Query recommendations based on the query-flow graph. Boldi et al. [13]
investigate the alternative approach of finding query recommendations using
the query-flow graph instead of the click graph. A random walk approach
is used in the this case, as in the approach of Mei et al. [44]. However, in
this case, the recommended queries are selected on the basis of a PageRank
measure instead of hitting time. We also allow feleportation (or jumps) to
specific nodes during the random walks in order to bias the walk towards these
nodes. In particular, given the query ¢, the method computes the PageRank
values of a random walk on the query-flow graph where the teleportation is
always at the node of the graph that corresponds to query q. In this way, queries
that are close to ¢ in the graph are favored to be selected as recommendations.
The advantage of using the query-flow graph instead of the click graph is that
the method favors as recommendations for ¢ queries ¢’ that follow ¢ in actual
user sessions. Thus, it is likely that ¢’ are natural continuations of ¢ in an
information seeking task performed by users.

Boldi et al. [13] explore various alternatives to that of using random walk
on the query-flow graph for the query recommendation problem. One inter-
esting idea is to use normalized PageRank. Here, if s,(¢’) is the PageRank
score for query ¢’ on a random walk with teleportation to the original query
¢, instead of using the pure random-walk score s,(¢’), they consider the ra-
tio 5,(¢") = s4(¢")/r(¢") where r(q’) is the absolute random-walk score of
¢’ (i.e., the one computed using a uniform teleportation vector). The intuition
behind this normalization is to avoid recommending very popular queries (like
“ebay”) that may easily get high PageRank scores even though they are not
related with the original query. The experiments in [13] showed that in most
cases $4(q’) produces rankings that are more reasonable, but sometimes tend
to boost by too much the scores with low absolute value r(¢"). To use a bigger
denominator, they also tried dividing with \/ r(q’), which corresponds to the
geometric mean between s4(q’) and $4(¢’).

Another interesting variant of the query-recommendation framework of
Boldi et al. is providing recommendations that depend not only on the last
query input by the user, but on some of the last queries in the user’s history.
This approach may help to alleviate the data sparsity problem. This is because
the current query may be rare, but among the previous queries there might be
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queries for which we have enough information in the query flow graph. Basing
the recommendation on the user’s query history may also help to solve ambigu-
ous queries, as we have more informative suggestions based on what the user
is doing during the current session. To take the recent queries of the user into
account, one has to modify the random walk, in order to perform the telepor-
tation into the set of last queries, instead of only the one last query. For more
details on the method and various examples of recommendations see [13].

Using both the click graph and session data. Finally, we discuss the query-
recommendation approach of Cao et al. [17], which uses both the click graph
and session data. As in the previous case of Boldi et al., the algorithm of Cao
et al. has the advantage that it provides recommendations that are based on the
few last queries of the user. The proposed algorithm has two steps. In the first
step, the algorithm uses the click-graph in order to clusters all the queries of the
query log. In particular, two queries are represented by the vector of neighbor
documents in the click graph, and then the queries are clustered based on the
Euclidean distance of their representation vectors. A simple greedy clustering
algorithm is proposed that can scale to very large query-log data. In the second
step, user sessions are processed and each query is represented by the cluster
center that was assigned to during the first clustering step. The intuition of
representing queries by their cluster center is to address the problem that two
queries might have the same search intent. Thus, the authors in [17] prefer to
work with “query concepts” rather than individual queries. Then frequent se-
quential patterns are mined from the user sessions. For each frequent sequence
of query concepts c¢; = ¢ ... ¢, the concept ¢; is used as a candidate concept
for the sequence ¢, = ¢1...¢_1. A ranked list of candidate concepts ¢ for
¢ is then built based on the occurrences of the concepts ¢ following ¢ in the
same session; the more occurrences c has, the higher c is ranked. In practice,
it is only needed to keep the representative queries of the top-k (e.g., k = 5)
candidate concepts. These representative queries are called the candidate rec-
ommendations for the sequence ¢, and can be used for query recommendation,
when ¢/, is observed online.

5. Conclusions

In this chapter we reviewed elements of mining graphs in the context of
web applications. We focused on graphs arising in social networks, social me-
dia, and query logs. We discussed modeling issues and we presented specific
problems in those areas, such as estimating the reputation and the popularity
of items in a network, mining query logs, and performing query recommenda-
tions. Understanding the structure of graphs appearing in those applications,
modeling the complex interactions between entities, and designing algorithms
for leveraging the latent knowledge introduces new challenges in the field of
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graph mining. Classic graph-mining algorithms such as those involving ran-
dom walks can provide a starting point. However, they often need to be ex-
tended and adapted in order to capture the requirements and complexities of
the data models and the applications at hand.
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