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Preface 

The customer orientation philosophy of modern business organizations and the 
implementation of the main principles of continuous improvement, justifies the 
importance of evaluating and analyzing customer satisfaction. In fact, customer 
satisfaction is considered today as a baseline standard of performance and a possi-
ble standard of excellence for any business organization. 

Extensive research has defined several alternative approaches, which examine 
the customer satisfaction evaluation problem from very different perspectives. 
These approaches include simple quantitative tools, statistical and data analysis 
techniques, consumer behavioral models, etc. and adopt the following main prin-
ciples: 

• The data of the problem are based on the customers’ judgments and are directly 
collected from them. 

• This is a multivariate evaluation problem given that customer’s overall satisfac-
tion depends on a set of variables representing product/service characteristic 
dimensions. 

• Usually, an additive formula is used in order to aggregate partial evaluations in 
an overall satisfaction measure. 

Many of the aforementioned approaches do not consider the qualitative form of 
customers’ judgments, although this information constitutes the main satisfaction 
input data. Furthermore, in several cases, the measurements are not sufficient 
enough to analyze in detail customer satisfaction because models’ results are 
mainly focused on a simple descriptive analysis. 

Taking into account all the above, the aim of this book is to provide a compre-
hensive discussion of the customer satisfaction evaluation problem, by presenting 
an overview of the existing methodologies, as well as the development and im-
plementation of an original multicriteria method in the context of this particular 
problem. The main objective of the proposed multicriteria method is the develop-
ment of a model able to evaluate the level of customer satisfaction both globally 
and partially for each of the characteristics/attributes of the offered prod-
uct/service. Moreover, the method aims at providing an integrated set of results 
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capable to analyze customer needs and expectations and to justify their satisfac-
tion level. Finally, the development of a decision support tool emphasizing the un-
derstanding and applicability of the results is also examined. 

The book is organized in nine chapters aiming to comprehensively present the 
alternative methodological approaches and the different perspectives of the cus-
tomer satisfaction evaluation problem. 

Chapter 1 is devoted to the presentation of the customer satisfaction measure-
ment problem. Based on the literature, the definitions of “satisfaction” and “cus-
tomer” are given in detail, while a short historical review and reporting of relevant 
efforts are discussed. 

The problem of measuring customer satisfaction is approached by several dif-
ferent scientific fields. Chapter 2 describes such alternative methodologies, includ-
ing the most important quantitative techniques, as well as the related consumer 
behavioral models. 

Chapter 3 presents additional quality-based approaches that may be used in the 
satisfaction measurement and analysis problem. In this context, service quality 
models are presented and the linkage between customer/employee satisfaction and 
Total Quality Management is discussed. 

Chapter 4 is devoted to the development of the multicriteria method MUSA 
(MUlticriteria Satisfaction Analysis) aiming at measuring and analyzing customer 
satisfaction. The MUSA method is a preference disaggregation model following 
the principles of ordinal regression analysis (inference procedure). The results of 
the method are able to provide a decision-aid tool and assess an integrated bench-
marking system. 

Several extensions of the MUSA method are discussed in Chapter 5. These in-
clude different formulations of value functions, multiple satisfaction criteria lev-
els, additional constraints, different types of input data, and alternative optimality 
criteria. Moreover the problem of modeling preference on criteria importance is 
discussed, and a satisfaction barometer model is described. 

Chapter 6 refers to advanced topics on the MUSA method. In this context, 
computational issues of the method and the selection of appropriate values of 
model parameters are discussed, while several reliability indicators are proposed. 
In addition, an experimental simulation process is used in order to compare alter-
native satisfaction measurement methods. 

Chapter 7 is devoted to customer satisfaction surveys and barometers. More 
specifically, several issues for designing and conducting satisfaction surveys are 
discussed and the most important national customer satisfaction barometers are 
presented. 

The main aim of Chapter 8 is to present applications of the MUSA method in 
real-world customer satisfaction surveys. These applications refer to business or-
ganizations of several types and demonstrate the implementation process of the 
method. 

Finally, Chapter 9 presents different information technology approaches related 
to customer satisfaction. These approaches not only focus on measuring and ana-
lyzing customer satisfaction, but also refer to the management of rela-
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tions/transactions between companies and customers. In this context several cus-
tomer service information systems are discussed, along with the MUSA software. 

As authors of this book, we would like to thank the management of the busi-
ness organizations that assigned us the presented customer satisfaction measure-
ment projects, and kindly permitted the publication of parts of these studies. More-
over, we thank the researchers Andreas Samaras and Yannis Politis for their help 
in several parts of the book, as well as all the members of the Decision Support 
Systems Design and Development Laboratory (ERGASYA) of Technical Univer-
sity of Crete, Greece. Especially, we would like to thank Dr. Christina Diakaki for 
her valuable comments and edits of the whole manuscript; without her help and 
encouragement, this book may have not been achieved. Finally, we would like to 
extend our sincere thanks to Springer publishing editor, Fred S. Hillier, for his pa-
tience and encouragement during the preparation of this book. 

 
 

Evangelos Grigoroudis 
Yannis Siskos 
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Chapter 1 

Introduction 

1.1 Importance of Customer Satisfaction 

Customer satisfaction measurement is one of the most important issues con-
cerning business organizations of all types, which is justified by the customer-
orientation philosophy and the main principles of continuous improvement of 
modern enterprises. In fact, measurement constitutes one of the five main func-
tions of the management science allowing for the understanding, the analysis, and 
the improvement (Massnick, 1997). As it is rumored, Lord Kelvin (19th century) 
said that “…if you cannot measure something, you cannot understand it…” 

For these reasons, customer satisfaction should be measured and translated into 
a number of measurable parameters. In the recent decades, the importance of cus-
tomer satisfaction for business organizations has been increased. Thus, customer 
satisfaction measurement is now considered as the most reliable feedback, taking 
into account that it provides in an effective, direct, meaningful and objective way 
the customers’ preferences and expectations. In this way, customer satisfaction is 
a baseline standard of performance and a possible standard of excellence for any 
business organization (Gerson, 1993). 

To reinforce customer orientation on a day-to-day basis, a growing number of 
companies choose customer satisfaction as their main performance indicator. It is 
almost impossible, however, to keep an entire company permanently motivated by 
a notion as abstract and intangible as customer satisfaction. Therefore, customer 
satisfaction must be translated into a number of measurable parameters directly 
linked to people’s job, i.e. factors that people can understand and influence 
(Deschamps and Nayak, 1995). Moreover, customer satisfaction measurement 
provides a sense of achievement and accomplishment for all employees involved 
in any stage of the customer service process. In this way, satisfaction measurement 
motivates people to perform and achieve higher levels of productivity (Wild, 
1980; Hill, 1996). 

©
in Operations Research & Management Science 139, DOI 10.1007/978-1-4419-1640-2_1,
  Springer Science + Business Media, LLC 2010
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The importance of customer satisfaction measurement is also justified by the 
fact that the field of Consumer Behavioral Analysis has centered its interest in the 
post-purchase customer behavior (Kotler, 1994; Hill, 1996). More specifically, re-
search is focused on the evaluation of the usage results of a product/service, and 
the way that this usage affects customer’s post-purchase actions, as displayed in 
Figure 1.1. 

Generally, the main reasons for measuring customer satisfaction are summa-
rized in the following (Motorola, 1995; Dutka, 1995): 

• Customer satisfaction constitutes the most reliable market information. This 
way, a business organization is able to evaluate its current position against 
competition, and accordingly design its future plans. 

• A large number of customers avoid expressing their complaints or their dissat-
isfaction from the product or service provided, either due to a particular attitude 
or because they are not sure that the company will perform any corrective ac-
tion (Figure 1.2). 

• Customer satisfaction measurement is able to identify potential market oppor-
tunities. 

• The main principles of continuous improvement require the development of a 
specific customer satisfaction measurement process. This way, any improve-
ment action is based on standards that take into account customer expectations 
and needs. 

• Customer satisfaction measurement may help business organizations to under-
stand customer behavior, and particularly to identify and analyze customer ex-
pectations, needs, and desires. 

• The application of a customer satisfaction measurement program (see section 
1.4) may reveal potential differences in the service quality perceptions between 
the customer and the management of the business organization. 

 
Fig. 1.1 The individual buying decision process (Hill, 1996) 
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Fig. 1.2 Dissatisfied customers complaint behavior (Day and Landon, 1977) 

Market-driven business organizations place special emphasis on customer satis-
faction. Edosomwan (1993) defines these organizations as follows: 

“…A customer- and market-driven enterprise is one that is committed to providing 
excellent quality and competitive products and services to satisfy the needs and wants of 
customers in a well-defined market segment…Such an enterprise analyzes its market 
capabilities and provides products and services to satisfy market needs. It considers its 
customers as the final judges who determine product and service satisfaction level, 
delivery, price, and performance…” 

The most important advantages of a customer satisfaction measurement survey 
may be summarized in the following (Dutka, 1995; Naumann and Giel, 1995; 
Czarnecki, 1999): 

• Customer satisfaction measurement programs improve the communication with 
the total clientele, provided that they constitute continuous and systematic ef-
forts of the business organization. 

• Business organizations may examine whether the provided services fulfill cus-
tomer expectations. Furthermore, it is possible to examine whether new actions, 
efforts, and programs have any impact on the organizations’ clientele. 

• The critical satisfaction dimensions that should be improved are identified, as 
well as the ways through which this improvement may be achieved. 

• The most important strengths and weakness of the business organization 
against competition are determined, based on customer perceptions and judg-
ments. 

• The personnel of the business organization is motivated to increase its produc-
tivity given that all improvement efforts, regarding the offered services, are 
evaluated by the customers themselves. 
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Finally, it should be mentioned that although customer satisfaction is a neces-
sary but not a sufficient condition for the financial viability, several researches 
have shown that there is a significant correlation among satisfaction level, cus-
tomer loyalty, and profitability (Dutka, 1995; Naumann and Giel, 1995). 

1.2 Main Definitions 

1.2.1 Definition of Satisfaction 

The different aspects of satisfaction make definition difficult, mainly because it 
is related to the complete consumption experience (Oliver, 1997): 

• Satisfaction with events that happen during consumption. 
• Satisfaction with final outcome. 
• Satisfaction with level of satisfaction received. 

In this context, satisfaction is viewed in terms of singular events leading to up 
to a consumption outcome (collective impression of these events), and finally to 
the entire experience judgment. 

A comprehensive definition of customer satisfaction in terms of pleasurable 
fulfillment is given by Oliver (1997): 

“…Satisfaction is the consumer’s fulfillment response. It is a judgment that a product or 
service feature, or the product or service itself, provided (or is providing) a pleasurable 
level of consumption-related fulfillment, including levels of under- or overfulfillment…” 

According to an exhaustive review of Yi (1991), customer satisfaction may be 
defined in two basic ways: either as an outcome, or as a process (Table 1.1): 

1. The first approach defines satisfaction as a final situation or as an end-state re-
sulting from the consumption experience. 

2. The second approach emphasizes the perceptual, evaluative and psychological 
process that contributes to satisfaction. 

Although different approaches of defining customer satisfaction may be found 
in the literature, the most popular of them are based on the fulfillment of customer 
expectations. As, Gerson (1993), Hill (1996), Oliver (1997), and Vavra (1997), 
mention, satisfaction is a standard of how the offered “total” product or service 
fulfils customer expectations. 

The criticism of the previous approach is focused on the cases where the com-
parison with the expectations, especially when they are not too high, may create 
inconsistencies in the analysis of customer behavior (Dutka, 1995). Moreover, as 
mentioned by Zifko-Baliga (1998), satisfaction according to this particular ap-
proach is a standard for how well the customers can predict the performance level 
at which a product or a service will satisfy them. 
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Table 1.1 Definitions of customer satisfaction (Yi, 1991) 

Approach Definition Author 

Satisfaction as 
an outcome 

The buyer’s cognitive state of being adequately or in-
adequately rewarded for the sacrifices he has under-
gone 

Howard and Sheth 
(1969) 

 An emotional response to the experience provided by, 
(or associated with) particular products or services pur-
chased, retail outlets, or even molar patterns of behav-
ior, as well as the overall marketplace 

Westbrook and Reilly 
(1983) 

 An outcome of purchase and use resulting from the 
buyer’s comparison of the rewards and the costs of the 
purchase in relation to the anticipated consequences 

Churchill and Suprenant 
(1982) 

Satisfaction as 
a process 

An evaluation rendered that the experience was at least 
as good as it was supposed to be 

Hunt (1977) 

 An evaluation that the chosen alternative is consistent 
with prior beliefs with respect to that alternative 

Engel and Blackwell 
(1982) 

 The consumer’s response to the evaluation of the per-
ceived discrepancy between prior expectations and the 
actual performance of the product as perceived after its 
consumption 

Tse and Wilton (1988) 

 
Several researchers (Parasuraman et al., 1985, 1988; Hill, 1996) place emphasis 

on the fact that customer satisfaction is a perception, and thus, this particular in-
formation is not readily available, but instead additional effort is required in order 
to collect, measure, analyze, and explain it. 

Moreover, customer perceptions play a key role in the theory of “service gaps”, 
which tries to study the differences between expectations and experience. As 
shown in Figure 1.3, the overall gap that results in a dissatisfied customer is 
caused by one (or more) of the following earlier gaps (Hill, 1996): 

1. Promotional gap: the inability of the business organization to fulfill expecta-
tions created in the minds of customers mainly by marketing communications. 

2. Understanding gap: the gap occurred due to the inaccurate understanding of 
customer needs and priorities by the managers of the organization. 

3. Procedural gap: the gap occurred due to the translation of customer expecta-
tions into appropriate operating procedures and systems with the business or-
ganization. 

4. Behavioral gap: the difference between customer expectations and organiza-
tion’s performance, focusing on how procedures adequately cover service de-
livery requirements. 

5. Perception gap: the difference between customer performance perceptions and 
reality. 
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Gap 1
The promotional gap
What is said about the 
service differs from the 

standards actually 
delivered

Gap 2
The understanding gap

Managers’ perceptions of 
customers’ expectations 

are inaccurate

Gap 3
The procedural gap

Customers’ expectations 
are not translated into 
appropriate operating 
procedures/systems

Gap 4
The behavioral gap
The service that is 

delivered is different 
from the specification of 

the service

The service quality gap

The difference between 
customer’s expectations 

of a service and their 
perceptions of the actual 
service delivered by an 

organization

Gap 5
The perception gap
The level of service 

perceived by customers 
differs form the service 

actually provided
 

Fig. 1.3 Service gaps (Hill, 1996) 

The “service gaps” theory is able to explain different service quality percep-
tions between the customer and it is the core concept of the Servqual model (see 
section 3.2.2). 

Further to expectations, several alternative comparison standards have been 
proposed for defining customer satisfaction: 

• Spreng and Olshavsky (1992) argue that customer desires instead of expecta-
tions should be used when comparing the performance of a product or a ser-
vice. 

• The research study of Churchill and Suprenant (1982) shows that the perform-
ance of the partial characteristics of a product is a very important customer sat-
isfaction index, especially in the case of durable goods. 

• Similarly, Woodruff et al. (1991) claim that the comparison should be based on 
particular performance standards instead of customer expectations. Their ap-
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proach focuses on the formulation of performance standards, based on the ex-
perience from the use (experience-based norms) of not only the particular 
product, but also other competitive products. This way, the examined product 
does not necessarily constitutes a reference standard for the comparison proc-
ess. 

Based on the aforementioned definitions, it is clear that different viewpoints 
may emphasize different aspects of customer satisfaction. Additionally, other con-
ceptual distinctions at different vertical (micro/individual and macro/aggregate 
dimension) and horizontal (antecedents and consequences) levels may be reveal 
the complexity of the meaning of satisfaction, as shown in Table 1.2 (Oliver, 
1997). 

Consequently, alternative definitions of customer satisfaction vary with regard 
to the object focus and the level of specificity. These levels include mainly the fol-
lowing (Yi, 1991): 

• Satisfaction with a product or service. 
• Satisfaction with a purchase decision experience. 
• Satisfaction with a performance attribute. 
• Satisfaction from a consumption-use experience. 
• Satisfaction with a department or store of the business organization. 
• Satisfaction with a pre-purchasing experience. 

Table 1.2 Vertical and horizontal views of satisfaction (Oliver, 1997) 

Viewpoint Antecedents Core concept Consequences 

Individual (single 
transaction) 

Performance or service 
encounter 

Transaction-specific 
satisfaction 

Complimenting 
Complaining 
Word of mouth 

Individual (time-
accumulated) 

Accumulated performance 
history 

Summary classification Attitude 
Loyalty 
Switching 

Firm’s customers in 
the aggregate 

Reputation 
Product quality 
Promotion 

Average satisfaction 
Repurchase rates 
Competitive ranking 

Share 
Profits 

Industry or com-
mercial sector 

Average quality 
Monopoly power 

Consumer sentiment Regulation 
Taxation 

Society Product or service variety
Average quality 

Psychological well-being Tranquility 
Productivity 
Social progress 
Alienation 
Consumerism 

 
Finally, it should be mentioned that in several cases the definition of customer 

satisfaction is examined in parallel to other related terms like quality, customer 
value, service, etc. (Burns and Woodruff, 1991; Sheth et al., 1991; Gerson, 1993; 
Edosomwan, 1993; Woodruff et al., 1993; Dutka, 1995; Naumann, 1995; 
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Naumann and Giel, 1995; Woodruff and Gardial, 1996; Massnick, 1997; Zifko-
Baliga, 1998). 

 
 

1.2.2 Identification of Customers 

The process of explicitly defining the set of customers in a business organiza-
tion may be proven quite difficult, given the size of this set and the existence of 
multiple segments and behavioral groups. In many cases also, the lack of data 
relative to the set of customers (e.g. a customer database) makes this particular 
process an even more difficult task. For this reason, when the term “customer” is 
used, it is necessary to clarify whether it refers to current, past, potential, internal 
or external customers. 

According to the classic approach, a customer is the person who buys a product 
or a service offered by a business organization, as the purchase process of Figure 
1.1 displays (see for example Engel et al., 1978; Engel and Blackwell, 1982). 
Similarly, potential customers may be considered as the persons that have: 

• the need or desire to purchase the product or the service, 
• the motive to proceed to this particular purchase, 
• the necessary financial resources (cash or credit), and 
• the ability to access the locations where the products or the services are made 

available. 

Despite the simplicity of the aforementioned definition, there are several criti-
cal issues that need clarification: 

• In many cases, the purchaser and the user of a product or a service may be dif-
ferent. Additionally, there might be several individuals involved in the buying 
purchasing process, having different roles and contributing unevenly in the fi-
nal purchase decision. Thus, the problem of which of them should be included 
in a satisfaction measurement program arises. 

• Usually, customer should be defined as an entity, rather as a single person, par-
ticularly in business-to-business research. However, in this case, it is also diffi-
cult to define the term “customer”, since no single entities (individuals, organi-
zation’s departments) decide, buy, and use the product or the service. For 
example, executive management will often have different requirements and ex-
pectations from those of technical users, while corporate officers may have a 
different view of satisfaction than that of branch plants or operational units 
(Dutka, 1995). 

• In several cases, it is difficult to distinguish current from past customers. For 
example, is a customer who was making regular monthly purchases for five 
years and then stopped three months ago a past customer? Is the purchaser of a 
long-lasting durable good a current customer even if a new purchase has not 
been made during the last five years? As it is clear, currency depends mainly on 
the purchase cycle or frequency in the industry examined, and thus, it is neces-
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sary for business organizations to establish their own definition of “current cus-
tomer” probably with the help of an appropriate customer database (Vavra, 
2002). Moreover, it is possible to focus on particular segments of current cus-
tomers, like high value, special interest or vocal/conspicuous customers. 

The quality approach offers a different perspective on the definition of cus-
tomer, since quality is meeting the customer needs in a way that exceeds the cus-
tomer expectations. In this approach, a customer is the person that assesses the 
quality of the offered products and services. Consequently, these persons have the 
ability to express their dissatisfaction, in case that their expectations are not ful-
filled (Czarnecki, 1999; Gerson, 1993; Dutka, 1995). 

A process-oriented approach may also provide an alternative definition of cus-
tomer. As Edosomwan (1993) emphasizes, the customer is the person or group 
that receives the work output. According to this particular definition, the custom-
ers may be classified based on the following categories: 

1. Self-unit customers: All individuals are self-unit customers of themselves. Self-
inspection, a disciplined attitude, and a desire for excellence should be a way of 
life for everyone. 

2. Internal customers: The personnel of an organization constitutes the set of in-
ternal customers, who receive output from one or more internal process owners, 
or even process outputs performed by suppliers. 

3. External customers: This category refers to the buyers or users of the final 
products and services of the business organization. 

It should be mentioned that the relation between internal and external customer 
satisfaction is very strong and important as discussed in section 3.3. 

1.3 Evolution of Customers Satisfaction Measurment 

The measurement of customer satisfaction has emerged within the field of To-
tal Quality Management (TQM), although it has also been explored by several re-
searchers and theorists from other scientific areas (e.g. marketing). The TQM 
School formalizes customer satisfaction as a quality component, as appearing in 
the major quality awards (e.g. Malcolm Baldrige National Quality Award), em-
phasizing on the exploitation of customer satisfaction data within a business or-
ganization (i.e. design and develop products and services that meet customer ex-
pectations). On the other hand, the Marketing School explores customer 
satisfaction from a social-psychological perspective, studying how customer satis-
faction is formed and which is the impact on future purchase behavior (Vavra, 
1997). 

As it is accepted nowadays, the increasing interest in customer satisfaction is 
closely related to the quality revolution that started in the early 1980s. The TQM 
researchers realized that the quality improvement of products and services could 
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not only rely on internal metrics and standards of the business organizations, but it 
had also to be combined with customer information and feedback (Vavra, 1997). 
Moreover, the quality should be manifested in ways relevant and perceptible to the 
total set of customers. 

Deming (1993) mentions that the customer satisfaction surveys can record the 
pulse of a company’s clientele, given that they analyze and explain customer re-
quirements, while at the same time they can be integrated into the total communi-
cation procedure between the business organization and its customers. Deming 
(1993) and Juran (1988, 1993) consider this communication process with custom-
ers as the prime prerequisite for the design, development and improvement of the 
quality of products and services. 

While Deming and Juran focus on describing the necessary information that is 
collected in customers satisfaction surveys (i.e. customer input and feedback), 
other researchers from the TQM School emphasize on how a business organiza-
tion should exploit this information by taking specific improvement actions. The 
Quality Function Deployment method is a representative example of this particu-
lar approach (Hauser and Clausing, 1988). 

Generally, the TQM School studies the problem of customer satisfaction meas-
urement from the product or service quality viewpoint (Bounds et al., 1994; Busi-
ness Week Guide, 1994; Noori and Radford, 1995). In particular, customer satis-
faction is considered as a necessary condition for offering high quality products or 
services. In this context, AT&T in the early 1970s was the first company to intro-
duce a market survey different from these that the other companies used to con-
duct. This survey was called SAM (Satisfaction Attitude Measurement) and it was 
a satisfaction mail survey addressed only to customers that had used the technical 
assistance services of AT&T. Given the success of this effort, it was decided to 
expand the market survey to the total set of organization’s customers, taking the 
form of a telephone survey (it is now called TELSAM), so as to be integrated into 
the permanent customer satisfaction measurement program of AT&T. 

Regarding the Marketing School, customer satisfaction measurement was ini-
tially considered, during 1960-1980, as a problem of consumer behavioral analy-
sis. The most important efforts from this perspective were the following (Vavra, 
1997): 

1. Cardozo: The Cardozo model (1965) is one of the first research efforts in the 
area of customer satisfaction measurement. This approach is based on some of 
the major theories of social psychology, aiming at understanding the impact of 
satisfaction to future customer purchase behavior. In particular, the model 
combines Helson’s “contrast effect” and the Festinger’s theory of cognitive 
dissonance. The adaptation level theory provides a conceptual framework for 
understanding how consumers form product quality expectations, suggesting 
that the perceptual judgment of a person to incoming information depends on 
the individual’s current expectation level. The work of Helson (1964) on adap-
tation level theory, proposes that stimuli, resulting in a displacement of the ad-
aptation level may also change an individual’s perception of other information 
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in the series (i.e. a “contrast effect”). On the other hand, the theory of cognitive 
dissonance can account for the psychological consequences of disconfirmed 
expectations, since it proposes that people have a motivational drive to reduce 
dissonance by changing (or justifying/ rationalizing) their attitudes, beliefs, and 
behaviors (Festinger, 1957). 

2. Howard and Sheth: The work of Howard and Sheth (1969) is based on the de-
velopment of a process model of satisfaction, studied in parallel with their work 
on consumers’ pre-purchase and post-purchase reconciliation of information 
and feedback. The model is an attempt to pull together a disparate set of vari-
ables, which are divided into four main components: (1) inputs, which stimu-
late the purchasing process (e.g. product-related factors like price, quality, and 
availability, symbolic factors, i.e. images that stem from the mass media and 
sales people, and social factors, like family, reference groups, and social class), 
(2) perceptual constructs, which explain the consumer’s cognitive activity in 
terms of information processing, (3) learning constructs, which represent the 
results of information itself, and (4) outputs, which include not only the pur-
chase itself but also the implications for perception and learning. 

3. Oliver: One of the earliest and most cited works regarding customer satisfac-
tion measurement is the model of Oliver (1977, 1980, 1981). Using Helson’s 
adaption theory (Helson, 1964), Oliver suggests that expectations fix a standard 
of performance, offering a frame of reference for customer judgments. Thus, 
satisfaction may be viewed as a function of the baseline effect of expectations, 
modified by perceived disconfirmation (Vavra, 1997). Oliver’s approach is 
commonly referred to as the expectancy disconfirmation theory. Although sev-
eral variants of the model have been proposed, Oliver’s approach establishes a 
process describing how satisfaction is produced in this expectation disconfir-
mation framework. If subsequent purchase and consumption (perceived qual-
ity) are better that expected (positive disconfirmation), it will result in rating 
above this reference point, and the delight of this positive disconfirmation will 
enhance a satisfaction judgment. On the other hand, if ratings are below this 
reference point, it will result in negative disconfirmation. When the product is 
as expected, it results simply in confirmation. Further details on Oliver’s model 
are given in section 2.4.2. 

Other important efforts from the Marketing School include the research of Day 
(1977) and Hunt (1977), which are the editors of the Journal of Customer Satisfac-
tion/Dissatisfaction, published on a yearly basis since 1988. 

The development and installation of customer satisfaction barometers and busi-
ness excellence models constitute another important effort in this area. These 
models are able to give business organizations the opportunity to implement an in-
tegrated benchmarking program. The most characteristic examples include the na-
tional satisfaction barometers (e.g. American Customer Satisfaction Index, Swed-
ish Customer Satisfaction Barometer) and the quality awards (e.g. Malcolm 
Baldrige National Quality Award, EFQM excellence model). These approaches 
are presented analytically in sections 3.1.3 and 7.6. 
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By the mid-1980’s, the focus of both applied and academic research had shifted 
to the study of discrepancies or gaps regarding organizational perceptions of ser-
vice quality and the tasks associated with service delivery to customers. The work 
of Parasuraman et al. (1985, 1988) is the most characteristic example of this Ser-
vice Quality School. Their multi-item Servqual scale is considered to be one of the 
first attempts to operationalize the customer satisfaction construct (see section 
3.2.2). Major technological progress has also boosted the Service Quality School. 
For example, customer service centers and complaint departments of business or-
ganizations give the opportunity to interact and communicate with a large number 
of dissatisfied customers. In this framework, several researchers and practitioners 
had the ability to study this available information and suggest methods to retain 
customers and improve the level of customer loyalty (see for example Eastman 
Kodak Company, 1989; Reichheld and Sasser, 1990; Scheslinger and Heskett, 
1991) 

Other efforts, particularly during 1970-1980, have been focused on studying 
the relation between the customer satisfaction and the financial performance of a 
business organization (e.g. profit, sales). Although this relation seems rather logi-
cal and self-evident, it is not always strong, since several other internal and/or ex-
ternal factors (e.g. market conditions) may affect the financial results. For this rea-
son, customer satisfaction should be considered as a necessary but not a sufficient 
condition for the financial success of a company (Vavra, 1995, 1997; Pruden et 
al., 1996). 

Finally, it should be mentioned that numerous researches and studies on em-
ployee satisfaction offer a significant contribution in the evolution of satisfaction 
measurement, as presented in more detail in section 3.3 (Lawler and Hall, 1970; 
Hackman and Oldham, 1975; Weaver, 1978; Champoux, 1991; Loher et al., 1985; 
Fried and Ferris, 1987). 

1.4 Satisfaction Measurement Programs 

1.4.1 Measurement and Sources of Information  

Customer satisfaction measurement efforts are usually integrated programs 
within business organizations, which include not only customer satisfaction met-
rics, but also other related measures, like customer loyalty and value. Moreover, 
multiple measures are used for the evaluation of customer satisfaction, since a sin-
gle indicator is usually not a good predictor of overall performance. The use of 
multiple satisfaction measures is justified by the following reasons (Czarnecki, 
1999): 

• Satisfaction is related to the overall consumer behavior. For this reason, the use 
of a single measure is not able to provide reliable information. 
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• The use of multiple satisfaction measures is able to verify the integrity and ac-
curacy of collected data. 

It is obvious that the existence of multiple customer satisfaction measures im-
plies the usage of multiple information sources from the business organization. 
Generally, this available information comes from research methods, operational 
data, marketing/sales channels, and other sources of information, as the represen-
tative examples of Table 1.3 indicate. 

Table 1.3 Customer satisfaction sources of information (Massnick, 1997) 

Category Examples  

Research methods Customer surveys Employee surveys 

 Dealer/supplier surveys Focus groups 

 Mystery shoppers Customer panels 

 Customer visits Industry trade press 

Operational data Complaints Customer service reports 

 Customer comment cards Engineering/design meetings 

 Field service reports Warranty claims 

 Product returns Employee suggestions 

 Telephone activity reports Quality performance tracking 

Marketing/sales channels Sales contact reports Customer/competitor advertising 

 Trade show intelligence Sales data analysis 

 Lead tracking Closed accounts 

 New product idea suggestions Customer literature 

Other Benchmarking Management contacts 

 Workshops/seminars Business literature 

 
The satisfaction measurement systems can generally segregated into the follow-

ing categories according to the source of the available information (Caddote and 
Turgeon, 1988; Woodruff and Gardial, 1996): 

1. Direct measurement systems: These systems are based on data coming directly 
from the set of customers, like customer satisfaction surveys, customer com-
plaint systems, personal interviews, etc. There are several types of direct cus-
tomer satisfaction measurement systems, each providing the analysis of the par-
ticular problem from a different perspective. For example, while satisfaction 
surveys may analyze the expectations and the needs of the customers, service 
and complaint management systems focus mainly on the set of dissatisfied cus-
tomers, in order to retain customers and increase loyalty levels. The direct 
methods have a “preventive” character, providing a kind of early warning sys-
tems. Thus, they may help managers to indentify improvement actions before 
potential problems or undesirable situations occur (dissatisfaction, customer 
complaints, decrease in sales, etc.). 
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2. Indirect measurement systems: Although the indirect measurement systems 
alone are not able to give a solution to the problem of customer satisfaction 
measurement, they may offer valuable information to business organizations. 
These systems are based on data reflecting the outcome/result of customer sat-
isfaction, such as the sales level, the market share, etc. For this reason, the im-
provement actions that are based on such type of data may be characterized as 
“remedial”, since they try to correct potential problems or undesirable situa-
tions that have already occurred. 

An alternative classification of the customer satisfaction measurement systems 
is suggested by Czarnecki (1999) and consists of the following categories: 

1. Direct measurement systems, which are usually used when there is a unit or 
production or an event that is captured in an automated system (e.g. direct re-
cording of customer complaints in a computer for a call center). 

2. Indirect measurement systems, which are used when the actual data are not col-
lected at the time the event occurs (e.g. analysis of sales data). 

3. Statistical samples, which may be used to develop estimates when whole data 
are incomplete (i.e. unavailable or difficult to obtain). 

4. Interviews and surveys, which constitute the most direct customer satisfaction 
measurement systems, and they may offer a valuable solution in the case of 
customer behavioral analysis, or when the measures are perceptual. 

Finally, it is worthwhile to mention the importance of developing a customer 
database or a customer satisfaction information system that will be able to detail 
interactions with customers. As pinpointed by Czarnecki (1999), a customer satis-
faction information system is an automated (or manual) system that: 

• collects customer satisfaction perceptions and information in a structured man-
ner, 

• stores the results of customer satisfaction measurement activities, 
• assists in processing the information, 
• segments and stratifies key issues, 
• identifies actionable change, and 
• links to the organization in order to quickly change processes. 

As shown in Figure 1.4, business organizations receive continuously customer 
information regarding sales (e.g. account number, purchase history, history of 
sales contacts), basic company information for corporate customers (e.g. revenues, 
employees, cash flow), or points of customer contact (e.g. complaints, requests, 
mailings). A customer database may also give the ability to integrate the total 
available customer information coming from different departments of the organi-
zation. Given the technological progress and the available solutions nowadays, 
this is one the most important challenges that researchers and practitioners in the 
area of Management Information Systems face, as discussed in section 9.2. 
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Fig. 1.4 Sources of information for the customer database (Czarnecki, 1999) 

 
 

1.4.2 Satisfaction Measurement Process 

The implementation of a customer satisfaction measurement program should 
follow the general rules for conducting a market or a customer survey, while at the 
same time it should adopt the main principles of continuous improvement in a 
business organization. Furthermore, the measurement process should give the abil-
ity to improve these particular programs, given their interactive character. 

Although the satisfaction measurement programs do not remain constant due to 
continuous changes in the set of customers, or even changes in their expectations, 
needs and preferences, the basic process is rather unvarying. 

The main steps of the process for designing and implementing a customer satis-
faction measurement program are presented in Figure 1.5, from which the follow-
ing principles become clear (Naumann and Giel, 1995): 

• Customer focus is first of all a top management commitment in the business 
organization. 

• Organization’s customer orientation is embedded, at least partially, in the cor-
porate culture. 

• Customer satisfaction measurement programs should be considered as sequen-
tial and iterative processes. 

It is important to note that a customer satisfaction measurement program should 
be embedded in all the processes of the business organization. To this end, several 
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individual companies have developed their own procedures and standards for 
measuring customer satisfaction that fit to their structure and operations. Figure 
1.6 presents the example of Motorola, where the customer satisfaction measure-
ment program is linked to the six sigma approach developed by this firm. 

Define the objectives

Develop the research design

Identify the attributes

Design the questionnaire

Design the sampling plan

Pretest the CSM program

Gather data

Administer surveys            Qualitative impact

Analyze the data

Use the data
Process improvement
Gain sharing and compensation
Competitive benchmarking

Improve the CSM program
 

Fig. 1.5 Design and use of a CSM program (Naumann and Giel, 1995) 
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Fig. 1.6 The Motorola customer satisfaction measurement process (Motorola, 1995) 
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Any customer satisfaction measurement process has the ability to collect quali-
tative data regarding customer perceptions, something that is not possible using 
the mechanisms of a classic market survey (Naumann and Giel, 1995). This way, 
the process gives the ability to identify or formulate specific improvement actions. 
The goal is not to conduct a survey or to achieve a predetermined score on the re-
sults, but rather to satisfy customers, which are the most important element in the 
process (Motorola, 1995). 

 
 

1.4.3 MUSA Approach 

The MUSA (MUlticriteria Satisfaction Analysis) method, which is presented in 
this book, is a multicriteria model for measuring and analyzing customer satisfac-
tion. The main aim of this section is to illustrate how the MUSA method may be 
integrated in a customer satisfaction measurement program. 

The method is a preference disaggregation approach following the principles of 
ordinal regression analysis (inference procedure). It evaluates the satisfaction level 
of a set of individuals (customers, employees, etc.) based on their values and ex-
pressed preferences. Using data from satisfaction surveys, the MUSA method ag-
gregates the different preferences in unique satisfaction functions, with the mini-
mum possible errors (see Chapter 3). 

The main assumptions related to the development of the MUSA method focus 
on the following: 

1. Rational consumer: This assumption refers to the existence of a set of rational 
customers and is generally met in decision science area. 

2. Satisfaction criteria: The MUSA method assumes the existence of a set of 
characteristics for the examined product or service, according to which custom-
ers evaluate/judge their satisfaction. These characteristics form the set of cus-
tomer satisfaction criteria and they should follow some fundamental properties 
(see sections 4.1.3 and 7.3.2). 

3. Additive aggregation model: An additive model aggregating the set of satisfac-
tion criteria is assumed. This has the form of an additive value function, which 
in the context of multicriteria decision analysis should follow the monotonicity 
property (see section 4.2). 

Furthermore, it should be emphasized that the MUSA method is based on in-
formation directly expressed by customers (i.e. survey data), and thus it should be 
integrated into a more general customer satisfaction measurement program. 

The main steps for designing and implementing a customer satisfaction survey, 
using the MUSA method, are presented in Figure 1.7. The process consists of the 
following steps: 
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Fig. 1.7 Main steps of the MUSA method 

1. Preliminary analysis: This step refers to the determination of the problem to be 
analyzed, and includes the analytical assessment of the objectives of the cus-
tomer satisfaction survey. It also consists of the preliminary customer behav-
ioral and market environment analysis. Thus, a general viewpoint of the cus-
tomers, as well as the product/services provided by the business organization 
may be obtained. 
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2. Questionnaire and survey: Based on the previous results, this step focuses on 
the development and testing of the questionnaire, the determination of survey 
parameters, and the survey conduction. Also, several important aspects of the 
research (sampling, type of survey, survey process, survey network, etc.) 
should be determined before survey is conducted. 

3. Analyses: This step refers to data analysis of collected information. The main 
quantitative approaches that may be applied include statistical methods (de-
scriptive statistics, non-parametric statistics, and correlation analysis) and the 
multicriteria analysis MUSA method. Furthermore, this step includes a cus-
tomer segmentation analysis, where discriminating characteristics that deter-
mine special customer groups are identified. 

4. Results: This final step is devoted to the presentation of results and the determi-
nation of specific improvement efforts for the business organization. It should 
also be noted that the validity test of the results may lead to additional analyses 
of the data set. 

Chapter 7 presents in detail the methodology of designing and conducting a 
customer satisfaction survey, as well as other important issues in this process. 
Moreover, Chapters 4-6 refer to the mathematical development and the extensions 
of the MUSA method, while many real-world applications of the MUSA method 
in customer satisfaction surveys are presented in Chapter 8. 

 
 
 



Chapter 2 

Basic Methodological Approaches 

2.1 Types of Variables and Multivariate Analysis 

In the context of quantitative techniques and tools (e.g. data analysis methods 
and statistical models), the problem of customer satisfaction evaluation presents 
the following basic characteristics (Wilkie and Pessemier, 1973; Churchill, 1991; 
Cooper, 1994): 

• This particular subject is approached not only as a measurement problem, but 
also as a problem of understanding and analyzing customer satisfaction. In 
simple words, it is not enough for a business organization to know if its cus-
tomers are satisfied or not, but it is necessary for the applied methods and tech-
niques to identify the reasons behind customer satisfaction or dissatisfaction. 

• In the majority of practical applications, it is commonly accepted that the data 
of the problem are based on the customers’ judgments and should be directly 
collected from them. This justifies the necessity of conducting customer satis-
faction surveys that results in the collection of a large volume of data. 

• This is a multivariate evaluation problem given that customer’s global satisfac-
tion depends on a set of variables representing product/service characteristic 
dimensions. In addition, in several cases, it is necessary to examine and analyze 
customer behavior in relation to a set of competitive products. 

The selection of the appropriate multivariate method depends mainly on the na-
ture and the measurement scale of the variables used in the satisfaction evaluation 
model. Although extensive research on the measurement theory can be found for 
alternative levels of measurement, the variables used generally in market surveys 
may be classified to the following basic categories (Stevens, 1951): 

• Nominal variables: These variables are only used in order to categorize various 
objects, and thus the containing information does not have any sense of ranking 
of preference. The only admissible mathematical operators in this category are 
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equality “=” and inequality “≠”. Thus, if nominal variables are quantified, this 
is purely for coding reasons (e.g. when developing a database); the numbers as-
signed to nominal variables carry no magnitude value (Vavra, 1997). 

• Ordinal variables: These variables indicate the order of objects, according to a 
particular attribute. Along with the equality and inequality operators, the opera-
tors of “>” and “<” are also meaningful in this category. Thus, if numbers are 
assigned to ordinal variables, these numbers can only indicate order. For exam-
ple, the central tendency of an ordinal variable may be represented by its me-
dian, but the mean cannot be defined. It should be emphasized that the ordinal 
scale permits the ordering of the objects, but it is unable to specify their dis-
tance. For this reason, the arbitrary quantification of an ordinal variable may 
lead to unexpected and erroneous results in subsequent analyses (Gerson, 1993; 
Vavra, 1997). 

• Interval variables: The interval variables use a specific measurement unit and 
consequently they are able to order objects so that the differences between the 
values of the scale levels are equal. This means that the aforementioned differ-
ences are meaningful and can be compared (Vavra, 1997). A typical example 
of such scale is the temperature Celsius scale: 40ºC is warmer than 20ºC (order-
ing), an increase from 30ºC to 40ºC is the same with an increase form 40ºC to 
50ºC (equal intervals), and the difference between 20ºC and 40ºC is twice the 
difference between 40ºC and 50ºC (comparing differences). Apart from the al-
lowed operators of the former scales, addition (+) and subtraction (−) can also 
be used. However, interval variables have no meaningful zero point (usually it 
is arbitrarily assigned, like in the Celsius scale). 

• Ratio variables: These variables are similar to interval variables, but with 
meaningful (non-arbitrary) zero point. Most of the measurement in the physical 
sciences and engineering is done on ratio scales, like mass, length, time, vol-
ume, etc. This scale takes its name form the fact that the measurement is the es-
timation of the ratio between a magnitude of a continuous quantity and a unit 
magnitude of the same kind. Since ratios between numbers on a ratio scale are 
meaningful, operators such as multiplication “*” and division “/” may be car-
ried out directly. In fact, all available mathematical operators can be used for 
ratio scales. 

The variables assessed on a nominal scale are also called categorical or discrete 
variables, while interval and ratio variables are also denoted as numerical or met-
ric variables. 

Examples of different measurement scales used in customer satisfaction sur-
veys are presented in Figure 2.1. As shown, the most frequent use of nominal 
scales in these types of surveys is in collecting classification information (i.e. vari-
ables that may segment the total set of customers). On the other hand, ratio scales 
seldom apply to the subjective concepts measured in customer satisfaction surveys 
(Vavra, 1997). In fact the majority of information collected in these surveys uses 
ordinal variables. 
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Fig. 2.1 Examples of different measurement scales 

More specifically, the main variables considered in a satisfaction survey are di-
rectly or indirectly related to the customer satisfaction (e.g. satisfaction level, re-
purchase intention, loyalty level) or the performance of particular characteristics 
of the considered product or service. These variables are measured using the fol-
lowing alternatives (see also section 7.3.3): 

• Using a quantitative scale (e.g a 1-10 interval) according to which the customer 
is asked to rate the performance or express his/her satisfaction from a product 
or from a product’s particular characteristic. Attention should be paid to the 
wording of the question and the direction of the scale, so that the collected data 
are not biased by these factors (Naumann and Giel, 1995). It should also be 
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noted that the size of the scale may create difficulties to respondents (Oliver, 
1997). 

• Using a verbal scale of an ordinal form (see for example Figure 2.1). However, 
as already noted, only simple descriptive statistics should be applied in these 
ordinal scales. For this reason, in many cases, an a priori arbitrary quantifica-
tion is used (e.g. 1 for dissatisfied customers, 2 for somewhat dissatisfied cus-
tomers, etc.). This particular quantification approach has been intensely criti-
cized, because it makes the strong assumption that the “value” given by 
customer at each satisfaction level is known a priori. Moreover, the assumed 
linear relation of the satisfaction level “values” is not always compatible with 
the real market conditions, given that going from one satisfaction level to an-
other neither yields the same “value” to customers nor is proportional to the ef-
fort that the organization should make. In addition, this quantification may lead 
to wrong conclusions, particularly when calculating averages. Finally, this ap-
proach does not take into account the demanding level of customers that may 
vary for different product/service characteristics. 

The importance of partial satisfaction dimensions or product characteristics is 
another parameter included in satisfaction surveys, particularly when simple de-
scriptive statistics are applied. The direct measurement of importance is usually 
accomplished with the following ways (Hauser, 1991): 

• Customers are asked to assign a set of importance points (usually 100) to the 
defined satisfaction dimensions (this approach is also called constant sum 
method). Although it is widely used in several cases, its criticism concerns 
mainly the response difficulty that the customers face when dealing with a 
large number of satisfaction dimensions, and the fact that customers tend to as-
sess the importance by using groups of 5 or 10 points, thus resulting in data that 
are not truly continuous. 

• Customers are asked to rank the satisfaction dimensions according to their im-
portance preference. This approach may present difficulties in case of a large 
number of satisfaction dimensions. 

• Using an ordinal or an interval scale, similarly to the case of satisfaction judg-
ments. This scale is either defined similarly to the satisfaction scale, or normal-
ized in order to be combined with satisfaction data. 

Other alternative techniques for measuring importance are presented by Diener 
et al. (1985) and Dolinsky (1994), while a large number of researches that mostly 
refer to employee satisfaction measurement identify the inconsistencies that this 
particular approach may lead to (Cohen et al., 1972; Bettman et al., 1975; Ryan 
and Bonfield, 1975; Locke, 1984; Rice et al., 1991; McFarlin and Rice, 1992; 
Taber and Allinger, 1995; McFarlin et al., 1995). These inconsistencies are caused 
by the so called “range of affect”, or by the fact that the estimated low weight of 
some attributes does not necessarily imply that these are not considered important 
by the customers (see section 3.4.1). For this reason, many researchers suggest 
that the importance should not be based only on information given directly by cus-
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tomers, but it should be estimated using an analytical method (Mobley and Locke, 
1970; Blood, 1971; Oliver, 1997). 

Taking into account the aforementioned framework, it should be noted that that 
the selection of the appropriate multivariate method depends also on the objective 
of the analysis, besides the measurement scale of the considered variables. Vavra 
(1997) classifies the multivariate statistical techniques that may be used to analyze 
customer satisfaction by considering two major objectives: explore the relation-
ships in different customer satisfaction data and determine the dependencies in 
these data (Figure 2.2). 

2.2 Simple Quantitative Models 

2.2.1 Descriptive Statistics 

The simplest technique to analyze satisfaction survey data is to calculate the 
frequencies of customer responses to particular questions that are assumed critical. 
More specifically, depending on the applied scale, the percentages of satisfied and 
dissatisfied customers are calculated and used as a performance measure of the 
company. In many cases, the selection of satisfaction levels that characterize satis-
fied or dissatisfied customers depends on the strategy and the general philosophy 
of the business organization (e.g. some companies use the percentages of “very 
satisfied” and “satisfied” customers as their performance indicator, while others 
prefer to use only the percentage of “very satisfied” customers). 

This approach does not violate the qualitative nature of the collected informa-
tion, while in addition, if longitudinal data are available, they may be used in order 
to evaluate customer satisfaction trends. For example, Dutka (1995) proposes the 
following statistical approach: 

1. Present the frequencies of customer satisfaction data in a time-series format, in 
order to identify which satisfaction dimensions have been improved and in 
which satisfaction dimensions additional effort should be put. 

2. Apply a statistical hypothesis test in order to investigate potential changes in 
customer attitude compared to previous time periods. 

3. Present the data in statistical quality control charts with predefined control lim-
its. 

In case where metric variables are used in the customer satisfaction survey, it is 
possible to estimate an overall satisfaction index, based on the customer judg-
ments for the performance and importance of the product/service characteristics. 
The customer satisfaction index CSI is calculated using a weighted sum formula 
(Hill, 1996): 
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Fig. 2.2 A map of mutlivariate techniques (Vavra, 1997) 
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where iX  and ib  are the average scores of the satisfaction/performance and the 
importance of the characteristic i, respectively, xij and bij  are the satisfac-
tion/performance and the importance judgment of customer j for the characteristic 
i, respectively, n is the number of product/service characteristics, and M is the size 
of customer sample. In case that different measurement scales are used for the x 
and b variables, a normalization coefficient should be used in the CSI formula. 

In several studies, the previous approach is also applied even though only ordi-
nal satisfaction data are available. However, this requires the quantification of the 
ordinal scale which presents, as already mentioned, a series of problems (see sec-
tion 2.1). Additional difficulties in analyzing and interpreting these types of results 
are also mentioned in Oliver (1997) and Vavra (1997). 



2.2 Simple Quantitative Models 27 

Other techniques that focus on the reporting and the presentation of results are 
given by Dutka (1995) and Hill (1996). The most important of them refers to the 
performance profiles and performance matrices, examples of which are presented 
in Figure 2.3 (see also section 4.3.5 for a detailed presentation and discussion of 
performance matrices). 

 
Fig. 2.3 Examples of performance profiles and matrices (Hill, 1996) 
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Descriptive statistics methods are not able to provide an in depth analysis of 
customer satisfaction. Nevertheless, they can be used either during the preliminary 
analysis or complementary to other quantitative models. 

 
 

2.2.2 Basic Statistical Approaches 

Multiple regression analysis is one of the most widely used statistical methods 
for analyzing customer satisfaction data. The method is used to study the relation 
between the satisfaction/performance of the total set of product’s or service’s 
characteristics (independent variables) and the overall customer satisfaction judg-
ment (dependent variable). 

The general form of multiple regression equation is as follows: 

0 1 1 2 2 n nY b b X b X b X= + + + +…   (2.2) 

where Y is the overall customer satisfaction judgment, Xi is the customer satisfac-
tion/performance of characteristic i, bi are the estimated regression coefficients 
and n is the number of product or service characteristics. 

In order to apply multiple regression analysis in customer satisfaction data, the 
following issues should be emphasized (Grisaffe, 1993; McLauchlan, 1993; Mul-
let, 1994): 

• All the variables in the linear model should be metric, otherwise multiple re-
gression analysis should not be performed. Particularly in the case of ordinal 
variables, the arbitrary codification of the scales may lead to significant incon-
sistencies. In addition, if model variables are measured in different scales, a 
normalization procedure is necessary. 

• Beside the overall customer satisfaction with a product/service, the Y variable, 
may also represent other related aggregated measures, such as customer loyalty 
level or repurchase intention level. 

• The coefficients bi indicate the contribution of the independent variables to the 
dependent variable Y. Thus, these coefficients may reveal the importance given 
by customers to each one of the product’s or service’s characteristics, and 
therefore to identify the critical satisfaction dimensions. 

The major problems and the criticism of this particular approach focus on the 
quantification of the satisfaction data and the multicollinearity among the inde-
pendent variables Xi. In addition, even when a metric scale is used, it is assumed 
that the model variables are continuous, which is not compatible with the type of 
the collected information. Moreover, the dependency among the variables Xi may 
affect the reliability of the results and it is possible to lead to inconsistencies. 
However, several approaches have been proposed in order to overcome the afore-
mentioned problems (see for example Flury and Riedwyl, 1988). 
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Detailed presentation of the method is given by Draper and Smith (1967), 
Daniel and Wood (1980) and Flury and Riedwyl (1988), while applications of 
multiple regression analysis to market survey data are presented by Kerlinger and 
Pedhazur (1973), Cohen and Cohen (1983), Dutka (1995) and Vavra (1997). 

Another statistical method widely used in analyzing customer satisfaction data 
is factor analysis. The aim of the method is to study the relation pattern among the 
product’s or service’s characteristics. 

The main form of the factor analysis equation relates the set of variables with a 
minimum number of factors as follows (Harman, 1976): 

1 1 2 2   with  1,2, ,i i i im mX a F a F a F i n= + + + =… …  (2.3) 

where Xi is the customer satisfaction/performance of characteristic i, Fj is factor j, 
aij are the estimated coefficients, m is the number of factors, and n is the number 
of product/service characteristics. 

Beside the estimation of aij coefficients, which are able to investigate the nature 
and number of underlying dimensions in the survey data, factor analysis also gen-
erates data (scores) for every customer on each of the factors uncovered. These de-
rived values for each case are called factor scores and may approximate how cus-
tomers might have rated the product/service, if they were asked to give their 
judgments only for the discovered factors (instead of the raw variables that they 
originally answered). These factor scores may be also used to cluster customers 
(Vavra, 1997). 

In general, factor analysis is used to decompose a data matrix into its bare 
structural essentials that can efficiently describe the original customer satisfaction 
data. The reduction of a large number of attributes is the most common application 
of factor analysis to a customer satisfaction measurement program. Usually, the 
application process includes the following steps (Dutka, 1995): 

1. Create an exhaustive list of product/service characteristics that affect the cus-
tomer satisfaction, using qualitative survey techniques, like personal interviews 
or customer focus groups (see section 7.1). 

2. Conduct a preliminary customer satisfaction survey using a pilot questionnaire 
that includes the list of these characteristics. 

3. Reduce the number of characteristics into the major evaluative dimensions of 
customers using factor analysis. 

4. Implement the customer satisfaction measurement program using the defined 
satisfaction dimensions. 

The criticism and the problems related to the application of factor analysis to 
market survey data do not differ from those of multiple regression analysis. In ad-
dition, Dutka (1995) notes that during the application of the method, particular at-
tention should be paid to critical issues related to the interpretation of the results 
(e.g. selecting the appropriate technique to rotate the factor solution). 
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The mathematical development of the method is presented analytically in many 
textbooks on multivariate data analysis (see for example Rummel, 1970; Cooley 
and Lohnes, 1971; Urban and Hauser, 1980; Gorsuch, 1983), while a large number 
of publications refers to the application of factor analysis in market survey data 
(Roberts et al., 1971; Hayes, 1992; Naumann and Giel, 1995; Hill, 1996; Vavra, 
1997). 

2.3 Advanced Quantitative Techniques 

2.3.1 Conditional Probability Models 

An important category of quantitative tools that may be used in the customer 
satisfaction measurement problem refers to the conditional probability models. 
These models follow a regression-type approach, taking into account that the 
measurement variable has an ordinal form. 

The conditional probability models, given customer evaluations for a set of 
product/service characteristics, estimate a satisfaction probability distribution 
function, i.e. the probability that a customer belongs to a particular “satisfaction 
group” (e.g. group of satisfied customers, group of dissatisfied customers, etc.). 
The main forms of these models include the linear probability model and the logit 
and probit models. 

The linear probability model is a binary regression approach, assuming that 
customer’s overall satisfaction (dependent variable) is a dichotomous variable tak-
ing two possible values (i.e. satisfaction or dissatisfaction). The model may be ex-
pressed by the following formula: 

0 1 1Pr( 1 ) n nY b b X b X= = + + +X …   (2.4) 

where Y is the dichotomous variable representing overall customer satisfaction, bi 
are the regression coefficients, Xi are the customer satisfaction/performance of 
characteristic i, and n is the number of product/service characteristics. 

It should be noted here that bi are OLS (ordinary least square) estimates, and 
thus the linear probability model is used when alternative techniques based on 
maximum likelihood estimates are computationally difficult. Moreover, in case 
that Y is a multiple response variable, the model can be extended with the use of 
dummy variables. 

There are several potential statistical problems in the application of linear prob-
ability models, although alternative techniques have been proposed in order to 
overcome these problems. For example, the error terms are heteroskedastic and 
their distribution is not normal, while without restrictions on bi, the estimated co-
efficients can imply probabilities outside the unit interval [0, 1]. 
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The logit analysis is a similar approach where the previous satisfaction prob-
ability is given by the logistic function: 
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The logit analysis has numerous applications in marketing and other fields (e.g. 
artificial neural networks, biology, medicine, economics, mathematical psychol-
ogy). The method, based on a cumulative distribution function, provides the prob-
ability of a customer to belong to one of the prescribed satisfaction classes, given 
his/her satisfaction/performance judgments on a set of product/service characteris-
tics. 

For the logit of the previous probability, which is the inverse of the logistic 
function, it can be shown that: 
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Probit models are similar to logit analysis. The main difference is that the prob-
ability Pr(Y = 1|X) is given by the cumulative standard normal distribution func-
tion: 
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Usually, logit analysis is used as an alternative to probit analysis mainly be-
cause of the simplicity of the logistic function and the relatively lower required 
computational effort (Pindyck and Rubinfeld, 1985). However, these models are 
very similar since they assume that the probability of a customer j to be satisfied 
by the offered product or service is described by the relationship: 

0Pr( , ) ( )T

j jF b= +X b b X   (2.8) 

where Xj is the satisfaction vector of customer j for the total set of product/service 
characteristics and b is the vector of estimated model parameters. The main differ-
ence is that, in order to assess Pr(Xj,b), logit analysis uses a cumulative logistic 
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function, while probit analysis a cumulative normal distribution function, as 
shown in Figure 2.4. 
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Fig. 2.4 Comparison of probit and logit analyses 

Logit and Probit analyses present also similarities with the classification statis-
tical models (e.g. discriminant analysis). However, it should be noted that their 
purpose is not to classify customers in prescribed satisfaction classes, but to assess 
the probability that a customer belongs to one of these classes. 

Detailed presentation of the binary logit and probit analysis is given by 
Gnanadesikan (1977), Hanushek and Jackson (1977), Fienberg (1980), Andersen 
(1990), and Agresti (1996), while the case of multiple response models is pre-
sented in Theil (1969), McCullagh (1980), Fienberg (1980) and Agresti (1984, 
1990). 

The ordered conditional probability models may be considered as an extension 
of the previous models, taking into account that the dependent variable is ordinal. 
Moreover, in case of multiple responses, customer satisfaction may be modeled as 
follows (Agresti, 1984, 1990, 1996): 
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where yj is the overall satisfaction of customer j, a is the number of satisfaction 
levels (ordinal scale) and μm are the estimated model parameters, having a role of 
thresholds for the dummy variable y*

j, which is denoted by the following formula: 
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where xij is the satisfaction/performance judgment of customer j for prod-
uct/service characteristic i, bi are the estimated model coefficients, εj are the error 
terms, and n is the number of product/service characteristics. 

It should be emphasized that the values {0, 1, …, a−1}, which the overall satis-
faction variable can take, are simply a coding and do not quantify the yj variable. 
In addition, the arbitrary quantification of yj is avoided by using the dummy vari-
able y*

j and estimating the parameters μm. Usually, the thresholds μm are normal-
ized by setting μm = 0 in order to minimize the model parameters that should be 
estimated. Moreover, it is assumed that the error terms follow a prescribed prob-
ability distribution function (e.g. standard normal distribution, standard logistic 
distribution). Finally, the aforementioned modeling assumes that all possible val-
ues of the overall satisfaction yj are present in the dataset. 

Using equations (2.9) and (2.10), the probability that customer j has expressed 
for the m-th satisfaction level, given his/her satisfaction/performance judgments 
Xj = (x1j, x2j, …, xnj) is 
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or alternatively 
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where F is the standard normal distribution function for the ordered probit model 
and the standard logistic distribution function for the ordered logit model. 

The estimation of the parameters bi and μm is based on the maximization of the 
log-likelihood function L: 
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An analytical presentation of the ordered conditional probability models may 
be found in Gensch and Recker (1979), Fienberg (1980), Wickens (1989), Ander-
sen (1990), and Agresti (1984, 1990, 1996). 

The conditional probability models have been mainly applied in the marketing 
field (market surveys, discrete choice models), although a growing number of 
real-world applications in customer satisfaction surveys may be found in the lit-
erature. 

Finally, it should be mentioned that logit and probit analysis may be considered 
as a special case of loglinear models that constitute an interesting alternative ap-
proach to the analysis of multidimensional contingency tables (Knoke and Burke, 
1980; Wickens, 1989). 

 
 

2.3.2 Structural Equation Modeling 

Structural equation modeling (SEM) is a statistical technique for measuring re-
lationships among latent variables. It has been around since early in the 20th cen-
tury originating in the geneticist Sewall Wright’s 1916 work (Bollen, 1989). SEM 
is a technique to specify, estimate, and evaluate models of linear relationships 
among a set of observed variables in terms of a generally smaller number of unob-
served variables (Shah and Goldstein, 2006). 

SEM, as a part of the general category of causal modeling, is focused on testing 
the hypothesis that the relationships among data are consistent with the assumed 
causal structure. These causal relationships are usually considered linear. Thus, 
SEM may be considered as an extension of regression models. In fact, SEM is a 
family of models that also include the following approaches (Raykov and Mark-
oulides, 2000): 

• Path analysis: Path analysis examines patterns of directional and non-
directional relationships only among observed variables. Thus, it allows for the 
testing of structural relationships among observed variables, when these ob-
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served variables are of primary interest or when multiple indicators for latent 
variables are not available (Shah and Goldstein, 2006). 

• Confirmatory factor analysis: Confirmatory factor analysis (CFA) models are 
commonly used to examine patterns of interrelationships among several con-
structs. CFA assumes that the observed variables are loaded on specific latent 
variables, which are allowed to correlate. Thus, contrary to explanatory factor 
analysis, CFA requires that the latent variables and their associated observed 
variables to be specified before analyzing data (Shah and Goldstein, 2006). 

Different examples of causal modeling are presented in Figure 2.5. The sim-
plest causal model may have only two variables: one predictor variable and one 
outcome variable, as shown in Figure 2.5(a). In this case, the path coefficient is 
equivalent to the simple correlation coefficient between these two variables. A 
multiple predictor causal model is depicted in Figure 2.5(b), where three predictor 
variables are examined, each of which has some level of covariance with the oth-
ers. In this case, the path coefficients will be equivalent to correlation coefficients, 
only if the predictor variables are orthogonal. A more complex case is presented in 
Figure 2.5(c), which refers to a simple path analysis model in which five predictor 
variables (xi) affect two outcome variables (yj). In this diagram, γij denote the path 
coefficients among predictor and outcome variables, while βkj represent the path 
coefficient among outcome variables. It should be mentioned that this modeling 
allows predictor variables to affect both of the outcome variables, and thus both 
direct and indirect effects are possible (e.g. service quality influences loyalty indi-
rectly through customer satisfaction, while loyalty is directly affected by product 
quality). In addition, error terms εj are introduced in the outcome variables and the 
path analysis model includes the covariance terms (CV) among all possible pairs 
of predictor variables. 

The previous examples illustrate how causal modeling may be generalized in a 
path analysis context. However, the following remarks should be emphasized for 
the implementation of path analysis models (Allen and Rao, 2000): 

• The variance-covariance matrix is the main input data for this method. In addi-
tion, outcome variables are assumed normally distributed and measured in an 
interval or a ratio scale. 

• Path analysis assumes that the relations between variables are linear and addi-
tive, while a sufficient number of cases are required to produce stable and ro-
bust results. 

• Covariance terms among predictor variables should not be omitted, unless there 
are particular experiential, empirical, or theoretical reasons to do so. 

• Using the hypothesized structure or the analytical model equations, it is possi-
ble to estimate direct and indirect effects of predictor variables to outcome 
variables. 

• A saturated model (i.e. a model containing paths from each of the predictor 
variables to all of the dependent variables) will always fit the original data per-
fectly. 
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Fig. 2.5 Examples of causal modeling (Allen and Rao, 2000) 

• There are several statistical fitting indicators, but the most well-known is chi-
squared, which indicates lack of fit. Moreover, in case of accepting the struc-
tural model, the errors should not be correlated. 

• Since a linear equation can be written for every outcome variable, path analysis 
estimates a separate R2 statistic for each of these equations (R2 reflects the pro-
portion of dependent variable variance accounted for by the predictor vari-
ables). 

SEM refers to a general category of path analysis models having measured and 
latent variables, and thus it may be defined as a hypothesis of a specific pattern of 
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relations among the aforementioned variables. In general, this category of models 
may be considered as a combination of path analysis and factor analysis. 

The use of latent variables is the main difference from path analysis, and thus, 
SEM models are decomposed into their two main components: 

1. The measurement model, which explicates the relations between measured and 
latent variables, and is defined as follows: 
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= +

= +
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y Λ η ε

x Λ ξ δ
  (2.14) 

2. The structural model, which specifies relationships between latent variables 
through a structural equation model, and is given by: 

= + +n Βη Γξ ζ   (2.15) 

Table 2.1 gives the necessary notation for the measurement and the structural 
model. The measured variables are also called manifest or observed variables, 
while the terms endogenous and exogenous are model specific (a latent variable is 
endogenous, if it is determined by variables within the model, while it is exoge-
nous, if its causes lie outside the model). 

The main assumptions of the SEM models, using the aforementioned notation, 
may be summarized in the following (Bollen, 1989): 

1. E(η) = E(ξ) = E(ζ) = E(ε) = E(δ) = 0 
2. ε uncorrelated with η, ξ, and δ 
3. δ uncorrelated with ξ, η, and ε 
4. ζ uncorrelated with ξ 
5. (I−B) nonsingular 

It can be shown that the covariance matrix for the observed variables derived 
from raw data is a function of eight parameter matrices: Λx, Λy, Γ, Β, Φ, Ψ, Θδ, 
and Θε. Thus, given a hypothesized model in terms of fixed and free parameters of 
the eight-parameter matrices, and given a sample covariance matrix for the meas-
ured variables, one can solve for estimates of the free parameters of the model. 
The most common approach for fitting the model to data is to obtain the maximum 
likelihood estimates of the parameters, and an accompanying likelihood ratio chi-
square test of the null hypothesis that the model holds in the population (Shah and 
Goldstein, 2006). 

An example of a SEM model in a case of customer satisfaction measurement is 
presented in Figure 2.6. The model considers three latent endogenous variables 
(product quality, service quality, and technical support) and two latent endogenous 
variables (customer satisfaction and loyalty). As shown, the endogenous variables 
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may affect loyalty directly (e.g. product quality), or indirectly through customer 
satisfaction (e.g. service quality). Moreover, a number of different measured vari-
ables are used in order to define all these latent variables. 

Table 2.1 Notation for SEM 

Type Symbol Dimension Description 

x q × 1 Observed indicators of ξ 
y p × 1 Observed indicators of ζ 
δ q × 1 Measurement errors for x 

ε p × 1 Measurement errors for y 

η m × 1 Latent endogenous variables 

ξ n × 1 Latent exogenous variables 

Variables 

ζ m × 1 Latent errors in equations 

Λx q × n Coefficient relating x to ξ 
Λy p × m Coefficient relating y to η 

Β m × m Coefficient matrix for latent endogenous variables 

Coefficients 

Γ m × n Coefficient matrix for latent exogenous variables 

Θδ q × q E(δδ΄) covariance matrix of δ 

Θε p × p E(εε΄) covariance matrix of ε 

Φ n × n E(ξξ΄) covariance matrix of ξ 

Covariance 
matrices 

Ψ m × m E(ζζ΄) covariance matrix of ζ 
 
SEM has been implemented in a large number of software packages, such as 

LISREL (Jöreskog and Sörbom, 1993, 1996), AMOS (Arbuckle, 1997; Blunch, 
2008) and EQS (Bentler, 1995). 

It should be emphasized that SEM is a confirmatory rather than an exploratory 
approach, since its main objective is to determine whether the a priori model is 
valid, and not to find a suitable model (Shah and Goldstein, 2006). Thus, it is 
suited to theory testing rather than theory development, although, in several cases, 
it is used in order to explore alternative structural models. 

Generally, the implementation of a SEM analysis should be based on the fol-
lowing main steps (Kline, 1998). 

1. Specify the model (the hypotheses in the form of a structural equation model). 
2. Determine whether the model is identified. 
3. Select measures of the variables represented in the model and collect data. 
4. Analyze the model (estimate the model parameters). 
5. Evaluate model fit (determine how adequately the model accounts for the data). 
6. Re-specify the model and evaluate the fit of the revised model to the same data. 
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Fig. 2.6 Example of a structural equation model (Allen and Rao, 2000) 
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The most important strength of SEM is the ability to study latent variables. 
Since these variables are not directly measured, but estimated in the model from a 
set of measured variables, SEM models may be used to evaluate complex cus-
tomer behavioral variables. For example, customer loyalty may not be measured 
directly, but instead, its measurement may be based on its outcomes (e.g. repur-
chase intention, complaints, and price elasticity). Another important advantage of 
SEM models, which justifies their popularity in many scientific fields of study, is 
that they provide a mechanism for explicitly taking into account measurement er-
ror in the observed variables (both dependent and independent) considered in the 
model (Raykov and Markoulides, 2000). Additionally, SEM models are able to 
study both direct and indirect effects of various variables included in the model. 
Direct effects are the effects that go directly from one variable to another, while 
indirect effects are the effects between two variables that are mediated by one or 
more intervening variable (Raykov and Markoulides, 2000). 

 
 

2.3.3 Other Statistical and Data Analysis Models 

Satisfaction dimensions related to a customer segment may diversify compared 
to another segment. Thus, several quantitative methods and techniques aim to 
identify product or service attributes that best discriminate customer segments, 
which are assessed according to the expressed satisfaction level (i.e. satisfied vs. 
dissatisfied customers), or a particular customer characteristic (e.g. frequency of 
use). 

Discriminant analysis is one among the most widely used multivariate methods 
that, given a customer’s satisfaction judgments on set of the product/service char-
acteristics, estimates whether this customer belongs to one of the prescribed satis-
faction classes. 

Discriminant analysis estimates a z-score for each customer i, based on the fol-
lowing formula: 

1 1 2 2j j j n njz a x a x a x= + + +…   (2.16) 

where xij is the satisfaction judgment of customer j for product/service characteris-
tic i, ai are the estimated model coefficients, and n is the number of prod-
uct/service characteristics. 

The classification of customers is achieved using these zj values and the calcu-
lation of appropriate cutoff scores. Detailed presentation of the method is given by 
Cooley and Lohnes (1971) and Klecka (1980). 

For applying discriminant analysis in customer satisfaction surveys, the follow-
ing should be taken into account (Vavra, 1997): 

• The assessment of the classification groups constitutes one of the most difficult 
and important decisions when applying this particular method, given that it re-
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fers to the selection of the classification variable (e.g. overall satisfaction, re-
purchase intention), as well as the determination of the variable levels that dis-
criminate the particular customer classes. 

• The potential problems referring to the application of the method do not differ 
from these that were mentioned in the case of multiple regression analysis due 
to the relative similarity of the two methods (e.g. the parameters ai may be in-
terpreted in the same way with the regression coefficients). 

• Usually, the set of customers is divided in two subsets, the first of which is 
used for the estimation of the model parameters (training set) and the second 
for testing the reliability the results (test set). 

• Stepwise discriminant analysis is a different version of this particular method, 
which may be used when the set of satisfaction dimensions that classifies cus-
tomers is not known and defined. 

Characteristic examples of discriminant analysis applications to customer satis-
faction problems are presented by Dutka (1995) and Vavra (1997). 

Another important objective of satisfaction data analyses is the identification of 
priorities and the development of improvement strategies for the business organi-
zation. In this context, conjoint analysis is used to assess the effects of the trade-
offs made by customers, when they purchase or express satisfaction evaluations 
for a particular product or service. According to this method, customers evaluate a 
series of product or service profiles having different performance levels on a set of 
defined attributes. This trade-off analysis is able to reveal the relative importance 
of these component attributes. 

Conjoint analysis may be considered as a reasonable extension of customer sat-
isfaction surveys, given that the most important trade-off decisions made by cus-
tomers include the critical performance dimensions of a product or service that 
have been identified during the satisfaction survey process. The implementation of 
conjoint analysis includes the following main steps (Dutka, 1995): 

1. Identification of the trade-off choices among the critical performance attributes. 
2. Development of an experimental design to measure trade-offs. 
3. Conduction of consumer surveys to implement the experimental design. 
4. Computation of utility functions that measure the importance of the various 

trade-offs. 
5. Analysis of the impact of changes in the product or service. 

A large number of publications refer to the presentation of this particular ap-
proach (Green and Rao, 1971; Green and Wind, 1973; Johnson, 1974; Green and 
Sprinivasan, 1978; Green et al., 1983; Green, 1984), while a detailed review of al-
ternative versions of conjoint analysis is given by Louviere (1988). The applica-
tions of the method not only refer to cases of customer satisfaction surveys, but 
also to general market surveys (Gattin and Wittink, 1982; Joseph et al., 1989; 
Anderson and Bettencourt, 1993). 

Another important data analysis technique refers to correspondence analysis, 
which is one of the most popular mathematical tools for developing perceptual 
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maps in the marketing field. Customer satisfaction research is an ideal application 
for perceptual mapping, since the relationship among questionnaire variables (e.g. 
satisfaction or performance judgments for particular product/service attributes, 
demographics, competitors’ performance) may be investigated (Dutka, 1995). 

The most important characteristics of the method, in relation to other statistical 
models are (Dutka, 1995): 

• Correspondence analysis is mainly a descriptive technique providing qualita-
tive information of an explanatory nature, in contrast to discriminant and re-
gression analysis, which are quantitative methods allowing the evaluation of 
overall customer satisfaction on the basis of a specific mathematical formula. 

• The method uses cross-tabulations as input data, thus it can analyze simultane-
ously row and column variables of this table (e.g. performance attributes in re-
lation to customer demographic characteristics) However, a significant portion 
of the information from the raw satisfaction survey data is lost. 

• Physical interpretations of the axes presented in the perceptual maps are not 
necessary, in contrast to factor analysis where this particular task is rather diffi-
cult. This may be justified by the fact that correspondence analysis relies on 
point-to-point distances rather than distances from axes. 

The detailed development of the method is presented by Hoffman and Franke 
(1986) and Weller and Romney (1990), while conclusively, it should be noted that 
conjoint analysis is not able to evaluate and analyze customer satisfaction, but it is 
usually applied either during the preliminary stage of the data analysis process, or 
complementary to other methods and techniques. 

Other statistical models and quantitative tools, applied for analyzing customer 
satisfaction, include (Wilk and Gnanadesikan, 1968; Aldenderfer and Blashfield, 
1984; Denby et al., 1990; Douglas, 1995; Vavra, 1997; Löthgren and Tambour, 
1999, Allen and Rao, 2000): 

• Data Envelopment Analysis (DEA) 
• Multidimensional scaling 
• Confirmatory factor analysis 
• Kruskal’s relative importance approach 
• Cluster analysis 
• Canonical correlation analysis 
• Dominance analysis 
• Probability plotting methods 

Finally, recent research efforts in the problem of measuring and analyzing cus-
tomer satisfaction include approaches from the field of dominance-based rough 
sets, support vector machines, fuzzy logic, and neural networks. 
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2.4 Consumer Behavioral Models 

2.4.1 Consumer Psychology and Satisfaction 

Customer ratings on a set of product/service attributes do not explain why a 
particular attribute is considered important (or unimportant) and why its perform-
ance level is considered excellent (or poor). Thus, this performance approach is 
not able to reveal the psychological intricacies that customer brings to the firm’s 
product or service. This important shortcoming of customer satisfaction perform-
ance analysis is emphasized by several researchers who argue that levels of per-
formance exist only as external stimuli to consumers (Oliver, 1977). 

The approach of psychology and consumer behavioral analysis is based on the 
assumption that satisfaction is a mental condition of the customer. The perform-
ance evaluation of a provided product or service (or some of their characteristics) 
is quite subjective and for this reason it should be linked with some comparison 
standards. 

A generic model of consumer behavioral analysis considers the working on a 
customer’s mind as a “black box”, implying that consumer’s psychology mediated 
the impact of performance observations on satisfaction judgments (Figure 2.7). 
Alternative behavioral models try to describe and explain what exactly happens in 
this “black box” in order to unravel the processing of future performance (Oliver, 
1977, 1997). 

 
Fig. 2.7 The mediated performance model of satisfaction (Oliver, 1997) 

The nature of comparison standards used in this customer satisfaction judgment 
process received increasing attention during the last years. A typical definition of 
satisfaction is focused on customer expectations as the main comparison standard 
(see section 2.1). However, as Woodruff and Gardial (1996) note, there are several 
comparison standards used by customers, which may vary across stages in a con-
sumption process (e.g. pre-purchase, purchase, use, and disposal). These different 



44  2. Basic Methodological Approaches 

comparison standards may lead to completely different satisfaction judgments, and 
they include the following (Woodruff and Gardial, 1996): 

• Expectations: they represent how the customer believes the product/service will 
perform. 

• Ideals: they represent how the customer wishes the product/service would per-
form. 

• Competitors: the performance of competitors in the same product/service cate-
gory may be adopted by customers as a standard for comparison. 

• Other product categories: products or services in completely different catego-
ries may also provide comparison standards for customers. 

• Marketer promises: they refer to promises that were made by the salesperson, 
the product/service advertisement, the company spokesperson, or some other 
form of corporate communication. 

• Industry norms: they are related to a “model” or average performance level de-
veloped by customers with considerable experience in a product category 
(across companies and brands) or access to industry standards. 

 
 

2.4.2 Expectancy Disconfirmation 

The most important theory for customer satisfaction analysis, in the context of 
consumer behavior, concerns Oliver’s approach (Oliver, 1977, 1980, 1997; Chur-
chill and Suprenant, 1982; Vavra, 1997). According to this particular methodo-
logical approach, satisfaction may be defined as a pleasant past-purchasing ex-
perience from a product or service given the ante-purchasing expectancy of the 
customer. The performance judgment process made by customers is presented in 
Figure 2.8, where the following should be noted: 

• Customer perceptions play the most important role in the satisfaction creation 
process. Perceived performance is not necessarily the same with actual per-
formance, as already emphasized in section 1.1. 

• Perceived performance is compared with a standard that may refer to customer 
expectations (Oliver, 1997), or other comparison standards, as already men-
tioned (Woodruff and Gardial, 1996). 

• The previous comparison results in disconfirmation, i.e. the difference between 
what was expected and what was received. 

• Satisfaction is the evaluation or feeling that results from the disconfirmation 
process. As Woodruff and Gardial (1996) urge, it is not the comparison itself 
(i.e. the disconfirmation process), but it is the customer’s response to the com-
parison, given the emotional component of satisfaction. 

• Finally, satisfaction feeling leads to various attitude and behavioral outcomes, 
such as repeat purchase intentions, word of mouth, brand loyalty, etc. 
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Fig. 2.8 Expectancy disconfirmation model (Woodruff and Gardial, 1996) 

The aforementioned comparison process of the customer given his/her expecta-
tions is the key concept of this particular methodology. For this reason, Oliver’s 
approach is also called as expectancy disconfirmation model. 

The existence of an indifference zone is an important aspect of the expectance 
disconfirmation process, since it suggests that disconfirmation and performance 
level are not proportionally related. This zone, which is also called attitude of ac-
ceptance in the assimilation-contrast theory, indicates that, from the consumer’s 
perspective, there may be some latitude within which product performance may 
vary but it still fulfills the consumer’s needs (Figure 2.9). 

An analytical review of the expectancy disconfirmation model, which is one of 
the dominant theories of customer satisfaction influencing several research efforts, 
may be found in Churchill and Suprenant (1982), Yi (1991), and Erevelles and 
Leavitt (1992). 

 
 

2.4.3 Fornell’s model 

Fornell’s satisfaction model (Johnson and Fornell, 1991; Anderson and Fornell, 
1991; Anderson and Sullivan, 1991; Anderson, 1994; Fornell, 1995) constitutes 
the basic measurement and analysis tool that is used in both the American Cus-
tomer Satisfaction Index (ACSI) and the Swedish Customer Satisfaction Barome-
ter (SCSB), as analytically presented in section 7.6. 

This particular approach is based on an economic structural model that links 
different customer satisfaction measures (e.g. expectations, loyalty, complaints, 
etc.) with specific and pre-defined formulas. Given these defined relations be-
tween included variables, the model produces a system of cause and effect rela-
tionships. 
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Fig. 2.9 Indifference zone in expectancy disconfirmation (Oliver, 1997; Woodruff and Gardial, 

1996) 

Generally, as presented in Figure 2.10, the model variables are analyzed in the 
following main categories: 

1. Satisfaction causes: One of the most important assumptions of the model is that 
customer satisfaction has three antecedents: perceived quality, perceived value, 
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and customer expectations. The positive relation between customer satisfaction 
and perceived quality is consistent with several studies from marketing and 
consumer behavioral analysis (Churchill and Suprenant, 1982; Westbrook and 
Reilly, 1983; Tse and Wilton, 1988; Yi, 1991; Fornell, 1992). According to 
Deming (1981) and Juran and Gryna (1988), the evaluation of perceived qual-
ity should take into account the customization of the product or service to cus-
tomer needs, as well as the product/service reliability. On the other hand, the 
quality/price ratio may be considered as the main estimate of perceived value, 
since it is used by customers for comparing similar products and services 
(Johnson, 1984). Another determinant of satisfaction refers to customer expec-
tations (Oliver, 1980; Van Raaij, 1989). While perceived quality and value are 
based on recent customer experiences, customer expectations refer to all previ-
ous product/service purchase and usage experiences.  

2. Satisfaction: Customer satisfaction is evaluated using a set of additional pa-
rameters, like disconfirmation of expectations and distance from the ideal 
product/service. These parameters are weighted in order to provide final esti-
mates, while it should be noted that the model assumes that the previous three 
antecedents may be positively related (Howard, 1977; Johnson et al., 1995). 

3. Satisfaction results: Following Hirschman’s (1970) exit-voice, the conse-
quences of customer satisfaction are focused on customer complaints and loy-
alty (Fornell and Wernefelt, 1987, 1988). Loyalty is the main dependent vari-
able in the model because of its value as a proxy for profitability. 

In this approach, customer satisfaction is based on multiple indicators and it is 
measured as a latent variable using Partial Least Squares (PLS). PLS is able to es-
timate this causal model and it is preferred because it is an iterative procedure that 
does not impose distributional assumptions on the data. PLS estimates weights for 
the variable measures that maximize their ability to explain customer loyalty as 
the ultimate endogenous or dependent variable (Fornell et al., 1996). 

Furthermore, confirmatory factor analysis and linear equation modeling have 
been conducted to validate the relationships depicted in the model and the overall 
framework (Vavra, 1997). 

 
 

2.4.4 Other Behavioral Models 

There are several approaches from social psychology and consumer behavioral 
analysis that have been used in the customer satisfaction analysis problem. These 
approaches attempt to give a clearer understanding on how and why satisfaction is 
created, rather than to provide a quantitative measurement framework. 

One of the most important categories of these approaches refers to motivation 
theories. As already noted, satisfaction is related to the fulfillment of customer 
needs. Thus, motivation theories may be used in order to indentify needs and 
study human motivation. 
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Fig. 2.10 Fornell’s satisfaction model (Vavra, 1997) 
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In this context, early research efforts were focused not only on the determina-
tion, but also on the hierarchy of human needs (Murray, 1938; McClelland, 1961; 
Kassarjian, 1974; Horton, 1974). Maslow’s need hierarchy is one the most popular 
approaches on human motivation. This hierarchy is often presented as a pyramid, 
and consists of the following stages (Maslow, 1943): 

1. Physiological needs: biological needs necessary for human survival, like food, 
water, sleep, etc. 

2. Safety needs: needs for safety and security, which include personal and finan-
cial security, health and well-being, etc. 

3. Love needs: needs for love, affection and belongingness; they are also referred 
as needs for affiliation. 

4. Esteem needs: needs for both the self-esteem and the esteem a person gets from 
others. 

5. Need for self-actualization: need for self-fulfillment; self-actualization is de-
scribed as a person’s need to be and do that for which the person was “born to 
do”. 

The previous stages are presented in order of importance: the higher needs in 
this hierarchy only come into focus when the lower needs are met. It should be 
noted that later Maslow (1970) added a sixth stage: need for self-transcendence 
(i.e. the need to integrate with the human community rather than to remain as an 
individualist pursuing self-goals). 

Alternative categorizations and hierarchies of human needs have also been pro-
posed in the works of Herzberg et al. (1959), McClelland (1961), Alderfer (1972), 
and Alderfer et al. (1974). 

The contribution of motivation theories to the customer satisfaction analysis 
problem is focused on the determination of “critical” satisfaction dimensions 
(Swan and Combs, 1976; Maddox, 1981). Product or service attributes may be 
classified to satisfiers and dissatisfiers, i.e. attributes that may cause satisfaction 
and dissatisfaction, respectively, according to their performance. Moreover, it 
should be mentioned that motivation theories have been focused on job satisfac-
tion studies (see for example Herzberg et al., 1959; Herzberg, 1966, 1968). Oliver 
(1997) notes that these approaches are not widely adopted in consumer behavior, 
because they are not capable of generating an exhaustive set of satisfaction driv-
ers, or even of choice criteria. 

Another alternative behavioral approach refers to the equity theory, where eq-
uity is also referred as fairness, rightness, or deservingness to other entities, 
whether real or imaginary, individual or collective, person or non-person (Oliver, 
1997). The “rule of justice”, as proposed by Homans (1961) is the main concept of 
the equity theory: “…A person’s reward in exchange with other should be propor-
tional to his/her investment…” 

Homan’s approach suggests an outcome/input ratio, while reward and invest-
ment are used in a rather generic way. For example, in the customer satisfaction 
problem, customer reward may refer to the satisfaction caused by the usage of a 
product/service, or by the performance of its attributes. Similarly, investment may 
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refer to the effort, time, or money paid by the customer in order to purchase or use 
a particular product/service. 

According to the equity theory, satisfaction may be seen as the outcome of 
comparing rewards to investments, taking into account: 

• the expectations (or predictions) of the customer, 
• the rewards and investments of the company or the seller, and 
• the rewards and investments of other customers. 

A large number of studies referring to the application of the equity theory in the 
customer behavioral analysis problem may be found in the literature (Huppertz et 
al., 1978; Huppertz, 1979; Fisk and Coney, 1982; Mowen and Grove, 1983; 
Brockner and Adsit, 1986; Goodwin and Ross, 1990; Martins and Monroe, 1994; 
Lapidus and Pinkerton, 1995), while in several cases the approach is combined 
with the expectancy disconfirmation theory (Fisk and Young, 1985; Oliver and 
DeSarbo, 1988). 

Finally, a relatively new approach in the context of social psychology that may 
be used in this particular problem is the regret theory. Since in many cases satis-
faction is considered as a comparison outcome, the regret theory suggests that this 
outcome includes those that might have happened or those that did happen to an-
other consumer who made a different choice of product/service (Bell, 1980; 
Loomes and Sugden, 1982). For example, a consumer may regret about his/her 
purchasing decision, thinking that he/she might have purchase an alternative prod-
uct/service, or even take no purchasing decision at all.  

The formulation of these comparison standards, i.e. the way a consumer thinks 
what might have happened, is mainly based on the following (Oliver, 1997): 

• proactive observation (personal intentional direct observations), 
• vicarious experience (observing the outcome of others who have made alterna-

tive choices), and 
• simulation (imagine what might have happened in a hypothetical situation). 

The effects of these comparison results on customer satisfaction are analyti-
cally presented in Figure 2.11. 

The regret theory is one of the most recent research directions of consumer be-
havioral analysis that studies the customer satisfaction problem, while in several 
cases its applications are combined with marketing choice models (Harrison and 
March, 1984; Roese and Olson, 1993; Boninger et al., 1994; Roese, 1994). 
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Fig. 2.11 Regret and hindsight effects on satisfaction (Oliver, 1997) 

 
 
 



Chapter 3 

Other Methodological Approaches 

3.1 Quality Approach 

3.1.1 Customer Satisfaction and TQM 

Over the years, several definitions of quality have been proposed and the con-
cept of quality has been radically evolved (Reeves and Bednar, 1994). Most of the 
early studies were developed in the context of manufacturing firms and quality 
was essentially defined as conformance to specifications (Muffatto and Panizzolo, 
1995). The early efforts for measuring and analyzing quality in a business envi-
ronment were focused on the inspection of tangible attributes and characteristics 
of the product, using statistical/process quality control techniques. The study of 
employee attitude, the development of motivation theories and techniques, and the 
research of human behavior (employees or customers) were developed in parallel, 
but independently from the product control process. In addition, marketing re-
search, new product development methodologies, and customer service ap-
proaches were developed without any direct relation with the quality processes 
within business organizations. 

However the increased importance of the service sector has led to a major shift 
in the way researchers and practitioners have defined and approached quality. The 
modern approach provides an externally focused definition of quality by embody-
ing the customer dimension: quality is delighting the customers by fully meeting 
their needs and expectations. 

The change of orientations has been reinforced by the development of Total 
Quality Management (TQM), which is a management approach for an organiza-
tion, centered on quality, based on the participation of all its members and aiming 
at long-term success through customer satisfaction, and benefits to all members of 
the organization and to society (ISO 8402:1994). 
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Although different management philosophies have been developed in the con-
text of TQM, customer satisfaction is the core concept in all of them. For example, 
Deming (1986) emphasizes that the consumer is by necessity the most important 
part of the production system, since without a consumer, there is no reason to pro-
duce (the consumer is the end-user of whatever product and service is being sup-
plied). As Deming points out, the only meaningful definition of quality is that 
which the consumer specifies, and for this reason, several researchers suggest that 
Deming’s definition of quality is based on the user’s perspective. Juran (1988) 
also sees quality as a concept that can only be usefully defined by the consumer. 
He introduced a widely adopted definition of quality, “fitness for use”, which de-
scribes the extent to which a product successfully serves the purpose of the user. 
Furthermore, his “spiral progress in quality” demonstrates his quality improve-
ment process in a TQM environment, where customer input and feedback is nec-
essary to direct product design and improvement (Figure 3.1). 

Other definitions of quality in the TQM area are presented in Table 3.1, where 
it should be emphasized that although quality leaders may have their own ideas on 
how quality should be defined, it is clear that all point in the same direction: qual-
ity should be judged by customers. 

Customers

Customers

Product 
Development

Operations

Marketing

Further 
Product 

Development

Etc.

 
Fig. 3.1 Juran’s spiral of progress in quality (Juran, 1988) 
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Table 3.1 Some definitions of quality (Campbell et al., 2002; Chandrupatla, 2009) 

Author Definition 

W. Edwards Deming Aimed at meeting the needs of the consumer, present and fu-
ture. 

Joseph Juran Fitness for use (fitness for use refers to product features that 
meet customer needs or freedom from deficiencies). 

Philip Crosby Conformance to requirements (quality is not “elegance” or 
“goodness”). 

Armand Feigenbaum Based upon a customer’s actual experience with a prod-
uct/service measured against his/her requirements. 

Drucker What the customer gets out of product/service and is willing 
to pay for. 

Robert Peach The totality of characteristics of an entity that bear on its abil-
ity to satisfy stated and implied needs. 

ISO 9000 The degree to which a set of inherent characteristics fulfills 
requirements (requirements are needs or expectations). 

American Society for Quality 
(ASQ) 

Excellence in goods and services, especially to the degree 
they conform to requirements and satisfy customers. 

 
Beside customer focus, TQM recognizes the significant interaction among the 

traditional quality processes of products or services, the behavior and motivation 
of the employees, the relationships with the suppliers, the development of new 
products, and the production process (Dutka, 1995). 

Total customer service is one of the most important outcomes of a TQM pro-
ject. In a total customer service environment, the organization (Stephen and 
Weimerskirch, 1994): 

• systematically monitors the performance and reliability of its services; 
• compares its performance against competition, and, if necessary, modifies and 

improves its service processes. 

Consequently, customer satisfaction has the most important role in the devel-
opment process of a TQM environment, given that it is based on the needs, the 
expectations and, generally, the voice of the customers. This way, emphasis is 
given on the customer’s perspective for the added value of product and services. 
In general, products and services may be considered as solutions to specific cus-
tomers problems. 

Within the frame of TQM, the concept of customer gets a new wider dimension 
so as to cover not only the external, but also the internal customers (employees). 
Also, the terms “quality” and “satisfaction” are not defined based on internal rules 
and standards of the organization, but they are determined by customers them-
selves through a process of comparing alternative products and competitive com-
panies. 
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3.1.2 Quality Management Systems 

A quality management system helps business organizations to develop clear re-
quirements, communicate policies and procedures, monitor work performance, 
and improve teamwork. It is defined as a management system to direct and control 
an organization with regard to quality (ISO 9000:2000). The purpose of a quality 
management system is to establish a framework of reference points, ensuring that 
whenever a process is performed, the same information, methods, skills and con-
trols are used and applied in a consistent manner (Dale, 1999). 

The ISO 9000 standards are the most widely used quality management systems. 
They were developed by the International Standards Organization (ISO), which 
was formed by the United Nations in 1947. The main principles of ISO 
9000:2000, which is the current family of quality standard, include the following: 

1. Customer focus 
2. Leadership 
3. Involvement of people 
4. Process approach 
5. System approach to management 
6. Continual improvement 
7. Factual approach to decision making 
8. Mutually beneficial supplier relationships 

The new family of ISO quality management standards comprises three individ-
ual standards: 

• ISO 9000 (Quality management systems: Fundamentals and vocabulary) 
• ISO 9001 (Quality management systems: Requirements) 
• ISO 9004 (Quality management systems: Guidelines for performance im-

provements) 

It should be noted that business organizations are certified according to the ISO 
9001, while the other standards are complementary and each adds a dimension to 
the development of an effective quality management system. 

The ISO 9000 family of standards promotes the adoption of a process approach 
when developing, implementing and improving a quality management system. 
This process approach is shown in Figure 3.2, where the adoption of a Plan-Do-
Check-Act cycle for managing these processes is clearly presented. The role of 
customer in the integrated quality management system is crucial, since it drives all 
the processes of the organization. As emphasized by Hill (1996), customers, not 
management, are the starting point of the quality management system; the role of 
management is to ensure that customer requirements are determined and are met 
with the aim of enhancing customer satisfaction. 

A detailed and practical process approach for developing and conducting cus-
tomer satisfaction surveys within the ISO 9001:2000 standard is proposed by 
Vavra (2002). His approach consists of five main stages: 
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Fig. 3.2 Process view of the ISO 9000 standards 

1. Discovery (understand customer satisfaction and its role in standard). 
2. Design and deployment (define the process of customer satisfaction measure-

ment). 
3. Deduction (define how customer satisfaction data will be analyzed). 
4. Discourse (decide about the reporting of the results). 
5. Development (identify ways to stimulate continual improvement). 

Consequently, it is clear that the central purpose of a quality management sys-
tem is to ensure that the organization provides goods or services that satisfy cus-
tomers. However, although a quality standard contains specific requirements in 
order to enhance customer satisfaction, the business organizations have the ability 
to develop their own approaches to the customer satisfaction measurement prob-
lem. Thus, by adopting the quality philosophy and meeting the requirements of the 
standard, they may develop programs for measuring customer satisfaction that 
best fit their structures and processes. 

 
 

3.1.3 Business excellence models 

Business excellence has been evolved within the quality movement and may be 
described as an effective quality management using appropriate tools and knowl-
edge for the success of the organization. Business excellence is based on the man-
agement of resources, which leads to organizational learning and solution to prob-
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lems, by creating a team environment and an orientation to achieve specific re-
sults. Different business excellence models are implemented in many countries 
worldwide trying to assist organizations to improve their performance (Bohoris, 
1995; Vokurka et al., 2000; Cauchick, 2001). These models provide the guidelines 
for effective quality management and may be used as self assessment models. Al-
though, a large number of national business excellence models and quality awards 
have been proposed, the most important of them include the Deming Prize, the 
Malcolm Baldrige National Quality Award, and the European Foundation for 
Quality Management Excellence Model. 

The Deming Prize was the first business excellence model established in 1951. 
It was developed by the Union of Japanese Scientists and Engineers to commemo-
rate Dr Deming’s contribution to the Japanese industry and to further promote the 
continuing development of quality control in Japan (Porter and Tanner, 1998). The 
Deming Prize has a total of five categories: Deming Prize for Individuals, Deming 
Application Prize, Deming Application Prize for Small Companies, Deming Ap-
plication Prize for Divisions, and Quality Control Award for Factories. Non-
Japanese companies have been allowed to apply for and receive the Deming Prize 
since 1984. The aim of this quality award is to evaluate company’s quality assur-
ance policies and activities, company-wide quality control practices, as well as the 
results achieved by the application of statistical techniques and quality circles. The 
Prize is given to companies that have achieved distinctive performance through 
the application of company-wide quality control. The evaluation criteria of the 
Deming Prize are divided into the following ten categories of equal importance: 

1. Policies  
2. Organization and its management 
3. Education and dissemination 
4. Collection, dissemination and use of information of quality 
5. Analysis 
6. Standardization  
7. Control 
8. Quality assurance  
9. Effects  
10.Planning for the future 

The Malcolm Baldrige National Quality Award (MBNQA) was established in 
1987 by the United Stated (US) government as a statement of national intention to 
provide quality leadership and improve the competitiveness of US companies. It is 
currently administrated by the National Institute of Standards and Technology 
(NIST), with the American Society of Quality (ASQ) assisting in the application 
review process, preparation of award documents and other administrative duties 
(Vokurka et al., 2000). The award is assigned annually to companies and organi-
zations that excel in quality management practice and performance. Three awards 
may be given annually in each of six categories (the education and healthcare 
categories were added in 1999, while a government and nonprofit category was 
added in 2007): 



3.1 Quality Approach 59 

1. Manufacturing  
2. Service company 
3. Small business 
4. Education 
5. Healthcare 
6. Nonprofit 

Organizations that apply for the MBNQA are judged by an independent board 
of examiners. Recipients are selected based on achievement and improvement in 
seven performance criteria, as presented in Figure 3.3: Leadership, Strategic Plan-
ning, Customer and Market Focus, Measurement, Analysis, and Knowledge Man-
agement, Human Resources Focus, Process Management, and Business Results. 
Each one these main performance dimensions is divided in more specific items 
(Table 3.2). 

The MBQNA has sustained a number of major modifications since its introduc-
tion and continues to change every year. These modifications concern the number 
and weights of the criteria, the categories of the evaluation dimensions and the 
evaluation process. Maybe the most important modifications of the award concern 
the substantial focus given on the business results since 1995 (450 out of 1000 
point values) and the introduction of society results in 2003. 

 
Fig. 3.3 MBNQA business excellence model (NIST, 2006) 
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Table 3.2 MBNQA examination criteria (NIST, 2006) 

Criteria Items 

1.1 Organizational leadership 1. Leadership 

1.2 Social responsibility 

2.1 Strategy development 2. Strategic Planning 

2.2 Strategy deployment 

3.1 Customer and market knowledge 3. Customer and Market Focus 

3.2 Customer relationships and satisfaction 

4.1 Measurement and analysis of organizational performance 4. Measurement, Analysis and 
Knowledge Management 4.2 Information and knowledge management 

5.1 Work systems 

5.2 Employee learning and motivation 

5. Human Resources Focus 

5.3 Employee wellbeing and satisfaction 

6.1 Value criterion processes 6. Process Management 

6.2 Support processes 

7.1 Customer-focused results 

7.2 Product and service results 

7.3 Financial and market results 

7.4 Human resource results 

7.5 Organizational effectiveness results 

7. Business Results 

7.6 Governance and social responsibility results 

 
The European Foundation for Quality Management (EFQM) was founded by 

14 of the leading Western European businesses in 1988, when several major com-
panies in Europe realized that their only way of surviving in business was to give 
much greater attention to quality (Bohoris, 1995). In recognition of achievement 
as a feature of the policy of the EFQM, the European Quality Award (EQA) was 
established in 1991 with the support of the European Organization for Quality 
(EOQ) and the European Commission (EC). In 2006, the award was renamed as 
the European Excellence Award (EEA) to reflect the changing environment of the 
EFQM and its members. It is reviewed and updated on a 3-year cycle, with input 
from members and academia. 

The EFQM excellence model is based on nine criteria (Figure 3.4), which are 
divided into “Enablers” and “Results”. The “Enablers” criteria cover what an or-
ganization does, while the “Results” criteria refer to what an organization achieves 
and the revealing assumption is that “Results” are caused by “Enablers”. The nine 
main evaluation criteria are divided into a number of subcriteria as shown in Table 
3.3. The model has a scoring system similar to that used in the MBNQA model, 
with 500 points allocated to the “Enablers” and 500 points allocated to the “Re-
sults”. 
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Fig. 3.4 EFQM business excellence model (EFQM, 2006) 

The EFQM model is based on the premise that excellent results with respect to 
performance, customers, people and society are achieved through leadership driv-
ing policy and strategy, people, partnerships and resources, and processes (EFQM, 
2006). It is underpinned by the fundamental concept of continuous improvement 
and by the Plan-Do-Check-Act cycle of Deming. The scores of the model are de-
rived using the RADAR process, which is a scoring matrix and evaluation tool as-
sisting discipline and consistency in self-assessment. RADAR refers to Results 
(what an organization achieves), Approach (what an organization plans to do and 
the reasons for it), Deployment (extent to which an organization uses the approach 
and what it does to deploy it), and Assessment and Review (what an organization 
does to assess and review both the approach and the deployment of the approach). 

An alternative business excellence model has been proposed by Kanji (1998), 
who applied a structural modeling approach in order to establish a Business Excel-
lence Index (BEI). This index is a means of measuring customers’, employees’ 
and shareholders’ satisfaction simultaneously within an organization, so as to ob-
tain a comprehensive evaluation of the organizational performance (Kanji, 2001). 
The structural model links together the prime (leadership), the four principles (de-
light the customer, management by fact, people based management and continu-
ous improvement), and the four core concepts (customer focus, process perform-
ance, people performance and improvement culture) to provide forces of 
excellence in an organization (Figure 3.5). 

All the previous business excellence models and quality awards provide a non-
prescriptive framework that recognizes that there are many approaches to achiev-
ing sustainable excellence. 
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Table 3.3 EFQM criteria and subcriteria (EFQM, 2006) 

Criteria Subcriteria 

1a. Leaders develop the mission, vision and values and are role models of a 
culture of Excellence. 

1b. Leaders are personally involved in ensuring the organization’s man-
agement system is developed, implemented and continuously improved. 

1c. Leaders are involved with customers, partners and representatives of 
society. 

1. Leadership 

1d. Leaders motivate, support and recognize the organization’s people. 

2a. Policy and Strategy are based on the present and future needs and ex-
pectations of stakeholders. 

2b. Policy and based on information from performance measurement, re-
search, learning and creativity related activities. 

2c. Policy and Strategy are developed, reviewed and updated. 

2d. Policy and Strategy are deployed through a framework of key proc-
esses. 

2. Policy and Strat-
egy 

2e. Policy and Strategy are communicated and implemented. 

3a. People resources are planned, managed and improved. 

3b. People’s knowledge and competencies are identified, developed and 
sustained. 

3c. People are involved and empowered. 

3d. People and the organization have a dialogue. 

3. People 

3e. People are rewarded, recognized and cared for. 

4a. External partnerships are managed. 

4b. Finances are managed. 

4c. Buildings, equipment and materials are managed. 

4d. Technology is managed. 

4. Partnership and 
Resources 

4e. Information and knowledge are managed. 

5a. Processes are systematically designed and managed. 

5b. Processes are improved, as needed, using innovation in order to fully 
satisfy and generate increasing value for customers and other stakeholders. 

5c. Products and Services are designed and developed based on customer 
needs and expectations. 

5d. Products and Services are produced, delivered and serviced. 

5. Processes 

5e. Customer relationships are managed and enhanced. 

6a. Perception Measures. 6. Customer Results 

6b. Performance Indicators. 

7a. Perception Measures. 7. People Results 

7b. Performance Indicators. 

8a. Perception Measures. 8. Society Results 

8b. Performance Indicators. 

9a. Key performance Outcomes. 9. Key Performance 
Results 9b. Key performance Indicators. 
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Fig. 3.5 Kanji’s business excellence model (Kanji, 1998) 

However, customer-focus is a fundamental concept in these self-assessment 
approaches, since it should be present in the organization’s philosophy, structure, 
processes, and results. The term “customer” refers mainly to external customers, 
although employee satisfaction and results are also considered. Within the frame 
of business excellence models, the external customer is defined as anyone outside 
the organization who receives products, services, or some other benefits from it, 
such as service users, clients, beneficiaries, members, funders, the general public, 
other services, stakeholders, and targeted groups. 

There are several studies that have found a positive correlation between the 
adoption of a business excellence model and the improved organizational results, 
though the main contribution of these approaches is that they are based on TQM-
oriented criteria that allow self-assessment on an ongoing basis and thus, they may 
be used as a measuring stick for performance comparison with other business or-
ganizations. 

3.2 Service Quality 

3.2.1 Ideal Point Approach 

The “ideal point” is one of the earliest approaches in marketing that offer a 
consumer comparative standard. It is based on a process whereby the features of a 
product or service are compared with the performance of an “ideal” product, as 
defined by customers. 

The overall quality judgment of a customer for a given brand, in comparison to 
the ideal brand, is given by the following equation (Ginter, 1974): 
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where Qj is the quality judgment of brand j, Prij is the probability that brand j pos-
sesses attribute i, Pij is the performance level of brand j on attribute i, Ii is the ideal 
level of attribute i, and n is the number of attributes. 

In order to apply this particular approach, using equation (3.1), the following 
should be taken into account (Oliver, 1997): 

• The model assumes that customers are able to assess the probabilities Prij and 
that all attributes are equally important. 

• The absolute value in equation (3.1) ensures the validity of the results in case of 
quality attributes that constitute non-monotonic criteria. However, this assumes 
that negative and positive deviations from ideal levels are equally undesirable 
to customers. 

• The overall quality judgment Qj is defined in the interval [0, 100], while 
Qj = Qideal = 100 holds only in the case that the brand j has ideal performance 
levels for all of its attributes. 

• Customer judgments are measured using quantified qualitative scales (see Fig-
ure 3.6). 

(Pij) The performance of brand j on attribute i is:

1 2 3 4 5Low Hight

(Ii) My ideal brand’s performance on attribute i is:

1 2 3 4 5Low Hight  
Fig. 3.6 Measurement scales for the ideal point approach (Oliver, 1997) 

During the evaluation process, at which this particular model focuses on the 
post-purchase customer behavior, it is possible to assume that the customer has al-
ready observed performance levels, and now holds them with some degree of cer-
tainty, so that Prij = 1. In this case, equation (3.1) becomes (Jan-Benedict and 
Steenkamp, 1990): 
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=

= − −∑   (3.2) 

As Cadotte et al. (1987) note, the ideal product/service may be either a ficti-
tious product/service that reflects the customer needs and expectations, or the 
dominant, in terms of quality, product/service in the market. The former case re-
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fers to the product/service, which is truly the best brand, while the latter refers to 
the best product/service that can be offered (a proxy for the ideal standard). 

 
 

3.2.2 Servqual 

The Servqual model is the most widely adopted approach in the area of service 
quality measurement and management, having numerous real-world applications 
and academic researches. The model may be considered as an extension of the 
ideal point approach, adopting the “service gaps” theory (see section 1.2.1) and 
the expectancy disconfirmation paradigm (Parasuraman et al., 1985, 1988, 1991, 
1994; Zeithaml et al., 1990). 

The principles of the Servqual model are based on the assumption that satisfac-
tion is related to the size and direction of disconfirmation of a person’s experience 
vis-à-vis his/her initial expectations (Churchill and Surprenant, 1982; Smith and 
Houston, 1982; Parasuraman et al., 1985). In fact, the model identifies five poten-
tial gaps occurring in the service delivery process (Figure 3.7): 

1. Gap 1: between customers’ expectations and management’s perceptions about 
these expectations. 

2. Gap 2: between management’s perceptions of customers’ expectations and ser-
vice quality specifications. 

3. Gap 3: between service quality specifications and service delivery. 
4. Gap 4: between service delivery and external communications to customers 

about service delivery. 
5. Gap 5: between customers’ expectations and their perceptions on service qual-

ity. 

As noted by Zeithaml et al. (1990), the conceptual model of Figure 3.7 may 
provide a good understanding of service quality and its determinants, while at the 
same time, it implies a logical process which companies can employ to measure 
and improve quality of services. 

The first four gaps are identified as functions of the way in which service is de-
livered, while Gap 5 pertains to the customer. As such, it is considered to be the 
true measure of service quality. However, the key to closing Gap 5 is to close 
Gaps 1-4. As shown in Table 3.4, different reasons may cause these service qual-
ity gaps, and thus, different strategies and tactics may be applied in order to close 
them (see for example Zeithaml et al., 1990). 

Further studies have extended the concept of Gap 5 to what is called a “zone of 
tolerance” (Figure 3.8). The zone of tolerance depends on the desired service level 
(the quality level that customer believe that can and should receive) and the ade-
quate service level (the minimum quality level that customers are willing to ac-
cept). The final customer perception of service quality is compared to this zone of 
tolerance. The previous three service levels (i.e. desired, adequate, and perceived) 
may define the following measures: 
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MSA Perceived Service Adequate Service

MSS Perceived Service Desired Service
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= −
⎧
⎨
⎩

 (3.3) 

where MSA is the measure of service adequacy and MSS is the measure of service 
superiority. 

The Servqual model was originally measured on ten aspects of service quality: 
reliability, responsiveness, competence, access, courtesy, communication, credi-
bility, security, understanding or knowing the customer, and tangibles. However, 
in early 1990s, the model has been refined, taking into account the results of vari-
ous statistical analyses, revealing a significant correlation among the initial ten 
dimensions. The final service quality dimensions, that are able to capture facets of 
all the ten originally conceptualized dimensions, are the following: 

Word of mouth
Communications

Personal needs Past experience

Expected service

Perceived service

Service delivery

Service quality 
specifications

Management 
perceptions of customer 

expectations

External communication 
to customers

PROVIDER

GAP 2

GAP 3

GAP 4

GAP 5

GAP 1

 
Fig. 3.7 Conceptual model of service quality (Zeithaml et al., 1990) 
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Table 3.4 Factors contributing to service quality gaps (Zeithaml et al., 1990) 

Service quality gap Key reasons 

Gap 1 Lack of marketing research orientation 
Inadequate upward communication from contact personnel to management 
Too many levels of management 

Gap 2 Inadequate commitment to service quality 
Lack of perception of feasibility 
Inadequate task standardization 
Absence of goal setting 

Gap 3 Role ambiguity 
Role conflict 
Poor employee-job fit 
Poor technology-job fit 
Inappropriate supervisory control systems 
Lack of perceived control 
Lack of teamwork 

Gap 4 Inadequate horizontal communication (particularly among operations, mar-
keting, and human resources, as well as across branches) 
Propensity to overpromise in communications 

 
Fig. 3.8 Zone of tolerance  

1. Tangibles (appearance of physical facilities, personnel, and communication 
materials). 

2. Reliability (ability to perform the promised service dependably and accurately). 
3. Responsiveness (willingness to help customers and provide prompt service). 
4. Assurance (knowledge and courtesy of employees and their ability to convey 

trust and confidence). 
5. Empathy (caring, individualized attention the firm provides its customers). 

These major service quality dimensions are further divided into a set of 22 
variables/items, which are able to assess the aforementioned dimensions and de-
velop the Servqual instrument. 
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The calculation of the Servqual score in a particular service quality dimension 
is based on the following formula: 
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where Gi is the quality gap (perceived service quality) of dimension i, Pij and Iij 
are the performance perception and the excellence expectation for item j in dimen-
sion i, respectively, and ni is the number of items in dimension i. 

For collecting the necessary data, a predefined questionnaire is used that in-
cludes two major parts: the first one refers to the measurement of customer expec-
tations based on his/her exceptional level of a service quality item, while the sec-
ond contains questions for evaluating customer perception for these items. Usually 
a 7-point Likert scale is used in order to measure perceptions and expectations, as 
presented in Figure 3.9. 

There are two basic variations of the Servqual model: the unweighted and the 
weighted model. The unweighted model is based on the following formula: 
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where G is the overall Servqual score (i.e. company’s overall service quality gap), 
Gkt is the Servqual score of customer k for dimension t, and M is the number of 
customers. 

On the other hand the weighted model takes into account the importance of 
service quality dimension as expressed by customers. Dimension weights are usu-
ally estimated by asking customers to allocate a total of 100 importance points to 
the defined service quality dimensions, although alternative approaches may be 
found in the literature. The overall Servqual score is then given by the formula: 

 
Fig. 3.9 Measurement scales for the ideal point approach (Oliver, 1997) 
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where wkt is the weight of customer k for dimension t. 
Regardless of the variation of the Servqual model, Zeithaml et al. (1990) pro-

pose a number of additional analyses that may be performed, including mainly the 
following: 

• Comparative analysis for each service quality dimension or detailed item. 
• Estimation of Servqual scores for each customer and analysis of different cus-

tomer segments having distinguished perceptions for service quality. 
• Comparison analysis of customer perceptions and expectations over time. 
• Comparison of company’s Servqual scores against competitor scores. 

In the context of the Servqual model, service quality is defined as the degree 
and direction of discrepancy between consumer perceptions and expectations. In 
their discussion, Parasuraman et al. (1988) assert that the Servqual scale deals with 
perceived quality and looks specifically at service quality, not customer satisfac-
tion. They state that “…perceived service quality is a global judgment or attitude 
concerning the superiority of service whereas satisfaction is related to a specific 
transaction…” 

The relationship between customer satisfaction and service quality has been a 
matter of considerable debate during the last decades. In fact, two major ap-
proaches may be found (Galloway, 1999): customer satisfaction may be consid-
ered as an antecedent of service quality, as in the Servqual model, or service qual-
ity may be assumed to be an antecedent of customer satisfaction, as in the 
expectancy disconfirmation approach. Other researchers suggest that neither satis-
faction nor service quality may be antecedent to the other (McAlexander et al., 
1994; Dabholkar et al., 2000), or propose a non-recursive relationship between the 
two constructs (Cronin and Taylor, 1992). 

The assumption made for the relationship between customer satisfaction and 
service quality may also affect the concept of customer expectations. Parasuraman 
et al. (1985, 1988) emphasize that the term “expectation” is used differently in the 
service quality literature than in the marketing literature. They note that service 
expectations do not represent predictions about what service providers would of-
fer, but rather what they should offer. This definition is somehow vague in terms 
of the meaning of “should”; it is the reason why Parasuraman et al. (1985, 1988) 
have noted that the service expectations concept is “…intended to measure cus-
tomers’ normative expectation…”, and these expectations represent an “ideal 
standard” of performance. 

Despite its similarities with the ideal point approach, it should be noted that the 
Servqual model focuses on the estimation of the quality gap that can get either 
positive or negative values (Oliver, 1997). 
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3.2.3 Other Service Quality Models 

The service sector has become the dominant element of the economy, encom-
passing a diverse and complex range of organizations and enterprises. On the 
other hand, quality plays an important role for the survival and development of 
business organizations in the modern environment. The previous remarks justify 
the importance of service quality, since several empirical studies have found that 
service quality is related to the organization’s financial results (e.g. market share, 
profitability, asset turnover). 

The main characteristic of service quality management is that quality is not eas-
ily identifiable and measurable due to inherent characteristics of services, which 
make them different from goods. Service quality is more difficult to define and 
measure than product quality, because services appear to have the following char-
acteristics (Ghobadian et al., 1994): 

• Inseparability of production and consumption: Production and consumption of 
many services are inseparable, and thus the high visibility of the conversion 
process means that it is not possible to hide mistakes or quality shortfalls. In la-
bor intensive services, quality occurs during service delivery, usually in an in-
teraction between the client and the contact person from the service firm. The 
consumer’s input becomes critical to the quality of service performance. 

• Intangibility of service: Most services cannot be counted, measured, invento-
ried, tested, and verified in advance of sale to assure quality. Because of intan-
gibility, the firm may find it difficult to understand how consumers perceive 
their services and evaluate service quality. Moreover, in service organizations 
frontline staff and physical facilities fulfill the dual functions of production and 
marketing, since they are viewed by the potential customer as signs of quality. 

• Perishability of services: Services are perishable and cannot be stored in one 
time period for consumption at a later date. As a result, the organization should 
provide the service right, first time, every time. This is because, unlike manu-
factured goods, the quality of services cannot be inspected before consumption. 

• Heterogeneity of services: Service performance varies from producer to pro-
ducer, from customer to customer, and from day to day. Consistency of behav-
ior from service personnel is difficult to assure because what the firm intends to 
deliver may be entirely different from what the consumer receives. 

As a result, services require a distinct framework for quality explication and 
measurement. 

The Servqual model developed in this context constitutes the most widespread 
service quality measurement approach. However, despite its popularity, Servqual 
has received a large number of criticisms referring to different aspects of the 
model: 

• The model is only applicable to service provision cases and it is not suitable for 
any business providing tangible products of any kind, whether as a manufac-
turer or distributor (Hill, 1996). 
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• It is adequate to measure only perceptions in service quality research and un-
necessary to measure expectations (Cronin and Taylor, 1992). 

• Servqual is more appropriate for measuring post-transaction satisfaction than 
for measuring customers’ underlying satisfaction with a service or an organiza-
tion (Cronin and Taylor, 1994). 

• “Transaction specific quality” is a distinct concept from “relationship quality” 
(Teas, 1993; Bitner and Hubbert, 1994). 

• The 22 items grouped into five dimensions is a far too rigid approach. Even 
amongst service providers, the criteria used to measure customer satisfaction 
cannot be standardized to the same 22 factors (Hill, 1996). 

• Consumers use standards other than expectations to evaluate service quality, 
and thus the term expectation is polysemic (Teas, 1993; Iacobucci et al., 1994). 

Buttle (1996) gives an analytical review of the Servqual construct, as well as a 
thoroughly presentation of the theoretical and operational criticisms to the model. 

The previous debate forced researchers to propose alternative service quality 
models. For example, Cronin and Taylor (1992, 1994) questioned the conceptual 
basis of the Servqual scale and found it confusing with service satisfaction. They 
suggested that the expectation component of the Servqual model should be dis-
carded, and service quality should depend only on performance. So, they proposed 
the Servperf model, an unweighted performance-based scale, as a better method 
for measuring service quality. In order to calculate the service quality scores, the 
following formula is used: 

1

n

k ki
i

SQ P
=

= ∑   (3.7) 

where SQk is the perceived service quality for customer k, Pki is the perception of 
customer k with respect to the performance of a service firm on attribute i, and n is 
the number of attributes. 

Other service quality models have also been proposed focusing on different as-
pects of customer perceptions, customer satisfaction, service quality, and the rela-
tionship among them. The most characteristic approaches include the following: 

• The technical and functional quality model (Grönroos, 1984). 
• Organizational service quality improvement model (Moore, 1987). 
• Service quality trade-off continuum (Haywood-Farmer, 1988). 
• Synthesized model of service quality (Brogowicz et al., 1990). 
• Modified service journey model (Nash, 1988). 
• Attribute and overall affect model (Dabholkar, 1996). 
• Perceived quality and satisfaction model (Spreng and Mckoy, 1996). 
• PCP (Pivotal, Core, and Peripheral) attribute model (Philip and Hazlett, 1997). 
• Retailed service quality and perceived value model (Sweeney et al., 1997). 
• Internal service quality model (Frost and Kumar, 2000). 
• Behavioral service quality model (Beddowes et al., 1987). 
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The previous list is not exhaustive, although it is representative of the research 
that has been done in the service quality field during the last decades. 

Regardless the ongoing debate on the relationship among service quality, cus-
tomer satisfaction, and customer expectations, the alternative service quality ap-
proaches, and, particularly the Servqual model, have been widely applied and have 
proved that they are able to provide insight into the customer satisfaction analysis 
problem. 

3.3 Employee Satisfaction Modeling 

3.3.1 Background 

The increasing importance of human resources for business organizations is 
evident in modern management systems. Though these systems adopt different 
approaches, employees are considered as internal customers of the organization 
and employee satisfaction as an important driver for business success. The role 
and importance of employee satisfaction is crucial, as well, for the effectiveness of 
a TQM program. 

Employee satisfaction is probably the most frequently studied concept in or-
ganizational sciences, with over 5,000 articles and dissertations having been writ-
ten on the topic since 1992 (Cranny et al., 1992). Robbins and Coulter (1996) 
stated that employee satisfaction is an employee's general attitude towards his/her 
job. Katzell (1964) argues that if there is a consensus about employee satisfaction, 
it is the verbal expression of an incumbent's evaluation of his/her job. On this ba-
sis, it is an affective or hedonic tone, for which the stimuli are events or conditions 
experienced in connection with jobs or occupations. Employee satisfaction has 
been defined as “a pleasurable or positive emotional state resulting from the ap-
praisal of ones job or job experiences” (Locke, 1976). According to Cranny et al. 
(1992) employee satisfaction is an affective -that is, emotional- reaction to one’s 
job, resulting from the incumbent’s comparison of actual outcomes with those that 
are desired (expected, deserved, etc.). 

Evidently, there is no single definition about employee satisfaction. It is a 
rather complex concept and is often referred to as job satisfaction, though there are 
different opinions about it. Furthermore, it is not clear if there are specific meas-
urement dimensions or if employee satisfaction just reflects an emotional state. 
The problems concerning the clear definition of employee satisfaction refer mostly 
to the complexity of the topic, the subjectivity and the quality nature of the con-
cept of satisfaction, the difficulties occurred when comparing with other standards, 
as well as the differently oriented scientists involved in the research. 

During the last twenty years, a large number of studies have investigated the re-
lationship between employee satisfaction and specific job characteristics, with of-
ten contradictory results. Most of them have originated from the field of social 
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psychology and are based on human behavioral theories, while others emphasize 
the importance of employee satisfaction in a TQM context. 

The linkage between employee satisfaction and business performance has also 
historically been challenged by many researchers (Vroom, 1964; Bernhardt et al., 
2000). Moreover, job satisfaction has been shown to relate positively with specific 
facets of performance like organizational citizenship behavior (Smith et al., 1983; 
Organ, 1988), which is employee behavior that is not formally required in a job 
description but is nevertheless critical for organizational success (e.g. helping co-
workers, volunteering for extra assignments). 

Similarly to job satisfaction, affective commitment is an important determinant 
of organizational performance. Whereas satisfaction denotes positive emotions 
toward a particular job, organizational commitment is the degree to which an em-
ployee feels loyal to a particular organization (Mueller et al., 1992; Price, 1997). 
A large body of research has investigated the linkage between overall job satisfac-
tion and organizational commitment (Elliot and Hall, 1994; Fletcher and Williams, 
1996). At the individual level of analysis, research has shown high affective com-
mitment to be related to high levels of job performance (Mowday et al., 1974; 
Steers, 1977), high job involvement (Blau, 1985; Brooke et al., 1988), high job 
satisfaction (Kanungo, 1982; Mathieu and Farr, 1991), and low absenteeism 
(Koch and Steers, 1978; Mathieu and Kohler, 1990). 

An even more widely accepted relationship refers to employee satisfaction and 
employee turnover. Turnover is one of the most widely studied outcomes of both 
satisfaction and commitment, and it is based on the axiomatic connection that re-
searchers make between employee attitudes and behaviors (Bluedorn, 1982; Mow-
day et al., 1982). Research in employee turnover is primarily concerned with vol-
untary turnover defined as “individual movements across the membership 
boundary of a social system which is initiated by the individual” (Price, 1997). 
Models of employee turnover almost universally propose a negative relationship 
between satisfaction and turnover (Hom and Griffeth, 1991, 1995). 

Some more recent researches have shown that employee satisfaction can be 
linked to customer satisfaction (Tornow and Wiley, 1991; Tompkins, 1992). 
Schlesinger and Zomitsky (1991) found that employees’ perception of service 
quality positively relates to both job satisfaction and employee self-perceived ser-
vice capability. This point of view is represented in Figure 3.10, through the cycle 
of good service. This diagram suggests that customer satisfaction yields to profits, 
which can improve payments and therefore employee satisfaction. This, in turn, is 
able to improve employees’ performance, which will increase the level of cus-
tomer satisfaction, and so on (Schlesinger and Heskett, 1991). 
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Fig. 3.10 The cycle of good service (Schlesinger and Heskett, 1991) 

Another related interesting concept concerns job security, which is critical for 
influencing work-related outcomes. For example, job security is an important de-
terminant of employee health (Kuhnert et al., 1989), physical and psychological 
wellbeing of employees (Jacobson, 1991; Kuhnert and Palmer, 1991), employee 
turnover (Arnold and Feldman, 1982), employee retention (Ashford et al., 1989; 
Iverson, 1996), job satisfaction (Ashford et al., 1989), and organizational com-
mitment (Ashford et al., 1989; Iverson, 1996). 

Finally, several studies have investigated the linkage between employee satis-
faction and other additional important factors. Some of them involve job stress 
(Elangovan, 2001), wages and communication level (Pincus, 1986; Goris et al., 
2000), organizational size (Kovach, 1978; Kalleberg and van Buren, 1996), com-
pensation system (Heneman and Schwab, 1985; Heneman and Judge, 2000), and 
various employees’ demographic characteristics such as education level (Vollmer 
and Kinney, 1955), age (Vollmer and Kinney, 1955; Rhodes, 1983), and marital 
status (Federico et al., 1976). 
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3.3.2 Employee Satisfaction and TQM 

The first attempts of quality measurement and analysis were focused on the in-
spection of specific tangible features and characteristics of the product by using 
statistical quality control and process control techniques. The analysis of em-
ployee attitude, the development of motivation methods and techniques, and the 
investigation of human behavior (employees or customers) were evolved simulta-
neously, but independently of the products’ process control. TQM integrates all 
the activities of a business organization that are capable to influence the quality of 
outcomes. This approach acknowledges the substantial interaction of the classic 
quality operations of products or services, the behavior and motivation of employ-
ees, the relationship with the suppliers, as well as the development of new prod-
ucts (Dutka, 1995). 

Advocates of TQM hold that the goal of customer satisfaction is achieved 
through top management commitment to creating an organizational climate that 
empowers employees and focuses all efforts on this goal. One of the basic con-
cepts in the TQM approaches is that a successful organization needs to have its 
employees satisfied. Additionally, TQM practices consider as necessary require-
ments the continuous training of employees, their empowerment and their partici-
pation in management decisions. The customer satisfaction focus requires the in-
teraction between front-line employees and customers to be pleasant experiences 
(especially for the customer). The latter is facilitated by empowered and highly 
motivated employees who are satisfied with their jobs as a result of their involve-
ment and perception of the emphasis that the organizational culture places on 
quality. Furthermore, Fulford and Enz (1995) found employee perception of em-
powerment to have an impact on employee loyalty, concern for others (including 
customers), and satisfaction. The implication of this finding is that enhancing em-
ployee service capability through empowerment contributes to employee job satis-
faction, job commitment, pride of workmanship, and what Anderson et al. (1994) 
called “employee fulfillment or the degree to which employees feel that the or-
ganization continually satisfies their needs”. Thus, a positive relationship between 
leadership and commitment, and employee empowerment (leading to job satisfac-
tion) with customer satisfaction is assumed. In almost all of the TQM literature, 
employee involvement, empowerment, and top management leadership and com-
mitment are identified as crucial elements of a successful TQM program (Deming, 
1982; Brower, 1994). 

 
 

3.3.3 Employee Satisfaction Approaches 

A number of different methods have also been proposed as an attempt to study 
the concept of employee satisfaction. These alternative studies concern mostly 
various quantitative methods or other approaches based on psychology behavioral 
analysis. 
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In general, behavioral models are based on the assumption that job satisfaction 
is an intellectual condition of the employee. Thus, assessing job satisfaction is 
quite subjective and it should be compared with other “standards”. The most 
known approaches about employees’ behavior concern Maslow’s Hierarchy of 
Needs Theory, Herzberg’s Dual Factor Theory, and Hackman-Oldham’s Job 
Characteristics Theory. 

The Job Characteristics Theory (Hackman and Oldham, 1980) is the most in-
fluential approach of how job characteristics affect people. The basis of the theory 
is that people can be motivated by the intrinsic satisfaction they find in doing job 
tasks: when they find their work to be enjoyable and meaningful, people like their 
jobs and will be motivated to perform their jobs well. 

Figure 3.11 illustrates this approach and shows how core characteristics of jobs 
induce psychological states that in turn lead to job performance, job satisfaction, 
motivation, and turnover. The five core characteristics are thought to lead to three 
psychological states: 

1. Skill variety, task identity, and task significance combined induce experienced 
meaningfulness of work. 

2. Autonomy leads to feelings of responsibility. 
3. Feedback results in knowledge of results about the products of work. 

The three psychological states in turn contribute to important outcomes of job 
satisfaction and motivation of employees. 

 
Fig. 3.11 Hackman and Oldham’s Job Characteristics model 
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Another major approach of job satisfaction characteristics concerns Herzberg’s 
Dual Factor Theory (Herzberg et al., 1959), which proposes that an employee’s 
motivation to work is best understood when the respective attitude of that em-
ployee is understood. That is, the internal concept of attitude which originates 
from a state of mind, when probed, should reveal the most pragmatic information 
for managers with regard to the motivation of workers. In his approach to studying 
the feelings of people toward their work, or their attitudes, Herzberg et al. (1959) 
set out to answer three questions: 

1. How can one specify the attitude of any individual toward his or her job? 
2. What causes these attitudes? 
3. What are the consequences of these attitudes? 

As a result of their inquiry about the attitudes of employees, Herzberg et al. 
(1959) developed two distinct lists of factors. One set of factors caused happy 
feelings or a good attitude within the worker, and these factors, on the whole, were 
task-related. The other grouping was primarily present when feelings of unhappi-
ness or bad attitude were evident, and these factors, Herzberg claimed, were not 
directly related to the job itself, but to the conditions that surrounded doing that 
job. The first group is called motivators (job factors), while the second group is 
named hygiene factors (extra-job factors), as shown in Table 3.5. 

Motivators refer to factors intrinsic within the work itself, like the recognition 
of a task completed. Conversely, hygienes tend to include extrinsic entities, such 
as relations with co-workers, which do not pertain to the worker’s actual job. Ac-
cording to Herzberg, motivators cause positive job attitudes because they satisfy 
the worker’s need for self-actualization. The presence of these motivators has the 
potential to create great job satisfaction; however, in the absence of motivators, 
Herzberg says, dissatisfaction does not occur. On the contrary, hygiene factors, 
which simply “move” (cause temporary action), have the potential to cause great 
dissatisfaction, if they are absent, while their presence does not provoke a high 
level of satisfaction. 

Table 3.5 Factors affecting employee satisfaction according to Herzberg theory 

Motivators Hygiene factors 

Recognition Salary 

Achievement Interpersonal relations - supervisor 

Possibility of growth Interpersonal relations - subordinates 

Advancement Interpersonal relations - peers 

Responsibility Supervision - technical 

Work itself Company policy and administration 

 Working conditions 

 Factors in personal life 

 Status 

 Job security 
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3.3.4 Employee Satisfaction Dimensions 

The assessment of employee satisfaction dimensions is extremely important for 
researchers because it gives primarily the ability to define, in some way, the con-
cept of employee satisfaction. The various related studies examine the relation be-
tween employee satisfaction and specific aspects or facets of the job. Most of them 
were applied in order to find out which parts of the job produce satisfaction or dis-
satisfaction. Several scales have been developed in order to assess employee satis-
faction from their job, the most popular of which concern the Job Satisfaction 
Survey, the Job Descriptive Index, the Minnesota Satisfaction Questionnaire, the 
Job Diagnostic Survey, the Job in General Scale, and the Michigan Organizational 
Assessment Questionnaire. 

The Job Satisfaction Survey (JSS) (Spector, 1985) assesses nine facets of job 
satisfaction, as well as overall satisfaction. These facets are: 

1. Pay (satisfaction with pay and pay raises) 
2. Promotion (satisfaction with promotion opportunities) 
3. Supervision (satisfaction with the person’s immediate supervisor) 
4. Fringe benefits (satisfaction with fringe benefits) 
5. Contingent rewards (satisfaction with rewards, not necessarily monetary, given 

for good performance) 
6. Operating conditions (satisfaction with rules and procedures) 
7. Co-workers (satisfaction with co-workers) 
8. Nature of work (satisfaction with the type of work done) 
9. Communication (satisfaction with communication within the organization) 

The scale contains 36 items and uses a summated rating scale format, which is 
very popular in this field. Each of the nine facet subscales contains four items, and 
a total satisfaction score can be computed by combining all of the items. 

The Job Descriptive Index (JDI) (Smith et al., 1969) has probably been the 
most popular facet scale among organizational researchers. It may also have been 
the most carefully developed and validated scale. The JDI assesses five facets: 
work, pay, promotion, supervision and co-workers. The entire scale contains 72 
items with either 9 or 18 items per subscale. Each item is an evaluative adjective 
or short phrase that is descriptive of the job. The JDI uses a 3-point response scale: 
“Yes”, “Uncertain”, or “No”. 

The Minnesota Satisfaction Questionnaire (MSQ) (Weiss et al., 1967) is an-
other satisfaction scale that has been very popular among researchers. The MSQ 
comes in two forms: a 100-item long version and a 20-item short form. It uses two 
groups of subscales: the extrinsic and intrinsic satisfaction subscales. Extrinsic sat-
isfaction concerns aspects of work that have little to do with the job tasks or work 
itself (e.g. pay), while intrinsic satisfaction refers to the nature of job tasks them-
selves, and how people feel about the work they do. The 20 facets of the MSQ are 
in many cases more specific than the JDI or JSS and include: activity, independ-
ence, variety, social status, supervision (human relations), supervision (technical), 
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moral values, security, social service, authority, ability utilization, company poli-
cies and practices, compensation, advancement, responsibility, creativity, working 
conditions, co-workers, recognition, and achievement. 

The Job Diagnostic Survey (JDS) (Hackman and Oldham, 1975) is an instru-
ment that has been developed to study the effects of job characteristics on people. 
It contains subscales to measure the nature of the job and job tasks, motivation, 
personality, psychological states (cognitions and feelings about job tasks), and re-
actions to the job. One of the reactions is job satisfaction. The JDS is considered 
to be a facet measure because it covers several areas of job satisfaction, specifi-
cally growth, pays, security, social, and supervision, as well as global satisfaction. 
The individual subscales contain 2-5 items each, and the format of the facet items 
is a 7-point scale ranging from “Extremely dissatisfied” to “Extremely satisfied” 
(for the global satisfaction the 7-point scale ranges from “Disagree strongly” to 
“Agree strongly”). 

The Job in General Scale (JIG) (Ironson et al., 1989) was designed to assess 
overall job satisfaction rather than facets. Its format is the same as the JDI, and it 
contains 18 items. Each item is an adjective or short phrase about the job in gen-
eral rather than a facet, while the total score is a combination of all items. The JIG 
is a good choice for the assessment of overall job satisfaction when this is of inter-
est rather than facets. Often, facet scales are used to assess general satisfaction by 
combining all of the individual facet scores. This can be justified by the fact that 
facets often correlate well with overall job satisfaction.  

The Michigan Organizational Assessment Questionnaire (MOAQ) contains a 
three-item overall satisfaction subscale (Camman et al., 1979). The MOAQ is 
rather simple and short, which makes it ideal for use in questionnaires that contain 
many scales. For each item, a 7-point Likert type response scale is used, ranging 
form “Strongly disagree” to “Strongly agree”. Responses are numbered from 1 to 
7, respectively, and the items are summed to yield an overall job satisfaction 
score. 

The problem of assessing a universally accepted set of employee satisfaction 
dimensions has been studied extensively in other research efforts. A representative 
set of these satisfaction dimensions may include: 

1. Company effectiveness (development of specific strategy and goals, quality 
continuous improvement, customer focus) 

2. Communication (means and tools, quality of communication, access to infor-
mation) 

3. Relationships (with managers and colleagues) 
4. Empowerment (responsibilities, awareness of company’s goals and strategy, 

participation in decision making) 
5. Job characteristics (job tasks, work insurance, work environment) 
6. Career (fair system of performance measurement, career development, oppor-

tunities for personal growth) 
7. Reward (payment and other benefits, recognition of personal efforts) 
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Table 3.6 presents additional examples of characteristic factors that affect em-
ployee satisfaction, revealing the different perspectives that may be examined to 
analyze this concept. 

Table 3.6 Characteristic dimensions of employee satisfaction 

Van Saane et al. (2003) Shikdara and Das (2003) 

Job’s content 
Autonomy 
Personal growth 
Payment-rewards 
Career development 
Supervision 
Communication 
Colleagues 
Importance of job 
Work load 
Requirements of work 

Vagueness of the job’s objectives 
Importance of the job’s objective 
Autonomy 
Work conditions 
Payment - rewards 
Supervision 
Career development 
Colleagues 
Multiple skills 
Communication 

Sibbald et al. (2000) Seo et al. (2004) 

Payment – rewards 
Work load 
Recognition of personal efforts 
Opportunity to use specific skills 
Autonomy 
Job variety 
Work conditions 
Responsibilities 
Colleagues 
Pressure 

Environment (work opportunities) 
Psychological variables (positive and negative 
sentimentality) 
Organization (autonomy, vagueness of respon-
sibilities, conflict of responsibilities, work load, 
lack of resources, relationships with colleagues 
and supervisors, personal growth, routine, jus-
tice, career opportunities, payment - rewards) 

 
Finally, it should be noted that while most of the researchers focus on measur-

ing employee satisfaction, other believe that measuring and trying to decrease em-
ployee dissatisfaction may have better results for an organization. According to 
Crow and Hartman (1995), employers should not solely focus on improving job 
satisfaction in an effort to improve organizational effectiveness, because an em-
ployee’s level of job satisfaction is a result of a multiplicity of factors, most of 
which cannot be influenced by the employer. Organizations can influence basic 
things like pay, working conditions and supervision; however personal job satis-
faction may be so complicated that it is beyond the influence of the employer. In 
short, employers should be responsible for removing sources of job dissatisfaction 
rather than trying to improve employee satisfaction. From a practical, business 
standpoint, one of the management’s primary roles is to remove road-blocks to ef-
fective performance and thus to eliminate obvious sources of job dissatisfaction in 
terms, for example, of pay inequities, abusive supervision, favoritism, poor work-
ing conditions, poor communications and poor performance. 
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3.4 Other Approaches 

3.4.1 Kano’s model 

The theory of attractive quality according to Kano et al. (1984) originated be-
cause of the lack of explanatory power of a one-dimensional recognition of qual-
ity. In particular, the one-dimensional view of quality can explain the role of cer-
tain quality attributes where both satisfaction and dissatisfaction vary in 
accordance with performance. However, this approach cannot explain the role of 
other quality attributes where customer satisfaction (or dissatisfaction) is not pro-
portional to their performance. In this case, fulfilling the individual prod-
uct/service requirements does not necessarily imply a high level of customer satis-
faction (or the opposite, i.e. dissatisfaction does not occur, although the 
performance of a product/service attribute is relatively low). A characteristic ex-
ample of this situation is presented by Witell and Löfgren (2007): people are satis-
fied if a package of milk extends the expiration and dissatisfied if the package 
shortens the expiration; however, for a quality attribute such as leakage, people are 
not satisfied if the package does not leak, but they are very dissatisfied if it does. 

Kano’s model classifies the quality attributes into different quality dimensions 
(Kano et al., 1984), as presented also in Figure 3.12: 

1. Must-be quality: These quality attributes are taken for granted when fulfilled 
but result in dissatisfaction when not fulfilled. The customer expects these at-
tributes, and thus views them as basics. Customers are unlikely to tell the com-
pany about them when asked about quality attributes; rather they assume that 
companies understand these fundamentals of product design (Watson, 2003). 

2. One-dimensional quality: These attributes result in satisfaction when fulfilled 
and result in dissatisfaction when not fulfilled. They are also referred as “the-
more-the-better” quality attributes (Lee and Newcomb, 1997). The one-
dimensional attributes are usually spoken and they are those with which com-
panies compete. 

3. Attractive quality: These quality attributes provide satisfaction when fully 
achieved but do not cause dissatisfaction when not fulfilled. They are not nor-
mally expected by customer, and thus they may be described as surprise and 
delight attributes. For this reason, these quality attributes are often left unspo-
ken by customers. 

4. Indifferent quality: These attributes refer to aspects of a product that are neither 
good nor bad, and thus, they cannot create satisfaction or dissatisfaction. 

5. Reverse quality: This category is similar to the one-dimensional quality, but it 
refers to a high degree of achievement resulting in dissatisfaction, and vice 
versa (i.e. a low degree of achievement resulting in satisfaction). Thus they 
may be characterized as “the-less-the-better” quality attributes. 
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Fig. 3.12 The Kano diagram 

The theory of attractive quality is inspired by Herzberg’s work on job satisfac-
tion. In particular, Herzberg’s Dual Factor Theory (see section 3.3.3) posits that 
the factors that cause job satisfaction are different form the factors that cause dis-
satisfaction (Herzberg et al., 1959). Using this context, Kano’s model suggests 
distinguishing customer satisfaction and dissatisfaction, taking into account the 
degree of achievement. 

Kano’s approach may give insight into the relationship between the importance 
of quality attributes and the customer requirements for these attributes. As Kano et 
al. (1984) note, customers may be communicating different levels of importance 
in their explicit judgments of importance. In simple words, the theory of attractive 
quality suggests that the importance of a quality attribute is not constant, but it is 
affected by the category in which this attribute is assigned, as well as its perform-
ance level.  

According to Kano (2001), quality attributes are dynamic and can change over 
time. In particular, a successful attribute follows a life cycle from being indiffer-
ent, to attractive, to one-dimensional, to must-be.  

Using the Kano’s model, customer requirements are better understood, since 
the product/service criteria that have the highest impact on customer satisfaction 
or dissatisfaction can be identified. Classifying product/service requirements into 
must-be, one-dimensional and attractive categories may be useful to identify pri-
orities for product development. 
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Moreover, the approach may provide valuable help in trade-off situations dur-
ing the product development stage. If two product/service requirements cannot be 
met simultaneously due to technical or financial reasons, the attribute with the 
highest impact on customer satisfaction may be chosen. Discovering and fulfilling 
attractive requirements may be also very important since it offers significant op-
portunities for differentiation. A product or service that merely satisfies the must-
be and one-dimensional requirements is perceived as average and therefore, inter-
changeable. The attractive attributes are the key to beating the competition in the 
marketplace (Hinterhuber et al., 1994). 

Must-be, one-dimensional and attractive requirements differ, as a rule, in the 
utility expectations of different customer segments. Using this as a starting point, 
customer-tailored solutions for special problems can be elaborated and this may 
guarantee an optimal level of satisfaction in the different customer segments. 

In order to classify quality attributes into the five aforementioned dimensions, 
Kano et al. (1984) use a specific questionnaire that contains pairs of customer re-
quirement questions, that is, for each customer requirement two questions are 
asked: 

1. How do you feel if a given feature is present in the product (functional form of 
the question)? 

2. How do you feel if that given feature is not present in the product (dysfunc-
tional form of the question)? 

Using a predefined preference scale and the evaluation table of Figure 3.13, 
each customer requirement may be classified into the five dimensions of the 
Kano’s model (Löfgren and Witell, 2008). The dimension designated as question-
able contains skeptical answers and is used for responses in which it is unclear 
whether the responder has understood the question. Finally, in order to decide on 
the classification of a quality attribute, the proportion of respondents (statistical 
mode) who classifies a given attribute in a certain category is used (i.e. the attrib-
ute is assigned into the category with the highest frequency according to customer 
answers). Several variations of this classification procedure have been proposed, 
referring mostly to alternative quality dimensions and evaluation scales. Löfgren 
and Witell (2008) present a thoroughly review of these alternative approaches. 

However, the previous procedure does not take into account that quality attrib-
utes are in fact random variables and customer responses form a probability distri-
bution function on the main categories of the Kano’s model. Thus, the statistical 
mode is not always a good indicator of central tendency. Furthermore, different 
market segments usually have different needs and expectations, so sometimes it is 
not clear whether a certain attribute can be assigned to a specific category. For this 
reason, several indices have been proposed to aid the classification process of 
quality attributes (Löfgren and Witell, 2008). A simple approach is to calculate the 
average impact on satisfaction and dissatisfaction for each quality attribute. Berger 
et al. (1993) introduced the Better and Worse averages, which indicate how 
strongly an attribute may influence satisfaction or, in case of its non-fulfillment 
customer dissatisfaction: 
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where A, O, M, and I are the attractive, one-dimensional, must-be, and indifferent 
responses, respectively (i.e. percentage of customers assigning a given attribute to 
a certain category). 
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Fig. 3.13 Kano evaluation table (Lee and Newcomb, 1997) 

The pairs of Better and Worse averages can be plotted in a two-dimensional 
diagram representing the impact of quality attributes on satisfaction or dissatisfac-
tion (Figure 3.14), and thus a clearer view for the classification of quality attrib-
utes may be obtained. 

An alternative classification approach is presented in section 5.4.2, using a dual 
importance diagram, which combines the derived and stated importance of quality 
attributes (i.e. the weights of attributes as estimated by a regression-type model 
and straightforwardly expressed by customers, respectively). 

Consequently, the theory of attractive quality may give a valuable explanation 
about the relationship between the degree of sufficiency of a quality attribute and 
the customer satisfaction with that attribute. Based on this approach, it can be rec-
ognized that customer satisfaction is more than a one-level issue as traditionally 
examined. Moreover, it may not be enough to merely satisfy customers by meet-
ing their basic and spoken requirements, particularly in a highly competitive envi-
ronment. 
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Fig. 3.14 Two-dimensional representation of Kano quality categories (Berger et al., 1993) 

Finally, Kano’s model has often been combined with various methods of as-
sessing product and service development, such as quality function deployment 
(Griffin and Hauser, 1993; Matzler et al., 1996; Huiskonen and Pirttilä, 1998; 
Shen et al., 2000), Servqual (Tan and Pawitra, 2001), and others (see for example 
the review of Löfgren and Witell, 2008). 

 
 

3.4.2 Customer Loyalty 

Several researchers urge that customer satisfaction is not able to provide a reli-
able measure for the performance or the quality level of a business organization, 
particularly in a highly competitive environment. Instead, they suggest that meas-
uring customer loyalty may give a better understanding of consumer behavior in 
terms of repeat purchases, and thus improve corporate financial results (Stewart, 
1995). 

Although, customer loyalty and satisfaction are strongly related, they are not 
identical. Previous research efforts have found that (Griffin, 1995; Vandermerwe, 
1996; Oliver, 1997; Hill and Alexander, 2006): 

• Customer satisfaction and loyalty are strongly related; however their relation is 
rather nonlinear (Figure 3.15). 

• Loyalty is considered as the main consequence of customer satisfaction. 
• Satisfaction is a necessary but not a sufficient condition for customer loyalty. 
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Fig. 3.15 A characteristic link between satisfaction and loyalty (Hill and Alexander, 2006) 

Until mid 1970s, customer loyalty measurement was mainly based on analyz-
ing repurchase and brand choice data, using classical statistical methods and data 
analysis techniques (Newman and Werbel, 1973; Bass, 1974). Modern approaches 
are based on the works of Jacoby (1971, 1975), Jacoby and Kyner (1973), Jacoby 
and Chestnut (1978), Tarpey (1974, 1975), and Elrond (1988), in which the defini-
tion of loyalty depends on a positive commitment level by customers, instead of 
purchase (or repurchase) actions for a product or service. In particular, Oliver 
(1997) provides the following definition: 

“…Customer loyalty is a deeply held commitment to rebuy or repatronize a preferred 
product or service consistently in the future, despite situational influences and marketing 
efforts having the potential to cause switching behavior…” 

The critical factors that affect customer loyalty are the commitment to a brand 
and the repeat purchase rate. According to Dick and Basu (1994), customer loyalty 
may be examined by relating attitude and repeat purchasing (relative attitude is the 
degree to which the consumer’s evaluation of one alternative brand is dominated 
by that of another). In this context, true loyalty exists only when repeat patronage 
coexists with high relative attitude. This approach is also adopted by Griffin 
(1995), who distinguishes four types of loyalty (Figure 3.16): 

1. No loyalty: For several reasons some customers do not develop loyalty to cer-
tain products or services, since both repeat patronage and relative attachment 
are low. Some marketeers suggest that businesses should avoid targeting these 
buyers because they will never be loyal customers, while others believe that if a 
reasonably frequent need for a product/service exists, potential efforts may in-
crease the relative attachment, and thus customers may switch to another loy-
alty segment. 

2. Inertia loyalty: A low level of attachment coupled with high repeat purchase 
produces inertia loyalty, which means that customers usually buy out of habit. 
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The primary reasons for buying are based on non-attitudinal/situational factors 
(e.g. convenience). These customers feel some degree of satisfaction, or at least 
no real dissatisfaction. Thus, it is possible to turn inertia loyalty into a higher 
form of loyalty by courting the customer and increasing the product/service dif-
ferentiation. 

3. Latent loyalty: A high relative attitude combined with low repeat purchase sig-
nifies latent loyalty. In this case situational effects rather than attitudinal influ-
ences determine repeat purchase (e.g. inconvenient store locations, out-of-stock 
situations, influence of other people). Dick and Basu (1994) outline that mana-
gerial efforts are best focused on removing the obstacles to patronage, for ex-
ample by extending the branch network. 

4. Premium loyalty: Premium loyalty is produced when high level of attachment 
and repeat patronage coexists. It is the preferred type of loyalty for all custom-
ers and any business. Premium loyalty is achieved when the company has de-
veloped and communicated a proposition that clearly has long-term benefits for 
the customer, and when the customer modifies his/her behavior to remain loyal 
over time. 
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Fig. 3.16 Types of loyalty (Griffin, 1995) 

Although several alternative types of loyalty have been proposed, all of them 
follow the aforementioned framework and combine the different types of repur-
chase patterns with customer’s attitude toward the company or brand, as presented 
in Table 3.7. However, all these categorizations of different types of loyalty are 
able to give a better understanding and provide alternative assessments for this 
concept. 
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Table 3.7 Examples of different types of loyalty (Hill and Alexander, 2006) 

Types of loyalty Example Degree of allegiance 

Monopoly loyalty Rail commuters Low 

Cost of change loyalty Financial software Medium 

Incentivized loyalty Frequent business flyers Low to medium 

Habitual loyalty Petrol station Low 

Committed loyalty Football club High 

 
Customer loyalty is not a constant and one-dimensional concept, but it is a 

rather dynamic process having different stages and evolving over time. The main 
customer loyalty stages are presented in Figure 3.17 and include (Griffin, 1995; 
Hill and Alexander, 2006): 

1. Suspects: Suspects include everyone who may buy the examined prod-
uct/service. Suspects are either unaware of the offering or they have no inclina-
tion to buy it. 

2. Prospects: A prospect is someone who has the need for the examined prod-
uct/service, as well as the ability to buy it. Prospects are potential customers 
who have some attraction toward the company, but they have not taken the step 
of purchase yet. 

3. First-time customers: These are the customers who have purchased the prod-
ucts or services offered (usually once, although the category may include some 
repeat buyers). First-time customers have no real feeling of affinity toward the 
company. 

4. Repeat customers: Repeat customers are people who have purchased the exam-
ined product/service two or more times. They have positive feelings of attach-
ment toward the organization, but their support is passive, rather than active, 
apart from making purchases. 

5. Clients: Clients buy regularly all the product or services offered by a business 
organization, if they have the need for them. Usually, there is a strong relation 
between the organization and a client, positively affecting his/her switching be-
havior. 

6. Advocates: Advocates are clients who additionally support the organization by 
talking about it and/or recommending it to others. 

7. Partners: This is the strongest form of customer-supplier relationship, which is 
sustained because both parties see partnership as mutually beneficial. 

Other alternative approaches for assessing the different levels of customer loy-
alty are proposed in the context of consumer behavioral analysis and social psy-
chology (Crosby and Taylor, 1983; Kuhl, 1985, 1986; Stum and Thiry, 1991; 
Bagozzi et al., 1992; Reichheld, 1993). 
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Fig. 3.17 The customer development process (Griffin, 1995) 

A large number of research efforts focus on the measurement and analysis of 
customer loyalty, by applying different techniques and tools (Jarvis and Wilcox, 
1976; Raju, 1980; Belch, 1981; Sproles and Kendall, 1986; Tranberg and Hansen, 
1986; Czepiel and Gilmore; 1987, Morris and Holman, 1988; Mittal and Lee, 
1989; Snyder, 1991; McDonald, 1993; Bawden, 1998). The most important ap-
proaches are based on the following: 

• Repeat purchase data or patterns (e.g. purchase frequency and quantity). 
• Ratio of brand in the region of acceptance to those in the region of rejection 

(i.e. the ratio of the number of brands that a customer would definitely use to 
the number of brands that he/she would never use). 

• Attitudinal scales (e.g. repurchase intention, recommendation to others). 

An alternative interesting approach is presented by Oliva et al. (1992, 1995) 
who modeled the relation between customer loyalty and satisfaction using a catas-
trophe model (these models are used in order to describe nonlinear “jumps” once a 
threshold level of a critical variable is attained). 

Taking into account the definition of customer loyalty, as well as the aforemen-
tioned measurement approaches, it is clear that since loyalty is a commitment 
from customers, it is not possible to directly measure it. Instead, it seems more ap-
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propriate to measure its consequences, in terms of customer repurchase behavior, 
and its drivers according to customer’s attachment to the examined brand. 

Satisfaction surveys may also be used in order to analyze customer loyalty by 
applying the following process (Hill, 1996): 

1. Evaluate the level of customer satisfaction not only for the examined prod-
uct/service, but also for those of the main competitors. 

2. Segment the total set of customers using a cross table that contains the results 
of the previous measurement. 

3. Determine different strategies for each one of the previous segments (e.g. 
communicate with customers, develop an appropriate database, establish a loy-
alty club), taking into account the different levels of customer loyalty. 

Other research efforts are focused on the determination of business strategies 
for improving customer retention, increasing purchase budget, evaluating cus-
tomer trust, or studying further the relation between customer satisfaction and pur-
chase intention (Howard, 1977; Mazursky et al., 1987; Tellis, 1988; Beatty et al., 
1988; McQuarrie, 1988; Kasper, 1988; Mazursky and Geva, 1989; Bagozzi and 
Warshaw, 1990; Wernefelt, 1991; Bagozzi, 1993; Cheong, 1993; Ping, 1994; 
Morgan and Dev, 1994; Keaveney, 1995). 

 
 
 



Chapter 4 

MUSA: Multicriteria Satisfaction Analysis 

4.1 Introduction to Multicriteria Decision Analysis 

4.1.1 Decision Problem Modeling 

Multicriteria analysis includes methods, models and approaches that aim to aid 
the decision-makers to handle semi-structured decision problems with multiple 
criteria (Siskos and Spyridakos, 1999). Multiple criteria decision problems belong 
in the category of “ill-structured problems”, given that their rational solution does 
not preexist, but constitutes an objective of research usually through an interactive 
process. 

The main theoretical multicriteria analysis approaches are the following (Figure 
4.1): 

1. The value system approach or multiattribute utility theory aims to develop a 
value system that aggregates the decision-maker’s preferences on the total set 
of criteria, based on strict assumptions, like complete and transitive relation 
(Fishburn, 1970, 1972, 1982; Keeney and Raiffa, 1976; Keeney, 1992; Von 
Winterfeldt and Edwards, 1993; French, 1993; Kirkwood, 1997). The estimated 
value system provides a quantitative way to aid the final decision. 

2. The outranking relations approach, using a non compensatory process, aims to 
the development of outranking relations that allow the incomparability among 
the decision actions (Roy, 1976, 1985, 1989, 1990; Vanderpooten, 1989; Brans 
and Mareschal, 1990; Vincke, 1992; Roy and Bouyssou, 1993). This particular 
approach is not bounded into a mathematical model but it results in partial 
preference structures of the decision actions. Thus, it aids the decision-maker in 
taking a “good” decision. 
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Fig. 4.1 Theoretical approaches of multicriteria analysis (Siskos and Spyridakos, 1999) 

3. The aggregation-disaggregation approach aims to analyze the behavior and the 
cognitive style of the decision-maker (Siskos, 1980; Jacquet-Lagrèze and 
Siskos, 1982; Jacquet-Lagrèze, 1984, 1990; Siskos and Yannacopoulos, 1985; 
Siskos et al., 1993). Special iterative interactive procedures are used, where the 
components of the problem and the decision maker’s global judgments are ana-
lyzed and then they are aggregated into a value system. The main aim of the 
approach is to aid the decision-maker to improve his/her knowledge on the 
problem’s state and his/her way of preferring that entails a consistent decision 
to be achieved. 

4. The multiobjective optimization approach constitutes an extension of mathe-
matical programming, aiming to solve problems with no discrete alternative ac-
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tions and more than one objective functions (Evans and Steuer, 1973; Zeleny, 
1974, 1982; Zionts and Wallenius, 1976, 1983; Jacquet-Lagrèze et al., 1987; 
Siskos and Despotis, 1989; Korhonen and Wallenius, 1990; Wierzbicki, 1992; 
Jaszkiewicz and Slowinski, 1995). The solution is estimated through iterative 
procedures which lead to achieving the decision-maker’s satisfactory levels on 
the criteria, constructing a utility model in order to select the solutions assessed 
by a utility maximization procedure, or a combination of the two aforemen-
tioned methods. 

The general methodological framework for modeling decision-making prob-
lems within the field of multicriteria decision analysis includes four successive 
and interactive stages as Figure 4.2 displays (Roy, 1985; Roy and Bouyssou, 
1993). 

Level 1
Object of the decision

Level 2
Consistent family of criteria

Level 3
Development of a global 

preference model

Level 4
Decision-aid

 
Fig. 4.2 Modeling methodology of decision-making problems (Roy, 1985) 

Level 1: Object of the decision 
The decision is analyzed in a finite or continuous set of actions Α on which a 

problematic is determined. Roy (1985) distinguishes four referential problematics, 
each of which does not necessarily preclude the others. They can be employed 
separately or in a complementary way in all phases of the decision-making proc-
ess. The four problematics are the following: 
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• Problematic α: Choosing one action from A (choice). 
• Problematic β: Sorting the actions in well defined categories, which are given 

in a preference order (sorting). 
• Problematic γ: Ranking the actions from the best one to the worst one (rank-

ing). 
• Problematic δ: Describing the actions in terms of their performances on the cri-

teria (description). 

Level 2: Consistent family of criteria 
The result of the implementation of an action can be modeled using a number 

of consequences or actions (Roy, 1985). These consequences are, generally, nu-
merous and concern many aspects (time, cost, security, quality, etc.). A criterion 
may be considered as a tool allowing to aggregate a set of evaluations on conse-
quences related to a particular “point of view” (Bouyssou, 1989). These points of 
view represent the different axes along which the decision-maker justifies and 
transforms his/her preferences. The comparisons deduced from each of these crite-
ria should therefore be interpreted as partial preferences. 

Level 3: Development of the global preference model 
This stage refers to the development of a global preference model which aggre-

gates the marginal preferences on the criteria. The actions of set Α are globally 
compared based on this model and the problematic that has been defined during 
stage 1. 

Level 4: Decision-aid 
Decision-aid tries to provide answers to questions raised by actors involved in a 

decision process, using a clearly specified model (Bouyssou, 1989). Its aim is to 
enable the decision-maker to enhance the degree of conformity and coherence be-
tween the evolution of a decision-making process and the value systems and ob-
jectives involved in this process (Roy, 1989). This stage is actually supplementary 
to the previous one given that a solution provided by a model is not directly un-
derstandable and exploitable in the field of decision making and/or negotiation. 

The process of modeling a consistent family of criteria {g1, g2, …, gn} is 
probably the most important stage of the multicriteria decision-making methodol-
ogy. Generally, a criterion is any monotonic variable that reflects the decision-
maker’s preferences. A criterion can be either quantitative, in which case it is ex-
pressed using a continuous scale (time, cost, etc.), or qualitative, in which case a 
conventional monotonic scale of discrete values is used. 

Each criterion is a non-decreasing real valued function defined on set A, as fol-
lows: 

*

*: [ , ] / ( )i i ig A g g a a→ ⊂ → ∈g   (4.1) 
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where [gi*, g
*
i] is the criterion evaluation scale, gi* and g*

i are the worst and the best 
level of criterion i, respectively, gi(a) is the evaluation or performance of action a 
on criterion i, and g(a) is the vector of performances of action a on the n criteria. 

From the above definitions the following preferential situations should be de-
termined: 

( ) ( )   (  is preferred to )
  ,

( ) ( )   (  is indifferent to )
i i

i i

g a g b a b a b
a b A

g a g b a b a b

> ⇔
∀ ∈

= ⇔

⎧
⎨
⎩

 (4.2) 

As noted, the criteria are models allowing to compare alternative actions of the 
problem that have the following fundamental properties: 

1. Monotonicity: The partial preferences modeled by each criterion have to be 
consistent with the global preferences expressed on the alternatives. Thus, if for 
a couple of actions a and b it holds that gi(a) = gi(b) ∀ i ≠ j and gj(a) > gj(b), 
then action a is preferred to action b. 

2. Exhaustiveness: The family of criteria should contain every important point of 
view. In particular, this condition implies that if for a couple of actions a and b 
it holds that gi(a) = gi(b) ∀ i, then actions a and b are indifferent. 

3. Non redundancy: This property implies the exclusion of unnecessary criteria 
from the family. This means that the suppression of a criterion g from the fam-
ily will lead to a set of criteria satisfying the first two properties. 

Such a set of functions/variables is called consistent family of criteria and 
represents the set A in n, as Figure 4.3 displays. Other important qualities for a 
family of criteria are the legibility and the operationality properties. Roy and 
Bouyssou (1993) note that other desirable conditions can also be imposed on a 
family of criteria (e.g. ceteris paribus comparisons on a sub-family of criteria). 
Usually, the construction process of a consistent family of criteria leads to recon-
sider the definition of some criteria, to introduce new ones, to aggregate some of 
them, etc. 

In multicriteria analysis four types of criteria are used with the following prop-
erties: 

• Measurable criterion: This criterion enables the preferential comparison of in-
tervals of the evaluation scale. It may be distinguished in the following sub-
types (Vincke, 1992): true-criterion (without any threshold), semi-criterion 
(with indifference threshold), and pseudo-criterion (with indifference and pref-
erence thresholds). 

• Ordinal criterion: This criterion defines only an order on set A; thus the evalua-
tion scale is discrete (qualitative criterion). 

• Probabilistic criterion: It covers the case of uncertainty in the actions’ per-
formances modeled by probability distributions. 

• Fuzzy criterion: The performances of the actions are intervals of the criterion’s 
evaluation scale. 
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An analytical discussion of the properties and the development of a consistent 
family of criteria, particularly in the case of a customer satisfaction measurement 
problem, are given in Chapter 7. 
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Fig. 4.3 Representation of set Α in multicriteria modeling 

 
 

4.1.2 The Aggregation-Disaggregation Approach 

In decision-making involving multiple criteria, the basic problem stated by ana-
lysts and decision-makers concerns the way that the final decision should be 
made. In many cases, however, this problem is posed in the opposite way: assum-
ing that the decision is given, how is it possible to find the rational basis through 
which the decision was made? Or equivalently, how is it possible to assess the de-
cision-maker’s preference model leading to exactly the same decision as the actual 
one, or at least the most “similar” decision? 

The philosophy of preference disaggregation in multicriteria analysis is to as-
sess/infer preference models from given preferential structures and to address de-
cision-aiding activities through operational models within the aforementioned 
framework. The aggregation-disaggregation approach accepts that both the deci-
sion and the criteria are susceptible of progressive processing mutually structured 
in time. 

In the traditional aggregation paradigm, the criteria aggregation model is 
known a priori, while the global preference is unknown. On the contrary, the phi-
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losophy of disaggregation involves the inference of preference models from given 
global preferences (Figure 4.4). 

 
Fig. 4.4 Different approaches for decision problems 

In order to use global preference as datum, Jacquet-Lagrèze and Siskos (2001) 
note that the clarification of the decision-maker’s global preference necessitates 
the use of a reference set of actions AR. In most of the cases, this set should be:  

1. a set of past decision alternatives (AR: past actions), or 
2. a subset of decision actions, especially when A is large (AR⊂ A), or 
3. a set of fictitious actions, consisting of performances on the criteria, which can 

be easily judged by the decision-maker to perform global comparisons (AR: fic-
titious actions). 

In each of the above cases the decision-maker is asked to externalize and/or 
confirm his/her global preferences on the set AR taking into account the perform-
ances of the reference actions on all criteria. 

The models of this particular category are based on the principle that the result 
of a decision can either be observed (in case of decisions with a repetitive charac-
ter), or collected by the decision-maker (through dialogic procedures). The main 
aim is the extrapolation of the resulted preference system in the set of decision ac-
tions Α. 

Figure 4.5 presents the interactive process of the aggregation-disaggregation 
approach. It should be noted that in case of inconsistency between the decision 
maker and the developed preference model, either the family of criteria or the de-
cision data are reconsidered. 
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The aggregation-disaggregation approach was initially founded by Hammont et 
al. (1977), while UTA methods (Siskos, 1980; Jacquet-Lagrèze and Siskos, 1982; 
Siskos and Yannacopoulos, 1985) may be considered as the main initiatives and 
the most representative examples in this particular field. A detailed presentation of 
the UTA methods family, the UTA-based decision support systems, and the over-
all progress made in this field can be found in Jacquet-Lagrèze and Siskos (2001) 
and Siskos et al. (2005). Finally, a large number of publications refers to applica-
tions of the aggregation-disaggregation approach (Siskos, 1986; Siskos and 
Zopounidis, 1987; Zopounidis, 1987; Siskos and Assimakopoulos, 1989; Hatzina-
kos et al., 1991; Oral et al., 1992; Siskos and Matsatsinis, 1993; Siskos et al., 
1994, 1995a 1995b, 2001b; Jacquet-Lagrèze, 1995; Baourakis et al., 1996; 
Zopounidis et al., 1996, 1999; Zopounidis and Doumpos, 1998, 1999; Diakoulaki 
et al., 1999; Matsatsinis and Siskos, 1999, 2003; Beuthe et al., 2000; Spyridakos et 
al., 2000). 

lo
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Fig. 4.5 The process of the aggregation-disaggregation approach 

 
 

4.1.3 Multiattribute Utility Theory 

Multiattribute Utility Theory (MAUT) is based on the assumption that, in any 
decision problem, a real valued function U defined on set A exists, which the deci-
sion-maker, consciously or not, wishes to maximize (Roy and Vincke, 1981). 
MAUT lies on the utility theory of von Neumann and Morgenstern (1947) and it 
was originally evolved in the 60’s from the work of Adams and Fagot (1959), 
Yntema and Torgerson (1961), Miller and Starr (1969), and others. Although 
enormous publications deal with the theoretical development and the applications 
of MAUT, the methodological background of the theory can be found in Gorman 
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(1959, 1968), Fishburn (1966, 1967, 1970, 1972, 1982), Huber (1974), Keeney 
and Raiffa (1976), Vincke (1992), Keeney (1992), Dyer et al. (1992), French 
(1993), and Von Winterfeldt and Edwards (1993). 

A real valued function, which aggregates the criteria {g1, g2, …, gn} is assessed 
so that: 

( ) ( )   (  is preferred to )
  ,

( ) ( )   (  is indifferent to )

U a U b a b a b
a b A

U a U b a b a b

> ⇔
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= ⇔
⎧
⎨
⎩ ∼

 (4.3) 

The existence of such a function U(.) under certainty is founded based on the 
following fundamental assumptions: 

• complete comparability of the alternative actions, and 
• transitivity of the preferences of the alternative actions. 

Moreover, the existence of an additive value function under certainty and the 
properties of the decision-maker’s preferences are based on the concept of prefer-
ential independence (Keeney and Raiffa, 1976; Roy and Vincke, 1981; Keeney, 
1992): 

Definition 1 (preferential independence) 
Let F = {g1, g2, …, gn} and K⊂ F: K is preferentially independent in F, if the 
preferences between actions, which are only different for criteria in K, do not de-
pend from their values on the criteria in F \ K. 

Theorem 1 
If K1 and K2 are preferentially independent in F, and K1∩  K2 = ∅ , then K1∪  K2 
and K1∩  K2 are preferentially independent in F. 

Definition 2 (mutual preferential independence) 
The criteria g1, g2, …, gn are mutually preferentially independent, if K F∀ ⊂ , K is 
preferentially independent in F. 

Theorem 2 
Given a set of criteria {g1, g2, …, gn} (n ≥ 3), an additive value function 

1 2
1

( , , , ) ( )
n

n i i
i

u g g g u g
=

= ∑…   (4.4) 

exists iff the criteria are mutually preferentially independent, where ui is a value 
function over gi. 

Formal proofs of this theorem are found in Debreu (1960), Pruzan and Jackson 
(1963), Fishburn (1970), and Krantz et al. (1971). 

Though several forms of the additive value function U have been proposed, the 
most familiar formulas are: 
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Generic additive form 
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where a A∈ , ui is a non-decreasing function of gi for every alternative action a, 
and gi* and g*

i are the worst and the best value of the criterion gi, respectively. 

Weighted additive form 
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where a A∈ , ui is a non-decreasing function of gi for every alternative action a, 
and wi is the weight of ui; it is obvious that this formula is a special case of the ge-
neric additive form. 

The weights (importance coefficients, scaling factors) wi emphasize the concept 
of tradeoff, which is another fundamental base of MAUT. Roy and Vincke (1981) 
note that since a function U, which aggregates the criteria {g1, g2, …, gn}, exists, 
there must also exist functions wij measuring the amount that the decision-maker is 
willing to concede on criterion j to obtain a unit on criterion i. Hence, the weight 
wij is called the tradeoff between the i-th and the j-th criteria. 

Remark 1 
In the case of a weighted additive form, if the functions U and gi are sufficiently 
regular, then 

j

ij

i

U g
w

U g

∂ ∂
=
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  (4.7) 

In general, the tradeoffs support an interactive process between the analyst and 
the decision-maker aiming to the evaluation of U. Among others, Keeney (1981, 
1992) and Kirkwood (1997) describe such an analytical interactive process in or-
der to evaluate the set of weights. 

Tradeoffs can also be used in tests of preferential independence, as shown by 
the following theorem (Ting, 1971): 

Theorem 3 
K is preferentially independent in F, iff 



4.2 The MUSA Method 101 

0  , ,   \ij
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i j K k F K
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∂
= ∀ ∈ ∀ ∈

∂
  (4.8) 

Finally, it should be noted that several analytical methods and techniques are 
addressed to the construction of an additive value function, such as the midvalue 
splitting technique, and the lock-step procedure presented by Keeney and Raiffa 
(1976), as well as the MIIDAS system (Siskos et al., 1999). 

4.2 The MUSA Method 

4.2.1 Main Principles and Notations 

The MUSA (MUlticriteria Satisfaction Analysis) method is a multicriteria pref-
erence disaggregation approach that provides quantitative measures of customer 
satisfaction, considering the qualitative form of customers’ judgments (Siskos et 
al., 1998; Grigoroudis and Siskos, 2002). The main objective of the MUSA 
method is the aggregation of individual judgments into a collective value function, 
assuming that customer’s global satisfaction depends on a set of n criteria or vari-
ables representing service/product characteristic dimensions (Figure 4.6). This set 
of criteria is denoted as X = (X1, X2, …, Xn) where a particular criterion i is repre-
sented as a monotonic variable Xi. This way, the evaluation of customer’s satisfac-
tion can be considered as a multicriteria analysis problem. 

These criteria are regarded as satisfaction dimensions and justify the aggrega-
tion-disaggregation character of the MUSA method. Several methods for develop-
ing satisfaction dimensions, as well as real-world examples are presented analyti-
cally in Chapters 7-8. 

 
Fig. 4.6 Aggregation of customer’s preferences 
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Fig. 4.7 A sample of an ordinal satisfaction scale 

The required information is collected via a simple questionnaire in which the 
customers evaluate the provided product/service, i.e. they are asked to express 
their judgments, namely their global satisfaction and their satisfaction with regard 
to the set of discrete criteria. A predefined ordinal satisfaction scale is used for 
these customers’ judgments, as the one presented in Figure 4.7. 

The MUSA method assesses global and partial satisfaction functions Y* and X*
i, 

respectively, given customers’ judgments Y and Xi. It should be noted that the 
method follows the principles of ordinal regression analysis under constraints us-
ing linear programming techniques (Jacquet-Lagrèze and Siskos, 1982; Siskos and 
Yannacopoulos, 1985; Siskos, 1985). The ordinal regression analysis equation has 
the following form (Table 4.1 presents model variables): 

* *

1 1

  with   1
n n

i i i
i i

Y b X b
= =

= =∑ ∑   (4.9) 

where the value functions Y* and X*
i are normalized in the interval [0, 100], and bi 

is the weight of criterion i. 

Table 4.1 Variables of the MUSA method 

Variable Description 

Y Customer’s global satisfaction 

α Number of global satisfaction levels 

ym The m-th global satisfaction level (m = 1, 2, …, α) 

n Number of criteria 

Xi Customer’s satisfaction according to the i-th criterion (i = 1, 2, …, n) 

αi Number of satisfaction levels for the i-th criterion 

xk
i The k-th satisfaction level of the i-th criterion (k = 1, 2, …, αi) 

Y* Value function of Y 

y*m Value of the ym satisfaction level 

X*
i Value function of Xi 

x*k
i Value of the xk

i satisfaction level 
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The normalization constraints for the value functions Y* and X*
i can be written 

as follows: 

*1

*1

0,   100

0,   100  for  1 2i

*α

*α
i i

y y

x x i = , , ,n

= =

= =

⎧⎪
⎨
⎪⎩ …

  (4.10) 

Furthermore, because of the ordinal nature of Y and Xi the following preference 
conditions are assumed: 

* * 1 1

* * 1 1

   for  1 2 1

      for  1 2 1

m m m m

k k k k

i i i i i

y y y y m , , ,α

x x x x k , , ,α

+ +

+ +

≤ ⇔ = −

≤ ⇔ = −

⎧⎪
⎨
⎪⎩

≺ …

≺ …
 (4.11) 

where ≺ means “less preferred or indifferent to”. 

It should be noted that the value/satisfaction functions Y* and X*
i are non-

decreasing functions in the ordinal scales Y and Xi, respectively. A detailed pres-
entation of the concept and the properties of these functions are given in the next 
sections. 

The principles and the initiative methodological frame of the MUSA method 
have been developed by Siskos et al. (1998) and Grigoroudis et al. (2000), while a 
discussion and a more detailed presentation of the method may also be found in 
Grigoroudis and Siskos (2002). 

 
 

4.2.2 Model Development 

The MUSA method infers an additive collective value function Y*, and a set of 
partial satisfaction functions X*

i from customers’ judgments. The main objective of 
the method is to achieve the maximum consistency between the value function Y* 
and the customers’ judgments Y. 

Based on the modeling presented in the previous section, and introducing a 
double-error variable, the ordinal regression equation becomes as follows: 

*

1

n
*

i i
i

Y b Χ σ σ+ −

=

= − +∑   (4.12) 

where *Y  is the estimation of the global value function Y*, and σ+ and σ–are the 
overestimation and the underestimation error, respectively. 

Formula (4.12) holds for a customer who has expressed a set of satisfaction 
judgments. For this reason, a pair of error variables should be assessed for each 
customer separately (Figure 4.8). 
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Fig. 4.8 Error variables for the j-th customer 

Through formula (4.12) it is easy to note the similarity of the MUSA method 
with the principles of goal programming modeling, ordinal regression analysis, 
and particularly with the additive utility models of the UTA family (Jacquet-
Lagrèze and Siskos, 1982, 2001; Siskos and Yannacopoulos, 1985; Despotis et al., 
1990; Siskos et al., 2005). 

According to the aforementioned definitions and assumptions, the customers’ 
satisfaction evaluation problem may be formulated as a linear program (LP) in 
which the goal is the minimization of the sum of errors under the constraints: 

• ordinal regression equation (4.12) for each customer, 
• normalization constraints for Y* and X*

i in the interval [0, 100], and 
• monotonicity constraints for Y* and X*

i. 

Removing the monotonicity constraints, the size of the previous LP can be re-
duced in order to decrease the computational effort required for the search of the 
optimal solution. This is effectuated via the introduction of a set of transformation 
variables, which represent the successive steps of the value functions Y* and X*

i 
(Siskos and Yannacopoulos, 1985; Siskos, 1985). The transformation equation can 
be written as follows (see also Figure 4.9): 

* 1 *

* 1 *

       for  1 2 1

  for  1 2 1  and  1 2

m m

m

k k

ik i i i i i

z y y m = , ,...,α

w b x b x k = , ,...,α i = , ,...,n

+

+

= − −

= − −

⎧⎪
⎨
⎪⎩

 (4.13) 

It is very important to mention that using these variables, the linearity of the 
model is achieved since equation (4.12) presents a non-linear model (the variables 
Y* and X*

i as well as the coefficients bi should be estimated). 
Using equation (4.13), the initial variables of the MUSA method can be written 

as: 
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Fig. 4.9 Transformation variables zm and wik in global and partial value functions 
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 (4.14) 

In particular, assume that customer j has expressed his/her satisfaction judg-
ments jty  and ijtx  using the ordinal scales Y and Xi, respectively, i.e.: 



106  4. MUSA: Multicriteria Satisfaction Analysis 

{ }
{ }

1 2

1 2

, ,

, ,   for  1 2

j j

ij ij i

t t α

t t α
i i i i i i

y Y y , y , , y y

x X x ,x , ,x x i , , n

∈ =

∈ = =

⎧⎪
⎨
⎪⎩

… …

… … …
 (4.15) 

Hence, introducing the zm and wik variables, and using formula (4.13), the ordi-
nal regression equation (4.12) becomes as follows: 

1 1

1 1 1

  
j jit tn

m ik
m i k

z w σ σ j
− −

+ −

= = =

= − + ∀∑ ∑∑   (4.16) 

Therefore, the final LP formulation of the method may be written: 
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 (4.17) 

where M is the number of customers; the structure of the previous LP suggests that 
it is more useful to solve the dual LP. 

The calculation of the initial model variables is based on the optimal solution of 
the previous LP, since: 
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 (4.18) 
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4.2.3 Stability Analysis 

The stability analysis is considered as a post-optimality analysis problem, con-
sidering that the MUSA method is based on a linear programming modeling. In 
this context, it should be noted that in several cases, particularly in large-scale 
LPs, the problem of multiple or near optimal solutions appears. 

The MUSA method applies a heuristic method for searching near optimal solu-
tions (Siskos, 1984). These solutions have some desired properties, while the heu-
ristic technique is based on the following: 

• In several cases, the optimal solutions are not the most interesting, given the 
uncertainty of the model parameters and the preferences of the decision-maker 
(Van de Panne, 1975). 

• The number of the optimal or near optimal solutions is often huge. Therefore, 
an exhaustive search method (reverse simplex, Manas-Nedoma algorithms) re-
quires a lot of computational effort. 

As shown in Figure 4.10, the post-optimal solutions space is defined by the 
polyhedron: 

*

all the constraints of LP (4.17)

F F ε≤ +⎧
⎨
⎩

  (4.19) 

where F* is the optimal value of the objective function of LP (4.17), and ε is a 
small percentage of F*. 

 
Fig. 4.10 Post-optimality analysis (Jacquet-Lagrèze and Siskos, 1982) 
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According to the aforementioned remarks, during the post-optimality analysis 
stage of the MUSA method, n LPs (equal to the number of criteria) are formulated 
and solved. Each LP maximizes the weight of a criterion and has the following 
form: 

[ ]
1

1

*

max   for  1,2, ,

subject to

all the constraints of LP (4.17)
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⎪
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∑ …

  (4.20) 

The average of the optimal solutions given by the n LPs (4.20) may be consid-
ered as the final solution of the problem. In case of instability, a large variation of 
the provided solutions appears in the post-optimality analysis, and the final aver-
age solution is less representative. 

4.3 Results of the MUSA method 

4.3.1 Value Functions and Criteria Weights 

The estimated value/satisfaction functions are the most important results of the 
MUSA method, considering that they show the real value, in a normalized interval 
[0, 100], that customers give for each level of the global or marginal ordinal satis-
faction scale. The form of these functions indicates the customers’ degree of de-
manding; Figure 4.11 presents an example of three (global or marginal) value 
functions referring to customer groups with different demanding levels: 

• Neutral customers: the value function has a linear form; the more satisfied 
these customers express they are, the higher the percentage of their fulfilled ex-
pectations. 

• Demanding customers: this refers to the case of a convex value function; cus-
tomers are not really satisfied, unless they receive the best quality level. 

• Non-demanding customers: this refers to the case of a concave value function; 
customers express that they are satisfied, although only a small portion of their 
expectations is fulfilled. 

The customers’ satisfaction global and partial value functions Y* and X*
i, re-

spectively, are mentioned as additive and marginal value or utility functions, re-
spectively, and their properties are determined in the context of multicriteria 
analysis. Particularly, the collective value function Y* represents the customers’ 
preference value system and indicates the consequences of the satisfaction criteria. 
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Moreover, the MUSA method assumes that Y* and X*
i are monotonic, non-

decreasing, discrete (piecewise linear) functions. 

Y* or Xi
*

Y or Xi

Y* orXi
*

Y or Xi

Y* or Xi
*

Y or Xi

Neutral customers

Demanding customers

Non-demanding customers

Nutrality refers
to the demanding index

 
Fig. 4.11 Value functions with different demanding levels 
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The satisfaction criteria weights represent the relative importance of the as-
sessed satisfaction dimensions, given that b1+b2+…+bn = 1. Thus, the decision of 
whether a satisfaction dimension is considered as “important” by the customers, is 
also based on the number of assessed criteria. The properties of the weights are 
also determined in the context of multicriteria analysis, and it should be noted that 
the weights are basically value tradeoffs among the criteria, as presented in the 
previous sections. 

 
 

4.3.2 Average Satisfaction Indices 

The assessment of a performance norm, globally and per satisfaction criteria as 
well, may be very useful in customer satisfaction analysis and benchmarking. The 
average global and partial satisfaction indices, S and Si, respectively, are used for 
this purpose, and may be assessed according to the following equations (see also 
Figure 4.12): 
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  (4.21) 

where pm and pk
i are the frequencies of customers belonging to the ym and xk

i satis-
faction levels, respectively. 

As noted in Figure 4.12, the average satisfaction indices are basically the mean 
value of the global or marginal value functions, normalized in the interval 
[0, 100%]. 

 
Fig. 4.12 Average satisfaction index assessment 
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4.3.3 Average Demanding Indices 

The need of assessing a set of average demanding indices has been raised in 
previous sections, given the following advantages: 

• a quantitative measure is assessed for the concept of customers’ demanding, 
and 

• the information provided by the added values is fully exploited. 

The average global and partial demanding indices, D and Di, respectively, are 
assessed as follows (see also Figure 4.13): 
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 (4.22) 

Using a simple progression formula, equation (4.22) may also be written as fol-
lows: 
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 (4.23) 

where *y  and *
ix  are the mean values of functions Y* and X*

i, respectively. 

The average demanding indices are normalized in the interval [–1, 1] and the 
following possible cases hold: 

• D = 1 or Di = 1: customers have the maximum demanding level. 
• D = 0 or Di = 0: this case refers to the neutral customers. 
• D = –1 or Di = –1: customers have the minimum demanding level. 

These indices represent the average deviation of the estimated value curves 
from a “normal” (linear) function (Figure 4.13). This means that the demanding 
indices can take different values for different levels of the ordinal satisfaction 
scale. For example, a sigmoid value function can give a zero average demanding 



112  4. MUSA: Multicriteria Satisfaction Analysis 

index. In this case, if additional detailed analysis is required, a set of discrete de-
manding functions may be assessed as follows: 

* 1 *

* 1 *
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Fig. 4.13 Average demanding index assessment 

Demanding indices are used in customer behavior analysis. They may also in-
dicate the extent of company’s improvement efforts: the higher the value of the 
demanding index, the more the satisfaction level should be improved in order to 
fulfill customers’ expectations. 

 
 

4.3.4 Average Improvement Indices 

The output of improvement efforts depends on the importance of the satisfac-
tion dimensions and their contribution to dissatisfaction as well. The average im-
provement indices show the improvement margins on a specific criterion, and they 
are assessed according to the following equation: 

  for  1,2, ,(1 )i i iI b i nS= =− …   (4.25) 

These indices are normalized in the interval [0, 1] and it can be proved that: 
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The average improvement indices are used for the development of a series of 
improvement diagrams, as presented in the next sections. 

 
 

4.3.5 Action Diagrams 

Combining weights and average satisfaction indices, a series of action diagrams 
can be developed (Figure 4.14). These diagrams indicate the strong and the weak 
points of customer satisfaction, and define the required improvement efforts. 

The action diagrams are also mentioned as decision, strategic, perceptual, and 
performance-importance maps (Dutka, 1995; Motorola, 1995; Naumann and Giel, 
1995), or gap analysis (Hill, 1996; Woodruff and Gardial, 1996; Vavra, 1997), and 
they are similar to SWOT (Strengths-Weaknesses-Opportunities-Threats) analysis. 

Each of these maps is divided into quadrants, according to performance 
(high/low) and importance (high/low) that may be used to classify actions: 

• Status quo (low performance and low importance): Generally, no action is re-
quired, given that these satisfaction dimensions are not considered as important 
by the customers. 

• Leverage opportunity (high performance/high importance): This area can be 
used as advantage against competition. In several cases, these satisfaction di-
mensions are the most important reasons why customers have purchased the 
product/service under study. 

• Transfer resources (high performance/low importance): Regarding the particu-
lar satisfaction dimension, company’s resources may be better used elsewhere 
(i.e. improvement of satisfaction dimensions located in the action opportunity 
quadrant). 

• Action opportunity (low performance/high importance): These are the criteria 
that need attention; improvement efforts should be focused on these, in order to 
increase the global customer satisfaction level. 

This grid can be also used in order to identify priorities for improvement. The 
bottom right quadrant is obviously the first priority, for the attributes are important 
to customers but company’s performance is rated moderately low. The second pri-
ority may be given to the satisfaction criteria in the top right quadrant, especially 
if there is a significant improvement margin. The third priority issues are indicated 
in the bottom left quadrant; although these issues are not terribly pertinent at the 
time of the analysis, they may be more important in the future, and company’s 
performance is certainly not good. Finally, last priority for improvement should be 
given to the criteria in the top left quadrant, because this category is the least im-
portant and company’s performance is relatively good. Apparently, priorities for 
improvement may vary among different companies, depending on the potential 
capabilities of improving the particular category. 

As shown in Table 4.2, there are two types of action diagrams: 
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Fig. 4.14 Action diagram (Motorola, 1995) 

Table 4.2 Types of action diagrams 

Type Axis Variables Interval Cut-off level 

Raw Importance bi [0, 1] 1/n 

 Performance Si [0, 1] 0.5 

Relative Importance 

( )2

i
i

i
i

b b
b

b b

−′ =
−∑

[–1, 1] 0.0 

 Performance 

( )2

i
i

i
i

S S
S

S S

−′ =
−∑

[–1, 1] 0.0 

b and S  are the mean values of the criteria weights and the average satisfaction indices, respec-
tively. 

 

1. Raw action diagrams: They use the weights and the average satisfaction indices 
as they are calculated by the MUSA method. The importance axis refers to the 
criteria weights bi, which take values in the range [0, 1]. It is assumed that a 
criterion is important if bi > 1/n, considering that the weights are based on the 
number of criteria. On the other hand, the performance axis refers to the aver-
age satisfaction indices Si, which are also normalized in the interval [0, 1]. The 
cut-off level defines if a particular criterion has high or low performance, and it 
has been chosen to be equal to 0.5 (50%). This is a rather arbitrary assumption, 
which can be reconsidered depending upon the case. 
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2. Relative action diagrams: These diagrams use the relative variables bi΄ and Si΄ 
in order to overcome the assessment problem of the cut-off level for the impor-
tance and the performance axis. This way, the cut-off level for the axes is re-
calculated as the centroid of all points in the diagram. This type of diagram is 
very useful, if points are concentrated in a small area because of the low-
variation appearing for the average satisfaction indices (e.g. in case of a highly 
competitive market). 

 
 

4.3.6 Improvement Diagrams 

The action diagrams can indicate which satisfaction dimensions should be im-
proved, but they cannot determine the output or the extent of improvement efforts. 
For this reason, combining the average improvement and demanding indices, a se-
ries of improvement diagrams can be developed. 

As shown in Figure 4.15, each of these maps is divided into quadrants accord-
ing to demanding (high/low), and effectiveness (high/low), that may be used to 
rank improvement priorities: 

• 1st priority: this area indicates direct improvement actions, since these dimen-
sions are highly effective and customers are not demanding. 

• 2nd priority: it includes satisfaction dimensions that have either a low demand-
ing index or a high improvement index. 

• 3rd priority: it refers to satisfaction dimensions that have small improvement 
margin and need substantial effort. 

3rd priority
(large effort/low effectiveness)

2nd priority
(small effort/low effectiveness)

2nd priority
(large effort/high effectiveness)

1st priority
(small effort/high effectiveness)
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Fig. 4.15 Improvement diagram 
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Similar to the previous section, there are two types of improvement diagrams 
(Table 4.3): 

1. Raw improvement diagrams: They use the average improvement and demand-
ing indices as they are calculated by the MUSA method. 

2. Relative improvement diagrams: The cut-off level for the axes is recalculated 
as the centroid of all points in the diagram; these relative diagrams use the 
normalized variable Ii΄. 

Table 4.3 Types of improvement diagrams 

Type Axis Variables Interval Cut-off level 

Raw Effectiveness Ii [0, 1] 0.5 

 Demanding Di [–1, 1] 0.0 

Relative Effectiveness 

( )2

i
i

i
i

I I
I

I I

−′ =
−∑

[–1, 1] 0.0 

 Demanding Di [–1, 1] 0.0 

I  is the mean value of the average improvement indices. 

4.4 A Numerical Example 

Assume the case of a customer satisfaction survey conducted for a service pro-
viding business organization, with the following data: 

• Customers’ global satisfaction depends on three main criteria: product, pur-
chase process, and additional service (Figure 4.16). Although this is not a con-
sistent family of criteria, it can be used to illustrate the implementation of the 
MUSA method. 

• The ordinal satisfaction scale is presented in Figure 4.16, and it is the same for 
both the global and the partial satisfaction judgments. 

• Table 4.4 presents the data of the satisfaction survey that include satisfaction 
judgments for a set of 20 customers. 

During the 1st implementation step of the MUSA method, the initial LP (4.17) 
is formulated and solved using the data of Table 4.4. As shown in Table 4.5, for 
the optimal solution found, the sum of errors equals 0. It is important to mention 
the existence of multiple optimal solutions in this initial LP. 

The 2nd implementation step of the method concerns the post-optimality analy-
sis, where three LPs (equal to the number of problem criteria) are solved, each of 
them maximizing the weight of the corresponding satisfaction criterion. The final 
solution of the model variables is calculated as the average of the post-optimal so-
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lutions obtained from the aforementioned LPs (Table 4.6). Despite the small sam-
ple size, it is worth to mention the relatively high stability of the results. 

In the last implementation step, the main results of the MUSA method (criteria 
weights, average satisfaction, demanding, and improvement indices) are calcu-
lated, as shown in Table 4.7. 

Moreover, given the formula (4.18) and the information provided by Tables 4.6 
and 4.7, the value function curves (Figure 4.17) and the action and improvement 
diagrams (Figures 4.18 and 4.19) are created. 

 
Fig. 4.16 Criteria and satisfaction scales for the numerical example 

Table 4.4 Data set for the numerical example 

Customer Global satisfaction Product Purchase process Additional service 

1 Satisfied Very satisfied Satisfied Dissatisfied 

2 Dissatisfied Dissatisfied Dissatisfied Dissatisfied 

3 Very satisfied Very satisfied Very satisfied Very satisfied 

4 Satisfied Very satisfied Dissatisfied Satisfied 

5 Dissatisfied Dissatisfied Dissatisfied Dissatisfied 

6 Very satisfied Very satisfied Very satisfied Very satisfied 

7 Satisfied Very satisfied Dissatisfied Very satisfied 

8 Satisfied Very satisfied Dissatisfied Very satisfied 

9 Satisfied Satisfied Satisfied Satisfied 

10 Dissatisfied Dissatisfied Dissatisfied Dissatisfied 

11 Satisfied Satisfied Very satisfied Dissatisfied 

12 Dissatisfied Dissatisfied Dissatisfied Dissatisfied 

13 Very satisfied Very satisfied Very satisfied Very satisfied 

14 Satisfied Satisfied Very satisfied Dissatisfied 

15 Dissatisfied Dissatisfied Dissatisfied Dissatisfied 

16 Very satisfied Very satisfied Very satisfied Satisfied 

17 Very satisfied Very satisfied Very satisfied Very satisfied 

18 Very satisfied Very satisfied Very satisfied Satisfied 

19 Satisfied Satisfied Satisfied Satisfied 

20 Dissatisfied Satisfied Dissatisfied Dissatisfied 
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Table 4.5 Optimal solution of the initial LP 

Variable Value 

w11   0.0 

w12 25.0 

w21 25.0 

w22 25.0 

w31 25.0 

w32   0.0 

z1 50.0 

z2 50.0 

F*   0.0 

 

Table 4.6 Post-optimality results for the numerical example 

 w11 w12 w21 w22 w31 w32 z1 z2 

max b1 10.00 22.50 22.50 22.50 22.50 0.00 55.00 45.00 

max b2   0.00 23.75 23.75 28.75 23.75 0.00 47.50 52.50 

max b3   0.00 20.00 20.00 30.00 30.00 0.00 50.00 50.00 

Average   3.33 22.08 22.08 27.08 25.42 0.00 50.83 49.17 

 

Table 4.7 Main results for the numerical example 

Criterion Weight Average 
Satisfaction 

index 

Average 
demanding 

index 

Average 
improvement 

index 

Product 25.42% 53.28%   0.74 0.12 

Purchase process 49.17% 46.74%   0.10 0.26 

Additional service 25.42% 55.00% –1.00 0.11 

Global satisfaction - 50.33% –0.02 - 

 
Given the results of the numerical example, the following points raise: 

• A very low satisfaction level appears for the customers’ set (average global sat-
isfaction index 50.33%). This result is also justified by the statistical frequen-
cies of the sample (30% of the customers are globally dissatisfied). 

• Regarding the satisfaction dimensions, the criterion of the “purchase process” 
seems to be the most important (weight 47.17%), while at the same time, it pre-
sents the lowest satisfaction index (46.74%). 

• This result is also demonstrated in the related action diagram that suggests this 
particular criterion as a critical satisfaction dimension. 



4.4 A Numerical Example 119 

 

50.83

100

0
0

25

50

75

100

Dissatisfied Satisfied Very Satisfied

Global Satisfaction  

13.11

100

0
0

25

50

75

100

Dissatisfied Satisfied Very Satisfied

Product

 
 

44.92

100

0
0

25

50

75

100

Dissatisfied Satisfied Very Satisfied

Purchase Process  

100100

0
0

25

50

75

100

Dissatisfied Satisfied Very Satisfied

Additional Services

 
Fig. 4.17 Value functions for the numerical example 

Therefore, the improvement efforts should focus on the “purchase process” cri-
terion as the related improvement diagram also suggests. Additionally, other im-
provement efforts may concern the criterion of “additional service” mostly due to 
the observed low demanding level. 

As shown in the numerical example, the main advantage of the MUSA method 
is that it fully considers the qualitative form of customers’ judgments and prefer-
ences. Moreover, the development of a set of quantitative indices and perceptual 
maps makes possible the provision of an effective support for the satisfaction 
evaluation problem. 

A detailed discussion on several extensions of the MUSA method and the reli-
ability evaluation of the provided results are given in Chapter 6, while Chapter 8 
presents the implementation of the MUSA method in real-world satisfaction 
evaluation problems. These applications refer mostly to customers or employees 
of business organizations. 
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Fig. 4.18 Action diagrams for the numerical example 
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Fig. 4.19 Improvement diagrams for the numerical example 

 
 



Chapter 5 

Extensions of the MUSA Method 

5.1 Strictly Increasing Value Functions 

Some of the most common potential implementation problems of the MUSA 
method, which may affect the reliability of the provided results, include the fol-
lowing: 

• In several cases with unstable results, it appears that y*m = y*m+1 or xi
*k = xi

*k+1 
(Jacquet-Lagrèze and Siskos, 1982). 

• Cases where bi = 0 for some criteria Xi should be avoided. 

Assessing a set of preference thresholds may overcome these problems. Thus, 
in this extension, it is assumed that Y* and X*

i are monotonic and strictly increasing 
functions in order to consider the strict preferential order of the scales of some or 
all the satisfaction criteria. Taking into account the hypothesis of strict prefer-
ences, the conditions of equation (4.11) become as follows: 

1 1

1 1

   for  1 2 1

      for  1 2 1  and  1, 2, ,

*m *m m m

*k *k k k

i i i i i

y y y y m , , ,α

x x x x k , , ,α i n

+ +

+ +

< ⇔ = −

< ⇔ = − =

⎧⎪
⎨
⎪⎩

≺ …

≺ … …
 (5.1) 

where ≺ means “strictly less preferred”. 

Based on (5.1), the following conditions occur: 

1

1

       for  1 2 1

   for  1 2 1  and  1, 2, ,

*m *m

*k *k

i i i i i i

y y γ m , , ,α

b x b x γ k , , ,α i n

+

+

− ≥ = −

− ≥ = − =

⎧⎪
⎨
⎪⎩

…

… …
 (5.2) 

where γ and γi are the preference thresholds for the value functions Y* and X*
i, re-

spectively (with γ, γi > 0). 
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Introducing the preference thresholds in the basic variables (4.13) of the 
MUSA method, the following relations are obtained: 

0     for  1 2
0

0    for  1 2 1
0

               and  1, 2, ,

m

m m
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where it is set: 

      for  1 2

   for  1 2 1  and  1,2, ,
m m

ik ik i i

z z γ m , , ,α

w w γ k , , ,α i n

′= + =
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⎧
⎨
⎩

…

… …
. (5.4) 

The thresholds γ and γi represent the minimum step of increase for functions Y* 
and X*

i, respectively (Figure 5.1), and it can be proved that in this case, the mini-
mum weight of a criterion Xi becomes γi(αi–1). 

y1 y2 ym yα

y*2

0

y*m

100

Y*

Yz'1

z'2

z'α-1

γ

γ

γ

... ...

γ > 0
z'i ≥ 0

 
Fig. 5.1 Preference threshold for the value function Υ* 

Using the previous formulas, the generalized MUSA method reads: 
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 (5.5) 

where tj and tij are the judgments of customer j for global and partial satisfaction, 
respectively, as defined in expression (4.15). 

The proposed extension consists the generalized form of the MUSA method, 
since the basic form (4.17) is a special case where γ = γi = 0, ∀ i. 

The post-optimality analysis results of this extended version for the numerical 
example of section 4.4 are presented in Table 5.1, while Table 5.2 shows a com-
parison analysis between the basic and the generalized MUSA method. In this ta-
ble, the significant improvement of the achieved stability should be noted: the 
mean standard deviation of the results obtained during the post-optimality analysis 
stage decreases from 3.9 to 0.8. 

Table 5.1 Post-optimality results for the numerical example (Generalized MUSA method) 

 w11 w12 w21 w22 w31 w32 z1 z2 

max b1 4.00 23.00 25.00 23.00 23.00 2.00 52.00 48.00 

max b2 2.00 23.25 25.25 24.25 23.25 2.00 50.50 49.50 

max b3 2.00 22.50 24.50 24.50 24.50 2.00 51.00 49.00 

Average 2.67 22.92 24.92 23.92 23.58 2.00 51.17 48.83 

 

Table 5.2 Comparison analysis of the post-optimality analysis results 

Basic MUSA method 
(γ = γi = 0) 

Generalized MUSA method 
(γ = γi = 2) 

 

b1 b2 b3 b1 b2 b3 

max b1 32.50 45.00 22.50 27.00 48.00 25.00 

max b2 23.75 52.50 23.75 25.25 49.50 25.25 

max b3 20.00 50.00 30.00 24.50 49.00 26.50 

Standard deviation   5.24   3.12   3.28    1.05   0.62   0.66 
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It should be emphasized that the following conditions occur, in order to avoid 
negative values in the right-hand constraints of LP (5.5): 
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For example, in case where γ = γi ∀ i, the previous conditions take the follow-
ing form: 
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5.2 Multiple Criteria Levels 

In several cases, during the assessment process of a consistent family of crite-
ria, it seems rather useful to assume a value or treelike structure, as presented in 
Figure 5.2. This structure is also mentioned as “value tree” or “value hierarchy” 
(Keeney and Raiffa, 1976; Keeney, 1992; Kirkwood, 1997). 

The first criteria level includes the main satisfaction dimensions in a general 
form (e.g. personnel), while the second level considers more detailed characteris-
tics (personnel’s friendliness, skills, etc.). It should be noted that the number of 
levels might not be uniform across a value hierarchy. The total set of main criteria, 
as well as each of the subcriteria sets should satisfy the properties of a consistent 
family of criteria. 

In this particular case, the formulation of the MUSA method is based on the 
additional assessed variables of Table 5.3, and therefore the ordinal regression 
analysis equation reads: 
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where the value functions Y*, X*
i, and X*

ij are normalized in the interval [0,  100]. 
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Fig. 5.2 Multiple criteria levels extension 

Table 5.3 Additional variables of the MUSA method (2 criteria levels) 

Variable Description 

ni Number of subcriteria for the i-th criterion 

Xij Customer’s satisfaction according to the j-th subcriterion of the i-th criterion 
(j = 1, 2, …, ni, i = 1, 2, …, n) 

αij Number of satisfaction levels for the j-th subcriterion of the i-th criterion 

xk
ij The k-th satisfaction level for the j-th subcriterion of the i-th criterion 

(k = 1, 2, …, αij) 

X*
ij Value function of Xij 

x*k
ij Value of the xk

ij satisfaction level 

bi Weight for the i-th criterion 

bij Weight for the j-th subcriterion of the i-th criterion 

 
Similarly to (4.13), the new additional variables representing the successive 

steps of the value functions X*
ij are assessed as follows: 
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Thus, the LP (4.17) takes the following form: 
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The new model variables are calculated according to the following formulas: 
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 (5.11) 

while the global satisfaction function and the weights and partial value functions 
for the main criteria can be written as follows: 
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 (5.12) 

The stability analysis of LP (5.10) can also be considered as a post-optimality 
problem, where ∑ni LPs are formulated and solved, each of them maximizing the 
weight bij of every subcriterion. The LPs have the following form: 
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where F*
1 is the optimal value for the objective function of LP (5.10), and ε is a 

small percentage of F*
1; the final solution may be calculated as the average of the 

optimal solutions of these LPs. 

5.3 Alternative Objective Functions 

This section discusses the issue of selecting alternative objective functions dur-
ing the post-optimality analysis process. The basic form of the MUSA method 
(see section 4.2.3) proposes the solution of n LPs that maximize the weight bi of 
each criterion. 

Alternatively, the simultaneous solution of n LPs that minimize the weight bi of 
each criterion may be considered. In this case, 2n LPs should be formulated and 
solved: 
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Another alternative approach considers the search of near optimal solutions that 
maximize the preference thresholds. This approach overcomes the problem of se-
lecting appropriate values for these parameters that are known to affect the stabil-
ity of the model (Srinivasan and Shocker, 1973), while the estimated optimal val-
ues γ and γi maximize the discrimination of the preference conditions (Beuthe and 
Scanella, 2001). In this particular case, the post-optimality analysis includes the 
solution of n+1 LPs of the following form: 
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Similarly to the previous case, the maximization of the successive steps of the 
value functions Y* and X*

i (wik and zm variables) may be considered during the 
post-optimality process (Beuthe and Scannella, 1996): 
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In this particular approach, the stability analysis includes the solution of 

1
( 1) ( 1)

n

ii
α α

=
− + −∑  LPs. 

A final alternative approach, in the context of ordinal regression analysis, con-
siders the minimization of the difference between the maximum and the minimum 
value of the error variables σ+

j and σ–
j in the case where F* > 0 (Despotis et al., 

1990). This particular approach corresponds to the minimization of the L∞ norm of 
errors. This way, the LP of the post-optimality analysis takes the following form: 
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where me is the maximum value of the error variables σ+
j and σ–

j. 
Table 5.4 summarizes all the aforementioned proposed alternative approaches 

for the post-optimality analysis of the MUSA method. It should be noted that the 
average of the optimal solution of these alternative LPs have been considered as a 
representative final solution. Based on the information provided in this table and 
considering the nature of the proposed extensions, the following points raise: 

1. The satisfaction criteria are usually competitive and therefore, it is not neces-
sary to consider simultaneously the maximization and minimization of the cri-
teria weights. For this reason, the MUSA I method is very similar to the gener-
alized MUSA method (for γ = γi = 0). 

2. The MUSA III version is actually an extension of the MUSA II method, since 
the following conditions hold: 
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3. Usually, the minimization of the L∞ norm of errors (MUSA IV) is of limited 
support to this particular case, although it is an important tool of the post-
optimality problem in the context of ordinal regression analysis. This extension 
distributes equally the error values to the total set of customers, and in this way, 
the collective method is not able to “correct” potential discriminated judgments. 
Additionally, it should be noted that this version applies only if F* > 0, and 
therefore it cannot overcome the stability analysis problem (multiple or near 
optimal solutions). 

The implementation of all different approaches to the numerical example of 
section 4.4 reveals the high stability of the results for this particular data set (Table 
5.5). 

Finally, it should be noted that the idea of preference thresholds, which is in-
troduced in the generalized MUSA method, may also be combined with the alter-
native post-optimality analyses presented in this section. 
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Table 5.4 Alternative objective functions in the post-optimality analysis 

Extension Objective function Remarks 

Gen. MUSA [max]F΄ = bi Basic model with preference thresholds 

MUSA I [max]F΄ = bi, [min]F΄ = bi Maximization-minimization of weights 

MUSA II [max]F΄ = γ, [max]F΄ = γi Maximization of preference thresholds 

MUSA III [max]F΄ = zm, [max]F΄ = wik Maximization of value functions’ successive steps 

MUSA IV [max]F΄ = me Minimization of the L∞ norm of errors 

 

Table 5.5 Summarized results of alternative post-optimality analysis approaches 

 Basic MUSA method 
(γ = γi = 0) 

Generalized MUSA 
method (γ = γi = 2)

MUSA I MUSA II MUSA III MUSA IV 

b1 25.42 25.58 26.46 26.21 26.51 25.00 

b2 49.17 48.83 48.75 49.25 49.06 50.00 

b3 25.42 25.58 24.79 24.54 24.43 25.00 

5.4 Modeling Preferences on Criteria Importance 

5.4.1 Model Development 

A customer satisfaction survey may include, besides the usual performance 
questions, preferences about the importance of the criteria. Using such questions, 
customers are asked either to judge the importance of a satisfaction criterion using 
a predefined ordinal scale, or rank the set of satisfaction criteria according to their 
importance (Figure 5.3). 

Based on such importance questions, each one of the satisfaction criteria can be 
placed in one of the following categories C1, C2, …, Cq, where C1 is the most im-
portant criterion class and Cq is the less important criterion class. Considering that 
Cl, with l the class index, are ordered in a 0-100% scale, there are Tq–1 thresholds, 
which define the rank and, therefore, label each one of the classes (see Figure 5.4). 
Thus, the evaluation of preference importance classes Cl is similar to the estima-
tion of thresholds Tl. 

An ordinal regression approach may also be used in order to develop the 
weights estimation model. Using the notations of the MUSA method, assume that 

ijb  is the preference of customer j about the importance of criterion i. Then, the 
following cases exist (Grigoroudis and Spiridaki, 2003): 

1. If 1ijb C∈ , that is customer j considers criterion i as the most important, then: 
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Fig. 5.3 Example questions for preferences on criteria importance 

 
Fig. 5.4 Preference importance classes 
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2. If ij lb C∈ , that is customer j considers criterion i in the importance class l, then 

(l = 2, 3, …, q–1): 
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3. If ij qb C∈ , that is customer j considers criterion i as the least important, then: 
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In the previous formulas, it should be noted that S+
ij and S–

ij are the overestima-
tion and underestimation error, respectively, for the j-th customer and the i-th cri-
terion. Also, δ is a small positive number, which is used in order to avoid cases 
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where bij = Tl ∀ l, while criteria weights are considered through the following ex-
pression: 
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Furthermore, a minimum value may be assumed for thresholds Tl in order to 
increase the discrimination of the importance classes. Thus, the following condi-
tions occur: 
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where λ is a positive number with λ ≤  (100/n), since the maximum value that λ 
may take cannot exceed the criteria weights (if they are all of equal importance). 

According to the previous notations and assumptions, the following linear con-
straints may be formulated: 
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 (5.24) 

The final model for the estimation of weights may be formulated through the 
following LP (Grigoroudis and Spiridaki, 2003): 
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An alternative objective function that could be minimized in the previous LP is 
the following (Zopounidis and Doumpos, 2001): 
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where mk is the number of customers’ judgments in the class Ck. 
Similarly to the MUSA methods, a post-optimality analysis should be consid-

ered, where the following LPs are formulated and solved: 
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where Φ* is the optimal value of the objective function of LP (5.25), and ε is a 
small percentage of Φ*; the average of the optimal solutions of the previous LPs is 
taken as a representative final solution for the model variables wik. 

Other alternative approaches for the post-optimality criteria may also be con-
sidered (Zopounidis and Doumpos, 2001; Beuthe and Scanella, 1996, 2001). In 
the first approach, q–1 LPs (equal to the number of thresholds), are formulated 
and solved. These LPs maximize the thresholds Tl and have the following form: 
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Other approaches maximize δ or the sum Tl+δ using the following LP: 
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The previous modeling is a sorting ordinal regression model, following the 
principles of preference disaggregation, and particularly the UTADIS methods 
(Zopounidis and Doumpos, 2001; Doumpos and Zopounidis, 2002). 

 
 

5.4.2 Derived vs. Stated Importance 

The straightforward customer preference for the weight of a satisfaction crite-
rion which is evaluated through importance questions is defined as stated impor-
tance. Derived importance is estimated by a regression-type quantitative technique 
using customer judgments for the performance of this set of criteria (e.g. MUSA 
method). A common problem faced while analyzing data from customer satisfac-
tion surveys is the comparison of stated and derived importance for a set of satis-
faction dimensions.  

Interestingly, derived importance by a preference disaggregation model and 
stated importance that is given to each criterion by the customers are seldom the 
same. It is not unreasonable to say that customers tend to rate every criterion as 
important, when asked freely (Naumann and Giel, 1995). Because of the tendency 
of customers to rate almost everything as important, the researchers are often wary 
of self-explicated importance data and derived importance data are considered 
generally more reliable. 

Nevertheless, the comparison between derived and stated importance can give 
valuable information. It enables a company to identify what attributes the custom-
ers rate as important and see how these agree with truly important and truly unim-
portant attributes. Moreover, it helps the company identify unspoken motivators or 
even expected or cost of entry attributes. This approach also agrees with the prin-
ciples of Kano’s approach for defining different quality levels and may give the 
ability to classify customer requirements. 

The presented methodology consists of the following main steps (Grigoroudis 
and Spiridaki, 2003): 

1. In the first step, performance and importance data are collected using a simple 
questionnaire. In particular, customers are asked about their level of satisfac-
tion/dissatisfaction from each criterion (see Figure 4.7), while at the same time, 
they are asked to express their level of importance for each criterion (see Figure 
5.3). 
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2. Based on the performance satisfaction judgments, derived importance is esti-
mated using the MUSA method. Moreover, the straightforward customer pref-
erences for satisfaction criteria weights are used in the model presented in this 
section in order to estimate stated importance. 

3. In the last step, stated and derived importance results are comparatively exam-
ined through a dual importance diagram that defines different quality levels in 
agreement with Kano’s approach and gives the ability to classify customer re-
quirements. 

This diagram contains the normalized results of stated and derived importance 
(similarly to the relative action and improvement diagrams presented in sections 
4.3.5 and 4.3.6). These results may help a business organization to identify what 
attributes are rated as important by customers and, at the same time, see how these 
attributes differ in importance when modeled by a regression-type quantitative 
technique. 

The dual importance diagram is divided in four quadrants (Figure 5.5). Quad-
rants (i) and (ii) include the dimensions that are truly important to the customers. 
These are the main characteristics that management and production should focus 
on. Quadrants (i) and (iv) include the important dimensions according to the cus-
tomers’ free statement. These are the dimensions that marketing should focus on. 
When a characteristic appears in quadrant (i) or (iii) there is an agreement between 
derived and stated importance. On the other hand, in quadrants (ii) or (iv) there is 
a disagreement between the stated and derived importance. This disagreement is 
an indication that these dimensions require further analysis. 

According to Lowenstein (1995), the dual importance diagram may be linked 
with the Kano’s model and its three basic categories of product/service require-
ments: 

• Quadrants (i) and (iii) correspond to the characteristics that are truly important 
or truly unimportant for the customers (one-dimensional characteristics). Both 
the model and the customers agree on them giving the company a more valid 
view and a better-grounded direction. 

• Quadrant (ii) includes the characteristics that the MUSA method evaluates as 
being very important, while the customers judge as less important when they 
are asked straightforward. These characteristics are called “unspoken motiva-
tors” and represent dimensions to which the company should pay attention. 
They may affect (positively or negatively) future clientele, although the cus-
tomers consider them of low importance. 

• Finally, quadrant (iv) includes the characteristics that the model estimates as 
less important, while the customers rate them as very important. These usually 
include expected or cost-of-entry services (e.g. service/product guarantees). A 
company should keep such characteristics at a level at least as high as the ones 
of their competitors in order to keep its clientele, or offer extra, unexpected 
services to gain competitive advantage. 
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Fig. 5.5 Dual importance diagram (Lowenstein, 1995) 

 
 

5.4.3 Combining Performance and Importance Judgments 

A different approach for criteria importance preferences is presented in this 
section. The main purpose of this analysis is to examine whether additional infor-
mation about criteria weights can improve the results of the MUSA method. 

Using together customers’ performance and importance judgments, an exten-
sion of the MUSA method may be modeled as a Multiobjective Linear Program-
ming (MOLP) problem: 
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Since competitiveness of the objective functions is the main characteristic of 
MOLP problems, searching for a solution that optimizes both F and Φ is rather 
pointless. The above problem may be solved using any MOLP technique (e.g. 
compromise programming, global criterion approach, etc.). Here, an alternative 
heuristic method, consisting of three steps, is presented (Grigoroudis et al., 2004): 



5.4 Modeling Preferences on Criteria Importance 139 

Step 1: 
Solve the following LP: 
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Step 2: 
Minimize the errors S+

ij and S–
ij using the following LP: 
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where F* is the optimal value of the objective function of LP (5.31), and ε1 is a 
small percentage of F*. 

Step 3: 
Perform stability analysis (formulate and solve n LPs where each one maximizes 
the weight of a criterion): 

[ ]
1

1

*

1

*

2

min    for  1, 2, ,

subject to

all the constraints of LPs (4.17) and (5.25)

iα

ik
k

F w i n

F F ε

Φ Φ ε

−

=

′ = =

≤ +

≤ +

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

∑ …

 (5.33) 

where F*, Φ* are the optimal values of the objective functions of LPs (5.31)-
(5.32), and ε1, ε2 are small percentages of F* and Φ*, respectively; similarly to the 
basic MUSA method, the final solution is calculated as the average of the optimal 
solutions of the previous LPs. 
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A detailed discussion about modeling preferences on criteria importance in the 
framework of the MUSA method, as well as real-world applications of the afore-
mentioned approaches are given by Grigoroudis and Spiridaki (2003) and Grig-
oroudis et al. (2004). 

5.5 Other Extensions 

5.5.1 A Customer Satisfaction Barometer Model 

The main principles of the MUSA method may also be used in order to develop 
a customer satisfaction barometer model. In this extension, called MUSA+ model, 
a sample of customers evaluates all the satisfaction criteria (global and partial) for 
a set of competitive companies. Thus, the MUSA+ model may be characterized as 
a satisfaction benchmarking analysis. 

The MUSA+ estimation model can be written as follows: 
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 (5.34) 

where M is the number of customers, T is the number of competitive companies, 
qtj and qtij are the global and partial satisfaction judgments of customer j 
(j = 1, 2, .., M) for company t (t = 1, 2, .., T) with: 
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Alternative objective functions of LP (5.34) may also be considered, taken into 
account additional information on the sample of customers or the set of competi-
tive companies. For example, if a different number of customers have evaluated 
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the set of companies, the error variables may be weighted according to the market 
share of each company: 
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where Ct are the sales of company t and Mt is the number of customer evaluating 
company t. 

Similarly to the original MUSA method, the MUSA+ model includes also a 
post-optimality analysis stage in order to overcome the problem of model stability. 
Thus, the final solution of the problem is calculated by exploring multiple or near 
optimal solutions of the LP (5.34). 

Based on this solution and using formulas (4.18) and (4.22), the value func-
tions, the criteria weights, and the average demanding indices can be directly cal-
culated. However, in the MUSA+ method, the average satisfaction indices are re-
assessed for every competitive company, using the following formulas: 
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where St, Sti are the average global and partial satisfaction indices and pm
t, p

k
ti are 

the frequencies of customers belonging to the ym and xk
i satisfaction levels, for 

company t. 
Using a weighted sum formula, an industry satisfaction barometer may also be 

estimated as follows: 
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  (5.38) 

where SI and SIi are the industry’s average global and partial satisfaction indices, 
respectively, and Ct are the sales of company t. 

In the MUSA+ method, the satisfaction benchmarking analysis is mainly based 
on the comparative performance diagrams. These diagrams present the average 
satisfaction indices of a particular company in relation to the performance of the 
other competitive companies. They are divided into four quadrants and can be 
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used as a benchmarking tool in order to assess the performance of the different 
characteristics of the company against the competitors (Figure 5.6): 

1. Competitive advantages (high performance/better than competition): this area 
indicates the competitive advantages of the company. 

2. Struggle quadrant (high performance/worst than competition): it refers to crite-
ria for which even though the company has high performance, it is still lower 
than the performance of the competitors as there is a high competition; these 
criteria are worth to improve, only if they are important to customers.  

3. Competitive disadvantages (low performance/worst than competition): this area 
indicates the competitive disadvantages of the company. 

4. Waiting quadrant (low performance/better than competition): it concerns the 
criteria for which the company has low performance but they are still better 
than the competitors; these criteria need special monitoring as potential 
changes in the future may convert them to critical points or competitive advan-
tages. 
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Fig. 5.6 Comparative performance diagrams 

There are alternative comparative performance measures that can be used in 
these diagrams. The performance of a satisfaction criterion for a particular com-
pany can be compared with: 

• the average of the sector (mean value of the satisfaction indices for the total set 
of competitive companies), 

• the best company in the market (i.e. the company with the highest average 
global satisfaction index), or 
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• the best-in-class company (i.e. the company with the highest satisfaction index 
in this particular criterion). 

It should be noted that usually a relative form of the aforementioned diagrams 
is used, in order to overcome the problem of assessing the cut-off levels for hori-
zontal and vertical axes (see action and improvement diagrams in sections 4.3.5 
and 4.3.6). 

An analytical discussion of the MUSA+ method is given by Grigoroudis et al. 
(2007a), while Grigoroudis and Siskos (2004) present the development of a satis-
faction barometer for the transportation-telecommunications sector, based on a 
draft version of the method. 

 
 

5.5.2 Combining Cardinal and Ordinal Input Data 

In several cases, customer satisfaction judgments are expressed in a cardinal 
form. These data may refer to the performance of a particular characteristic of the 
product/service (ratio scale), or satisfaction judgments in predefined numerical in-
tervals (interval scale). 

For example, assume that customers express their overall satisfaction using a 0-
10 numerical scale (where 0 means absolutely dissatisfied and 10 means abso-
lutely satisfied) and their partial satisfaction using the ordinal scales Xi, so that: 
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Hence, assuming that y*m = 10ym = 10m for m = 0, 1, …, 10, the ordinal regres-
sion equation (4.12) of the basic MUSA method becomes as follows: 
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Using these cardinal data, the zm variables may be removed and the new LP 
formulation may be written: 
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  (5.41) 

A post-optimality analysis stage should be also considered in this case, simi-
larly to the basic MUSA method. Moreover, the assumed linear form of the value 
function Y* yields D = 0, while the global average satisfaction index is given by 
the following formula: 
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where pm is the frequency of customers belonging to the m-th overall satisfaction 
level. 

All the other variables, like bi, x
k
i, Si, and Di are calculated similarly to the basic 

MUSA method (see Chapter 4). A detailed discussion of the aforementioned 
model and applications to e-learning evaluation problems are given by Matsatsinis 
et al. (2003). 

 
 

5.5.3 Additional Constraints and Optimality Criteria 

The LP formulation of the MUSA method gives the ability to consider addi-
tional constraints regarding special properties of the assessed model variables. 
One of the most interesting extensions concerns additional properties for the as-
sessed average indices. 

For example, a linkage between global and partial average satisfaction indices 
may be assumed, since these indices are considered as the main performance indi-
cators of the business organization. In particular, the global average satisfaction 
index S is assessed as a weighted sum of the partial satisfaction indices Si: 
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Using formulas (4.18) and (4.21), the above equation becomes as follows: 
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In the case of the generalized MUSA method, the preference thresholds γ and γi 
should be introduced, and equation (5.44) is written: 
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Similarly, a weighted sum formula may be assumed for the average demanding 
indices: 
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i i
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D b D
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= ∑   (5.46) 

Using formulas (4.18) and (4.22), the previous equation can be written in terms 
of the MUSA variables: 
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Alternatively, formulas (4.23) may also be used, while in the case of the gener-
alized MUSA method, equation (5.47) should be modified by introducing the 
variables mz′  and ikw′  (see formula (5.4)). 

The equations (5.44) and (5.47) may be introduced as additional constraints in 
the LP (4.17). However, these additional properties of average indices should be 
used carefully, since their form does not guarantee a feasible solution of the LP, 
especially in case of inconsistencies between global and partial satisfaction judg-
ments. For this reason, the aforementioned equations may be written using a goal 
programming formulation and used alternatively as post-optimality criteria. 

Another extension of the MUSA method refers to the objective function of the 
initially formulated LP. The objective function assessed in section 4.2.2 concerns 
the sum of errors variables σ+ and σ– and does not take into account the distribu-
tion of customer judgments to the assessed overall satisfaction levels. Therefore, 
using this optimality criterion, it is expected to have large values of the error vari-
ables, when particular levels of overall satisfaction have been chosen by a small 
percentage of customers. 

In order to overcome this problem, an alternative approach is to weight the er-
rors according to the overall satisfaction frequencies. This weighted sum of errors 
has the following form: 
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where pm is the frequency and Ym is the set of customers belonging to the ym over-
all satisfaction level. 

The minimization of the previous objective function may be introduced as an 
alternative optimality criterion in the basic MUSA method, as well as in the exten-
sions presented in this Chapter. Moreover, it should be noted that the formula 
(5.48) assumes that pm ≠ 0. In cases where pm = 0, it is not possible to estimate the 
additive value function in this particular point y*m, since there are no customers 
that have selected level ym of the overall satisfaction ordinal scale. Thus, in these 
cases, the overall satisfaction scale should be reconsidered, probably by combin-
ing some adjacent satisfaction levels. 

5.6 Discussion and Future Research 

The MUSA method is based on the principles of multicriteria analysis, and par-
ticularly on aggregation-dissaggregation approach and linear programming model-
ling. The implementation of the method in customer satisfaction surveys is able to 
evaluate quantitative global and partial satisfaction levels and to determine the 
strong and the weak points of a business organisation, 

The main advantage of the MUSA method is that it fully considers the qualita-
tive form of customers’ judgements and preferences, as expressed in a customer 
satisfaction survey. This way the proposed methodology does not arbitrarily quan-
tify the collected information. Other advantages of the method include the follow-
ing: 

• The post-optimality analysis stage gives the ability to achieve a sufficient sta-
bility level concerning the provided results, while the LP formulation offers a 
flexible model development, as illustrated by the large number of extensions 
and variations presented in this Chapter. 

• The provided results are focused not only on the descriptive analysis of cus-
tomer satisfaction data, but they are also able to assess an integrated bench-
marking system. This way, they offer a complete information set including: 
value functions, criteria weights, average satisfaction, demanding and im-
provement indices, action and improvement diagrams, etc. 

• All these results are sufficient enough to analyze in detail the satisfaction 
evaluation problem, and to assess the reliability of the method’s implementa-
tion. 

• A significant effort has been devoted in order for all the provided results to be 
easily and directly understood. For this reason, the indices’ sets are assessed in 
a normalized [0, 100%] interval. 
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As already noted, the MUSA method is based on a very flexible modeling, 
which gives the ability to consider the analyst’s preferences and modify model de-
velopment in accordance with the special characteristics of the examined customer 
satisfaction measurement problem. For example, any combination of the exten-
sions of the MUSA method presented in this Chapter may be considered. 

The potential implementation problems of the MUSA method concern the 
model assumptions and the quality of the collected data, which is however some-
thing common in all regression analysis models. 

The logical inconsistency of customer satisfaction data affects directly the reli-
ability and the stability of the results. Examples of such inconsistencies may refer 
to cases where customers appear very satisfied to the whole set of criteria, while 
they are overall dissatisfied with the product/service provided (and vice-versa). 
The main cause of this problem is that the satisfaction criteria set is not a consis-
tent family of criteria, or even the customers are not rational decision-makers. 
During the implementation process of the MUSA method, a preliminary stage for 
searching such inconsistencies should be applied. If the problem appears in a 
small portion of customers, the particular data should be removed, while in the 
opposite case the defined satisfaction criteria set should be reconsidered. 

Another problem that may appear concerns the existence of distinguished cus-
tomer groups with different preference value systems (value functions, criteria 
weights, etc.). This problem can be identified by the high variance of the variables 
during the post-optimality analysis and is due to the collective nature of the 
MUSA method. The segmentation of the total set of customers into smaller groups 
according to particular characteristics (e.g. age, sex) is the most reliable solution 
to the aforementioned problem. 

Future research regarding the MUSA method is mainly focused on comparison 
analysis with other alternative satisfaction measurement approaches like statistical 
models, data analysis techniques, fuzzy sets, and other advanced prediction meth-
ods (e.g. neural networks). Moreover, the problem of selecting appropriate values 
for the parameters of the method (preference thresholds, ε value) and its impact to 
the reliability and stability of the provided results should be studied. 

The implementation of the MUSA method requires complete and correctly an-
swered questionnaires as input data, which cannot always be achieved. Missing 
data analysis and data mining techniques may be used to overcome this problem 
by filling in the empty cells in the data table (Matsatsinis et al., 1999). 

Other extensions of the method may include: 

• The development of an extended MUSA method in a customer satisfaction sur-
vey for a set of competitive companies, given that the currently presented ver-
sion is focused on the satisfaction evaluation problem for a single business or-
ganization. 

• The assessment of a “critical” satisfaction level that can relate customer satis-
faction level and repurchase probability. Hill (1996) notes several research ef-
forts for the determination of a customer tolerance band. Furthermore, combin-
ing MUSA method with several brand choice models, the segmentation of the 
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total set of customers into smaller groups with different loyalty levels can be 
achieved. A pilot survey in the context of multicriteria analysis is proposed by 
Grigoroudis et al. (1999a). 

Finally, it is interesting to analyze the relation between the results of the 
MUSA method and the financial indices (market share, profit, etc.) of a business 
organization. Although customer satisfaction is a necessary but not a sufficient 
condition for the financial viability, several researches have shown that there is a 
significant correlation among satisfaction level, customer loyalty, and company’s 
profit (Dutka, 1995; Naumann and Giel, 1995). 

 
 
 



Chapter 6 

Advanced Topics on the MUSA method 

6.1 Computational Issues 

The computational difficulty of the MUSA method is based on the number of 
variables and the number of constraints in the formulated LP. The method consists 
of two distinct stages: in the first stage an initial LP is solved in order to obtain an 
optimum value for the selected error function, while in the second stage a heuristic 
algorithm is used (solving a number of LPs) in order to explore the multiple or 
near optimal solutions space. 

As a rule, the computational effort (CE) of a single LP may be estimated using 
the following expression: 

2

v cCE N N∝ ⋅   (6.1) 

where Nv and Nc are the number of variables and constraints of the LP, respec-
tively. 

For example, the initial LP in the basic, and the generalized, MUSA method 
has M + 2 constraints and 2M + (α–1) + ∑(αi –1) variables, while in the post-
optimality analysis stage n LPs are solved having M + 3 constraints (the number 
of variables remains the same). Without loss of generality, we may assume that 
α = αi ∀ i, and therefore, the computational effort for the basic MUSA method is: 

[ ] 2 22 ( 1)( 1) ( 2) ( 3)CE M n α M n M∝ + + − + + +⎡ ⎤⎣ ⎦  (6.2) 

where M is the number of customers, n is the number of criteria, and α is the num-
ber of overall (or marginal) satisfaction levels. 

As shown in expression (6.2), the computational difficulty of the MUSA 
method is heavily affected by the number of customers (see also Figure 6.1), 
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which is quite reasonable, since M determines the number of cases in a regression-
type model. 
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Fig. 6.1 Computational difficulty for the basic MUSA method 

For this reason, the Dual Linear Program (DLP) of the MUSA formulation may 
be considered, in order to reduce the computational effort. In the case of the basic 
MUSA method, LP (4.17) may be written in the following form: 

2

( 1) 2( 1)

2( 1)
( 1)

[min] 

subject to

100

100

with  , , 0

ii

ii

M

M

α Mα

Mα
α

−−

−
−

′

′ ′ ′+ + =∑
′′′

∑

≥

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦⎣ ⎦

1 σ

0Θ Ψ Λ

1 w 0 z 0 σ

010

w z σ

 (6.3) 

where w, z, and σ are the vectors of the model variables, 1x and 0x are vectors of 
size x with ones and zeros, respectively, Θ and Ψ are matrices of size M×∑(αi–1) 
and M×(α–1), respectively, where θij and ψij are given according to formula (4.16), 
and Λ is a matrix of size M×2M having the following form: 
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The dual of LP (6.3) can be written as follows: 
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where u is the vector of dual variables with size M + 2. 
The complexity of DLP (6.4) is based only on (α–1) + ∑(αi–1) constraints, 

since –1 ≤ ui ≤ 1 are just boundary constraints. Thus the computational difficulty 
of DLP (6.4) is significantly smaller compared to the original LP (4.17). 

It should be noted that the previous discussion refers only to the basic or the 
generalized MUSA method. The computational difficulty changes if we consider 
alternative objective functions for the post-optimality analysis stage. As shown in 
Table 6.1, the alternative MUSA methods presented in section 5.3 have different 
number of constraints and variables, while a different number of LPs has to be 
solved during the post-optimality analysis stage. Figure 6.2 shows the computa-
tional effort for these extensions of the MUSA method for a given number of cri-
teria n and satisfaction levels α and αi (the computational effort has been estimated 
using formula (6.1)). As expected, the complexity appears smaller for the general-
ized MUSA and the MUSA II methods, while MUSA III variation requires the 
highest computational effort. 

6.2 Reliability Evaluation and Error Indicators 

6.2.1 Average Fitting Indices 

The reliability evaluation of the results is mainly related to the level of fitting to 
the customer satisfaction data, and the stability of the post-optimality analysis re-
sults. 
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Table 6.1 Problem size of alternative post-optimality approaches 

Extension Number of LPs Number of constraints Number of variables 

Generalized MUSA n M + 3 ( ) ( )
1

2 1 1
n

i
i

M α α
=

+ − + −∑  

MUSA I 2n M + 3 ( ) ( )
1

2 1 1
n

i
i

M α α
=

+ − + −∑  

MUSA II n + 1 M + 3 
1

2
n

i
i

M α α
=

+ +∑  

MUSA III ( ) ( )
1

1 1
n

i
i

α α
=

− + −∑  M + 3 ( ) ( )
1

2 1 1
n

i
i

M α α
=

+ − + −∑  

MUSA IV 1 3M + 3 ( )
1

2 1
n

i
i

M α α
=

+ + −∑  

0

5E+10

1E+11

1.5E+11

2E+11

2.5E+11

0 200 400 600 800 1000 1200 1400 1600 1800
Number of customers

C
om

pu
ta

tio
na

l e
ff

or
t

MUSA III

MUSA I

MUSA IV

MUSA II

Generalized 
MUSA

 
Fig. 6.2 Computational difficulty for the alternative MUSA methods 

The fitting level of the MUSA method refers to the assessment of a preference 
collective value system (value functions, weights, etc.) for the set of customers 
with the minimum possible errors. For this reason, the optimal values of the error 
variables indicate the reliability of the value system that is evaluated. 

Although several fitting measures may be assessed, all these indicators depend 
on the optimum error level and the number of customers. Grigoroudis and Siskos 
(2002) propose the following simple average fitting index AFI1: 

*

1 1
100

F
AFI

M
= −   (6.5) 
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where F* is the minimum sum of errors of the initial LP, and M is the number of 
customers. 

AFI1 is normalized in the interval [0, 1], and it is equal to 1 if F* = 0, i.e. when 
the method is able to evaluate a preference value system with zero errors. Simi-
larly, AFI1 takes the value 0 only when the pairs of the error variables σ+

j and σ–
j 

take the maximum possible values. It is easy to prove that σ+
j · σ–

j = 0 ∀ j, i.e. the 
optimal solution has at least one zero error variable for each customer, given that 
the MUSA method is similar to goal programming modeling (Charnes and Coo-
per, 1961). 

An alternative fitting indicator is based on the percentage of customers with 
zero error variables, i.e. the percentage of customers for whom the estimated pref-
erence value systems fits perfectly with their expressed satisfaction judgments. 
This average fitting index AFI2 is assessed as follows: 

0
2

M
AFI

M
=   (6.6) 

where M0 is the number of customers for whom σ+ = σ– = 0 
Although the previous fitting indicators are rather simple and can be easily cal-

culated, they present several disadvantages. For example, AFI1 may rarely take 
large values, since usually F* << 100M. This is justified by the fact that it is un-
reasonable all the error variables in a regression-type model to have their maxi-
mum possible values, i.e. σ+

j + σ–
j = 100 ∀ j. For this reason, AFI1 usually overes-

timates the fitting ability of the MUSA method. On the other hand, AFI2 examines 
only the existence of non-zero errors, without taking into account the values of 
these error variables. For this reason, in several cases AFI2 underestimates 
MUSA’s fitting level. Additionally, the values of AFI2 may not give a reliable in-
dication for the overall fitting ability of the MUSA method, since a small (or high) 
value of AFI2 does not imply a respective small (or high) sum of errors. 

To overcome these disadvantages, a new fitting indicator may be assessed, 
which will be able to examine separately every level of overall satisfaction and to 
calculate the maximum possible error value for each one of these levels. As shown 
in Figure 6.3, for the estimation of y*m, 0 ≤ y*m ≤ 100 holds and thereby, the maxi-
mum overestimation (σ+) and underestimation (σ–) errors are 100 – y*m and y*m, re-
spectively. Thus, the overall maximum error for every overall satisfaction level is 
the maximum of the previous expressions. 

Using this approach, an alternative formulation of AFI1 may be developed. The 
new average fitting index AFI3 takes into account the maximum values of the error 
variables for every global satisfaction level, as well as the number of customers 
that belongs to this level: 
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Fig. 6.3 Maximum error values for the m-th overall satisfaction level 
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where pm is the frequency of customers belonging to the ym satisfaction level. 
Consequently, AFI3 may be considered as a variation of AFI1, for which AFI3≤ 

AFI1 can be proved to hold. Although AFI3 appears more reliable, all of the 
aforementioned average fitting indicators are highly affected by potential inconsis-
tencies in customer satisfaction judgments. Therefore, the examination of all these 
indices may give a more complete view for the fitting ability of the MUSA 
method. 

 
 

6.2.2 Other Fitting Indicators 

One of the most useful tools, which may serve as an alternative fitting indicator 
of the MUSA method, is the variance diagram of the added value curve. This vari-
ance diagram (Figure 6.4) shows the value range that the customers’ set gives for 
each level of the ordinal satisfaction scale. Therefore, it can be considered as a 
confidence interval for the estimated added value function. 

This diagram depends upon the estimated satisfaction values and the optimal 
values of the error variables as well. The development process of this diagram 
consists of the following steps (Grigoroudis and Siskos, 2002): 

Step 1: 
For each customer j, the evaluated satisfaction value *m

jy  is calculated according 
to the formula: 
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Fig. 6.4 Variance diagram of the added value curve 

* *m m

j j jy y σ σ+ −= + −   (6.8) 

where y*m is the satisfaction value of level m, and σ+
j,·σ–

j are the corresponding er-
ror variables for customer j. 

Step 2: 
The maximum and minimum satisfaction curves *

max

my  and *

min

my  accordingly, are 
calculated for each level m of the ordinal satisfaction scale, using the following 
formula: 
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Another fitting indicator is the prediction table of global satisfaction, which is 
developed in a similar way according to the following steps (Grigoroudis and 
Siskos, 2002): 

Step 1: 
For each customer j, the evaluated satisfaction value *m

jy  is calculated according 
to (6.8). 

 

Step 2: 
Based on the previous value, the evaluated satisfaction level m

jy  is calculated for 
each customer j, according to the formula: 



156  6. Advanced Topics on the MUSA method 

*2
1 *

*2 *3 *2
2 *

1
*

  if  
2

  if  
2 2

100
  if  

2

m

j j

m
m j j
j

*α
α m

j j

y
y y

y y y
y y

y

y
y y

−

≤

+
< ≤

=

+
>

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪⎩

  (6.10) 

Step 3: 
Using the actual (as expressed by the customers) and the estimated level of global 
satisfaction, m

jy  and m

jy  accordingly, the number of customers belonging to each 
of these levels is calculated. 

The general form of a prediction table is presented in Figure 6.5, and includes 
the following results for each actual and evaluated satisfaction level: 

• Nij: the number of customers that have declared to belong to global satisfaction 
level i, while the model classifies them to level j. 

• Rij: the percentage of customers of actual global satisfaction level i that the 
model classifies to level j. 

• Cij: the percentage of customers of estimated global satisfaction level j that 
have declared to belong to level j. 

Rij and Cij are calculated according to the formulas: 

1 1

,       ,ij ij

ij ijα α

ij ij
i j

N N
R C i j

N N
= =

= = ∀

∑ ∑
  (6.11) 

while the overall prediction level (OPL) is based on the sum of the main diagonal 
cells of the prediction table, and it represents the percentage of correctly classified 
customers: 
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  (6.12) 

In general, it should be mentioned that the fitness of the MUSA method is not 
satisfactory when a high percentage of customers appears away from the main di-
agonal of the prediction table, i.e. a significant number of customers having de-
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clared to be very satisfied is predicted to have a low satisfaction level and vice 
versa. 
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Fig. 6.5 Prediction table of global satisfaction 

 
 

6.2.3 Average Stability Index 

The stability of the results provided by the post-optimality analysis is not re-
lated to the degree of fitness of the MUSA method. More specifically, during the 
post-optimality stage, n LPs are formulated and solved, which maximize repeat-
edly the weight of each criterion. The mean value of the weights of these LPs is 
taken as the final solution, and the observed variance in the post-optimality matrix 
indicates the degree of instability of the results. Thus, an average stability index 
ASI may be assessed as the mean value of the normalized standard deviation of the 
estimated weights: 
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where bj
i is the estimated weight of the i-th criterion in the j-th post-optimality 

analysis LP. 
ASI is normalized in the interval [0, 1], and it should be noted that when this 

index takes its maximum value, then: 

1    ,j

i iASI b b i j= ⇔ = ∀   (6.14) 

where bi is the final estimated weight for criterion i. 
On the other hand, if ASI takes its minimum value, then: 

1   if  
0    ,

0  if  
j

i

i j
ASI b i j

i j

=⎧
= ⇔ = ∀⎨ ≠⎩

  (6.15) 

It should be emphasized that the aforementioned stability index refers to the 
basic or the generalized MUSA method. In case of alternative objective functions 
during the post-optimality analysis stage, formula (6.13) should be modified tak-
ing into account the number of LPs solved during this stage (see Table 6.1). 

Generally, apart ASI, the variance of the weights during post-optimality analy-
sis (see section 9.5.4) is also able to provide valuable information for the stability 
analysis of the results provided by the MUSA method. This diagram can give a 
confidence interval for the estimated weights, and can identify possible competi-
tiveness in the criteria set, i.e. the existence of certain customer groups with dif-
ferent importance levels for the satisfaction criteria. 

6.3 Selection of Parameters and Thresholds 

6.3.1 Preference Thresholds 

The problem of selecting appropriate model parameters is focused on the pref-
erence values γ, γi, and the tradeoff threshold ε during the post-optimality analysis. 

In this section, it is examined how different values of these parameters may af-
fect the fitting and stability level of the MUSA results. For this reason, a large 
number of indicative customer satisfaction data sets have been used. These data 
sets present different characteristic properties (e.g. number of criteria, number of 
satisfaction levels, consistency of judgments and stability level, etc.). One of the 
most important results of this analysis is that the selection of preference thresholds 
γ and γi depends mainly on the stability of the results. 

In particular, in case of stable results, the average fitting index AFI1, as well the 
average stability index ASI, have high values (~100%) for γ = γi = 0. The increase 
of γ and γi will cause a relatively small reduction of the fitting and stability level of 
the results, as shown in Figure 6.6(a). This finding may be justified by the fact that 
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the preference thresholds provide a lower bound for the model variables zm and wik 
(see formula (5.3)). For example, by increasing γi, the MUSA method is forced to 
assign a minimum weight of γi (αi–1) to each criterion. Thereby, the initially 
achieved fitting and stability level of the results is decreased. Consequently, in 
case of stable results, it is preferred to set γ = γi = 0 (or at least very small values 
for the preference thresholds). 

In case of unstable results, ASI may take rather small values (e.g. <50%) for 
γ = γi = 0, while AFI1 may retain a relatively high level (e.g. >80%). Figure 6.6(b) 
reveals a competitive relation between ASI and AFI1 in this case: the increase of 
preference thresholds γ and γi may improve the stability of the results, but it will 
decrease the fitting level of the model. As previously noted, this is justified by the 
fact that the preference thresholds determine the minimum value of the criteria 
weights. Thus, in case of instability, the increase of γ and γi will decreas the vari-
ability observed in the post-optimality table, and therefore, it will increase the av-
erage stability index. 
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Fig. 6.6 Modification of AFI1 and ASI for different values of γ 

Generally, the process proposed in Figure 6.7 should be considered when se-
lecting appropriate values for the preference thresholds γ and γi. This process is 
based on the work of Jacquet-Lagrèze and Siskos (1982) in the area of ordinal re-
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gression modeling. Moreover, it should be emphasized that special attention 
should be given when modifying the preference thresholds, because of the follow-
ing main reasons: 

• An arbitrarily large increase of the preference thresholds may falsify the cus-
tomer satisfaction data set; large values of γ and γi require stronger assumptions 
for the preference conditions (5.1). 

• Based on the assessed values of γi the minimum weight of criterion i is γi (αi–1). 
This assumption should be verified by the decision-maker. 

Apply MUSA method with zero 
preference thresholds

(γ = γi = 0)

Is the value of ASI 
acceptable?

YES

The solution of the MUSA method 
is satisfactory

END

Is it possible to increase the 
preference thresholds

γ and γi?

NO

The MUSA method cannot provide 
a solution with the desired stability 

level

NO

Increase preference thresholds γ, γi

and apply the MUSA method
YES

 
Fig. 6.7 A process for selecting preference thresholds 

 
 

6.3.2 Post-optimality Thresholds 

The post-optimality threshold ε  does not affect the fitting ability of the model, 
since all the alternative fitting indices do not depend on the post-optimality results. 
Moreover, it should be noted that usually, in real world applications, F* > 0, and 
thus ε may be assessed as a small percentage of the optimal value of the objective 
function F. 

Similarly to the previous analyses, a large number of customer satisfaction data 
sets have been used, in order to examine the effect of post-optimality threshold on 
the stability level of the MUSA results. These experiments show that the increase 
of ε causes a decrease of the average stability index ASI, regardless of the stability 
level of results. This is rather expected, since an increase of ε implies an increase 
of the near optimal solutions space (see Figure 4.10). 
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As shown in Figure 6.8, the decrease of ASI is larger in case of unstable results 
because F* is larger and, thus, the overall tradeoff value (1+ε)F* is larger in the 
post-optimality analysis. For this reason, the results presented in Figure 6.8(a)-(b) 
are not straightforward comparable (i.e. for the same value of ε, the tradeoff value 
1+ε)F* is larger for unstable results than for stable results). 
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Fig. 6.8 Modification of ASI for different values of ε 

Consequently, ε is a near optimal solutions threshold that should be always se-
lected as a small percentage of F*. The modification of ε should take into account 
the following: 

• A very large value of ε will falsify the information provided by the post-
optimality analysis, and decrease the stability ability of the model. 

• A very low value of ε will not give the ability to explore the near optimal solu-
tions space during post-optimality analysis. 
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6.4 Experimental Comparison Analysis 

6.4.1 Design of the simulation process 

The experimental research is the most important approach for comparing alter-
native methodologies. The main aim of this section is to present an experimental 
comparison analysis for different customer satisfaction evaluation models. The 
comparison concerns the MUSA method and the ordered conditional probability 
models (ordered Logit-Probit analysis), since all these models require the same 
type of input data, while they respect the qualitative form of the examined vari-
ables. 

The first stage of the experimental comparison analysis refers to the design of 
the simulation process and aims at generating customer satisfaction data sets with 
different predefined characteristics. In particular, the data generation procedure is 
based on the principal that customer behavior (satisfaction judgments) may be ex-
plained through an explicitly defined set of value functions for a set of satisfaction 
criteria. 

As Figure 6.9 shows, the data generation algorithm for the presented experi-
ment consists of the following main steps: 

Step 1: 
In this initial step, the main parameters of the data sets are defined. These parame-
ters include: 

1. The number of satisfaction criteria n. 
2. The number of the overall satisfaction levels α, as well as the number of the 

satisfaction levels of each satisfaction criterion αi (i = 1, 2, …, n). 
3. The deviation level De (with De∈ [0, 1]). 
4. The desirable size of the data set M. 

In addition, a set of value functions for the overall satisfaction Y* and the marginal 
satisfaction biX

*
i (i = 1, 2, …, n) is selected in this step. For these value functions, 

the following monotonicity and normalization constraints must hold: 
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 (6.16) 

where it should be noted that the marginal value functions are written in a non-
normalized form, in order to reduce the number of parameters; this way, it is not 
necessary to estimate the criteria weights. 
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Step 2: 
The main properties of the data set are defined through this step. These properties 
are largely determined by the value functions assessed in the previous step. How-
ever, generating random data based on these value functions does not guarantee a 
consistent data set. For this reason, in the current step, a matrix of excluding val-
ues for every possible data combination is developed. This matrix is assessed ac-
cording to the following formula: 

( )
*

11 2

0  if  :
, ,    1 2 ,

1  otherwise

j

n
i k

j j e
jn j i

k b x y D
E i i i i , , α=

∃ − ≤
= =

⎧
⎪
⎨
⎪
⎩

∑… …  (6.17) 

The matrix E(.) is able to determine if any data combination (i1, i2, …, in) is con-
sistent, thus E(i1, i2, …, in) = 0, or inconsistent thus E(i1, i2, …, in) = 1. 

Step 3: 
The last step refers to the data generation process according to the aforementioned 
properties and assumptions. This process may be considered as a type of Monte 
Carlo simulation analysis. Analytically, the procedure consists of the following 
steps: 

1. Generation of a set of random numbers (v1, v2, …, vn), which corresponds to the 
satisfaction of a fictitious customer for each one of the defined satisfaction cri-
teria. These numbers are generated randomly, i.e. vj ~ U(1, αj), respecting the 
selected satisfaction levels. 

2. If the previous data combination is inconsistent, that is E(i1, i2, …, ij) = 1, these 
numbers are rejected and a new random data set is generated. In the opposite 
case, the optimal level of the overall value function y*m is calculated. In order to 
achieve the maximum consistency between y*m and the data combination 
(v1, v2, …, vn) the following is applied: 

* ** *

1 1

minj j

n n
v vm k

j j j j
k

j j

b x y b x y
= =

− = −∑ ∑   (6.18) 

3. The values (y*m, v1, v2, …, vn) are added in the data set and the previous steps 
are repeated starting with the generation of a new set of random numbers 
(v1, v2, …, vn). The algorithm ends when the desired data set size is reached. 
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Define parameters for value functions
- number of criteria (n)
- number of satisfaction levels (α, αi)

Choose value function
- global satisfaction value function Y*

- partial satisfaction value function biXi
*, i=1, 2, ..., n (non-normalized)

Define deviation level De and size of dataset M

Generate matrix of excluding values for every combination i1, i2, ..., in (ij=1, 2, ..., αi)
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Generate random numbers v1, v2,..., vn  with vj ~ U(1,αj) j=1, 2, ..., n

Add values {y*m, v1, v2, ..., vn} to the data table

where y*m so that: * ** *

1 1

minj j

n n
v vm k

j j j j
k

j j

b x y b x y
= =

− = −∑ ∑

Is data table complete?

( )1 2, , , 0nE v v v =…

YES

NO

YES

NO

START

END
 

Fig. 6.9 Data generation algorithm 
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Using the presented algorithm, 16 different customer satisfaction data sets have 
been generated. These data sets are characterized by four different properties, as 
shown in Table 6.2. For each one of these properties (deviation level, number of 
customers, number of criteria, and number of satisfaction scales), 2 different val-
ues have been chosen, based on a series of pre-tests that are able to discriminate 
the results estimated by the MUSA method and the Logit-Probit analysis. This is 
the main reason for the large difference of the chosen deviation levels (5% and 
40%). Moreover, the selected size of the data sets (500 and 1000 customers) is 
similar to the number of customers participating in real-world satisfaction surveys. 

Table 6.2 Properties of the generated data sets 

Deviation level 
(De) 

Number of customers
(M) 

Number of criteria 
(n) 

Number of satisfaction 
levels (α=αi) 

0.05-0.40 500-100 3-5 3-5 

 
Finally, it should be noted that different families of value functions have been 

defined for each one of these generated data sets. Similarly, these sets of value 
functions present different characteristics, concerning the weights of the criteria 
and the shape of the assumed curve: 

• The coefficient of variation may be used in order to measure differences in the 
distribution of criteria weights. For the defined value functions, the coefficient 
of variation for the selected weights ranges in [0.43, 0.73] with an average of 
0.53. 

• As noted in section 4.3.3, the average demanding indices are able to indicate 
the shape of a value function. For the defined value functions, these indices 
have the maximum possible range (i.e. [–1, 1]), with an average of –0.01. 

Finally, for reasons of simplicity and without loss of generality, an equal num-
ber of satisfaction levels have been assumed for the selected overall and marginal 
value functions, i.e. α = αi ∀ i. 

 
 

6.4.2 Simulation Results 

The generated customer satisfaction data sets are used in order to compare the 
evaluation results provided by the MUSA method, as well as other alternative 
models. The presented results do not focus on the analysis of customer satisfac-
tion, but rather on how these models behave for each one of the experimental data 
sets. 

Table 6.3 presents a summary of the simulation results for the MUSA method. 
The fitting level of the MUSA method is rather high, since AFI1 ranges between 
87.9% and 99.1%, with an average of 94.5% for the generated data sets. This justi-
fies the ability of the MUSA method to effectively evaluate a value system for the 



166  6. Advanced Topics on the MUSA method 

set of customers. However, ASI appears to have smaller values. Although this in-
dex has an average of 75.1%, there are particular data sets where the MUSA 
method is not able to achieve a high level of stability. Since ASI is calculated from 
the results of the post-optimality analysis, these data sets refer to the cases where 
customers’ judgments do not appear homogenous. This probably indicates a com-
parative relation among the criteria weights, given the variability observed in the 
post-optimality analysis table, and it is caused by the chosen high deviation level 
De. Finally, in order to examine if the MUSA method is able to accurately esti-
mate the defined experimental parameters, the hit rate ability of the model is cal-
culated. In this case, the hit rate is defined as the average absolute deviation be-
tween the initially assumed and the finally estimated criteria weights. As shown in 
Table 6.3, the estimation accuracy of the MUSA is relatively high, since the hit 
rate ranges between 82% and 99.2%, with an average of 93.9%. However, it 
should be noted that the increase of the number of parameters for the value func-
tions, increases the degrees of freedom of the MUSA method, and thus the hit rate 
is decreased. 

Table 6.3 Simulation results for the MUSA method 

Index Statistics Value 

AFI1 Range 0.879-0.991 

 Average 0.945 

ASI Range 0.120-0.986 

 Average 0.751 

Hit rate Range 0.820-0.992 

 Average 0.939 

 
Another important objective of the experimental analysis is to examine the in-

fluence of the parameters of the MUSA method to the fitting and the stability level 
of the estimated results. For this reason, a series of one-way ANOVA analyses 
have been performed in order to analyze the influence of each parameter of the 
experiment to the calculated AFI and ASI indices. Tables 6.4 and 6.5 present the 
summary results for this analysis of variance, from where the following points 
raise: 

• The chosen deviation level of the experiment does not affect ASI, but influ-
ences AFI. This is more or less expected, since De determines the consistency 
of the satisfaction judgments and therefore it is strongly related with the fitting 
ability of the MUSA method. 

• The size of the data set (number of customers) does not seem to affect the fit-
ting and stability level of the MUSA method. 

• Similarly, both AFI and ASI are not influenced by the chosen number of criteria 
and the number of satisfaction levels. However, these parameters may have a 
greater impact on the stability level (p-value less than 10%). 
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• The distribution of criteria weights, as measured by the average coefficient of 
variation, seems to affect ASI because large differences in the selected criteria 
weights generate data sets with heterogeneous customer preferences, which 
lead to an increased variability in the post-optimality analysis. 

Table 6.4 Summary results for one-way ANOVA (AFI) 

Factors SS df MS F p-value 

Deviation level 0.013 1 0.013 32.477 0.000 

Number of customers 0.000 1 0.000   0.000 0.985 

Number of criteria 0.000 1 0.000   0.011 0.917 

Number of satisfaction levels 0.000 1 0.000   0.011 0.917 

Distribution of weights 0.001 3 0.000   0.206 0.890 

 

Table 6.5 Summary results for one-way ANOVA (ASI) 

Factors SS df MS F p-value 

Deviation level 0.036 1 0.036 0.501 0.491 

Number of customers 0.000 1 0.000 0.000 0.993 

Number of criteria 0.202 1 0.202 3.385 0.087 

Number of satisfaction levels 0.202 1 0.202 3.385 0.087 

Distribution of weights 0.618 3 0.206 5.920 0.010 

 
Similarly to the previous analysis, the generated customer satisfaction data sets 

have been used in the conditional probability models. As presented in section 
2.3.1, the estimated parameters of these models include the threshold values of the 
dummy dependent variable y* (overall satisfaction) and the coefficients of the in-
dependent variables xi (marginal satisfaction) in the regression formula (this for-
mula relates y* and xi in a weighted sum expression). Since the conditional prob-
ability models have a different philosophy (assumptions, interpretation of 
parameters, etc.) compared to the MUSA method, a straightforward comparison of 
the results provided by this approaches is not possible. However, the thresholds of 
the dummy dependent variables may indicate the shape of the overall value func-
tion, while the regression coefficients represent a measure of the relative impor-
tance for the satisfaction criteria. 

The simulation results for the ordered Probit and Logit analysis are presented in 
Tables 6.6 and 6.7, where a summary of t-test statistics is given for each one of the 
aforementioned parameters (the p-value represents the probability of error under 
the hypothesis of accepting the values of the estimated parameters). Overall, it ap-
pears that the fitting ability of these models is satisfactory, since in most of the 
generated data sets the p-value is small (p < 0.0001). However, in many cases (al-
most 40% of the generated data sets) the Probit and Logit models are not able to 
achieve a high fitting level. These cases do not only concern data sets where the 
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MUSA method is not able to provide reliable results, but they also refer to data 
sets where AFI and ASI indicators of the MUSA method have relatively high val-
ues. Finally, it should be noted that the estimated results of the Probit analysis do 
not differ significantly from those provided by the Logit analysis. 

Table 6.6 Simulation results for the Probit model 

Parameters Index Statistics Value 

Thresholds t-test Range 0.000-26.040 

  Average 14.581 

 p-value Range 0.000-1.000 

  Average 0.125 

Regression coefficients t-test Range –5.878-19.410 

  Average 5.793 

 p-value Range 0.000-1.000 

  Average 0.292 

Table 6.7 Simulation results for the Logit model 

Parameters Index Statistics Value 

Thresholds t-test Range 0.000-22.709 

  Average 13.351 

 p-value Range 0.000-1.000 

  Average 0.125 

Regression coefficients t-test Range –5.417-18.246 

  Average 5.584 

 p-value Range 0.000-1.000 

  Average 0.272 

 
Apart from the fitting and stability analyses, the prediction table of global satis-

faction (see Figure 6.5) may also be used in order to compare the estimated results 
of the MUSA method and the conditional probability models. To this end, formula 
(6.12) is used to calculate the OPL for each one of the generated data sets. A sum-
mary of the analysis, regarding the prediction ability of these alternative models, is 
given in Table 6.8, where it should be noted that for all the examined data sets, the 
OPL of the MUSA method is higher compared to the other models. 

Table 6.8 Overall prediction level for alternative models 

Model Range Average 

MUSA 0.701-1.000 0.885 

Probit analysis 0.622-1.000 0.784 

Logit analysis 0.622-1.000 0.764 
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Furthermore, in case of highly consistent and homogenous data sets, a high 
prediction index appears for all alternative approaches. In general, the most impor-
tant differences between the prediction levels achieved by the MUSA method and 
the Logit-Probit analysis concerns data sets with greater number of estimated pa-
rameters (e.g. number of criteria, number of satisfaction levels, etc.). Moreover, it 
seems that the size of the data sets does not affect the OPL, while the prediction 
index between the Probit and the Logit analysis is similar for all the data sets of 
the experiment. 

The main result of the presented experimental comparison analysis is the high 
prediction ability of all alternative models, although OPL is slightly higher for the 
MUSA method. However, the fitting and stability level of the MUSA method is 
significantly higher compared to the conditional probability models for all data 
sets of the experiment. Moreover, in case of inconsistent and non-homogenous 
data, poor stability results may appear for all alternative approaches. 

The presented experiment may be considered as a pilot analysis, since a larger 
number of data sets is required, in order to increase the reliability of the findings. 
Moreover, additional parameters and desired properties of the generated data sets 
may be examined (e.g. parameters of the MUSA method). The presented results 
examine the effect of several parameters to the fitting and the stability level of the 
MUSA method using one-way ANOVA analysis. For this reason, future research 
may focus on other alternative customer satisfaction evaluation models or examine 
how several combinations of these parameters may affect the reliability of the re-
sults. Finally, it should be noted that the development of an unbiased data genera-
tion process for satisfaction judgments is rather difficult, since it requires a strong 
assumption about the preference model of the customers. In the presented experi-
ment, this assumption appears through the assumed value functions during the first 
step of the simulation process. 

 
 
 



Chapter 7 

Customer Satisfaction Surveys and Barometers 

7.1 Research Methodologies 

Customer satisfaction research methodologies may be divided, according to 
their content and objectives, into qualitative and quantitative research (Dutka, 
1995). 

The main aim of qualitative research is to obtain detailed information and addi-
tional explanations on customers’ attitude and opinions. This justifies the explora-
tory nature of qualitative research. The main characteristics of qualitative research 
include the following (Taylor and Bogdan, 1975): 

• Open-ended (probing) questions are used, and thus customer responses are not 
given in a predefined format. 

• The number of respondents is small, but the research gives the ability to ana-
lyze in detail customer behavior. 

• The results are based on responses given by customers, as well as on observa-
tion. 

• Usually generalization of results is not possible. 

The most typical examples of customer satisfaction qualitative research are dis-
cussed in Dutka (1995), Naumann and Giel (1995), Woodruff and Gardial (1996), 
and Kessler (1996) and concern mainly in-depth interviews, focus groups, obser-
vations, and advisory groups. 

In-depth interviews are personal interviews with customers, which generally do 
not have a formal structure. Thus, questions are rather general and nondirective 
and customer responses are not given according to a predefined set of choices, but 
instead allow the respondent to state whatever thoughts occur (Dutka, 1995). 
However, although a structured questionnaire is not used, the interviewer should 
prepare a detailed discussion outline and control the interview by providing the 
necessary order and structure. Usually, the interview is rather lengthy (1-2 hours) 

©  Springer Science + Business Media, LLC 2010

E. Grigoroudis and Y. Siskos, Customer Satisfaction Evaluation, International Series   171
in Operations Research & Management Science 139, DOI 10.1007/978-1-4419-1640-2_7,



172  7. Customer Satisfaction Surveys and Barometers 

and it is recorder in order to avoid bias created by interviewer. Since the interview 
will attempt to draw out attitudes and beliefs which respondents find difficult to 
articulate, well practiced interview skills and a good understanding of appropriate 
interview techniques are necessary (Hill, 1996). 

On the other hand, focus groups refer to discussions involving a group of cus-
tomers (5-10 persons) who share common characteristics. The participants have a 
free discussion for about two hours expressing opinions, viewpoints, and percep-
tions about a predefined topic. Similarly to in-depth interviews, a discussion out-
line is necessary. The role of the moderator (facilitator) is important since he/she 
uses this outline to ensure that the relevant topics are covered in sufficient depth, 
to offer well-prepared questions for discussion, and to keep the session on track in 
terms of both content and time (Dutka, 1995). The purpose of focus groups is the 
same as in-depth interviews, i.e. to improve the understanding of all aspects of the 
customer-supplier relationship (Hill, 1996). The main difference refers to potential 
interactions among the participants, which often stimulate thinking in a manner 
not possible with other interviewing techniques. 

The information collected by focus groups heavily depends on the synthesis of 
the group. For this reason, it is usually preferable to recruit a number of partici-
pants having different characteristics (Gerson, 1993). An analytical presentation of 
planning and conducting focus groups may be found in Taylor and Bogdan 
(1975), Krueger (1980), Greenbaum (1988), and Morgan (1988), whereas special 
cases of semi-structured interviews are presented in Reynolds and Gutman (1988). 

In several cases, customers have difficulties in articulating their relationship to 
products or services, since they are not always consciously aware of their needs 
and expectations. In addition, interviewers may be inhibiting, time consuming and 
biased by the perspective of the interviewer, while responses may also be insin-
cere (social desirability bias). Thus, in order to overcome these problems, direct 
observation is preferred (Woodruff and Gardial, 1996). In this context, the col-
lected qualitative information is based on the observation of customers during the 
purchase or use of a product or service (sometimes it may cover customers’ post-
usage evaluations). There are several and quite different observation techniques. 
Some of them have the form of official observations by employees trained for this 
particular task, or they may be done by employees that have a direct contact with 
costumers (e.g. salesmen, technicians, etc.). In other cases, observations use video 
recording to reveal areas of customer dissatisfaction. A large number of publica-
tions refer either to more general issues about observation techniques (Taylor and 
Bogdan, 1975; Webb et al., 1981; Denzin, 1989; Griffin and Houser, 1993) or to 
their usage in customer satisfaction applications (Woodruff et al., 1993; Naumann 
and Giel, 1995; Kessler, 1996; Woodruff and Gardial, 1996; Massnick, 1997). 

Finally, advisory groups are another type of qualitative research that is very 
similar with focus groups. Advisory groups are volunteer groups of customers that 
meet at regular intervals to provide in-depth suggestions and direction to a com-
pany (Kessler, 1996). Sometimes, other experts are also included (e.g. community 
or industry leaders, retired CEOs). The main difference compared to focus groups 
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is that advisory groups are more homogenous and they are set up to provide input 
over time, since they are considered to last for a long period (usually 1-2 years).  

Table 7.1 presents the main advantages and disadvantages of the most impor-
tant types of qualitative research (in-depth interviews and focus groups), while a 
more detailed comparative analysis is given by Griffin and Houser (1993) and 
Woodruff and Gardial (1996). 

Contrary to the previous options, the aim of quantitative research is to develop 
statistically reliable information from sample data that can be generalized to a lar-
ger population (Dutka, 1995). Quantitative research uses a relatively short struc-
tured questionnaire, while the survey sample should be large enough in order to 
provide a statistically reliable set of responses. The collected information is also 
analyzed using specific statistical techniques and quantitative tools. In the case of 
customer satisfaction measurement, this type of research is focused on the quanti-
fication of satisfaction information and its tracking and comparison over time. The 
most frequently used types of quantitative research are mail surveys, personal in-
terviews, and telephone surveys (Gerson, 1993; Massnick, 1997). 

Table 7.1 Comparing main qualitative research options (adopted from Dutka, 1995) 

Type of 
research 

Advantages Disadvantages 

In-depth 
interviews 

Complex questions can be explored. 

More in-depth responses are obtained. 

Responses that might be viewed nega-
tively by a group are easier to obtain. 

Use of visual aids is very effective. 

Medium skill level is required for inter-
viewers. 

Customer’s reactions may be observed. 

Customers are more likely to participate 
(than with focus groups). 

Cost is greater than with other methodolo-
gies. 

Time for completion is longer. 

Number of completed interviews is 
smaller. 

Aggregating information from individual 
interviews is rather difficult. 

Difficult to determine changes in customer 
attitudes over time. 

Focus 
groups 

Complex questions can be explored. 

Group interactions generate information 
that is not otherwise obtainable. 

More in-depth responses are obtained. 

It is an excellent method for generating 
ideas. 

Use of visual aids is very effective. 

Heterogeneity may cause creative argu-
ment. 

Participation can be attractive to custom-
ers. 

Customer’s reactions may be observed. 

Responses may be affected by other cus-
tomers. 

It is difficult to analyze in details the 
group attitudes and expectations. 

Results cannot be generalized to a larger 
population. 

Information is almost qualitative than 
quantitative. 

A skilled facilitator is required. 

The interpretation and analysis of re-
sponses are rather difficult. 

Group synthesis may discourage participa-
tion. 
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Mail surveys constitute a typical type of quantitative research that is widely 
used by business organizations, given the relatively lower cost. Mail surveys can 
easily cover different geographical areas and large customer samples. Moreover, 
technology may provide effective solutions regarding the management of col-
lected information (e.g. data entry, customer database development). Mail surveys 
appear as a good solution in cases where directly contacting customer (e.g. by 
telephone or personal meeting) is difficult or impossible. 

On the other hand, personal interviews have a form of direct communication 
with customers, and thus they help in establishing a customer relationship phi-
losophy. This is the main reason why they are preferred in many cases by business 
organizations, although they present several disadvantages (high cost, experienced 
interviewers, etc.). Personal interviews also allow for observing and analyzing 
customers’ reactions, while at the same time interviewers may give explanations 
and use visual prompts. 

Finally, telephone surveys seem to combine the most important characteristics 
of the previous quantitative research options. In particular, a telephone survey is a 
form of personal contact with customers, while at the same time, it can easily 
cover distanced geographical areas and large customer samples. The most impor-
tant advantages of telephone surveys are their ability to reduce non-response bias 
and, using modern technologies, to provide immediate availability of data. 

The most important advantages and disadvantages of the aforementioned types 
of quantitative satisfaction research are presented in Table 7.2, while several pub-
lications present analytically the various alternatives of organizing and conducting 
these surveys (Dillman, 1978; Frey, 1983; Erdos, 1983; Gerson, 1993). 

It should be emphasized that choosing qualitative or quantitative research is not 
an either-or situation, and as noted by Dutka (1995), these methodologies should 
be combined in order to maximize their individual strengths (see section 7.2). 

An alternative classification of survey researches, based on the different types 
of interviewing processes, is given by Varva (1997, 2002): 

1. Self-administrated, such as mail or fax questionnaire. 
2. Interviewer administrated, like personal interview, telephone interview, and 

chat room interview. 
3. Machine administrated, such as Internet questionnaire, email interview disk-

ette-in-the-mail questionnaire, kiosk administrated, and interactive TV inter-
view. 

Finally, other types of research methods may be used to collect customer satis-
faction information, including the following (Kessler, 1996): 

• Lost customer surveys: They are mainly interviews with customers who have 
stopped buying the examined product or service (or significantly reduced their 
usage). 

• “Mystery” shopper: They pose as customers of the examined organization and 
test the offered service quality. 
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• New customer feedback: It refers to a specially designed survey initiated after 
the customer has sampled the product or service. 

Table 7.2 Comparing main quantitative research options (adopted from Dutka, 1995) 

Type of 
research 

Advantages Disadvantages 

Mail 
surveys 

Cost is sometimes lower per completed in-
terview (depending on response rate). 

Respondents are under no pressure to pro-
vide quick answers. 

Different geographical areas may be easily 
covered. 

There is no interviewer bias. 

Questionnaire completion is unintrusive 
and anonymous. 

Customers may decide how and when 
they will respond. 

Response rate is generally much slower 
and lower than with other methodologies. 

Bias due to non-response is greater (than 
with telephone surveys). 

Quality control is difficult or impossible 
(questions can be skipped, open-ended re-
sponses are not probed, etc.). 

Information from open-ended questions 
can be negligible and incomplete, since 
probing by interviewer is not possible. 

The questionnaire has to be short and 
questions should be simple. 

Personal 
interviews 

Interviewing can be monitored and super-
vised, thus quality control is easier. 

The questionnaire may be less simple. 

Customer’s reactions may be observed 
and analyzed. 

It is a two-way communication that allows 
explanations and prompts. 

Visual prompts are possible. 

It is an opportunity to directly and person-
ally communicate with customers. 

The cost is relatively high, especially in 
business markets. 

Time for completion is longer. 

Interviews need good planning and control 
if an accurate sample is to be achieved. 

It is difficult to cover different geographi-
cal areas. 

Interviewer bias may be greater. 

Questionnaire completion may be intru-
sive. 

Interview should not be interrupted. 

Interviewers should be well trained. 

Telephone 
surveys 

Interviewing can be monitored and super-
vised, thus quality control is easier. 

Response rate is much greater than with 
mail surveys, thus reducing bias associ-
ated with non-response. 

Time to complete the project is shorter. 

Different geographical areas may be easily 
covered. 

Cost is lower than with personal inter-
views and may not be greater than with 
mail surveys. 

The questionnaire may be less simple. 

It is a two-way communication that allows 
explanations and prompts. 

Results may be available shortly. 

Cost may be higher than with mail surveys 
(depending on response rate). 

Some respondents may be difficult to 
reach by telephone. 

Telephone interviewers often generate 
quick responses, allowing inadequate time 
for in-depth thinking. 

Interviewer bias may be greater. 

Questionnaire completion may be intru-
sive. 

Interview should not be interrupted. 

Visual aids are impractical though not 
possible. 

Interviewers should maintain respondents’ 
interest and concentration. 
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• Perceptual research: It measures how a total customer pool perceives the ex-
amined organization compared to the competition. 

• Real time fixes: It is not a separate tool, but happens when an inter-
viewer/employee is talking to a customer (e.g. customer calls to complaint or 
the employee observes that a customer is dissatisfied and offers to help). 

• Transaction reports: They are feedback pieces of transactions that may also 
help to fix potential problems. 

• Usability tests: They reveal how people use the products, and may help seg-
menting customer base. 

• Win/Loss reports: They usually investigate the reasons why a company won or 
lost a competitive bid. 

Although customer satisfaction surveys appear similar to other types of market-
ing research and public opinion measurement, it should be emphasized that they 
are very special survey situations. As Vavra (1997) underlines, customer satisfac-
tion measurement should be a census (all customers should be given the opportu-
nity to participate) and it should be implemented in a continuous basis, while a 
marketing research is based on a statistically representative sample which is con-
ducted when collecting particular information is required. In addition, customer 
satisfaction measurement is not only focused on collecting customer-related in-
formation, but it also aims at communicating with customers. 

7.2 Survey Planning and Preliminary Analysis 

The first and one of the most important stages of a customer satisfaction meas-
urement program concerns the survey planning. It is mainly a preliminary stage 
that aims at avoiding potential errors and ensuring appropriate results by designing 
an effective research process. 

The general process of a customer satisfaction survey planning is presented 
analytically in Figure 7.1 and consists of the following main steps: 

1. Determine survey objectives: It is the most important step in this general proc-
ess, since it may affect all the other steps when designing and conducting a cus-
tomer satisfaction survey. 

2. Determine satisfaction dimensions: In this step, the set of customer satisfaction 
dimensions, as well the related hierarchy should be determined (see section 
7.3.2). 

3. Determine measurement process: Based on the survey objectives and the ap-
plied customer satisfaction measurement program, the detailed measurement 
process should be determined in this step. In addition it should be integrated 
with other corporate processes and information from the organization (e.g. cus-
tomer call centers, complaint management systems, total quality programs). 

4. Determine sample size and survey procedure: This particular step concerns the 
determination of the sampling process (type of sampling process, sample size, 
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etc.). Moreover, the type of survey and the communication procedure with cus-
tomers should also be determined. 

5. Develop questionnaire: Based on the decisions made during the previous steps, 
the questionnaire is developed. The importance of this step is justified by the 
fact that the questionnaire is the main survey instrument (see section 7.3.1). 

6. Test questionnaire and refine: This final step refers mainly to the pilot survey, 
which aims at testing the effectiveness of the research methodology (see sec-
tion 7.4.1). 

 
Fig. 7.1 Main steps in customer satisfaction survey planning 

During the implementation of a customer satisfaction measurement program, 
the complementary use of qualitative and quantitative research should be empha-
sized. As shown in Figure 7.2 the entire process is inherently interactive and illus-
trates that in fact, there is no problem of choosing between these two types of re-
search. The process usually starts with a qualitative research (depth interviews, 
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focus groups, etc.) in order to develop an exhaustive list of satisfaction attributes. 
Then, this list is reduced and the main satisfaction dimensions are determined (see 
section 7.3.2). Based on this information, the quantitative research is conducted 
and the results obtained from the customer satisfaction survey are validated. Fi-
nally, the new customer satisfaction program should be redesigned, taken into ac-
count potential revisions and improvements (e.g. revised satisfaction dimensions). 

 
Fig. 7.2 Combining qualitative and quantitative research 

In general, a qualitative satisfaction survey is combined with additional secon-
dary data, which are available by the business organization or by other external 
sources. This research is the main part of the preliminary analysis, which is an ex-
ploratory stage in any research project. The main aim of the preliminary analysis 
is to ensure that the researcher understands enough about the composition and atti-
tudes of the target population to draw an accurate sample and to design an appro-
priate questionnaire (Hill, 1996). 

Finally, determining when customer satisfaction surveys should be conducted 
is another important issue that often is not given enough attention. In most of the 
cases, satisfaction surveys are conducted at regular time intervals, usually on an 
annual basis. Although this selection of certain times of the year looks arbitrary, 
Vavra (1997) notes that there are two general explanations: convention and events. 
In the first case, customer satisfaction is surveyed on a yearly basis when the or-
ganization’s resources are available and it is usually combined with the prepara-
tion of the organization’s planning (e.g. financial, strategic). In the second case, 
some major events (e.g. yearly industry conference, end of tourist season) may 
trigger administration of a satisfaction survey. However, there is no enough justi-
fication why a period of 365 days, or any other time interval, gives the optimum 
frequency for conducting customer satisfaction surveys. In fact, this decision 
should take into account the market trends and the implicit customers’ attitude 
change (Hill, 1996). Thus, in case of a new company or product/service, intense 
competition or short market cycle, the satisfaction survey should be conducted 
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more frequently, while in the opposite situation (stable market conditions, long 
market cycle, etc.) the frequency may be smaller. 

However, many researchers urge that customer satisfaction should be measured 
continuously, in order to reinforce organization’s commitment to quality. A con-
tinuously ongoing customer satisfaction program may help to establish a perma-
nent customer satisfaction, and thus support business organizations to adopt a con-
tinuous improvement philosophy. Besides, in many cases when there is a direct 
contact with costumers, the satisfaction information is constantly available. 

7.3 Questionnaire Design 

7.3.1 Main principles 

Questionnaire’s content and structure are critical factors for the success of any 
marketing survey. In fact, it has been said that a survey is only as good as the 
questions it asks (Dutka, 1995). 

Although many believe that the questionnaire development is a relatively sim-
ple, straightforward task, this is not true, since preparing an effective questionnaire 
requires both experience and patience. There are several decisions that have to be 
taken in the questionnaire design process, like the contents of the questionnaire 
(what it will be asked), the type of questions, including wording and measurement 
scales (how it will be asked), as well as the structure of the questionnaire (order of 
questions). 

In any case, it should be emphasized that a questionnaire is a communication 
tool between an organization and its customers (Naumann and Giel, 1995). How-
ever, it is not a one-way communication device, whereby information is collected 
from customers, but rather an interactive communication tool. Figure 7.3 presents 
the different steps in this two-way communication process, where, as in any com-
munication form, there is the risk of erroneous coding or decoding of the transmit-
ted information. 

Although there is no analytical methodological framework for questionnaire 
design in survey research, the major principles that should be considered are 
(Fowler, 1993): 

• The questionnaire should be kept simple and comprehensive. 
• The questions should be specific and single-minded. 
• The structure of the questionnaire should help respondents to give their an-

swers. 

In this context, Vavra (1997) notes that the rule of thumb for successful ques-
tion writing is to “keep it short, keep it simple, and single-minded”, namely KIS3. 
Following these critical rules, a questionnaire helps in maximizing the participa-
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tion of respondents and ensuring the reliability and validity of the collected infor-
mation. 

The firm identifies 
desired information

Respondent mentally 
forms a response

Desired information
is encoded into a 

questionnaire

Questionnaire is 
transmitted to 

respondent

Respondent recodes 
questionnaire

Respondent selects
the best response 

alternative

Respondent transmits 
questionnaire to firm

The firm decodes the 
responses

Step 1

Step 8

Step 7

Step 5

Step 6

Step 2

Step 3

Step 4

 
Fig. 7.3 The questionnaire as a two-way communication process (Naumann and Giel, 1995) 

Usually, a questionnaire designed for customer satisfaction surveys consists of 
the following main sections (Dutka, 1995; Naumann and Giel, 1995; Vavra, 
1997): 

1. Introduction: This section welcomes customers explaining several issues of the 
satisfaction survey, such as the reasons why the survey is conducted, how the 
particular customer has been selected, and also the reasons for which the cus-
tomer should participate in the survey. 

2. Demographics: The questions contained in this section are related to the basic 
demographic characteristics of the customers, like gender, age, marital status, 
etc. Furthermore, other customer characteristics that may segment the customer 
sample may be also included in this section (e.g. purchase preferences, fre-
quency of use, etc.). This information gives the ability to examine if the sample 
is representative, and to perform additional segmentation analyses based on 
variables that are believed to discriminate customer population. 
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3. Satisfaction questions: This is the core part of the questionnaire, since it refers 
to questions about the overall and partial satisfaction based on the assessed di-
mensions and measurement scales (see sections 7.3.2 and 7.3.3). Usually, these 
questions have the form of performance judgments taking into account the dif-
ferent attributes of the examined product or service. 

4. Behavioral questions: This section concerns the general customer behavior or 
attitude. The questions included usually refer to the satisfaction consequences 
or outcomes, like repurchase intentions, probability of recommending the prod-
uct/service to other consumers, etc. 

An important issue of the questionnaire is the order of questions. As a general 
rule, simple questions that are easily answered should appear first (Converse and 
Presser, 1986). Furthermore, the overall satisfaction question may be placed be-
fore or after the partial satisfaction questions (i.e. satisfaction/performance judg-
ments for particular attributes of the examined product/service). The researchers 
that favor the first option note that systematic errors are avoided by applying this 
approach. This is because customers, by answering the overall satisfaction ques-
tion firstly, have the ability to interpret the meaning of this question and “natu-
rally” give their judgment. Several researchers pinpoint that negative customer re-
sponses will be increased if the overall satisfaction question is firstly asked 
(Wittink and Bayer, 1994). On the other hand, if the overall satisfaction question 
is asked after the evaluation of partial satisfaction dimensions, the consistency of 
collected information will be increased. This is because customers have the ability 
to give their overall judgment taking into account their previous answers. This 
particular approach is preferred when an additive assessment model is used (e.g. 
MUSA method). Moreover, with this approach it is possible to identify potential 
consistency problems that may arise due to incomplete sets of satisfaction dimen-
sions. 

In any case, it should be noted that the overall satisfaction question is consid-
ered necessary, and thus it should always be included in a satisfaction question-
naire (Oliver, 1997), given its aforementioned ability to examine the consistency 
of customer judgments. Moreover, an overall customer satisfaction question offers 
an additional variable for any kind of data analysis. 

As a matter of fact, in several cases it is preferable to measure overall satisfac-
tion with more than one question/variable (Hausknecht, 1990). Detailed examples 
of alternative forms and presentation formats of overall customer satisfaction 
question are presented by Hauser (1991), Wittink and Bayer (1994), Gale (1994), 
and Ryan et al. (1995). 

Another important issue in questionnaire design concerns the wording of ques-
tions, which always requires experience, skill, and attention to detail (Dutka, 
1995). Payne’s (1951) book “The art of asking questions” is considered classic in 
questionnaire wording, while several other publications study how collected in-
formation is affected by alternative wording of questions (Converse and Presser, 
1986; Fowler, 1993, 1995; Schuman and Presser, 1996). 
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Finally, it is important in several cases to provide customer with additional in-
formation and guidelines in order to help the questionnaire completion process. 
According to Alreck and Settle (1995) these guidelines may include the explana-
tion of the satisfaction dimensions that will be evaluated, the criterion on which 
this evaluation will be based on, the way in which the provided measurement scale 
will be used, and the way in which the response should be given. 

Several other particular issues for the questionnaire design in customer satisfac-
tion surveys (e.g. satisfaction dimensions, measurement scales, common errors) 
are discussed in sections 7.3.2, 7.3.3, and 7.4.2. 

 
 

7.3.2 Satisfaction Dimensions 

Determining the detailed factors that affect customer satisfaction is an impor-
tant stage in any satisfaction survey. These factors may appear having different 
forms, depending on the perspective from which someone studies the satisfaction 
measurement problem. Thus, the term “satisfaction dimensions” is frequently re-
lated with other concepts, like product/service attributes, measures of effective-
ness, measures of performance, criteria, customer requirements, etc. Although re-
lated, these terms present significant differences: e.g. dimensions may refer to 
aggregated factors, attributes mainly concern product/service characteristics, and 
customer requirements are associated with desired end-states. However, as already 
mentioned, all these terms may be considered as an attempt to identify factors that 
may specify customer satisfaction from different viewpoints. 

The applied measurement technique may also affect the way these factors 
should be studied. For example, in the context of the MUSA method, these satis-
faction dimensions should comprise a consistent family of criteria having the 
properties of monotonicity, exhaustiveness, and non-redundancy (see also section 
4.1.1). In addition, the MUSA method requires that the assessment of satisfaction 
dimensions should follow the principles of criteria modeling in the context of mul-
ticriteria decision analysis and preference aggregation/disaggregation, as shown in 
Figure 7.4 (see also Roy, 1985; Roy and Bouyssou, 1993). 

Similarly, in the context of Multiattribute Utility Theory, a hierarchical struc-
ture is used in order to model objectives, attributes (achievement of objectives), 
and values (Keeney, 1992). Thus, in addition to the previous properties, Keeney 
and Raiffa (1976) and Kirkwood (1997) suggest that the set of criteria, as well as 
their hierarchical structure, should be operational, decomposable, and minimal. In 
particular, fundamental objectives may help in creating and evaluating alterna-
tives, identifying decision opportunities, and guiding the entire decision-making 
process, while their hierarchy should have the following properties (Keeney, 
1992): 
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Fig. 7.4 Modeling process of decision criteria 

1. Essential, to indicate consequences in terms of the fundamental reasons for in-
terest in the decision situation. 

2. Controllable, to address consequences that are influenced only by the choice of 
alternatives in the decision context. 

3. Complete, to include all fundamental aspects of the consequences of the deci-
sion alternatives. 

4. Measurable, to define objectives precisely and to specify the degrees to which 
objectives may be achieved. 

5. Operational, to render the collection of information required for an analysis 
reasonable considering the time and effort available. 

6. Decomposable, to allow the separate treatment of different objectives in the 
analysis. 

7. Non-redundant, to avoid double-counting of possible consequences. 
8. Concise, to reduce the number of objectives needed for the analysis of a deci-

sion. 

The previous framework of multiple criteria decision modeling may be used in 
the assessment process of customer satisfaction criteria. Although, this is not a de-
cision situation with multiple actions (or alternatives), customers may be consid-
ered as decision-makers who evaluate a product or service according to their pref-
erence or value system. 

Organization’s internal knowledge and data (e.g. salespersons reports, company 
records for customer complaints or critical incidents) are the initial source of in-
formation that may be used in determining customer satisfaction criteria. Addi-
tionally, this information may encourage employees’ involvement in the customer 
satisfaction measurement program. However, the process should be extended be-
yond the company and into the arena of customer, particularly when requirements 
and expectations are to be defined (Dutka, 1995). As emphasized by several re-
searchers, satisfaction measurement should be always studied from the customer’s 
perceptive, thus a direct communication with customers is always necessary (hav-
ing any of the forms discusses in section 7.1). 

In several cases it is useful to assess the satisfaction criteria using a value or 
treelike structure, as mentioned in section 5.2. There are two main approaches to 
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developing this value hierarchy (Kirkwood, 1997), which are based on whether or 
not sources of customer satisfaction or dissatisfaction are available: 

1. Bottom-up approach: It is appropriate when sources of customer satisfaction or 
dissatisfaction are known. The previous detailed attributes are aggregated into 
more general satisfaction dimensions in order to develop the value hierarchy. 
According to this approach, customers with different levels of satisfac-
tion/dissatisfaction are examined to determine the ways in which they differ. 

2. Top-down approach: It is preferred in situations where the aforementioned in-
formation is not available. The approach decomposes customer overall satisfac-
tion into a set of detailed characteristics (related to the product/service or the 
organization) that affect it. The process is repeated by subdividing these char-
acteristics into more detailed components, until the consequences of this deci-
sion problem are fully described and the aforementioned properties are satisfied 
(Kirkwood, 1997). 

Detailed examples of developing value hierarchies in the criteria assessment 
process may be found in Keeney and Raiffa (1976), Keeney (1981, 1988, 1992), 
Buede (1986), Bouyssou (1989), Corner and Kirkwood (1991), Gustafson et al. 
(1992), Dutka (1995), and Kirkwood (1997). 

Other approaches used to identify satisfaction dimensions, mainly originated 
from the marketing field, are based on the means-end theory, which also assumes 
a hierarchical representation of how customers view products or services. In par-
ticular, it suggests that the product-customer relationship may be represented by 
three levels, as shown in Figure 7.5: attributes (what the product/service is, its fea-
tures, its component parts or activities), consequences (what the product does for 
the user, the outcomes, desired or undesired), and the desired end-states (the user’s 
core values, purposes and goals). Woodruff and Gardial (1996) emphasize that 
several characteristics of this hierarchy should be considered in practical applica-
tions. For example, the levels of this hierarchy are interconnected in the sense that 
lower levels are the means by which the higher level ends are achieved. Moreover, 
the level of abstraction and the stability over time increase at higher levels in the 
hierarchy. 

In this context, Woodruff and Gardial (1996) propose a methodology for identi-
fying strategically important customer value dimensions as shown in Figure 7.6. 
Initially, a large and exhaustive list of value dimensions is developed (usually by 
conducting a series of personal interviews with customers), which is then reduced 
taking into account three main criteria: similarity, actionability, and importance to 
customers (see also Vinson et al., 1977; Gutman, 1982; Gutman and Alden, 1985; 
Perkins and Reynolds, 1988). 

Laddering theory also offers a methodological framework for identifying the 
relations among customers’ motives, requirements, and attributes. Reynolds and 
Gutman (1988) have developed a process for developing such a hierarchy, consist-
ing of the following main steps (Vavra, 1997): 
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Desired end-states
(describes the goals of the person or organization)

Consequences
(describes the user/product interaction)

Attributes
(describes the product/service)

 
Fig. 7.5 A value hierarchy (Woodruff and Gardial, 1996) 
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Fig. 7.6 Determining the importance of customer value dimensions (Woodruff and Gardial, 
1996) 
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1. Utilize a technique that may discover the product attributes which will be used 
in the hierarchy, like preference ordering, occasion differences, or the repertory 
grid (Kelly, 1955; Reynolds and Gutman, 1988). 

2. Select the most important attributes, and use them in a series of directed, im-
portance probing questions (i.e. for each attribute, first ask customer why it is 
important to him/her, then ask why the reason from the first question is impor-
tant, and finally ask in what way the answer to the second question is important 
to him/her). 

3. Code the attributes, requirements, and motives generated from the previous 
steps, and tabulate their relationship. 

4. Create finally a hierarchical value grip displaying the overall linkage of per-
formance attributes, requirements, and motives. 

Generally, using customer requirements in order to identify satisfaction attrib-
utes is a common approach, since customer needs play an important role in the 
definition of product/service quality (see section 3.1). In fact, Juran (1988) sug-
gests that needs may be represented in a three-level hierarchical structure that 
takes into account the customer requirements, the consequences, and the end-
benefits of these requirements. 

Several researches have attempted to determine a universally accepted set of 
satisfaction criteria, or performance attributes that may serve as satisfaction items. 
For example, Garvin (1988) proposes eight distinct dimensions of product quality: 

1. Performance (basic operating characteristics). 
2. Features (secondary characteristics added to basic features). 
3. Reliability (probability that product will operate over time). 
4. Conformance (degree to which a product’s design and operating characteristics 

meet established standards). 
5. Durability (measure of product life). 
6. Serviceability (speed, courtesy, competence, and ease of repair). 
7. Aesthetics (subjective personal judgments regarding how a product looks, feels, 

sounds, tastes, or smells). 
8. Perceived quality (general image of the company, reputation, and other subjec-

tive perceptions based on advertising, brand name, etc.). 

Dutka (1995) offers a similar list of dimensions that may be used in the as-
sessment of satisfaction criteria. This list contains performance attributes related 
to the product, the service, or the purchase process (Table 7.3). The Servqual 
model may also provide a similar list for the case of service quality (see section 
3.2.2). All these efforts focus on developing a common framework for customer 
satisfaction measurement, as analytically discussed in section 7.5.1. 

According to Oliver (1997), none of the previous research attempts for devel-
oping a set of customer satisfaction criteria can be successfully generalized. Usu-
ally, these lists have to be modified in practical applications by adding, deleting or 
changing particular attributes in order to best fit the examined business organiza-
tion. For example, additional service quality dimensions have been proposed in 



7.3 Questionnaire Design 187 

practical implementations of the Servqual method, although it is a generally ac-
cepted methodology having numerous applications (see for example Doll and 
Torkzadeh, 1988; Holmlund and Kock, 1995). Thus, these lists may only provide 
general guidelines in the assessment process of satisfaction criteria. On the con-
trary, in the case of employee satisfaction measurement, it is much easier to de-
velop a generally accepted list of satisfaction criteria, based on the applied frame-
work (Hackman and Oldham, 1975; Loher et al., 1985; Fried and Ferris, 1987; 
Champoux, 1991). 

Based on the previous discussion, it is evident that the customer satisfaction 
criteria may be business-related or they may refer to the product/service perform-
ance. However, customer satisfaction dimensions should not be confused with the 
decision criteria that a consumer uses in the product/service purchasing process 
(Oliver, 1997). Although these different sets of attributes may appear quite simi-
lar, the customer has additional knowledge regarding the product/service usage in 
the case of customer satisfaction measurement. 

Finally, other categories of customer satisfaction criteria may be found in the 
literature. For example, Dutka (1995) suggests two main categories for the attrib-
utes used in customer satisfaction surveys: 

• Transaction attributes (how a single contact is perceived). 
• Image attributes (overall perceptions with the customer-company experience). 

This categorization should be taken into account, given that image-related at-
tributes may affect customer judgments regarding transaction-based attributes. 
Furthermore, overall satisfaction is most likely based on satisfaction from a series 
of individual transactions.  

Table 7.3 Universal performance attributes (Dutka, 1995) 

Category Attributes 

Attributes related to the product Value price relationship 
Product quality 
Product benefits 
Product features 
Product design 
Product reliability and consistency 
Range of product or services 

Attributes related to service Guarantee or warranty 
Delivery 
Complaint handling 
Resolution of problems 

Attributes related to purchase Courtesy 
Communication 
Ease of convenience of acquisition 
Company reputation 
Company competence 
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In a similar context, Vavra (1997) mentions that customer satisfaction surveys 
usually tap three relatively distinct areas of customer-company interaction, which 
include: transaction performance (measure of performance associated with a par-
ticular customer-company interaction or its intermediates), functional performance 
(measure of performance in satisfying customer needs), and reliability perform-
ance (measure of performance over time). 

 
 

7.3.3 Satisfaction Scales 

As already mentioned in section 2.1, there are four major types of measurement 
scale: nominal, ordinal, interval, and ratio. The quantitative technique that will be 
used to analyze data depends mainly on the selected type of measurement scale. 

There are several different scales that have been proposed in the context of cus-
tomer satisfaction surveys, depending on the measurement item or the presentation 
form. 

According to Woodruff and Gardial (1996) the measurement scales used in 
customer satisfaction surveys include the following main categories (Figure 7.7): 

1. Performance perceptions: This category refers to the performance measure-
ment of a product’s/service’s attributes (Figure 7.7a). Usually, customers are 
asked to rate these attributes on a poor-to-excellent scale. This is the typical 
approach when the aim is to evaluate satisfaction drivers (i.e. particular attrib-
utes that determine overall satisfaction feelings). 

2. Disconfirmation perceptions: In these scales the main aim is to evaluate 
whether a customer perceives that the performance of a product or service on 
particular satisfaction dimensions exceeds (positive disconfirmation), equals 
(confirmation), or falls below (negative disconfirmation) a complexity standard 
(see also section 2.4.2). Since this is a comparison scale, it ranges from “much 
worse” to “much better” according to the selected comparison standard (Figure 
7.7b). The problem of choosing between performance and disconfirmation 
scales is studied by Gardial et al. (1994). 

3. Satisfaction feelings: This category refers to the measurement of customer’s 
overall satisfaction and dissatisfaction feelings. There are two major ap-
proaches when using this scale: the cognitive (evaluative) and the emotional 
approach. The former uses the words “satisfaction” and “dissatisfaction” as an-
chor phrases at each end of the defined scale (Figure 7.7c), while the latter fo-
cuses on the emotional perspective of customer’s evaluation, which may range 
from mild to strong (Figure 7.7d). The importance of measuring emotional feel-
ings and emotional commitment has been stressed by several researchers (Ed-
wards et al., 1994). Morevoer, alternative measurement scales may be used in 
order to evaluate customers’ satisfaction feelings or emotions (Hausknecht, 
1988, 1990). 

4. Satisfaction outcome: There are several satisfaction outcomes which are fre-
quently measured in customer surveys. These outcomes include repurchase in-
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tentions, word of mouth, customer commitment or loyalty, and repeat buying. 
Usually, customers are asked to answer what are the chances that he/she will 
buy the product/service again, recommend it to family/friends, etc. using a 
scale ranging from “no chance” to “certain I will” (Figure 7.7e). 

Very poor 1 2 3 4 5 6 7 Excellent

(a) Performance perceptions

Much worse 1 2 3 4 5 6 7 Much better

(b) Disconfirmation perceptions

Very 
dissatisfied

Somewhat 
dissatisfied

Slightly 
dissatisfied

Neither
Slightly 
satisfied

Somewhat 
satisfied

Very 
satisfied

1 2 3 4 5 6 7

(c) Satisfaction feelings - Evaluation

Terrible Unhappy
Slightly 
unhappy

Neutral
Slightly 
pleased

Pleased Delighted

1 2 3 4 5 6 7

(d) Satisfaction feelings - Emotion

No chance 1 2 3 4 5 6 7
Certain
I will

(e) Satisfaction outcome  
Fig. 7.7 Satisfaction scale types according to Woodruff and Gardial (1996) 

Another classification of measurement scales for customer satisfaction surveys 
is given by Vavra (1997) and includes the following categories: 

1. Verbal scales: This category mainly concerns ordinal scales and it is preferred 
in many cases since several researchers believe that this is the most colloquial 
way of assessing the respondent’s state of mind. Such scales provide a contin-
uum of verbal responses in a graduated order (Figure 7.8a). As already empha-
sized, the major disadvantage of this approach is the quantification of the scale, 
i.e. the estimation of the difference between the various scale levels. The choice 
of an appropriate vocabulary is also a difficult task in many situations. Special 
cases in this particular category are the scales having a checklist format where 
customers are asked to give a binary response (i.e. Yes/No) for the adequacy of 
a given service or the incidence of a given problem. 

2. Numeric scales: This category usually refers to interval scales and attempts to 
overcome the problem of arbitrary quantification mentioned in the previous 
category. These scales are also more likely to escape the problem of multidi-
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mensionality, although several researchers prefer to combine verbal and nu-
merical scales in order to further assure that the employed scale is unidimen-
sional. Usually, the number of satisfaction levels is assessed in such a way so 
as to be easily understood by customers (e.g. 0-10, 1-10, or 1-100), as shown in 
Figure 7.8b. One of most common problems in these scales refers to possible 
mixed meaning of the end-points. 

3. School grading scales: These scales are used for performance measurement 
adopting a “school grading system”, where grade A represents “excellent” and 
grade F represents “failing” (Figure 7.8c). The main advantage of this approach 
is that respondents are familiar and may easily understand the meaning of not 
only the end-points, but also the points in between. However, a school grading 
scale has an ordinal form, and thus it has similar disadvantages. 

4. Pictorial scales: These particular scales are able to introduce an air of informal-
ity and humanness to a questionnaire. They appear as a useful approach when 
conducting face-to-face or self-completion surveys. These scales use pictures 
or graphs, instead of words, in order to depict the degree of gradation on the 
satisfaction scale. Usually, these pictures take the form of “smiley” faces or 
thermometers (Figure 7.8d). 

Very dissatisfied
Somewhat 
dissatisfied

Neither satisfied 
nor dissatisfied

Somewhat 
satisfied

Very satisfied

(a) Verbal scale

Poor Fair Good Very good Excellent

1 2 3 4 5 6 7 8 9 10

(b) Numeric scale

(c) School grading scale

A B C D FPoor Excellent

(d) Pictorial scale

Poor Excellent

 
Fig. 7.8 Satisfaction scale types according to Vavra (1997) 

Another commonly applied measurement scale in customer satisfaction surveys 
refers to the semantic differential response scale. In this scale, a number of inter-
vals separate two “bipolar” adjectives, i.e. adjectives of opposite meaning (Vavra, 
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1997). The end-points of the scale usually describe a satisfaction feeling or a per-
formance attribute of the examined product or service (Figure 7.9a). Semantic dif-
ferential response scales may be considered as a variation of pictorial scales, par-
ticularly when geometric figures of diminishing size are used in order to indicate 
different shadings of opinion. 

Finally, Likert scales are the most widely used scales in any survey research 
(Likert, 1932; Lissitz and Green, 1975; Hayes, 1992; Dutka, 1995; Hill, 1996). 
These scales are designed to measure degrees of agreement with a specific state-
ment. Figure 7.9b presents a typical Likert scale, but it should be noted that alter-
native forms of this scale, regarding its size or wording, have been proposed. Usu-
ally in customer satisfaction surveys, these statements refer to the adequate 
performance of a particular product’s or service’s attribute. Similar to the previous 
case, Likert scaling is a bipolar scaling method. 

 
Fig. 7.9 Other satisfaction scale types (Hill, 1996) 

It should be noted that the aforementioned types of measurement scales may be 
combined, when this is possible (e.g. verbal scales with smileys). Moreover, as 
noted in section 2.1, the type of measurement scale restricts the set of alternative 
quantitative techniques that will be used to analyze satisfaction data. In any case, 
the arbitrary quantification of a measurement scale should be avoided, since it 
may affect the validity of the collected information. 

Other special cases of measurement scales used in customer satisfaction sur-
veys are (Edwards and Keeney, 1946; Lodge, 1981; Hayes, 1992; Hill, 1996; 
Vavra, 1997): 

• Magnitude estimation 
• Thurstone’s method of equal appearing intervals 
• Guttman’s scalogram 
• SIMALTO (Simultaneous Multi Attribute Level Trade Off) scale  

Vavra (1997) presents a comprehensive review of measurement scales in cus-
tomer satisfaction research, while a large number of publications refers to the 
study of alternative methods for developing satisfaction scales (Fishbein, 1967; 
Dawes, 1972; Reckase, 1990), or the evaluation of product/service quality in rela-
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tion to customer’s satisfaction and expectations (Maslow, 1970; Graham and Bal-
loun, 1973; Cohen, 1983; Sirgy, 1986). 

Several researchers argue on the selection of the appropriate number of meas-
urement levels in a customer satisfaction scale (Gerson, 1993; Dutka, 1995; 
Naumann and Giel, 1995; Vavra, 1997; Oliver, 1997). An odd number of levels 
implies the existence of a neutral level in the measurement scale and assumes that 
neutrality is an acceptable answer. Advocates of this approach emphasize that a 
neutral level simply gives, in many cases, an easy option to customers or it is used 
by them to express their indifference, instead of their neutrality. Regarding the 
size of the satisfaction scale, it should be noted that there is no universally ac-
cepted rule. However, the size of the scale should not be very small in order to en-
sure the reliability of the collected information, while at the same time it should 
not be too large so that customers may distinguish the meaning of the different 
levels of the scale. Oliver (1997) suggests that the number of satisfaction levels 
should not be smaller than three and larger than ten, while Hayes (1992) notes that 
satisfaction scales with more than five measurement levels do not offer any addi-
tional accuracy. Usually, customers tend to decrease the size of the scale when too 
many measurement levels are used. 

In general, satisfaction scales should be tested during the pilot survey phase, 
giving emphasis on the wording and the direction of the measurement levels 
(Vavra, 1997). Moreover, satisfaction scales should be verified taking into account 
the consistency of survey results with additional corporate available information 
(Woodruff and Gardial, 1996). 

Another important issue is raised when considering the “Do not know” option. 
Several researchers argue that this particular option should not be given to cus-
tomers since it offers an easy way out, alleviating them from mentally working a 
question to reach a real point of view. Vavra (1997) notes that, in many cases, cus-
tomers must have some impression, no matter how vague, of an organization’s 
performance on all elements of its operation and products. Thus, he believes that 
in most satisfaction surveys it is fair to force customers to give their judgments. 
On the other hand, other researchers emphasize that this particular choice is an 
important piece of information that should not be distorted. Besides, in several 
situations, it is not practically possible for customers to provide an answer, due to 
lack of necessary knowledge. In any case, if some customers have not given their 
judgments in some particular questions, then this customer segment should be ana-
lyzed separately and these results should be compared to the other part of the cus-
tomer sample. 

Other issues that should be considered in developing customer satisfaction 
scales are the following: 

• It is preferable to use uniform measurement scales in satisfaction question-
naires, in order to minimize the effort required by the customer to give his/her 
judgments (Gerson, 1993; Vavra, 1997). 

• In several cases, the responses to a particular question are heavily skewed to 
the upper end-point (“excellent” or “extremely satisfied” level). Since it is im-
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portant to have questions that produce a reasonable variation, this scale should 
be revised by skewed to the most frequently used end-point (Naumann and 
Giel, 1995; Oliver, 1997; Vavra, 1997). This problem occurs either because 
customers usually find it difficult to express negative judgments or because 
there is a highly competitive market environment (Hill, 1996). 

• The set of satisfaction dimensions, even in the case of quantitative attributes 
(e.g. cost, waiting time) should rather be evaluated based on qualitative scales, 
in order to accurately record customers’ perception (Oliver, 1997). 

7.4 Critical Issues in Satisfaction Surveys 

7.4.1 Pilot Survey 

The pilot survey is the final step in the planning process of a customer satisfac-
tion survey, aiming at testing the effectiveness of the research methodology. Usu-
ally this pretesting is focused on the questionnaire (or the interview process), 
which is the main survey instrument. In general, there are two different types of 
pilot testing (Naumann and Giel, 1995; Vavra, 1997): 

• Declared pretest: In this case the participating customer is told that the survey 
is a pretest (either in the introduction or at the completion of the questionnaire). 
Usually this pretest has a form of personal interviews, where participants are 
asked to comment on particular aspects of the questionnaire (e.g. what is the 
meaning of a specific question, if any parts of questions are difficult to under-
stand or confusing, and how they can be better asked).  

• Undeclared pretest: In this case the respondent is not informed that he/she par-
ticipates in a pilot survey. Thus, the whole interview process can be tested in 
“real-world” conditions. For example, the time required for customers to com-
plete the questionnaire may be recorded in order to reveal potential improve-
ments. Undeclared pretests give also the ability to directly observe customer 
reactions in different parts of the questionnaire. 

Conclusively, the main objectives of pilot surveys are to test whether survey 
questions are fully understood by respondents and to examine the effectiveness of 
the questionnaire in terms of structure, presentation, etc. In case of a customer sat-
isfaction pilot survey, additional scaling and measurement issues may be tested 
(i.e. appropriateness of satisfaction scale). 

The sample size of a pilot survey is mainly a subjective decision of the survey 
administrator, since there are no rules or formulas that can tell how large the pre-
test should be (Naumann and Giel, 1995). Usually, this sample size depends on the 
complexity of the issues being studied and the size of the full survey. However, it 
should be noted that participants in the pilot study should be excluded from the fi-
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nal sample, while the sample of the pilot survey should contain all different cus-
tomer groups that are to participate in the full satisfaction survey. 

Several researchers suggest that the questionnaire may be initially tested by or-
ganization’s internal customers (Naumann and Giel, 1995). This way, the employ-
ees have the ability to give specific comments and remarks and actively participate 
in the customer satisfaction program. Then, the pilot survey is conducted in a set 
of external customers, and this process is repeated as many times as necessary, in 
order to ensure the reliability and the validity of the collected information. 

 
 

7.4.2 Potential Problems and Errors 

In general, the potential problems and errors that appear in the conduction of 
satisfaction surveys do not significantly differ from those of any ordinary con-
sumer-oriented market survey. 

A critical requirement for customer satisfaction survey conduct is the fulfill-
ment of the main survey objectives. For example, if the aim of the survey is the 
performance evaluation of particular attributes of the product or service and the 
estimation of certain quantitative indices, then a quantitative survey in a large 
sample of customers is considered necessary. On the other hand, if the aim of the 
survey is mainly to explore and study customer behavior, a qualitative survey 
should be preferred (e.g. personal interviews, focus groups). 

The general issues that should be taken into account when conducting customer 
satisfaction surveys may be summarized in the following (Naumann and Giel, 
1995):  

1. Volatility: It is concerned with the stability of attitudes over time. There is 
some evidence that the more important a particular issue is to a customer, the 
less volatile the attitudes will be. Also, attitudes tend to be more volatile when 
a customer experiences conflict among different attributes. 

2. Bias: It occurs when a customer’s response is influenced by factors other than 
true attributes. These factors may cover a large number of different issues, like 
sampling, wording of questions, scaling, sequencing, etc. 

3. Validity: There is a number of different validity concepts, such as content, con-
struct, predictive, and convergent validity. In simple words, validity indicates 
whether a question (or a survey) measures what it is supposed to measure (con-
struct validity). 

4. Meaningfulness: The information collected from customers should be meaning-
ful, which means that respondents’ answers should not only be sincere, but the 
respondents should have the necessary knowledge to form accurate answers. 
Answers may lack meaningfulness for a variety of reason. For example, a 
common mistake is that because a specific topic is important to the researcher, 
it is assumed that it is also equally important to respondents, which is not al-
ways true. 
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5. Awareness and salience: They are two related issues that may also determine 
meaningfulness. Awareness refers to the respondent’s knowledge and experi-
ence, while salience concerns the importance of a particular issue to the re-
spondent. Generally, the more important the issue, the higher the level of 
awareness. Moreover, the higher the level of respondent awareness, the more 
meaningful the responses will be. 

6. Reliability: It is the ability to get consistent answers, time after time, with re-
peated samples. The reliability of a questionnaire (or a survey) is largely a 
function or a result of the aforementioned issues. 

In particular, reliability and validity are the most frequently discussed issues in 
any survey. The value of a measured variable contains a systematic and a random 
error component, beside the true value of the variable. So, validity is related to 
systematic errors, while reliability concerns random errors. Although several types 
of validity may be assessed, the most important of them are the following (Vavra, 
1997): 

1. Content validity: It occurs when the experiment provides adequate coverage of 
the subject being studied. This includes measuring the right things as well as 
having an adequate sample. 

2. Construct validity: It is determined by the extent to which a question represents 
an underlying construct (e.g. customer loyalty) and the extent to which the 
question relates to other associated constructs (e.g. repurchase intention, satis-
faction) in an expected way. 

3. Predictive validity: It refers to the degree to which a question can predict (or 
correlate with) other measures of the same construct that will be measured at 
some time in the future. 

4. Convergent validity: It occurs when measures of constructs that are expected to 
correlate do so. This is similar to concurrent validity (which looks for correla-
tion with other tests). 

On the other hand, reliability is the extent to which a measure or an entire sur-
vey yields the same result on repeated trials, or simply how well the observed sat-
isfaction scores are related to the true satisfaction score (Hayes, 1992). Since in 
customer satisfaction surveys the true level of satisfaction is unknown, it is not 
possible to calculate the correlation between the observed and the true scores. 
However, there are several ways to estimate the reliability of a questionnaire. The 
most common of them refers to internal consistency estimates (how well the items 
in the scale are interrelated) and include the following (Hayes, 1992): 

• Split-half reliability: The method estimates internal consistency by dividing the 
scale into halves (e.g. odd vs. even items, first half of scale vs. last half of 
scale), then correlating the scores on these halves. 

• Cronbach’s alpha: This estimate of reliability is calculated using the variance 
of individual items and covariances between the items. 
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As implied from the analysis of the previous critical factors, marketing surveys, 
and in particular customer satisfaction surveys, are subject to a wide variety of po-
tential errors. Although these errors may be caused by several factors, the main 
sources of errors include the following (Dutka, 1995): 

1. Sampling errors: This category includes statistical errors that appear as a result 
of determining customer sample, usually because not every member of the 
population is included in the sample. 

2. Coverage errors: These errors occur because the population was not defined 
correctly, and they justify the importance of defining who the customer is, be-
fore interviewing. For example, in some cases, satisfaction surveys are oriented 
to frequent customers, mainly because their contact or other information is 
available to organizations. 

3. Non-response errors: This particular category refers to the bias caused by 
members of the sample who were not finally included in the survey. These er-
rors depend mainly on the implemented type of survey (see section 7.1). 

4. Interviewer errors: These errors are caused by interviewers who affect, by any 
means, the reliability of customer answers (e.g. by not following instructions, 
or by commenting questions and reinforcing particular response patterns). 

5. Respondent errors: This category concerns errors that occur when customers 
do not give accurate information due to misunderstandings, lack of knowledge, 
or loss of interest, particularly in cases of lengthy surveys. 

6. Questionnaire errors: This category refers to all type of errors related to the 
content and the structure of the questionnaire (e.g. wording, scales, and order of 
questions). 

7. Administrative errors: These errors include data entry and analysis mistakes 
and refer to the business organization or the consultant who administrates the 
survey. 

Regarding questionnaire errors, it should be emphasized that situations where 
customers are unable to respond to certain questions are rather common. This may 
occur because responders do not fully understand a particular question, or because 
they do not have the necessary knowledge to provide an accurate response 
(Naumann and Giel, 1995; Hill, 1996). A typical example in customer satisfaction 
surveys refers to the case where “technical” or “special” terms are used in the 
wording of the questionnaire. Usually, only the personnel of the business organi-
zation are familiar with these terms. Another example concerns particular ques-
tions that may have a different meaning or interpretation by the set of customers. 
For example, it is not clear if the question “How much satisfied are you by the 
quality of the products?” refers to the number of defects, the quality/price ratio, or 
the product’s durability (product’s life). 

Consequently, choosing appropriate wording is one the most important factors 
that should be taken into account during the questionnaire development phase. Be-
sides the necessary aforementioned clarity of questions, other important issues 
should be also considered. For example, double-barreled questions should be 
avoided (e.g. the answer to a question “how satisfied are you from the quality and 
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variety of the products?” is not clear in which attributes refers to). Thus, questions 
should be specific having a single issue or topic. Also, questions should be kept as 
simple and short as possible, since lengthy and complex tasks increase the prob-
ability of misinterpretation and confusion (e.g. questions that ask customers to re-
call past events or answer to hypothetical questions). 

As already noted, the survey should be developed so as to ensure sincere re-
sponses. However, several components of the survey (e.g. interviewer, question-
naire) may force particular response patterns, particularly when its objectives are 
not clearly defined and accepted. For example, some companies combine the cus-
tomer satisfaction survey conduct with several promotional activities, although 
these projects should be implemented separately. 

In addition, customers should be given the ability to freely express possible 
negative judgments regarding their satisfaction from products/services or particu-
lar attributes of them. However, in several cases dissatisfied customers are asked 
to exert additional effort in order to give their judgments. Thus, several managers 
prompt that satisfaction surveys should be accompanied with an integrated com-
plaint management system, in order to assure customers that negative judgments 
are worthy of being expressed. So, if there are no particular important reasons 
(e.g. lotteries), the anonymity of the participants is preferable, particularly when 
measuring customer satisfaction from a set of competitive products or services 
(Naumann and Giel, 1995). 

Other important issues that should be considered when developing a customer 
satisfaction questionnaire are: 

• Greater attention should be paid when asking sensitive questions (e.g. income 
questions). These questions are related to the concepts of privacy and confiden-
tiality, which may vary over time, between cultures and other subgroups, and 
between individuals. Usually, it is better to avoid such questions, but if this is 
not possible, then effects in the questionnaire design phase should be countered 
(e.g. use open-ended questions). 

• The quantitative tools that will be used to analyze data should be defined before 
conducting the survey. So, questions that have no apparent usefulness and any 
rational meaning should be excluded from the survey. On the other hand, the 
questionnaire should contain all the required information for the intended 
analyses. 

• One should always stress the critical importance of the pilot survey, since this 
is the only way to test the questionnaire in “real-world” conditions (see also 
section 7.4.1). 

• In several cases, the time in which a survey is conducted affects directly or in-
directly the content of the collected information. This is evident is cases where 
some periodical factors may influence the products or services offered (e.g. 
tourism services). 

• The results of a customer satisfaction survey should bee cross-validated by 
other corporate sources of information, if this is necessary. 
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Finally, declining customer response rates are becoming a major problem to-
day. This is not specific to satisfaction surveys but rather to every survey research 
activity. Low response rates may be caused by a variety of reasons, like the fact 
that some people are tired of surveys and must be enticed to respond to them. Sev-
eral customers are also suspicious that customer satisfaction surveys provide a 
cover for company’s promotional activities, while others doubt that survey results 
may be effectively used in order to improve the quality of the offered products or 
services. Finally, low response rates may occur when customers do not really have 
enough time to participate in the survey. It should be reminded that participating 
in a customer satisfaction survey is time and labor intensive from the customer’s 
perspective (Vavra, 1997). 

There are several techniques that are able to increase the response rate in cus-
tomer satisfaction surveys. These techniques include, amongst others, the follow-
ing (DeMaio 1980; Dutka, 1995): 

• Personalization of the communication process (e.g. personal salutation in an at-
tached letter in case of a mail survey). 

• Reminding actions regarding the participation in the survey (e.g. follow-up 
mails or telephone calls). 

• Incenting customers to respond (e.g. gifts, lotteries, coupons). 
• Minimizing respondent’s effort (e.g. stamped envelope ready for mailing). 

Several research efforts have concentrated in evaluating the increase of re-
sponse rates in marketing surveys, when adopting one of the previous approaches 
(Hensley, 1974; Goodstadt et al., 1977; Frey, 1983; Lavrakas, 1987). However, it 
should be noted that the response rates depend on the entire set of the factors en-
gaged in a satisfaction survey (survey planning, questionnaire content, time and 
place of the survey, etc.). 

In general, business organizations should communicate survey results, as well 
as any decided improvement actions to customers. This may help to establish a 
“customer relationship” mentality and a continuously interactive communication 
between the organization and its customers. 

7.5 Customer Satisfaction Barometers 

7.5.1 Developing Satisfaction Barometers 

The development and installation of a permanent customer satisfaction barome-
ter provides the ability to evaluate current and future company’s performance. 
Thus, a business organization has the opportunity to implement an integrated 
benchmarking program. The national satisfaction barometers presented in this sec-
tion constitute the most important efforts of generic satisfaction barometers that 
refer to a group of business sectors or national economies. 



7.5 Customer Satisfaction Barometers 199 

The national satisfaction barometers provide useful information regarding con-
sumer behavior given a uniform way of customer satisfaction measurement. These 
efforts count almost 20 years of life and focus mainly on the development of a 
customer satisfaction index that supplements the existing national measurement 
indices of each economy (e.g. consumer price index). This way, although the satis-
faction level is evaluated in both micro- and macro-economical level, these appli-
cations do not concern satisfaction surveys of individual companies. 

However, these customer satisfaction barometers may be considered as uni-
form, independent, national measures of consumer's experiences with the purchase 
and consumption of goods and services. The main objective of these barometers is 
to provide an economic indicator able to track trends in customer satisfaction and 
quality of goods and services produced in a national economy. As a result, pro-
vided results constitute broad-based benchmarks of any business organization, 
given the uniform way of measurement. 

The indicators provided by these barometers may be considered as additional 
macroeconomic variables for understanding national economic health and devel-
opment. In most of the cases, national customer satisfaction barometers apply a 
cause-and-effect econometric model that links customers’ evaluations of their ex-
periences with products and services to their overall satisfaction. The estimated 
satisfaction indices are linked, in turn, to critical behavioral consequences of satis-
faction, like customer retention and price tolerance. Thereby, the satisfaction ba-
rometers may help to examine future consumer behavior, and allow managers and 
investors to relate satisfaction to future streams of income. 

According to Fornell (2003a), the strong relation between customer satisfaction 
and national economic growth is justified by the economic imperative to create a 
satisfied customer: “Firms that do well by their customers are rewarded with 
more business from buyers and more capital from investors. In the aggregate, this 
is how jobs and economic growth are created.” Considering that customer satis-
faction barometers aim at capturing actual customer experiences, they are able to 
balance quantity and quality of economic output. This is extremely important be-
cause it is widely accepted that sustainable economic growth cannot be achieved 
by improving production and deteriorating quality level. 

The most important widely developed national or international customer satis-
faction index models include the Swedish Customer Satisfaction Barometer 
(SCSB), the American Customer Satisfaction Index (ACSI), the German Cus-
tomer Satisfaction Barometer (GCSB), and the European Customer Satisfaction 
Index (ECSI). In this context, additional models in other countries have been also 
developed (e.g. Norway, Malaysia, Switzerland, Korea, South Africa, etc.). Usu-
ally, these satisfaction barometers adopt a causal modeling, so that satisfaction 
may be linked with satisfaction drivers and satisfaction results. This is consistent 
with the argument that user experienced quality can be considered both as a lag-
ging and a leading indicator, in a sense that it is able to show what the company 
had done to its customers, and what the customers would do to the company, re-
spectively (Fornell, 2003a). 
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7.5.2 Satisfaction Barometers and Economic Growth 

Several research efforts have tried to link national customer satisfaction values 
with economic data (Fornell, 2001b; Andreassen and Olsen, 2004). These empiri-
cal studies are mainly focused on either national or corporate economic growth, 
although there is a debate over whether changes of satisfaction scores have impli-
cations for the broader economy or whether they only matter to individual compa-
nies (Barta and Chaker, 2001). 

The Gross Domestic Product (GDP) is the most common measure of national 
economic growth, despite the strong criticism often made by economists. GDP is a 
measure of quantity of economic output, given that it records the sum of the value 
of all buyer-seller transactions. On the other hand, customer satisfaction barome-
ters provide a measure of the quality of growth, considering that it is based on true 
consumption experiences. As a result, positive experiences contribute to increased 
customer demand and stimulate household spending. The latter is extremely im-
portant to economic growth, since consumer spending is usually the largest part of 
GDP. 

The relationship of GDP per capita growth and changes of customer satisfac-
tion scores in Sweden (SCSB), USA (ACSI), and Germany (GCSB) is presented 
in Figure 7.10. As shown, GDP and national customer satisfaction results do not 
move together always closely, even if lag of variables is considered. Fornell 
(2003b) notes that other factors, like spending orientation (durable/non durable 
goods), interest rates, and price rebates, may also affect this linkage. 

Thus, it is clear that consumer spending is the key variable for explaining the 
link between customer satisfaction and national economic growth (Fornell and 
Stephan, 2002; Fornell, 2002, 2003a). Satisfied customers are able to increase 
spending because they are more likely to repurchase, buy more frequently and are 
less sensitive to price increases. As Fornell (2001a) emphasizes, the linkage be-
tween customer satisfaction and spending is confirmed by the fact that most buys 
are repeat purchases, or ongoing commitments in the case of services. However, 
this linkage is not always clear or direct, as shown in Figure 7.11. Several re-
searchers note that consumer spending may increase, even though satisfaction de-
clines due to several other factors (e.g. prices, household savings, etc.). On the 
other hand, negative consumer confidence about the economy and its future may 
result to lower spending levels, without a relative decrease in satisfaction scores. 
Several other researchers, studying the linkage between satisfaction and spending, 
emphasize also the “law of diminishing satisfaction” (i.e. the more we consume, 
the less the satisfaction with the same product/service is). 
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Fig. 7.10 Change in satisfaction scores and GDP per capita growth 
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Fig. 7.11 Changes in customer scores and consumer spending growth 
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It should be noted that consumer spending is assumed to be driven by the ag-
gregated household wealth (income, savings, earning from stock market, etc.). 
Thus, if customers are spending beyond their means, consumer expenditures are 
unlikely to continue increasing, even if satisfaction levels are relatively high. 
However, recent empirical studies have shown that housing income and wealth 
have a weak impact, although significant, on consumption: only 8% of the varia-
tion in consumer spending is explained by combined changes in income and hous-
ing wealth (Fornell and Stephan, 2002; Case et al., 2001). 

Furthermore, usually consumer spending is related to the uncertainty of the 
general economic environment, as perceived by customers, including interest 
rates, inflation, energy prices, wages, unemployment, etc. In this context, several 
survey-based indicators have been proposed, like Consumer Sentiment Index 
(CSI) and Consumer Confidence Index (CCI). All the previous factors are as-
sumed to influence the overall consumer’s “willingness to pay”, although recent 
studies shown that consumer sentiment/confidence has a weak only impact on cus-
tomer satisfaction (Fornell and Stephan, 2002). Particularly, as noted by Fornell 
(2005), increase in interest rates is similar to price increase, in the sense that credit 
becomes more expensive. Moreover, a change in interest rates may affect the 
value of a satisfied customer because discounting of future income does not re-
main stable. This may affect corporate plans for improving customer satisfaction. 

Several researches have also studied the relationship between customer satis-
faction and economic growth in a corporate level. Using national customer satis-
faction data, several studies show that improvement in customer satisfaction has a 
significant and positive impact on firms’ profitability. Ittner and Larcker (1998) 
and Anderson et al. (2004) show that 1% change in ACSI can lead to a $240-275 
million improvement in firm value. Using similar data, Gruca and Rego (2005) 
found that a 1% increase in ACSI results to an increase of $55 million in a firm’s 
net operational cash flow next year and a decrease of 4% in cash flow variability. 
Other researchers used the SCSB and found that a 1% increase in satisfaction 
leads to a 2.37% increase in ROI (Return on Investment), while a 1-point increase 
in SCSB for 5 years is worth about $94 million or 11.4% of current ROI (Ander-
son et al., 1994, 1997; Anderson and Mittal, 2000). The relationship between cus-
tomer satisfaction and stock prices has also been studied, showing that ACSI 
scores are significantly related to market value of equity (Fornell et al., 2006). 

All the aforementioned studies are based on the principle that a satisfied cus-
tomer is more profitable than a dissatisfied one. In addition, customer satisfaction 
is an important indicator of the general health of the company, since it is usually 
related to motivated and loyal employees, good products, and effective manage-
ment. 

However, a decrease in revenues during one period may lead to an increase in 
customer satisfaction the next period, since financial difficulties often pressure 
companies to try harder and improve customer service (e.g. airlines sector after 
9/11 and telecommunication industry during 2003 in the US). Furthermore, corpo-
rate earnings may be affected by the competitiveness of the sector, because alter-
native products/services and switching costs affect the overall consumer behavior. 
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Increasing sales may also often lead to lower customer satisfaction, if the acquisi-
tion of new customers is not handled well. Thus, customer satisfaction is often 
considered as a necessary but not sufficient condition for company’s growth: high 
levels of customer satisfaction lead to company’s growth, but company’s growth 
does not always lead to satisfied customers. 

7.6 Examples of Satisfaction Barometers 

7.6.1 Swedish Customer Satisfaction Barometer 

The Swedish Customer Satisfaction Barometer (SCSB) was the first truly na-
tional satisfaction index, established in 1989. The SCSB counts approximately 20 
years of life and the results are given every year. It is conducted under the supervi-
sion of the University of Michigan-National Quality Research Centre and the 
Swedish Post Office. 

The required data are collected through a telephone survey from a sample of 
approximately 23,000 customers, while currently more than 130 companies par-
ticipate in this survey. The survey is designed to obtain a nationally representative 
sample of customers of major companies in 32 of Sweden’s largest industries. The 
companies surveyed in each industry sector are the largest share firms such that 
cumulative market share is more than 70% (Fornell, 1992). 

The questionnaire employs 10-point scales to access each respondent’s expec-
tations, perceived quality, satisfaction and retention behavior. An example of the 
questionnaire for the auto industry is presented in Figure 7.12. 

The analysis is based on the Fornell’s approach (see Figure 2.10), while the 
model is self-weighting and estimates the indices and the strength of relationships 
between the variables in order to maximize the explanation of customer satisfac-
tion, as expressed by the sample of customers. Figure 7.13 presents the SCSB 
model, while the Swedish national results for the overall customer satisfaction in-
dex are shown in Figure 7.14. 

The main characteristic of the approach is the multiple equations that correlate 
customers’ values and perception for quality with their satisfaction and their loy-
alty, as it is expressed through price elasticity and repurchase intentions (Fornell, 
1992; Johnson et al., 2001). 
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When you purchased your _______, you probably knew something about this particular brand. If you 
now think back and try to remember what kind of expectations you had about the quality of the 
_______, would you say that you had high or low expectations?

1 2 3 4 5 6 7 8 9 10
Very low 

expectations
Very high 
expectations

E
xp

ec
ta

ti
on

s

To what extent do you think your expectations have been realized?

1 2 3 4 5 6 7 8 9 10
Much worse 

than expected
Much better 
than expected

C
on

fi
rm

at
io

n-
D

is
co

nf
ir

m
at

io
n

Given the quality of the  _______, how reasonable do you think the price you paid was?

1 2 3 4 5 6 7 8 9 10
Very 

unreasonable
Very 
reasonable

P
ri

ce
 g

iv
en

 
qu

al
it

y

Given the price of the _______, what do you think about the quality you received?

1 2 3 4 5 6 7 8 9 10
Very low 

quality
Very high 
quality

Q
ua

li
ty

 g
iv

en
 

pr
ic

e

Given all your experiences as a _______ owner, how satisfied or dissatisfied are you with your 
_______?

1 2 3 4 5 6 7 8 9 10Very dissatisfied Very satisfied

Sa
ti

sf
ac

ti
on

The next time you buy a _______, how likely is it that it will be a (manufacturer name) again?

1 2 3 4 5 6 7 8 9 10Very unlikely Very likely

R
ep

ur
ch

as
e 

in
te

nt
io

ns

 
Fig. 7.12 Questionnaire example in the SCSB (Anderson et al., 1994) 
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Fig. 7.13 The SCSB model (www.kvalitetsindex.org) 



206  7. Customer Satisfaction Surveys and Barometers 

 

60

63

66

69

72

75

1989 1991 1993 1995 1997 1999 2001 2003

 
Fig. 7.14 SCSB results for 1989-2003 

 
 

7.6.2 American Customer Satisfaction Index 

The American Customer Satisfaction Index (ACSI) was established in 1994 
following several years of development and pre-testing. It is produced through a 
partnership of the University of Michigan Business School, the American Society 
for Quality, and Arthur Andersen. The National Quality Research Centre (NQRC) 
at the University of Michigan Business School is responsible for researching and 
producing the ACSI (Fornell et al., 1996; National Quality Research Center, 1998, 
2000). 

The ACSI follows the general modeling and survey methodology of the SCSB 
adapted in the distinct characteristics of the U.S. economy and it can be consid-
ered as an effort to develop an index similar to the national consumer price index. 
The model links antecedents or causes of customer satisfaction (customer expecta-
tions, perceived quality and value) with satisfaction values and consequences or 
outcomes of customer satisfaction (customer complaints, loyalty), as shown in 
Figure 7.15 (Anderson and Fornell, 2000). 

The ACSI model reports scores on a 0-100 scale at the national level, measur-
ing 7 economic sectors, 39 industries (including e-commerce and e-business), and 
more than 200 companies and federal/local government agencies. As shown in 
Figure 7.16, the economic sectors measured, produce almost 73% of the Gross 
Domestic Product (GDP). The number of interviews increases constantly: current 
sample size contains more than 65,000 customers, while more than 500,000 re-
spondents have been interviewed since the baseline study in 1994 (Bryant, 2003). 
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Fig. 7.15 The ACSI model (National Quality Research Center, 1998) 

Using the causal analysis, the weights of the indicator variables as well as the 
relationship between the latent variables are estimated with a partial least squares 
method (Anderson and Fornell, 2000). Each company in the ASCI is weighted 
within its industry by its most recent years’ revenue. Also, relative sales by each 
industry are used to determine each industry’s contribution to the respective sector 
index (National Quality Research Center, 1998). Thus, the calculation of ACSI in 
each level is based on a simple weighted average model. In addition to the satis-
faction scores, the ACSI provides scores for the causes and consequences of cus-
tomer satisfaction and their relationships. 

All companies, industries and economic sectors in the ACSI were measured at 
the same time only for the baseline year (1994). Since that baseline year, ACSI is 
updated quarterly, on a rolling basis, with new data for one or two sectors replac-
ing data from the prior year. Thus, ACSI provides analytical results at different 
levels, i.e. for each economical sector, industry or a set of selective companies in-
cluded in the survey. The ACSI results for the overall customer satisfaction index 
are presented in Figure 7.17, while an example of detailed results for the examined 
industries is shown in Figure 7.18. 
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Fig. 7.16 Sectors and industries in the ACSI model (Bryant, 2003) 



7.6 Examples of Satisfaction Barometers 209 

 

60

63

66

69

72

75

1994 1995 1996 1997 1998 1999 2000 2001 2002 2003

 
Fig. 7.17 ACSI results for 1989-2003 

 
 

7.6.3 German Customer Satisfaction Barometer 

The German Customer Satisfaction Barometer (GCSB) has been established by 
the German Marketing Association e.V. and the Deutsche Post AG and operates 
on a yearly basis since 1992. Its general philosophy focuses on the following 
points (Meyer and Dornach, 1996): 

• Supplying single industries and suppliers with data to determine their position 
and deficiencies in market according to customers’ perspective. 

• Information on the customers’ expectations as well as on the way through 
which they are modified. 

• Continuous information and controlling of customer satisfaction measures. 
• Developing and strengthening the customer orientation philosophy of the Ger-

man industries, companies, organizations and institutions. 

The required data are collected through a computer-aided telephone survey 
(CATI: Computer Assisted Telephone Interviewing) based on a random sample of 
approximately 45,000 customers, covering more than 50 industry sectors. 

The results of the GCSB are shown in Figure 7.19, while it should be noted that 
this barometer provides analytical results for different customer segments and in-
dustry sectors, including customer satisfaction on detailed quality attributes (Fig-
ure 7.20). 

The GCSB does not assume a causal model for customer satisfaction, like 
SCSB and ACSI, and is mainly a survey-based approach. The GCSB approach 
analyzes a simple questionnaire that consists of (Meyer, 1994, 1996): 
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Fig. 7.18 ACSI results for different industries for year 2000 (National Quality Research Center, 

2000) 
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Fig. 7.19 GCSB results for 1989-2003 

• Overall customer satisfaction rating. 
• Customer retention questions (recommendation, repurchase intention). 
• Satisfaction rating for the quality attributes of the product/service surveyed. 

The GCSB supplies important data to German companies in order to implement 
internal, industry or international benchmarks. However, as Meyer and Dornach 
(1996) state, traditional quantitative performance indicators such as market share 
or profitability should be combined with customer satisfaction and loyalty indica-
tors provided by GCSB. Finally, it should be noted that GCSB includes also an 
employee satisfaction survey. 

 
 

7.6.4 European Customer Satisfaction Index 

The development of the European Customer Satisfaction Index (ECSI) has 
been prompted by the successful application of ACSI and SCSB. ECSI was 
founded by the European Organization for Quality (EOQ), the European Founda-
tion for Quality Management (EFQM) and the European Academic Network for 
Customer-oriented Quality Analysis, and supported by the European Commission 
(DG III). Although a pilot survey was conducted during 1999, where only 11 
countries participated and limited number of sectors (retail, banking, telecommu-
nications, and supermarkets) was included, the ECSI has not been able so far to 
provide broad-based results (Grønholdt et al., 2000; Kristensen et al., 2000; Grig-
oroudis and Siskos, 2004). 
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65% 24%

34% 32%

8% 11%

Delighted 
customers

Disappointed 
customers

Satisfied 
customers

64% 26%

39% 35%

14% 20%

Will recommend this supplier

definitely probably yes

Will rebuy services from this supplier

definitely probably yes

Relation between 
customer satisfaction and 

retention

Airlines (private travelers)
(total sample size 2000: 4466 customers)

General results 1995-2000
(overall satisfaction)

1995

2.48

2.12

2.35Industry mean

Worst/Best value 
within the industry

1996 1997 1998 1999 2000

2.52

2.14

2.33

2.33

2.13

2.30

-

-

-

2.43

2.12

2.37

2.62

2.20

2.39

Year

Delighted 
customers

Disappointed 
customers

Satisfied 
customers

2.64

Mean 2000
Quality attributes

(results in percentages)

0.43

2.49 0.44

2.55 0.46

2.42 0.44

2.42 0.44

2.36 0.44

2.27 0.56

Correlation with 
overall satisfaction 

(Pearson's R)

64.7 31.1 4.2

49 48 3

51 43 7

47 42 11

Employee friendliness (on board)

Safety standards

Speed of check-in

Puntuality

47 43 10Departure/arrival times

38 53 9Value for money

37 45 17Provisions on board 2.75 0.52
25 44 31Seat comfort in airplane

Employee friendliness (ground) 64.7 31.1 4.2

3.08 0.43
 

Fig. 7.20 GCSB detailed results for the airline industry 

The ECSI model constitutes a modified adaptation of the ACSI model (Figure 
7.21), which links customer satisfaction to its determinants and, in turn, to its con-
sequence (Grønholdt et al., 2000). The determinants of customer satisfaction are 
perceived company image, customer expectations, perceived quality and perceived 
value. An important difference of the model compared to ACSI is that perceived 
quality is conceptually divided into “hardware” quality (quality of the prod-
uct/service attributes) and “humanware” quality (associated customer interactive 
elements in service, like personal behavior and atmosphere of the service envi-
ronment). 
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Fig. 7.21 The ECSI model (Ciavolino and Dahlgaard, 2007) 

The ECSI model provides the ability to produce 4 levels of satisfaction indices, 
similarly to ACSI results: 

• National customer satisfaction indices. 
• Economical sector indices. 
• Specific industry indices. 
• Scores for companies and organizations within the survey. 

 
 

7.6.5 Other Satisfaction Barometers 

Other important customer satisfaction index models, developed during the last 
decade, that are able to provide systematic results, include the Norwegian Cus-
tomer Satisfaction Barometer (NCSB), the Korean Customer Satisfaction Index 
(KCSI), the Malaysian Customer Satisfaction Index (MCSI), and the Swiss Index 
of Customer Satisfaction (SWICS) (Kadir et al., 2000; Johnson et al., 2001; Win-
nie and Kanji, 2001). Furthermore, several countries are conducting a preliminary 
analysis and design the installation of national satisfaction barometers, like Can-
ada, Australia, Brazil, Argentina, and Mexico. 

Additional attempts for developing a customer satisfaction barometer may refer 
to syndicated or multiclient surveys, which provide the ability of comparison 
analysis with the most important competitors. 
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For example, one of the first industries that have conducted syndicated satisfac-
tion surveys was U.S. automotive industry. The American auto industry has been 
using surveys since 1978 to help dealers measure their performance against other 
competitors in order to identify operations that needed improvement. In some 
cases, the surveys have become unwieldy 100-questions documents (Massnick, 
1997). The National Automobile Dealers Association (NADA) intervened in 1994 
with a much shorter recommended approach to determining a customer satisfac-
tion index. This approach provides a uniform methodology for measurement based 
on defined satisfaction dimensions (Table 7.4). 

Table 7.4 NADA's survey satisfaction dimensions (Massnick, 1997) 

 Purchase Service 

Partial 
dimensions 

1. Cleanliness and condition of the car 1. Easiness of getting a service appoint-
ment 

 2. Courteousness and professionalism of 
the salesperson 

2. Explanation of repairs 

 3. Sales transaction handling of the busi-
ness/financial department 

3. Service time 

 4. Explanation of warranty and mainte-
nance schedule 

4. Proper repairs 

 5. Explanation of owner’s manual and 
operating controls 

5. Service fees 

Overall 
dimensions 

1. Overall satisfaction from the purchase 
of the new car 

1. Overall satisfaction from the service 
experience 

 2. Overall satisfaction from the purchase 
and delivery process 

2. Recommend (for service) 

 3. Recommend (for purchase)  

 
 

7.6.6 Comparison and Discussion 

Most of the aforementioned satisfaction index models have a common meth-
odological background, which is based on a set of cause and effect relationships. 
Nevertheless, the comparison of these causal models reveals the following differ-
ences: 

• Compared to the ACSI model, in the original SCSB perceived quality and per-
ceived value appear as one merged variable (perceived value). 

• In the ECSI model, the “hard” and “soft” aspects of perceived quality are con-
sidered separately, introducing two distinct variables. Additionally, the model 
includes corporate image as a latent variable having direct effects on customer 
expectations, satisfaction, and loyalty. 

• In NCSB model, Servqual instrument is introduced to evaluate quality, while 
customer expectations are replaced by corporate image, based on evidence 



7.6 Examples of Satisfaction Barometers 215 

from empirical studies, showing that expectations exert little influence to satis-
faction (see Johnson et al., 2001). 

• The consumer complaint variable is considered differently in these satisfaction 
index models, given that in many cases, customers rarely complain even if they 
are dissatisfied with products or services. For example, in the NCSB, it is re-
placed by complaint handling, while the ECSI model does not include such a 
variable as satisfaction consequence. 

The GCSB adopts a completely different approach, aggregating customer 
judgments in a single satisfaction-to-dissatisfaction scale, while no system of 
cause and effect relationship exists. Although the GCSB survey includes measures 
other than satisfaction, there is no satisfaction model per se. 

The aforementioned differences in the methodological approaches constitute 
the most important disadvantage for comparing customer satisfaction across dif-
ferent industries and countries, although several studies have tried to overcome the 
problem of variation in methodological practices (Johnson and Fornell, 1991; 
Martensen et al., 2000; Johnson et al., 2001; Johnson et al., 2002; Grigoroudis and 
Siskos, 2004). Johnson et al. (2002) suggest that observed differences in satisfac-
tion results by SCSB, ACSI, and GCSB are relatively predictable and meaningful. 
Their results are mainly focused on the following: 

• Satisfaction is systematically higher for products, more intermediate for ser-
vices and retailers, and lower for public agencies. 

• Satisfaction is also predictably higher in the United States than in Germany or 
Sweden. 

These arguments may be justified by differences in the considered countries, 
which are able to affect the degree to which customers are provided with market 
offerings that satisfy their needs. 

Almost all of the aforementioned customer satisfaction index models are esti-
mated using the Partial Least Square (PLS) method (Fornell and Cha, 1994). PLS 
is well suited for this particular problem, given that it is a causal modeling method 
that can handle latent or unobserved variables. PLS is able to combine characteris-
tics of multiple regression and principal components analysis, through an iterative 
estimation procedure. 

The performance of latent variables is operationalized as weighted indices of 
multiple survey measures, such that the predictive power of the model is maxi-
mized. The prediction accuracy is focused on the loyalty variable, which is the 
most important measure because it is the main survey-based proxy for economic 
results (Johnson et al., 2001). 

Although PLS appears similar to Structural Equation Modeling (SEM), it 
should be noted that SEM is a path analysis approach with latent variables, focus-
ing on explaining covariance, while the objective of PLS is to explain variance. 

However, despite the aforementioned disadvantages, these customer satisfac-
tion barometers constitute basic economic indicators, while the implemented 
methodologies are quite generic, and thus applicable to very different cases. Usu-
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ally, these estimated satisfaction indices provide a baseline against which it is pos-
sible to track customer satisfaction over time. 

 
 
 



Chapter 8 

Applications in Business Organizations 

8.1 Satisfaction Analysis for a Commercial Bank 

8.1.1 Research Background and Survey Details 

Service quality can be seen as one of the main determinants of customer satis-
faction, which in turn influences purchase intentions (Spreng and Mckoy, 1996; 
DeRuyter et al., 1997; Bloemer et al., 1998). This is of main interest, particularly 
in the banking sector, where the highly competitive market has caused the banking 
system to undergone drastic changes. Institutional changes, creation of extensive 
product/service portfolios, major changes in the ownership status, heavy use of 
modern technology and globalization of the banks activities are only some exam-
ples of these changes identified in the banking sector (Gortsos, 1998). Due to this 
heightened competition, bank service quality rises as an important factor that will 
affect the relevant market shares and profitability in the banking sector (Anderson 
et al., 1994; Hallowell, 1996; Caruana and Pitt, 1997). 

Furthermore, to keep and advance their competitive edge, modern business or-
ganizations should better understand and profile their customers. This is more im-
perative in the banking sector, where the variety of the products and services of-
fered (loans, deposits, credit cards, leasing, factoring, etc.) concern particular 
groups of customers. Banks need to individualize products and to approach every 
customer in an individual way. This is usually referred to as “mass customization” 
(Davids, 1986). Customization requires, however, a profound knowledge of cus-
tomers and their needs and habits. Such knowledge would help companies to find 
answers to questions such as: 

• Which customers would be interested in certain types of products and services? 
• How would a product or service be designed so as to satisfy the needs of an in-

dividual, or a group of customers? 
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• How effective is the marketing on specific customers? 
• Which attributes suggest that a certain customer cluster should be (or should 

not be) targeted with a new product or service? 

The presented satisfaction survey concerns one of the leading banking organi-
zations in Greece. The survey took place in two different bank branches in the city 
of Chania. The survey was conducted within the period July-September 1998 (for 
more details see Grigoroudis et al., 1999a; Mihelis et al., 2001; Siskos et al., 
2001a). 

Final input data consist of 303 questionnaires: 122 from store A and 181 from 
store B. Moreover, 160 private customers and 95 companies have been partici-
pated in the survey (the primary relation with the bank has not been identified for 
the rest of the sample). A more detailed presentation of the general profile of the 
sample is presented in Figures 8.1 and 8.2: Figure 8.11 presents the profession of 
the private customers, while Figure 8.2 shows the activity sector for the business 
segment. The observed distributions show a well-balanced sample. 

Public sector
22%

Education
21%Professionals

33%

Private sector
11%

Other
13%

 
Fig. 8.1 Profession of private customers segment 

Commerce
33%

Construction
19%

Tourism
27%

Service
13%

Other
8%

 
Fig. 8.2 Activity sector for the business segment 
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The assessment of a consistent family of criteria representing customer satis-
faction dimensions is one of most important stages of the MUSA methodology. 
This assessment can be achieved through an extensive interactive procedure be-
tween the analyst and the decision-maker (business organization). In any case, the 
reliability of the set of criteria/subcriteria has to be tested in a small indicative set 
of customers. 

The hierarchical structure of customers’ satisfaction dimensions is presented in 
Figure 8.3 and it shows the set of criteria and subcriteria used in this survey. The 
main satisfaction criteria consist of: 

• Personnel of the bank: This criterion includes all the characteristics concerning 
personnel (skills and knowledge, responsiveness, communication and collabo-
ration with customers, friendliness, etc.). 

• Products: This criterion refers mainly to the offered products and services (va-
riety, refund, cost, special services, etc.). 

• Image of the bank: Credibility of the bank (name, reputation), technological ex-
cellence, as well as ability to satisfy future customers’ needs are included in 
this criterion. 

• Service: This criterion refers to the service offered to the customers; it includes 
the appearance of the stores, the waiting time (queue, telephone, etc.), the com-
plexity of service processes and the information provided (informing customers 
in an understandable way, explaining the service and other relevant factors, in-
forming for new products, etc.). 

• Access: Network expansion of the bank, branches location, as well as observed 
troubles in the service system (strikes, damaged ATMs, etc.) are included in 
this criterion. 

GLOBAL 
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IMAGEPRODUCTSPERSONNEL SERVICE ACCESS
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Fig. 8.3 Hierarchical structure of satisfaction dimensions 



220  8. Applications in Business Organizations 

8.1.2 Overall Satisfaction Analysis 

Customers seem to be quite satisfied from the provided service, given that the 
average global satisfaction index has a very high value (82.1%). Moreover, criteria 
satisfaction analysis shows that customers are quite satisfied according to the cri-
teria of “Access” and “Personnel”, while lower satisfaction indices appear for the 
rest of the criteria (63.5%-74.7%), as Table 8.1 displays. The most important crite-
rion, with a significant importance level, seems to be “Access”. This can justify 
the high value of the global satisfaction index. Customers are more satisfied ac-
cording to the most important criterion and less satisfied on the dimensions that 
seem to play a less important role to their preferences. 

Table 8.1 Overall satisfaction results 

Criteria Weight (%) Average Satisfaction Index (%) Average Demanding Index 

Personnel 15.0 80.6 −0.47 

Products 10.3 63.5 −0.23 

Image 13.1 74.7 −0.39 

Service 11.8 69.3 −0.32 

Access 49.8 87.7 −0.68 

Overall - 82.1 −0.42 

 
The added value curve, presented in Figure 8.4, shows that customers do not 

seem demanding according to their preferences. The majority of customers have 
an added value greater than 87%. This added value level seems to be the most 
critical satisfaction index, as shown in Figure 8.5, which presents the percentage 
of customers having a value lower than or equal to a particular level (this is a form 
of a cumulative distribution function of customer values based on the satisfaction 
function of Figure 8.4). 

66.2

100.0
94.088.4

0.0
0

25

50

75

100

Dissatisfied Moderately
satisfied

Satisfied Very  satisfied Completely
satisfied

 
Fig. 8.4 Overall satisfaction function (added value curve) 
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Fig. 8.5 “Fragile” customers curve 

The action diagram shows that there are no critical satisfaction dimensions re-
quiring immediate improvement efforts, as presented in Figure 8.6. However, if 
bank wishes to create additional advantages against competition, the criteria with 
the lowest satisfaction index should be improved. These improvement efforts 
should be focused on products, service, and bank’s image. 
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Fig. 8.6 Action diagram for main satisfaction criteria 
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8.1.3 Criteria Satisfaction Analysis 

The analysis of the partial satisfaction dimensions allows for the identification 
of the criteria characteristics that constitute the strong and the weak points of the 
bank. The detailed results of Table 8.2 reveal the following: 

• Personnel’s friendliness constitutes a significant competitive advantage of the 
bank. This result is considered prospective, since the survey took place in a 
provincial Greek city. 

• Large improvement margins appear for cost and special financial services. This 
generic result, referring to the low satisfaction level of cost criterion, holds for 
the total bank sector, since customers have the impression that they are often 
overcharged. On the other hand, the fact that the satisfaction level with respect 
to the specialized services is low is particularly worrying. It seems that the 
bank is not in the position to follow the current evolution of the sector’s prod-
ucts. 

• The customers are quite satisfied with the ability of the bank to satisfy their fu-
ture needs. However, it should be noted that the criterion of technological ex-
cellence has a quite low satisfaction index. It is worthwhile to mention that the 
bank has already decided to implement a program for the total technological 
upgrade of the stores. 

• The low satisfaction level with respect to service is mainly due to the subcrite-
ria of the provided information and the waiting time. 

• Bank should also pay particular attention to the troubles that are observed in the 
service system (equipment malfunctions, strikes, etc.), given that there are 
margins for improvement. Although the satisfaction level is rather high, the 
importance of this subcriterion is high as well. 

Taking also into account the previous remarks, it is possible to determine the 
improvement priorities of the bank that should focus on the following (see also 
Grigoroudis et al., 1999a; Mihelis et al., 2000; Siskos et al., 2001a): special ser-
vices, information provided to the customers, and waiting time. 

 
 

8.1.4 Concluding Remarks 

The presented application highlights the necessity of a permanent customer sat-
isfaction barometer, since customer satisfaction is a dynamic parameter of the 
business organization. Changes in the current market can affect customer prefer-
ences and expectations (e.g. some satisfaction dimensions may become critical in 
the near future, if customers give more importance to them). The main advantages 
of a permanent customer satisfaction measurement system in the examined bank-
ing organization may be summarized in the following: 
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Table 8.2 Criteria satisfaction analysis 

Criteria Subcriteria Weight
(%) 

Average Satisfaction 
Index (%) 

Average Demanding 
Index 

Personnel Skills and knowledge 12.2 75.7 −0.34 

 Responsiveness 19.6 79.6 −0.59 

 Communication-collaboration 12.9 75.1 −0.38 

 Friendliness 55.3 87.8 −0.86 

Products Variety 28.0 82.0 −0.57 

 Refund 34.8 76.6 −0.77 

 Cost 13.2 33.4    0.39 

 Special services 24.0 29.9    0.65 

Image Credibility 14.9 78.7 −0.46 

 Technological excellence   9.7 74.2 −0.18 

 Ability to satisfy future needs 75.3 89.8 −0.89 

Service Appearance of the stores 15.6 76.6 −0.49 

 Waiting time 13.2 64.6 −0.39 

 Service processes 56.6 86.0 −0.86 

 Information 14.6 68.4 −0.45 

Access Network expansion 35.6 85.6 −0.70 

 Troubles in the service system 31.1 84.0 −0.74 

 Location of stores 33.3 87.5 −0.66 

 

• The bank will have the ability to analyze customer behavior for different re-
gions in the country, taking into account their special characteristics. 

• An interior benchmarking system can be established, based on customer satis-
faction evaluation in each branch. In this way, the most “weak” stores of the 
bank may be identified and improved (see application in section 8.5). 

• Competition analysis will be performed for different regions of the country. 
• The effectiveness of marketing plans will be evaluated through customer satis-

faction measurement. 
• The establishment of a motivating system for employees may be directly re-

lated to customer satisfaction measurement. In this way, productivity may be 
improved and efficiently measured. 

A permanent customer satisfaction barometer can assist Total Quality Man-
agement concepts in every business organization (Edosomwan, 1993). Moreover, 
the focus on total customer satisfaction should be integrated into the accepted 
management process and the culture of the organization. 
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8.2 Customer Satisfaction in the Greek Ferry Industry 

8.2.1 Preliminary Analysis 

The presented application concerns customer satisfaction analysis in the Greek 
coastal shipping industry in 1998. A key factor for understanding market condi-
tions during the period that satisfaction survey took place is the system of “cabo-
tage”, whereby the country’s own ships have a protected market position in Greek 
coastal traffic. This particular characteristic is mainly responsible for the low 
competition observed during this period. 

The implementation of the MUSA method includes a preliminary customer be-
havioral analysis in which, the assessment of the set of satisfaction criteria follows 
the principles presented in sections 4.1 and 7.3.2. 

In this particular case, the hierarchical structure of customer satisfaction crite-
ria/subcriteria is presented in Figure 8.7, and customers were asked to evalu-
ate/express their satisfaction according to the following criteria: 

• Credibility of the company: Safety and duration of trip, timetable frequency, 
delays. 

• Prices: Ticket, vehicle, bar, restaurant and special discounts. 
• Service: Personnel’s behavior, politeness, service time, etc. 
• Additional service: Electronic booking system, customer’s opinion for mini 

market, video games, disco, etc. 
• Comfort and service quality: Cleanliness, ampleness of cabins and common use 

areas, quality of food. 

The satisfaction survey concerns one of the major companies in Greece, and 
took place in two different ferry links, which represent company’s domestic 
routes. The survey was conducted during winter 1998 and a random sample of 
passengers was used. Data collection was completed on board, where more than 
5,000 questionnaires were distributed to passengers. Final input data consist of 
605 questionnaires (the corresponding response rate is approximately 12%). Fur-
ther information for the details of the survey is given by Grigoroudis et al. (1999b) 
and Siskos et al. (2001a). 

 
 

8.2.2 Overall Satisfaction Analysis 

The results of the analysis show that there is a significant potential for further 
improvement, since the average global satisfaction index is less than 80%. It is 
important to note that the total set of satisfaction criteria, with the exception of 
company’s credibility, have lower satisfaction levels compared to the global index 
of the total clientele. According to this, the following remarks can be made (Table 
8.3): 
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Fig. 8.7 Hierarchical structure of satisfaction dimensions 

 

Table 8.3 Criteria satisfaction results 

Criteria Weight (%) Average Satisfaction 
Index (%) 

Average Demanding 
Index 

Credibility 62.3 94.4    0.87 

Prices   8.6 22.4    0.07 

Service   9.9 62.1 −0.19 

Additional service   9.3 58.2 −0.14 

Comfort-Service quality   9.9 61.3 −0.19 

Overall - 79.7 −0.50 

 

• The global satisfaction index is quite satisfactory due to the high performance 
of the company according to the credibility criterion (average satisfaction index 
94.4%), which is the most important satisfaction dimension (weight 62.3%). 

• The customers are not satisfied from company’s prices (average satisfaction in-
dex 22.4%), although they do not consider important this particular criterion 
(weight 8.6%). 

• The rest of the criteria have a low level of importance for the customers (9-
10%), while the performance of the company is rather modest (average satis-
faction indices 58-62%). 

Regarding the improvement efforts of the company, an inspection of the action 
diagram (Figure 8.8) reveals that there is no particularly critical satisfaction di-
mension calling for an immediate improvement. Nevertheless, almost all criteria 
except credibility could be characterized as potentially critical satisfaction dimen-
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sions, given that they are very close to the critical quadrants of the corresponding 
diagrams. The improvement priorities should be focused on: 

• the company prices, given that the average satisfaction index is particularly 
low, while the customers are not demanding to this criterion, and 

• the criteria of the provided services (service, additional service, service quality) 
where the satisfaction indices allow significant margins for improvement. 
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Fig. 8.8 Action diagram for main satisfaction criteria 

The criteria satisfaction analysis confirms the previous findings. In general (ex-
cluding the subcriteria of prices), the company performance is quite high in these 
satisfaction dimensions, which are considered important by the customers. This 
fact justifies the satisfactory level of the distinctive satisfaction indices. On the 
other hand, however, there are several areas where the company has significant 
margins for improvement. 

The detailed results of Table 8.4 indicate the following points: 

• “Trip safety” and “Delays” criteria are the main competitive advantages of the 
company credibility. Although the customers are not quite satisfied from the 
duration of trip and company’s timetable, they do not seem to consider these 
particular satisfaction dimensions of high importance. 

• Company performance is particularly low in all subcriteria of prices. It is re-
markable that the satisfaction dimensions with the higher importance (ticket 
price, vehicle price, and bar-restaurant prices) have the lower average satisfac-
tion indices. 

• The customers are satisfied from the personnel on boat. However, the average 
service time on boat allows margins for further improvement. On the other 
hand, the satisfaction level of the provided service in agencies is rather non-
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satisfactory although the customers do not give significant importance to the 
particular subcriteria. 

• Both the cleanliness and the booking system constitute competitive advantages 
of the company, given that they are the most important dimensions holding also 
the higher levels of importance. 

Table 8.4 Subcriteria satisfaction analysis 

Criteria Subcriteria Weight 
(%) 

Average 
Satisfaction 
Index (%) 

Average 
Demanding 

Index 

Trip safety 53.9 95.5 −0.85 

Delays 28.0 90.0 −0.57 

Timetable   9.5 58.4 −0.16 

Credibility 

Duration of trip   8.6 32.5    0.07 

Ticket price 25.0   8.8    0.68 

Vehicle price 25.0   4.0    0.68 

Bar and restaurant prices 40.7   6.5    0.80 

Prices 

Special discounts   9.3 42.7    0.14 

Personnel on boat 67.8 90.5 −0.88 

Service time on boat   9.6 59.7 −0.17 

Personnel in agencies 12.6 72.6 −0.36 

Service 

Service time in agencies 10.0 64.4 −0.20 

Booking system 68.8 95.6 −0.85 Additional 
service Mini market/Games/Disco 31.2 42.5    0.06 

Common use areas   9.7 36.0    0.18 

Cabins 11.1 33.5    0.28 

Cleanliness 66.4 98.2 −0.88 

Comfort-Service 
quality 

Quality of food 12.8 43.9    0.22 

 
The improvement efforts of the company should be focused on the following 

groups of satisfaction dimensions in order of precedence: 

• The ticket price (passenger, vehicle), and especially the price of food (bar, res-
taurant); it should be noticed, however, that the customers are rather high de-
manding for the particular subcriteria, fact that indicates that the company 
should make extended efforts in order to increase the satisfaction level. 

• The provided comforts (cabins, common use areas), and the quality of food; 
customers do not consider the particular satisfaction dimensions important, but 
improvement margins are quite large. 

• The frequency of the routes, especially during the peak periods, and the aver-
age service time in the ships and the agencies as well; since the customers are 
not very demanding with respect to the particular subcriteria, the improvement 
efforts are expected to have an immediate return. 
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8.2.3 Customer segmentation analysis 

In order to identify customers’ clusters with distinctive preferences and expec-
tations in relation to the total clientele, the presented analysis is based on variables 
that can segregate the total clientele, and may refer either to customer’s personal 
characteristics (age, marital status, etc.) or to details of his/her trip (ship, route, 
etc.). 

According to Tables 8.5 and 8.6, the comparative analysis of the customer clus-
ters does not indicate any significant differentiation compared to the results of the 
analysis of the total clientele presented in the previous section. Nevertheless, the 
following points raise: 

• Young and old customers seem less demanding and more satisfied from the cri-
teria of service, additional service, and comfort-service quality. 

• The married customers give higher importance to the comfort-service quality 
criterion. Note that they are quite satisfied in this particular criterion. 

• Medium frequency customers consider of particular importance the criteria of 
service, additional service, and comfort-service quality. 

In general, the total clientele may be divided in two main clusters: married cus-
tomers with children, 26-50 years old, that do not use often the company’s ships 
and customers of higher or lower age that use to travel with the company’s ships. 

Regarding the price criterion, which presents a worryingly low satisfaction 
level, the first customers cluster considers particularly important the prices of ve-
hicle and food, while the second cluster considers the ticket price as the most im-
portant subcriterion. This conclusion is very important for the improvement efforts 
and the determination of the pricing policy of the company. 

Table 8.5 Average satisfaction indices per customer segment (%) 

Segment  Overall Credibility Prices Service Additional 
service 

Comfort-
Service 
quality 

Age -25 79.7 93.7 26.5 71.2 65.3 64.9 

 26-35 71.9 94.1 19.8 57.8 43.1 32.9 

 36-50 78.7 94.4 21.4 61.3 45.9 63.2 

 50- 83.0 94.2 21.6 67.3 67.6 76.1 

Single 77.3 94.6 23.4 61.9 44.6 57.2 

Married 72.3 91.3 13.4 44.5 47.6 78.2 

Marital 
status 

Married 
with 
children 

81.5 94.4 21.8 65.4 64.4 65.9 

Low 79.7 95.0 22.8 62.4 57.7 59.2 

Medium 77.2 89.0 18.3 75.5 68.6 73.5 

Travel 
frequency 

High 78.6 98.3 23.6 58.8 46.4 55.1 
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Table 8.6 Criteria weights per customer segment 

Segment  Credibility Prices Service Additional 
service 

Comfort-
Service 
quality 

-25 55.3   8.7 14.0 11.0 11.0 

26-35 59.8   9.0   9.2   9.3 12.6 

36-50 62.4   8.6   9.6   9.4 10.1 

Age 

50- 54.1   8.4 10.1 10.8 16.5 

Single 61.9   9.0 10.4   9.1   9.6 

Married 51.1 10.6   9.0   9.3 20.0 

Marital 
status 

Married with children 60.8   8.5 10.1 10.2 10.5 

Low 63.2   8.6   9.7   9.1   9.3 

Medium 40.9   9.3 20.0 13.1 16.7 

Travel 
frequency 

High 64.1   8.6   9.1   8.9   9.3 

 
Finally, it should be mentioned that additional analyses with respect to the 

route, the ship, and the class that the passengers travel at, do not differentiate the 
basic conclusions of the previous cluster analysis, and do not suggest any other 
segregation of the clientele (Grigoroudis et al., 1999b). 

In general, it seems that the lack of competition and the credibility criterion are 
responsible for the satisfactory global performance of the company. However, the 
company should engage itself in the aforementioned particular improvement ef-
forts in order to face the oncoming strong competition. 

8.3 Analyzing Satisfaction for a Publishing Company 

8.3.1 Introduction 

Scientific research in the sector of press readability and specifically magazines 
is not particularly extensive. However, all relative research indicates that reader 
satisfaction is a complex, multi-variable experience, which constitutes the resul-
tant of a rich bunch of distinguishable dimensions. Research that was held in 2001 
in the USA with the support of the Newspaper Association of America and the 
American Society of Newspaper Editors indicated the existence of four “corner-
stones” of reader satisfaction: content, brand, service excellence and constructive 
culture. Research in 100 USA magazines attributed a classification of 39 dimen-
sions of reader satisfaction (Calder et al., 2003). 

The presented application focuses on planning a reader-oriented strategy for a 
publishing company using the MUSA methodology (Alexopoulos et al., 2006). 
The analysis of reader satisfaction concerns RAM, the leading IT monthly maga-
zine in Greece established in 1988. RAM extracted fast the first rank in circula-
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tion, with a significant range from the second magazine onwards, among all rival 
publications. It has kept up this leading role in its entire “circle” as product. Dur-
ing the time of the survey (May 2005), RAM circulation in Greece was 45,000 
copies. The importance of developing a new reader-oriented strategy is justified 
by the increasing intensity of RAM’s main competitors. Alexopoulos et al. (2006) 
present analytically the market conditions as well as RAM’s current strategy. 

In order to access the reader satisfaction criteria set, the following sources of 
information were used: 

• reader comments through a preliminary satisfaction survey, 
• management opinions, collected and ascertained through personal interviews, 

and 
• relevant literature (Carlson, 1985; Katcher, 1995; Calder et al., 2003; Calder 

and Malthouse, 2004). 

The main satisfaction dimensions reflect the following: 

• Culture: It refers to the magazine’s objectivity, its publishing independence, its 
response to the reader’s needs and expectations, the variety and range in con-
tent coverage, the effectiveness in the management of change and the degree of 
participation in notion cultivation. 

• Content: It concerns the magazine’s editorial content disaggregated into edito-
rials, science and technology columns, news reports, user guides, comparative 
tests, market guide, IT introductory books, special supplements (IT for kids, 
digital photography, IT for SMEs, games and gadgets), CD-ROM content, 
internet content and advertising content. 

• Bonus material: It comprises occasional presents (such as books and movies), 
and free software applications. 

• Manageability and aesthetics: This criterion refers to the functionality of the 
magazine issue as a “package”, the manageability of its structure, the aesthetics 
of pages layout and cover, and also the quality of printing and paper used. 

• Price: It refers to the reader’s satisfaction from issue price and subscription 
price. 

• Disposition and distribution: It concerns the extent of the distribution network 
(area coverage), the efficiency of this network and also the satisfaction from the 
subscription services. 

• Customer care: It refers to the reader’s satisfaction regarding complaint man-
agement, replacement of defective magazine issues or CD-ROM disks, and also 
telephone reader care/problem-solving services. 

The entire customer value hierarchy counts of 7 main criteria and 32 subcriteria 
(for more details see Alexopoulos et al., 2006). 

The questionnaire was included and distributed to readers along with RAM is-
sue of May 2005 (a total of 45,000 questionnaires). The final sample consists of 
893 readers (response rate almost 2%) and covers different customer segments ac-
cording to age, sex, income, education, geographical area, etc. 
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8.3.2 Main Results 

As shown in Table 8.7, the average overall satisfaction index is 94.5%, which 
is consistent with the high satisfaction indices appearing for the most of the main 
criteria. However, the readers of RAM magazine appear less satisfied regarding 
the criteria of “Price”, “Bonus material”, and “Customer care” (average satisfac-
tion indices of 55%, 74%, and 77%, respectively). 

The action diagram of Figure 8.9 shows that there is no significant gap between 
what readers want (importance) and what readers get (performance). Conse-
quently, it appears that the criteria of “Content”, “Manageability and aesthetics”, 
and “Culture” are the relative advantages of the magazine, while the criteria of 
“Price”, “Bonus material”, and “Customer care” appear as the most significant 
weak points. Although readers do not consider these criteria as important (they are 
located in the “Status quo” quadrant), improvement efforts should be focused on 
these, mainly due to their relatively low demanding level. 

Regarding the satisfaction subcriteria, the results of the MUSA method pre-
sented in Table 8.8 reveal the following: 

• With respect to the “Content” criterion, a leverage opportunity appears for 
“News reports”, “Consultation and user guides”, and “IT introductory books”. 

• On the other hand, regarding the same criterion, an action opportunity arises for 
the improvement, firstly of the magazine’s website, and secondly, for “Com-
parative tests”, “Digital Photography” supplement, “Knowledge, science and 
technology columns”, and “Editorials”. 

• Moreover, the expensive “ramkid” (IT for kids) supplement has a relatively 
high satisfaction index, while generally readers do not consider it important. 

• Similarly, regarding the “Bonus Material” criterion, there is a leverage oppor-
tunity for “Presents”, while unnecessary effort appears to be given to “Software 
applications”. 

Table 8.7 Criteria satisfaction results 

Criteria Weight (%) Average Satisfaction Index (%) 

Culture 14.7 94.2 

Content 50.1 98.1 

Bonus material   4.3 74.0 

Manageability and aesthetics 17.1 96.9 

Price   4.1 55.0 

Disposition and distribution   5.0 87.9 

Customer care   4.7 77.0 

Overall - 94.5 
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• Another interesting finding related to the “Price” criterion: the “Issue price” 
subcriterion has a weight of 94.6% and an average satisfaction index of 85.8%. 
Thus, management may consider funding a reader-oriented improvement of the 
magazine by increasing current issue price (€7.5), since price elasticity appears 
rather high. 
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Fig. 8.9 Action diagram for main satisfaction criteria 

Using the results of this study, the editor of RAM did decide to proceed to a 
number of changes in the magazine’s editorial strategy. These changes included 
the following: 

• Develop a separate publication issue of “ramkid” specifically focused on kids 
(it is located in the “Transfer recourses” quadrant, having a relatively high per-
formance and a low importance level according to the previous results). 

• Cancel the publication of “Financial RAM” supplement (according to this 
study, it has one of the smallest weights among the sub-criteria of “Content” 
and also a moderate average satisfaction index). 

• Use the resources savings based on the aforementioned changes to reinforce 
“Consultation and user guides” and “IT introductory books” supplements (the 
study indicates them as a leverage opportunity). 

As emphasized by Alexopoulos et al. (2006), these changes were very success-
ful in terms of circulation and revenues during a time period of decline for other 
Greek IT magazines (circulation was boosted nearly 20%, while advertising prof-
its were also significantly increased). 
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Table 8.8 Criteria satisfaction analysis 

Criteria Subcriteria Weight 
(%) 

Average 
Satisfaction 
Index (%) 

Credibility, objectivity and publishing independence   5.0 85.0 

Response to reader’s needs and expectations 20.2 95.3 

Variety, range and completeness in content coverage   6.2 88.6 

Suppleness, change management 64.2 99.8 

Culture 

Cultivation of participation notion   4.4 67.8 

Editorials   5.1 85.4 

Knowledge, science and technology columns   5.8 90.7 

News reports 25.6 97.0 

Consultation and user guides 10.9 92.3 

Comparative tests   6.3 88.9 

Market guide   4.3 74.5 

Ramkid (IT for kids supplement)   4.5 80.3 

Financial RAM (IT for SME supplement)   4.5 70.6 

bit (games and gadgets supplement)   4.6 74.9 

ΨΦ (digital photography supplement)   5.9 86.7 

IT introductory books   9.7 91.1 

CD-ROM content   4.3 74.0 

www.in.gr/RAM   4.1 66.6 

Content 

Advertising content   4.4 66.5 

Presents 91.0 95.0 Bonus material 

Software applications   9.0 83.7 

Functionality of the issue package   8.0 92.3 

Manageability of magazine structure (contents-entities) 81.9 99.0 

Content Pages/cover aesthetics   5.3 91.4 

Manageability 
and aesthetics 

Paper and printing quality   4.8 92.7 

Issue price 94.6 85.8 Price 

Subscription price   5.4 58.5 

Extend of distribution network (area coverage) 80.0 98.9 

Efficiency of distribution network 12.8 94.2 

Disposition and 
distribution 

Subscription services   7.2 85.8 

Complaint management-Replacement of defective is-
sues or CD-ROM disks 

50.3 93.5 Customer care 

Telephone reader care-Problem solving 49.7 95.7 
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8.3.3 Developing New Publishing Strategies 

The new reader-oriented strategies presented in this section are based on a 
segmentation satisfaction analysis applied on different customer groups in order to 
identify distinguished preferences and expectations. 

According to the demographics of the sample, the group of students is rather 
small in the total population of RAM readers (approximately 18%). This group 
gives completely different importance to the satisfaction criteria (main criteria and 
subcriteria) compared to the total sample of readers (see Tables 8.9 and 8.10). 
Thus, a single strategy that would be able to sufficiently cover both customer 
groups does not exist. 

Table 8.9 Criteria weights and average satisfaction indices (for students) 

Criteria Weight (%) Average Satisfaction Index (%) 

Culture   5.3 85.5 

Content 52.3 98.7 

Bonus material   4.3 74.5 

Manageability and aesthetics 14.3 97.6 

Price   4.1 47.7 

Disposition and distribution 14.3 96.3 

Customer care   5.4 80.8 

 

Table 8.10 Comparison of “Content” subcriteria weights (students vs. all readers) 

Criteria Weight (all readers) (%) Weight (students only) (%) 

Editorials   5.1 41.4 

Knowledge and  science columns   5.8   4.8 

News reports 25.6   4.6 

Consultation and user guides 10.9   5.2 

Comparative tests   6.3   5.2 

Market guide   4.3   4.2 

Ramkid (IT for kids)   4.5   4.2 

Financial RAM (IT for SME)   4.5   4.3 

bit (games and gadgets)   4.6   4.4 

ΨΦ (digital photography)   5.9   4.6 

IT introductory books   9.7   4.4 

CD-ROM content   4.3   4.2 

www.in.gr/RAM   4.1   4.1 

Advertising content   4.4   4.4 
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Therefore, a separate edition of an IT magazine focused on students (e.g. 
“RAM for students”) seems like an opportunity for the editor. Students reflect, as 
leverage opportunity of RAM, the criterion “Content” and would like “RAM for 
students” to have the lowest possible price, well looked-after “Editorials”, “Con-
sultation and user guides”, and “Comparative tests”. In order to apply this particu-
lar strategy, resources could be transferred from actions involved in “Knowledge, 
science and technology columns”, “News reports”, “bit”, “Digital Photography”, 
and “IT introductory books”. 

Another important customer segment that seems to have a distinguished prefer-
ence system refers to women. The participation of this group in the total popula-
tion of RAM readers is also small (approximately 11%). Tables 8.11 and 8.12 
show the estimated weights and average satisfaction indices for women, as well as 
the comparison of subcriteria weights with the total sample of readers, regarding 
the magazine’s content. These results suggest that “women” is a segment with 
characteristics that divert significantly from the rest of the population. 

Table 8.11 Criteria weights and average satisfaction indices (for women) 

Criteria Weight (%) Average Satisfaction Index (%) 

Culture 50.7 98.5 

Content 17.0 95.6 

Bonus material   4.2 76.4 

Manageability and aesthetics 14.3 96.6 

Price   4.2 57.2 

Disposition and distribution   4.8 88.3 

Customer care   4.8 79.3 

 
Based on the aforementioned findings, a separate edition of an IT magazine fo-

cused on women appears as an important market need. Women reflect, as leverage 
opportunity of RAM, firstly the criterion “Culture” and then the criteria “Content” 
and “Manageability and aesthetics”. Moreover, price elasticity is relatively high 
for this customer group. According to their preferences, the subcriteria “Editori-
als”, “News reports”, “CD-ROM applications”, “IT introductory books”, and 
“Consultation and user guides” appear as leverage opportunities of “Content”. To 
effectively financing this separate edition, resources may be transferred from 
“Knowledge, science and technology columns”, “Comparative tests” and “Digital 
Photography”. 
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Table 8.12 Comparison of “Content” subcriteria weights (women vs. all readers) 

Criteria Weight (all readers) (%) Weight (women only) (%) 

Editorials   5.1 23.0 

Knowledge and  science columns   5.8   5.1 

News reports 25.6 9.6 

Consultation and user guides 10.9   7.1 

Comparative tests   6.3   5.1 

Market guide   4.3   4.7 

Ramkid (IT for kids)   4.5   4.7 

Financial RAM (IT for SME)   4.5   5.1 

bit (games and gadgets)   4.6   4.7 

ΨΦ (digital photography)   5.9   4.7 

IT introductory books   9.7   7.8 

CD-ROM content   4.3   9.6 

www.in.gr/RAM   4.1   4.4 

Advertising content   4.4   4.4 

8.4 Longitudinal Customer Satisfaction Analysis 

8.4.1 Introduction 

Internet access services are a rapidly growing business sector worldwide, tak-
ing advantage of the major technological progress. In most of the cases, this sud-
den increase has caused a strong price and product competition (Chiou, 2004). 
This competition is leading some Internet Service Providers (ISPs) to provide free 
Internet access to attract customers, adopting, at the same time, a “mass customi-
zation” strategy, individualizing Internet access services. 

Regarding subscription businesses such as ISPs, cable TV operators, and tele-
communications network operators, holding onto valuable customers and attract-
ing new ones is a never-ending challenge (Kon et al., 2007). Unlike other cases re-
lated with technological products (e.g. personal computers) where consumers face 
a rather simple purchase decision problem (i.e. buy or not buy), customer behavior 
in the aforementioned sectors is quite different. For example, ISP customers usu-
ally sign a contract and, during this period, if the provided service is not satisfac-
tory, they can discontinue the subscription and switch to competitor providers. 
This switching behavior is rather complex, and for this reason, conflicting theo-
retical approaches, addressing it, may be found in the literature (Cai et al., 1998; 
Madden et al., 1999; Ross, 2002; Kon et al., 2007). 

The main aim of the application presented in this section is to discuss a frame-
work for analyzing changes of customer preferences. It should be noted that the 
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principal objective is not to perform long-range comparisons, which will give the 
ability to evaluate particular customer preferences trends, but rather to analyze 
short-term changes, given the unstable conditions of the ISP market. Thus, the 
presented results focus mainly on demonstrating how several tools, like perceptual 
maps, may be used in order to analyze changes of customer preferences. For the 
purposes of the presented study, two independent customer satisfaction surveys 
have been conducted in different time periods on behalf of one of the major ISP in 
Greece. However, the presented framework may be adopted by the other business 
organizations operating in similar market conditions (e.g. by subscription business 
sectors as mentioned before). The analyses are based on non-parametric statistical 
techniques, as well as on the MUSA method (Grigoroudis et al., 2007b). 

 
 

8.4.2 Research Background 

Internet usage in Greece has been significantly expanded during the last years, 
although there is a large lag compared to other European countries (ICAP, 2005). 
The percentage of Internet usage has been doubled between 2001 and 2004 (from 
10% in 2001 to almost 20% in 2004). The limited adoption of information tech-
nology may justify the previous findings, since only 25% of the population uses a 
personal computer, while almost 70% uses mobile telephony. Besides, ISPs in 
Greece are currently paying significant efforts in order to increase broadband 
Internet usage, although the cost of these services is still relatively high. Apart 
from limitations by the available technological infrastructure and the government 
initiatives and incentives to businesses, the behavior of users is one of the most 
important drivers for this relatively low level of Internet usage. Therefore, it is 
important to perform an in-depth analysis of current customer preferences and to 
examine the factors that influence customer loyalty intensions, so that struggling 
companies might design more effective customer retention strategies (Xanthidis 
and Nicholas, 2004). 

The Greek ISP sector is highly competitive due to the limitations of the market 
size, as already noted, and the large number of companies offering Internet ser-
vices. Most of these companies also offer additional telephony services (PSTN: 
Public Switched Telephone Network, mobile telephony), as well as advanced 
technology and informatics applications (web hosting, frame relay, VPN: Virtual 
Private Network, etc.). For these reasons, the ISP market is heavily affected by the 
market conditions of other related sectors (e.g. telecommunications), as shown by 
recent mergers and acquisitions (ICAP, 2005). Furthermore, it should be empha-
sized that market conditions change rapidly due to major technological progress 
(e.g. ADSL: Asymmetric Digital Subscriber Line broadband Internet access). 

However, despite these unstable conditions in the Greek ISP sector, the market 
size has increased significantly during the last years. The number of Internet sub-
scribers in Greece has increased more than ten times in the last 7 years (from 
61,000 subscribers in 1998 to 790,000 in 2004). These findings show an average 
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annual market increase rate of almost 60%. The total value of the ISP market is es-
timated to be more than 300 million Euros during 2004 (ICAP, 2005). 

The structure of the ISP sector in Greece is more complicated, since it includes 
a large number of non-profit organizations offering Internet services to users (in-
dividuals or companies) under special conditions (e.g. scientific or commercial 
chambers). Also, a national network of research and technology offers free of 
charge Internet access to more than 85 universities and research institutions in 
Greece. This particular number of Internet users (professors, researchers, students) 
is not included in the real size of the market, although it counted more than 
300,000 users in 2004.  

The ISP sector is also characterized by a highly concentration: the three larger 
companies have more than 65% of the market, while more than 30 other compa-
nies have market shares varying between 0.2% and 1.2%. Furthermore, it should 
be noted that the market is dominated by the public ISP/PSTN carrier (with mar-
ket share more than 40%), which creates strong “monopolistic” conditions since 
the other ISPs should use this public network in order to provide Internet connec-
tion to their customers (Xanthidis and Nicholas, 2004). 

Conclusively, the aforementioned findings show that the ISP sector is charac-
terized by a highly competitive market of rather limited size, consisting of a large 
number of operating companies. Competition is focused on price, as well as on 
product, through “mass customization” strategies, individualizing services and ap-
proaching every customer in an individual way. 

 
 

8.4.3 Customer Survey 

The determination of e-service quality measures is a major problem in cus-
tomer behavior literature, since traditional approaches, like Servqual (Parasuraman 
et al., 1985; 1988) do not fit well in the case of online services. These traditional 
approaches are based on interactive processes between customers and service pro-
viders through either face to face meeting or traditional communication media 
(e.g. telephone, fax, etc.). Recently, new approaches, like Esqual (Parasuraman et 
al., 2005), have been proposed in order to overcome these difficulties. Cai and Jun 
(2003) present an extensive review and an excellent discussion about customer 
perceptions and service quality dimensions for the online service environment. 

The assessment of the satisfaction criteria used in this survey is mainly based 
on previous research efforts (Wetzel, 2001; Kyriazopoulos et al., 2006), as well as 
on an interactive communication process with the managers of the organization. 
Internet service quality dimensions that are able to affect switching behavior and 
customer loyalty have also been considered (Kon et al., 2007). 

This customer value hierarchy is shown in Figure 8.10, and consists of the fol-
lowing main satisfaction dimensions (Grigoroudis et al., 2007b): 
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Fig. 8.10 Satisfaction criteria hierarchy 

• Services: Main technical service characteristics (connection speed, download 
speed, connection reliability, etc.), cost-related characteristics (subscription 
cost, discount, special offers), as well as variety of provided services. 

• Purchase process: Characteristics of the purchase process, like access to selling 
points, information during purchase, initial setup process, etc. 

• Technical support: Provided support and solution to technical problems (quick-
ness, effectiveness), as well as employee behavior (courtesy, readiness, etc.). 

• Information: Main characteristics of the information offered to customers about 
cost, security, etc., through Internet, brochures, TV, and press. 

For the purposes of the analysis, two separate surveys have been conducted on 
behalf of one of the major ISP in Greece, during summer 2004 and spring 2005. 
The final sample consists of more than 1,400 questionnaires; 682 subscribers par-
ticipated in the 2004 survey, while 721 subscribers participated in the 2005 sur-
vey. 

All necessary information has been collected through personal interviews with 
the customers, applying a random sampling process. Moreover, an anonymous 
questionnaire has been used in both of these surveys, having the same structure, in 
order to collect comparable input data. 

The most important descriptive statistical results that seem unvarying during 
this period and may formulate a customer profile are: 
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• Despite the fact that a single subscription may be used by several family mem-
bers, customers are mainly highly educated (45% have a University degree) 
and males (almost 65% of the sample). 

• The most preferred places of Internet connection are home and work. More-
over, more than 60% of the customers prefer to use their Internet subscription 
in order to find business information and communicate (e.g. email, chat). 

Additional analyses have also revealed important changes of customer profile, 
which are mainly caused by recent technological changes in the Greek ISP market. 
As a consequence, average customer age and Internet usage have increased. Fur-
thermore, although the percentage of dialup customers is still high (more than 
40% during 2005), ADSL subscribers have increased by 240% (from 5% to 17% 
during the last year). Generally, the 2005 results show that customers increasingly 
prefer higher connection speed. Additional results and discussion are given by 
Grigoroudis et al. (2007b) and Kyriazopoulos et al. (2006). 

 
 

8.4.4 Statistical Analysis 

The main objective of the presented statistical analysis is to test changes on 
customer judgments, rather than to evaluate an overall (or partial) satisfaction 
level. It should be emphasized that performed analysis should respect the qualita-
tive type of the collected information (i.e. ordinal data). 

Overall customer judgments for both years are given in Figure 8.11, where it is 
shown that almost 80% are “very satisfied” or “satisfied”. Furthermore, as shown 
in Table 8.13, customers appear rather satisfied by the main characteristics of the 
service offered. However, although the percentage of “very dissatisfied” and “dis-
satisfied” customers is low, the number of subscribers having a neutral or a high 
satisfaction level varies among these main criteria. 
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Fig. 8.11 Global satisfaction frequencies 
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Table 8.13 Main criteria satisfaction frequencies (%) 

Year Satisfaction levels Services Purchase 
process 

Technical 
Support 

Information 

2004 Very satisfied   8.7 14.4 11.1   4.8 

 Satisfied 56.0 56.7 44.4 42.4 

 Neither satisfied nor dissatisfied 29.9 26.4 39.7 43.3 

 Dissatisfied   4.8   2.1   3.1   7.9 

 Very dissatisfied   0.6   0.4   1.6   1.6 

2005 Very satisfied 13.2 12.9 11.7   4.2 

 Satisfied 55.9 51.1 44.8 40.3 

 Neither satisfied nor dissatisfied 26.7 31.7 36.5 44.2 

 Dissatisfied   3.8   3.5   6.3 10.3 

 Very dissatisfied   0.4   0.7   0.7   1.0 

 
Additional results concerning subcriteria satisfaction may also help to justify 

previous findings. In particular, customer judgment frequencies for the detailed 
service dimensions (see satisfaction criteria hierarchy in Figure 8.10) show that 
55-75% of the customers are “very satisfied” or “satisfied” regarding almost the 
whole set of satisfaction subcriteria. Exceptions to this finding may be summa-
rized in the following: 

• Customers appear less satisfied regarding the cost-related dimensions. For ex-
ample, 23% of the customers are “very dissatisfied” or “dissatisfied” and 37% 
of the customers are “very satisfied” or “satisfied” by the subscription cost in 
the 2004 survey (18% and 42% respectively for the 2005 survey). Also, while 
the number of dissatisfied customers concerning the discount criterion appears 
to have decreased (17% and 15% in the 2004 and 2005 surveys, respectively), 
the number of satisfied customers regarding this particular subcriterion has also 
been decreased (46% and 44% in the 2004 and 2005 surveys, respectively). 

• Customers appear rather dissatisfied by the technical support of the provider. 
11-13% of the customers are “very dissatisfied” or “dissatisfied” by the effec-
tive and rapid solution of technical problems during both years. Moreover, 
while the number of satisfied customers regarding solution effectiveness has 
decreased (from 51% in 2004 to 49% in 2005), the number of satisfied custom-
ers by the speed of technical response has increased (from 46% in 2004 to 47% 
in 2005). 

• The information-related subcriteria appear to have the highest level of dissatis-
faction compared to all other satisfaction dimensions. 15-25% of the customers 
are “very dissatisfied” or “dissatisfied” by the provided information (through 
Internet, TV, press, brochures, etc.) in both years, while the percentage of satis-
fied customers varies between 34% and 50%. 

Although satisfaction frequencies do not appear very different between these 
years, there are some notable variations, which, however, are not able to reveal a 
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potential trend. Moreover, these variations are not able to indicate a real change on 
customer satisfaction regarding each particular service characteristic, because 
mainly of the ordinal nature of data. Moreover, it is not easy to decide which 
amount of difference indicates a significant change of customer preferences. 

For these reasons, non-parametric statistical analysis has been also used in or-
der to examine potential changes on customer judgments. Particularly, the Kolmo-
gorov-Smirnov test for 2 independent samples has been applied on distribution 
functions of customer satisfaction judgments (global, criteria, subcriteria). The 
two-sample Kolmogorov-Smirnov test is used to test whether 2 independent sam-
ples of an ordinal variable come from the same sample, or can be considered to be 
significantly different. 

The results of the Kolmogorov-Smirnov test are presented in Tables 8.14 and 
8.15, and are focused on the following: 

• The overall customer satisfaction and the satisfaction concerning the main cri-
teria of services, technical support and information have not changed during 
these years. However, there is a difference for satisfaction judgments concern-
ing purchase process (assuming a 10% significance level). 

• Almost all of the subcriteria satisfaction frequencies do not appear different in 
the 2004 and 2005 surveys. Nevertheless, customer satisfaction concerning 
connection speed and information during process (in a 5% significance level) 
and download speed, connection reliability, initial setup process, and informa-
tion about security issues (in a 10% significance level) seems to have changed 
during last year. 

Table 8.14 Kolmogorov-Smirnov test (main criteria) 

Most extreme differences Criteria 

Absolute Positive Negative 

K-S 
z value 

Asymp. Sig. 
(2-tailed) 

Services 0.046 0.000 −0.046 0.849 0.466 

Purchase process 0.071 0.071    0.000 1.319 0.062 

Technical support 0.023 0.023 −0.009 0.435 0.992 

Information 0.027 0.027 −0.006 0.502 0.962 

Global 0.050 0.001 −0.050 0.934 0.347 

 
The Kolmogorov-Smirnov test may also reveal the direction of potential 

changes, examining if the most extreme differences are positive or negative. How-
ever, it should be noted that this test is a univariate analysis that does not take into 
account that customer judgments formulate multivariate distribution functions. 
Furthermore, the problem of ties is very important in this type of analysis, given 
the 5-level ordinal scale used in the survey. Finally, alternative non-parametric 
statistical tests concerning hypothesis on cumulative distribution functions of cus-
tomer judgments may also be used (like Mann-Whitney U test, Wald-Wolfowitz 
runs, etc.). 
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Table 8.15 Kolmogorov-Smirnov test (subcriteria) 

Most extreme differences Criteria Subcriteria 

Absolute Positive Negative 

K-S 
z value 

Asymp. Sig. 
(2-tailed) 

Connection speed 0.074 0.000 −0.074 1.389 0.042 

Download speed 0.071 0.000 −0.071 1.323 0.060 

Connection reliability 0.066 0.005 −0.066 1.236 0.094 

Connection easiness 0.051 0.000 −0.051 0.960 0.315 

Subscription cost 0.056 0.000 −0.056 1.048 0.222 

Discount and special of-
fers 

0.036 0.017 −0.036 0.671 0.760 

Services 

Variety of services 0.048 0.000 −0.048 0.894 0.401 

Information during pur-
chase 

0.093 0.093    0.000 1.741 0.005 

Access to selling points 0.026 0.026 −0.026 0.494 0.968 

Purchase 
process 

Initial setup process 0.071 0.071    0.000 1.326 0.059 

Effective solution of 
technical problems 

0.023 0.020 −0.023 0.424 0.994 

Rapid solution of techni-
cal problems 

0.036 0.009 −0.036 0.665 0.769 

Tech. 
support 

Courtesy and readiness 0.054 0.054 −0.023 1.013 0.256 

Information through 
Internet 

0.056 0.056 −0.021 1.038 0.232 

Brochures 0.033 0.013 −0.033 0.625 0.829 

Information through TV 0.046 0.000 −0.046 0.867 0.440 

Information through Press 0.052 0.000 −0.052 0.969 0.305 

Information about costs 0.064 0.064    0.000 1.188 0.119 

Info 

Information about secu-
rity issues 

0.072 0.072    0.000 1.341 0.055 

 
 

8.4.5 Satisfaction Analysis 

The non-parametric statistical analysis shows if there are changes in customer 
judgments between the 2004 and 2005 surveys. However, the main question in 
this case remains: Do these changes lead to modification of customer preferences? 

The satisfaction analysis presented in this section is based on the results pro-
vided by the MUSA method. Table 8.16 displays the most important results for 
overall and criteria customer satisfaction analysis, which may be summarized as 
follows: 

• “Services” and “Information” are the criteria with the highest weights in both 
surveys, while customers do not seem to give importance to “Purchase process” 
and “Technical support”. 
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• “Purchase process” is also the criterion with the highest average satisfaction in-
dex, while customers are more dissatisfied from “Information” in both years. 

• The average global satisfaction index is not relatively high, which indicates 
significant improvement margins for the business organization. The same situa-
tion appears for particular satisfaction criteria, as well. 

• Generally, it seems that there are no changes in customer preferences. This may 
be justified by applying a Chi-square test for homogeneity in these results 
(separately for satisfaction criteria weights and average satisfaction indices). 

Table 8.16 Criteria weights and average satisfaction indices 

Weights (%) Average satisfaction indices (%) Criteria 

2004 2005 2004 2005 

Services 36.0 38.0 71.7 74.7 

Purchase process 20.0 18.0 82.3 78.5 

Technical support 16.0 16.0 71.3 71.6 

Information 28.0 29.0 63.4 64.1 

Overall satisfaction - - 76.3 77.6 

 
The detailed results for the whole set of satisfaction subcriteria are given in Ta-

ble 8.17 and they show that customer preferences have been affected by the intro-
duction of new services and the improvements on the technological aspects of ser-
vice quality. A small increase of customer satisfaction may be noticed regarding 
the subcriteria of “Services”, while the importance of these subcriteria appears un-
varying. This may be justified by considering a potential increase of customer ex-
pectations, although the performance of these characteristics has been improved 
(e.g. connection speed and reliability, download speed, etc.). On the other hand, 
the weights of “Information during purchase” and “Initial setup process” have 
been increased, while customers appear less satisfied in these particular character-
istics. The development of new products and the acquisition of new customers 
may explain these observed changes of subcriteria importance. Finally, all the 
subcriteria of “Technical support” and “Information” dimensions appear to have 
an equal importance level, while customer satisfaction varies between the exam-
ined years for these specific characteristics. 

Action and improvement diagrams may also be very helpful for tracking 
changes of customer preferences. Figures 8.12 and 8.13 present these relative dia-
grams for the main satisfaction criteria. The diagrams indicate that there are no 
significant changes for the strong and the weak points of the ISP. However, “Ser-
vices” is no more a critical criterion, since it is now located in the leverage oppor-
tunity quadrant (action diagram). Although the “Services” criterion is a strong 
point for the organization in the 2005 survey, it is the quality characteristic with 
the highest improvement priority (it is close to the 1st priority quadrant in the im-
provement diagram), mainly because now customers appear less demanding. 
Moreover, it is important to emphasize that “Information” remains a critical satis-
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faction dimension in both surveys, since it is located in the action opportunity 
quadrant (action diagram). On the other hand, as Figure 8.12 shows, the ISP seems 
to pay unnecessary attention to the “Purchase process” (it is located in the transfer 
resources quadrant in both surveys). 

Table 8.17 Subcriteria weights and average satisfaction indices 

Weights (%) Average satisfaction indices (%) Criteria Subcriteria 

2004 2005 2004 2005 

Connection speed 14.58 14.10 74.67 77.58 

Download speed 14.58 14.53 73.04 76.37 

Connection reliability 14.58 14.10 76.49 77.91 

Connection easiness 14.58 14.10 77.72 79.20 

Subscription cost 13.55 14.10 61.31 67.41 

Discount and special offers 13.54 14.10 65.00 68.37 

Services 

Variety of services 14.58 14.95 72.29 75.95 

Information during purchase 26.13 29.71 76.40 73.70 

Access to selling points 47.74 39.98 87.74 83.75 

Purchase 
process 

Initial setup process 26.13 30.31 78.31 76.33 

Effective solution of technical 
problems 

32.54 33.33 68.72 70.41 

Rapid solution of technical 
problems 

33.73 33.33 68.87 69.72 

Tech. 
support 

Courtesy and readiness 33.73 33.33 76.08 74.53 

Information through Internet 18.69 18.03 75.04 74.98 

Brochures 16.42 18.03 62.50 67.18 

Information through TV 15.50 16.48 55.87 62.87 

Information through Press 15.49 16.32 55.03 60.19 

Information about costs 17.36 15.85 64.76 59.41 

Info 

Information about security is-
sues 

16.54 15.28 64.55 58.19 

 
A similar analysis can be also performed for the detailed satisfaction subcrite-

ria. Figures 8.14 and 8.15 show the location of satisfaction subcriteria in action 
and improvement diagrams in 2004 and 2005 surveys. The most important find-
ings for the ISP may be focused on the following: 

• “Access to selling points” remains a strong point for the organization, revealing 
a good performance regarding the network of retail stores. Furthermore, new 
strong points of the ISP appear in the 2005 survey, concerning mainly the tech-
nological dimensions of the provided services (connection speed, reliability, 
and easiness, download speed, initial setup process, and variety of services). 
These satisfaction subcriteria may be used as a competitive advantage by the 
company. 
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• The technical support seems improved in the 2005 survey, since “Rapid solu-
tion of technical problems” is no more a critical satisfaction dimension, al-
though it is still one of the first improvement priorities (due to significant im-
provement margins). However, cost-related subcriteria (subscription cost, 
discount and special offers) appear now in the action opportunity quadrant. 
These results may indicate a shift from quality to price competition in the ISP 
market. 
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Fig. 8.12 Action diagram (2004-2005) 
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Fig. 8.13 Improvement diagram (2004-2005) 
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• Particular information-related subcriteria (information during process or though 
Internet) are still located in the transfer resources quadrant. This means that the 
ISP continues to pay unnecessary attention to these attributes, although com-
pany’s resources may be used to improve the critical satisfaction criteria. 

• Figure 8.15 reveals also some new critical improvement priorities: “Connection 
easiness”, “Subscription cost”, “Effective solution of technical problems”, and 
“Brochures”. Customers appear less demanding in these particular satisfaction 
dimensions, and thus potential improvement efforts may have greater effec-
tiveness. 
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Fig. 8.14 Changes on action diagram (subcriteria) 

 
 

8.4.6 Concluding Remarks 

The analytical results and findings of the presented study confirm the impor-
tance of measuring service quality and analyzing customer satisfaction percep-
tions, and suggest for the ISPs the following: 
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Fig. 8.15 Changes on improvement diagram (subcriteria) 

• The performance of ISPs in specific service quality characteristics should be 
always analyzed by considering also the importance that customers give to 
these service dimensions. Based on the results of the action diagram (Figure 
8.12), a significant gap appears concerning the quality perceived and the qual-
ity received (i.e. what customers want and what customers get). Particularly, 
ISPs should pay much more attention on the information given to customers, 
instead of using company resources to increase the performance of their pur-
chase process. 

• The improvement actions of ISPs for particular service quality characteristics 
may be based on customer dissatisfaction, but they should take into account the 
customer demanding level, as well. For example, Figure 8.13 shows that cus-
tomers appear less demanding on the “Purchase process” compared to the 
“Technical support” dimension. Thus, although customer satisfaction level is 
similar to these quality characteristics, ISPs should give priority to the im-
provement of their purchase process. 

• Analyzing changes of customer preferences may show how the strong and 
weak points of ISPs change over time. For example, as shown in Table 8.14, 
the importance of quality characteristics related to the technical aspects of pro-
vided services (e.g. speed, reliability, and setup process) have been increased, 
although customer satisfaction has not changed for these subcriteria. Thus, 
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without changing the performance of an ISP, particular quality characteristics 
may become competitive advantages (or weak points). 

• The relatively low satisfaction level of particular information-related character-
istics (information through TV, press, etc.) is an important finding for ISPs. 
This result may be justified by other studies proposing that information through 
media plays an important role on customer loyalty and new Internet technolo-
gies adoption (Choudrie and Dwivedi, 2006a; 2006b; Kon et al., 2007). 

• Customers of Internet services appear to give lower importance to the personal 
transactions characteristics (e.g. solution of technical problems, courtesy and 
readiness of personnel), but higher importance to cost-related satisfaction crite-
ria. This is an importance change for the ISP sector that should be further justi-
fied and analyzed in future research studies.  

Although the presented study concerns the Greek ISP sector, the applied meth-
odological framework may be useful for other business organizations offering e-
services or having a subscription type of transactions. Thereby, in order to analyze 
potential detailed changes of customer perceptions, this study proposes the use of 
specialized quantitative techniques like multicriteria analysis and non-parametric 
statistics. Particularly, the additional available results provided by the MUSA 
method (i.e. action and improvement diagrams) may give managers a clearer view 
of customer perceptions. 

8.5 Satisfaction Benchmarking and Segmentation Analysis 

8.5.1 Research Background 

The main aim of this application is to present a pilot customer satisfaction sur-
vey in the Cypriot private banking sector (Grigoroudis et al., 2002). The satisfac-
tion survey has been conducted in several customer segments and in different 
branches of the banking organization as well. This approach gives the ability to 
perform customer segmentation and benchmarking analysis through the assess-
ment of the critical satisfaction dimensions and the determination of customer 
groups with distinctive preferences and expectations. 

It should be noted that the Cyprus domestic banking system can be divided into 
two groups of credit institutions (commercial banks and specialized credit institu-
tions), while the Central Bank of Cyprus is the competent authority for monetary 
policy and for the regulation and supervision of banking. Banking in Cyprus has 
grown almost entirely through private initiatives and, with the exception of a few 
specialized credit institutions, it continues to be private. More specifically, private 
banks account for the 96% of banking assets, while only the remaining 4% be-
longs to government-controlled institutions. 

During the last years, banks in Cyprus have been increasingly expanding and 
diversifying beyond the boundaries of traditional banking. Most of the banks have 
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set up subsidiaries through which they provide a wide range of specialized finan-
cial services encompassing underwriting of equities and bonds, brokerage and 
trading of securities, investment advisory services, portfolio and asset manage-
ment, venture-capital financing and leasing, etc. These facts verify the highly 
competitive conditions of the market environment and the need for measuring ser-
vice quality. 

 
 

8.5.2 Satisfaction Criteria and Survey Conduct 

Based on previous applications of the MUSA method in the banking sector 
(Grigoroudis et al., 1999a; Mihelis et al., 2001), the set of satisfaction criteria used 
in the survey consists of: 

• Personnel of the bank: This criterion includes all the characteristics concerning 
personnel (skills and knowledge, responsiveness, communication and collabo-
ration with customers, friendliness, etc.). 

• Products: This criterion refers mainly to the offered products and service (vari-
ety, refund, cost, special services, etc.). 

• Image of the bank: Credibility of the bank (name, reputation), technological ex-
cellence, as well as ability to satisfy future customers’ needs are included in 
this criterion. 

• Service: This criterion refers to the service offered to the customers; it includes 
the appearance of the stores, the waiting time (queue, telephone, etc.), the com-
plexity of service processes and the information provided (informing customers 
in an understandable way, explaining the service and other relevant factors, in-
forming for new products, etc.). 

• Access: Network expansion of the bank, branches location, as well as observed 
troubles in the service system (strikes, damaged ATMs, etc.) are included in 
this criterion. 

The presented customer satisfaction survey took place in two different branches 
of a private Bank in Cyprus in the city-area of Nicosia. The survey was conducted 
during March 2000 and a stratified sampling procedure according to customer 
types (business/individual) was selected. Data collection was completed in-store 
using a simple anonymous questionnaire and it was based on a poll-driven process 
in order to minimize overestimation bias. Final input data consist of 200 question-
naires: 100 from branch A and 100 from branch B. Moreover, 170 individual and 
30 business customers have participated in the survey. 
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8.5.3 Customer Profile 

Descriptive statistics analysis is used in order to validate sampling results, as 
well to formulate a general customer profile for both banking branches (see Grig-
oroudis et al., 2002 for a detailed presentation). 

Customers seem to use all banking products and services almost at the same ex-
tent, although savings accounts and credit cards consist more than 60% of the total 
banking activities. Figure 8.16 shows also that the usage of special services (leas-
ing, factoring, investments, bank assurance, mutual funds, etc.) is quite satisfac-
tory, representing the 18% of banking activities in both branches. 

37%

18%

27%

18%

0% 10% 20% 30% 40% 50%
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accounts

Mortgages and
loans

Credit cards

Special
services

 
Fig. 8.16 Customer transactions 

Comparison of the clientele in the two banking branches reveals that customers 
prefer branch A, when interested for special banking products and services (Figure 
8.17). This fact is very important for customer profiling, given that the size of cli-
entele in branch A is quite larger than in branch B, and that branch A is located in 
the central area of the city of Nicosia. 

Table 8.18 presents the descriptive statistics results concerning global and par-
tial customer satisfaction in both banking branches. It should be noted that the cri-
teria do not use a uniform satisfaction scaling, in order to face the “positive shift” 
problem appearing in the distribution of customers’ answers (Hill, 1996). The de-
tailed results of Table 8.18 indicate the following: 

• Generally, customers seem to be quite satisfied with the provided products and 
services in both banking branches, although potential improvement margins 
appear in several satisfaction dimensions. 

• Customers of branch A seem less satisfied than those of branch B globally and 
in almost every criterion. The largest differences concern the criteria of person-
nel, image and access. 
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Fig. 8.17 Percentage of customer transactions per branch 

Table 8.18 Overall and partial customer satisfaction per branch (% frequencies) 

Branch A Branch B Criteria 

Moderately 
Satisfied 

Satisfied Very 
Satisfied 

Moderately 
Satisfied 

Satisfied Very 
Satisfied 

Personnel 3 67 30 2 53 45 

Products 7 68 25 3 68 29 

Image 4 50 46 4 42 54 

Service 6 63 31 5 64 31 

Access 7 42 51 3 31 66 

Overall 5 45 50 2 33 65 

 
 

8.5.4 Customer Satisfaction Analysis 

The results of the MUSA method show that the customers of branch A are less 
satisfied compared to the clientele of branch B. The average global satisfaction in-
dices for banking branches A and B are 80.9% and 92.5%, respectively. These re-
sults can be justified by the criteria satisfaction analysis, from where the following 
points raise (Table 8.19): 

• Branch A has lower partial satisfaction indices compared to branch B in all sat-
isfaction dimensions, with an exception of the criteria of “Access” and “Im-
age”. 

• The most significant difference appears in the criterion of “Personnel”, where 
the average satisfaction level is more than 20% higher in branch A. The differ-
ences concerning the other satisfaction dimensions vary from 2.5% to 5.5% ap-
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proximately, and they do not show a significant variation in the performance 
evaluation of the banking branches. 

• Given the high competitive conditions of the market, the performance of par-
ticular satisfaction dimensions is not considered relatively high. In this context, 
the criteria of “Products” and “Service” show a significant potential improve-
ment margin in both branches. 

• The importance of the satisfaction criteria does not vary between the banking 
branches. Therefore, the criterion of “Personnel” is considered as the most im-
portant satisfaction dimension, having a weight of approximately 60%. 

• The “Access” criterion is also considered important by the customers of both 
branches (importance level of approximately 20%), while the rest of the criteria 
do not show a significant importance. 

Table 8.19 Weights and average satisfaction indices per branch 

Branch A Branch B Criteria 

Weight (%) Average Satisfaction 
Index (%) 

Weight (%) Average Satisfaction 
Index (%) 

Personnel 61.6 75.2 59.3 96.2 

Products   5.5 68.1   5.8 73.4 

Image   7.6 82.6   5.3 80.2 

Service   7.8 71.2   6.4 75.1 

Access 17.5 94.5 23.2 90.5 

Overall - 80.9 - 92.5 

 
Combining criteria weights and satisfaction indices, the action diagrams pre-

sented in Figure 8.18 can be formulated for each banking branch. The detailed re-
sults of these diagrams reveal the following: 

• The “Personnel” criterion appears as a critical satisfaction dimension for 
branch A, requiring immediate improvement efforts: it has the lowest average 
satisfaction index compared to the rest of the criteria, while it is considered as 
the most important criterion by customers. 

• The “Personnel” and the “Access” criteria seem to be the competitive advan-
tages of branch B. 

• Although the offered “Products” and “Service” are not located in the critical 
quadrant of the action diagrams, they can be considered as potential critical fac-
tors for both branches: customers are not sufficiently satisfied, and if custom-
ers’ satisfaction behavior changes in the future and the importance level raises, 
these criteria will require immediate improvement efforts. 

Generally, the criterion of “Personnel’ seems to differentiate the performance 
evaluation between the two branches. Customers prefer to visit branch A more of-
ten when interested in advanced banking products and services (see Figure 8.17). 
In this case, therefore, high skilled personnel is required, while at the same time 
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customers appear rather demanding during their transactions with branch A. This 
justification indicates that improvement efforts should concern education and 
training of the personnel in branch A. 
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Fig. 8.18 Action diagrams per branch 

Provided products and services in both branches should also be examined for 
improvement efforts. The main reason for the low satisfaction level is focused on 
the dissatisfaction of clients concerning the cost of provided banking products. All 
these improvement efforts should be developed taking into account the service 
quality offered by other banking organizations, though competitors’ characteristics 
may indicate business excellence. 
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8.5.5 Satisfaction Segmentation Analysis 

Identifying particular customer clusters with distinctive perceptions and expec-
tations, in order to classify them according to their satisfaction behavior, is a 
rather difficult task. The most common approach is an “a priori” classification, in 
which a set of characteristic factors is assumed to be customers’ discriminating 
variables. The problem is more difficult in the case of banking organizations, con-
sidering that classical discriminating variables are not always efficient for the 
segmentation of the total clientele. 

The classification analysis presented in this application is based on a general 
classification according to the type of collaboration with the bank. So, the groups 
of individual and business customers are examined. This kind of classification is 
the most widely accepted, and is also accepted by all banking organizations when 
developing new products and services. 

The global satisfaction analysis shows that the overall satisfaction level does 
not vary between individual and business customers, given that global average sat-
isfaction index is 91.4% and 91.6%, respectively. However, significant variations 
are observed with regard to the satisfaction criteria, as shown in Table 8.20. The 
most important results from criteria comparison analysis are focused on the fol-
lowing points: 

• Individual customers seem to be quite satisfied from the criterion of “Access”, 
while the rest of the criteria have relatively low average satisfaction indices 
varying from 69% to 78%. 

• On the other hand, the criteria of “Image” and “Service” have the higher aver-
age satisfaction indices for business customers, who, at the same time do not 
seem to be satisfied from the criteria of “Personnel”, “Products” and “Access”. 

• Partial satisfaction comparison reveals that individual customers are more satis-
fied with regard to the criterion of “Access”, while business customers show 
higher satisfaction for the “Service” criterion. The performance of the other sat-
isfaction dimensions does not seem to vary between the two customer seg-
ments. 

• Concerning the criteria weights, individual customers consider the criterion of 
“Access” as extremely important (importance level of approximately 80%), 
while the “Image” and “Service” criteria are the most important ones for busi-
ness customers with significant weights of 60% and 19%, respectively. 

The maldistribution of the sample for these particular customer segments (see 
also 7.3.3) may cause some inconsistency problems in relation to the analysis pre-
sented in the previous section. Furthermore, it should be emphasized that the low 
level of weights appearing for some particular satisfaction dimensions does not 
necessarily mean that these criteria are not important for the customers (see for 
example Kano’s model). 

The action diagrams of Figure 8.19 show that there are no critical satisfaction 
dimensions requiring immediate improvement for both customer segments. The 
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detailed results from this Importance/Performance analysis are focused on the fol-
lowing points: 

• The criterion of “Access” seems to be the most important competitive advan-
tage for individual customers. 

• Moreover, the “Products” and “Service” criteria can be considered as potential 
critical factors for individual customers. 

• The “Products” offered and the criterion of “Access” could be potentially criti-
cal satisfaction dimensions for the business customers. 

• On the other hand, the high global satisfaction level appearing for these cus-
tomers is mainly due to the criterion of “Image”, and more specifically the sat-
isfaction perceived by the ability of the banking organization to satisfy business 
customers’ future needs. 

Table 8.20 Weights and average satisfaction indices per customer type 

Individual Business Criteria 

Weight (%) Average Satisfaction 
Index (%) 

Weight (%) Average Satisfaction 
Index (%) 

Personnel   6.1 77.8   6.7 79.2 

Products   5.7 70.9   4.7 66.6 

Image   5.3 78.2 59.9 98.3 

Service   5.1 68.9 19.2 92.9 

Access 77.8 96.4   9.5 68.2 

Overall - 91.4 - 91.6 

 
 

8.5.6 Concluding Remarks 

In this particular application, customer satisfaction evaluation has been applied 
in different customer segments, given that total banking clientele does not appear 
homogenous concerning its preferences and expectations. Since the MUSA 
method is a preference collective methodology, low homogeneity can cause stabil-
ity problems in satisfaction analysis results. 

Moreover, this segmentation analysis may identify particular groups of cus-
tomers with distinctive preferences and expectations, and so, it may help the de-
velopment of penetration strategies of the banking organization. Finally, satisfac-
tion analysis in different branches of a bank may be considered as a valid and 
reliable benchmarking system, in which performance evaluation is not only based 
on internal organizational measures but also on customer judgments (e.g. financial 
performance). 
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Fig. 8.19 Action diagrams per customer type 

The discriminating variables that have been examined during customer satisfac-
tion analysis are the type of customer (individual or business customer), and the 
visiting branch of the bank. Other discriminating variables that have been exam-
ined (age, marital status, income and offered banking products and services) have 
not shown significant variations (Grigoroudis et al., 2002). 
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8.6 Other Applications 

8.6.1 An industry Satisfaction Barometer 

The implementation of the MUSA method for evaluating a customer satisfac-
tion barometer concerns the Greek airline industry. The pilot survey, conducted in 
the area of Athens during June 2001, was mainly focused on domestic flights. Due 
to mergers and acquisitions, it is important to mention that only 3 airline compa-
nies were operating in domestic flights, during the survey period. Final input data 
consist of almost 500 questionnaires, collected through personal interviews with 
customers. 

An extensive preliminary consumer behavioral analysis defined 3 main satis-
faction dimensions: satisfaction before, during and after flight. As presented in 
Table 8.21, these main dimensions are defined by a set of analytical quality char-
acteristics/subcriteria. 

The results presented in this section are based on a variation of the MUSA 
method serving as a customer satisfaction barometer model (see section 5.5.1). 
The results of Table 8.21 show that Greek customers are not satisfied from the 
provided service, given that the global average satisfaction index has a relatively 
low value (65.8%). Although the overall average satisfaction index for the quality 
characteristics during flight has the highest value (78.3%), customers appear very 
dissatisfied from the service offered before and after flight (average satisfaction 
indices 56.7% and 51.7%, respectively). Furthermore, satisfaction benchmarking 
analysis reveals that characteristics related with delays (punctuality, care/info dur-
ing delays, waiting time on board) may differentiate airline companies. The aver-
age satisfaction indices of these quality characteristics show the highest variation 
within the airline industry (best/worst satisfaction index). Detailed results for the 
analytical satisfaction subcriteria are presented in Table 8.21 (see also Grigoroudis 
and Siskos, 2004). 

The relative action diagram is shown in Figure 8.20, where all satisfaction sub-
criteria are presented according to their relative importance and performance (av-
erage satisfaction index). This grid can be used in order to identify priorities for 
improvement and shows that: 

• The strong points of the Greek airline industry are focused on the safety stan-
dards and the personnel on board. 

• The quality characteristics that can be considered as “threats” consist mainly of 
the price subcriterion and the attributes related with baggage service (handling, 
delivery time, company’s reaction in case of damage/loss, etc.) and delays 
(punctuality, departure/arrival time, care/info during delays, etc.). 
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Table 8.21 Satisfaction indices for the Greek airline industry (%) 

Service quality criteria Industry index Worst/Best index 
within the industry 

Before flight Price 45.2 41.0 55.0 

 Booking 72.3 68.0 82.2 

 Personnel (ground) 73.5 68.0 86.2 

 Check-in 69.3 65.0 79.3 

 Care/Info during delays 38.0 27.0 63.5 

 Departure/arrival times 60.8 58.0 67.4 

 Punctuality 42.0 26.0 79.4 

During flight Safety standards 90.3 81.7 94.0 

 Snacks and drinks 62.6 57.0 75.7 

 Comfort 72.6 71.0 76.2 

 Appearance of aircraft 71.6 67.0 82.4 

 Personnel (on board) 86.3 83.0 94.0 

 Travelling bag closet 71.3 69.5 72.0 

 Noise level 65.9 61.0 68.0 

After flight Waiting time (on board) 62.6 58.0 73.4 

 Delivery time (baggage) 49.6 44.0 62.6 

 Baggage handling 50.3 46.0 60.4 
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Fig. 8.20 Relative action diagram for the Greek airline industry 
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The development of a national or industry customer satisfaction barometer con-
stitutes an important effort for determining an overall performance standard of 
companies and business organizations. The estimated indices usually provide a 
baseline against which it will be possible to track customer satisfaction over time. 
These results provide significant information to companies because customer sat-
isfaction ultimately will affect customer retention and, therefore, profitability and 
competitiveness. 

However, as emphasized by Grigoroudis and Siskos (2004), measurement ap-
proaches applied in this particular problem may simply provide a comparison 
standard that organizations have to analyze, considering other performance meas-
ures and built their own indicators, taking into account their present situation and 
strategy.  

 
 

8.6.2 Application based on Kano’s model 

The main objective of the application presented in this section is to illustrate 
the methodology of section 5.4.2 and discuss the modeling of preferences on satis-
faction criteria importance. 

The applied methodological framework is based on the comparative examina-
tion of the relationship between stated and derived importance and consists of two 
major steps (Figure 8.21): 

1. In the first step, stated and derived importance data are collected using a simple 
questionnaire containing importance and performance judgments (see Figures 
4.7 and 5.3). The stated and derived importance of each criterion is estimated 
through different techniques. Particularly, through performance questions, cus-
tomers are asked about the level of satisfaction/dissatisfaction from each crite-
rion. Derived importance is then estimated by the original MUSA model. On 
the other hand, importance questions are used in order to estimate the stated 
importance on customer satisfaction criteria, using the model of section 4.1. 

2. In the second step, stated and derived importance results are comparatively ex-
amined through a Dual Importance Diagram that defines different quality levels 
in agreement with Kano’s approach and gives the ability to classify customer 
requirements (see Figure 5.5). It is possible to identify which attributes the cus-
tomers rate as important and see how these agree with the truly important and 
truly unimportant attributes. Thus, it is also possible to determine expected, 
one-dimensional and attractive characteristics. 

The application presented in this section concerns a graphic arts company lo-
cated in the city of Rethymno (Greece). The survey was conducted during May 
2003 and the major satisfaction criteria that were identified and examined are the 
following: “Quality of the Products”, “Pricing”, “Customer Service” and “Person-
nel”. Data collection was completed using a simple anonymous questionnaire and 
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final input data consist of 80 questionnaires. Further details of this survey may be 
found in Grigoroudis and Spyridaki (2003). 

 
Fig. 8.21 Methodological framework for analyzing stated and derived importance 

The final results including stated, as well as derived importance on satisfaction 
criteria are presented in Table 8.22. It is important to mention that additional 
analyses have been also performed, using mainly the alternative optimality criteria 
discussed in section 5.4.1, but no significant variation was found. 

Table 8.22 Estimated stated and derived importance 

Criteria Stated importance (%) Derived importance (%) 

Quality 34.67 30.38 

Pricing 27.12 18.63 

Service 24.68 25.00 

Personnel 13.54 26.00 

 
In order to develop the dual importance diagram, these results have been nor-

malized, using the normalization approach of the original MUSA diagrams (see 
sections 4.3.5-4.3.6). As shown in Figure 8.22, there is an agreement between the 
stated and the derived importance for the criterion of “Quality” since it is consid-
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ered of high importance in both cases. On the other hand, it seems to be a dis-
agreement between the stated and the derived importance for the criteria of “Pric-
ing” and “Personnel”. The “Pricing” is considered very important when the cus-
tomers are asked freely and its weight is comparatively low when estimated by the 
MUSA method. The opposite may be observed for the criterion of “Personnel”. 
The criterion of “Service” should be further examined, since it is rather difficult to 
ascertain in which quadrant is exactly located. 

Based on the previous results, potential management efforts may be focused on 
“Quality” and “Personnel” since they are the truly important dimensions according 
to the MUSA model. Additionally, the graphic arts company should focus its mar-
keting efforts mainly on “Quality” and “Pricing”. These are the two most impor-
tant criteria according to the customers’ stated judgments. 
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Fig. 8.22 Dual importance diagram for the main satisfaction criteria 

Interpreting Figure 8.22 as a dual importance diagram, it is obvious that the cri-
terion of “Quality”, which appears in quadrant (i), is one-dimensional (truly im-
portant) attribute. This means that an increase in the performance of this criterion 
will necessarily lead to an increase of customer satisfaction. The criterion of “Per-
sonnel” is located in quadrant (ii), which includes the attractive attributes. Thus, a 
high performance in this particular criterion will lead to high satisfaction, while a 
low performance will not necessarily imply a low level of customer satisfaction. 
Finally, the criterion of “Pricing” is located in quadrant (iv), which refers to the at-
tractive attributes. This means that a high performance in this particular criterion 
will not necessarily imply a high level of customer satisfaction, while a low per-
formance can really cause dissatisfaction. 

 
 



Chapter 9 

Customer Satisfaction and Information Systems 

9.1 IT-based Customer Service 

Modern technology of information systems offers numerous alternatives for 
managing relations/transactions between companies and customers. Most of these 
systems are focused on customer service, while their satisfaction evaluation capa-
bilities are rather limited. This is mainly explained by the lack of methods and 
techniques purely oriented to customer satisfaction measurement, and the avail-
ability of several statistical packages and data analysis applications that solve this 
particular problem. 

The aim of customer service information systems is mainly to satisfy customer 
requirements or manage customer complaints. In general, the primary require-
ments expressed by the customers during their transaction with business organiza-
tions are (Loris, 1998): 

• direct resolution of technical or other problems related to particular prod-
uct/service, 

• on line access to technical or other information provided by the company, and 
• ability to provide interactive support. 

The type and content of the interaction offered by these information systems 
depend heavily on the extent and level of the access provided by the business or-
ganization. As Figure 9.1 shows, the interaction levels may be as follows (Sterne, 
1996): 

1. Product information: It is the most elementary form of access provided by a 
business organization with no interaction capabilities. 

2. Problem resolution: In this particular non continuous form of communication, 
the customer is able to submit specific questions/requests mainly for technical 
problems. 
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3. Access to people: This access level refers to the communication ability with 
specific departments or company employees. However, still no interaction can 
take place. 

4. Access to process: This is the most complex form of communication. It sup-
ports interaction and provides the customers with the ability to be involved and 
get information about the service processes of the company (placement and 
search of orders, monitoring of transactions, etc.). 

This progression of giving the customer more and more access to product in-
formation, problem resolution information, people and processes may be charac-
terized as customer integration. 

Another important feature of modern customer service information systems is 
their integration/cooperation capability with other software applications installed 
in business organizations (i.e. office automation systems, accounting applications, 
electronic filing systems, electronic data interchange systems, etc.), as shown in 
Figure 9.2. The aim of this approach is to integrate the customer-related informa-
tion, in order to achieve an optimal coordination of the company’s departments 
and processes. 

Furthermore, modern customer service information systems are characterized 
by the automation of the communication procedures to the maximum possible ex-
tent. This automation feature is able to reduce operating costs and increase com-
pany’s productivity level. Finally, it should be noted that these particular systems 
ensure, at a satisfactory level, the independency between the communication proc-
ess with the customers and the medium used. 

 
Fig. 9.1 Different levels of customer integration 
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Fig. 9.2 An integrated IT-based customer service system 

9.2 Customer Service Systems 

9.2.1 Helpline Systems 

The majority of these systems refers to the customer service centers (help-
desk/helpline systems, call centers). Typical examples of this case are the call cen-
ters with free of charge phone lines to the customers, various systems for com-
plaints recording and management, and helpline systems offering forms of 
continuous communication with customers. 

These systems have been significantly developed within the few last years and 
are broadly used in business organizations, especially in the service sector (Kend-
all, 1997). It should be noted that it is rather difficult to categorize these systems, 
since they are based on different platforms, they apply different technologies and 
they focus on different problems of business organizations. 

Helpline systems are combined with other commercial software applications 
usually installed in organizations such as office automation systems (word proces-
sors, spreadsheets, database management systems, etc.), accounting applications, 
electronic document filing (mail, protocol, etc.), and communications software 
(fax, Internet, e-mail, etc.) in order to create an integrated communication envi-
ronment for the management and the analysis of customer-related information 
(Cogan, 1997). In many cases, this integration process is particularly difficult be-
cause there are no widely accepted communications standards, although a large 
number of such standards are available, like TSAPI, TAPI, JTAPI, CSTA, etc. 

Advanced helpdesk information systems make use of technologies that are 
based on the combination of telephone and computer systems. The process of 
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Computer Telephony Integration (CTI) is presented in Figure 9.3 and consists of 
the following steps (Cogan, 1997; Lawrence, 1999; Delgado, 1999): 

Customer service centerService center’s
information system

Customer call

System activation

Customer

Technical support Dept.

Send material

Customer database

Forward

Mail Fax

Problem resolution

Direct response

Update customer file for current transaction

Email

 
Fig. 9.3 Computer telephony integration 

1. The service center of the business organization accepts customer’s telephone 
call. 

2. Service center’s information system is activated, automatically, by the identifi-
cation of the telephone call or manually by the employee, in order to search and 
present customer’s info file. The latter usually contains information about cus-
tomer transactions (products, quantity, transaction dates, etc.), requests and 
complaints (submission date, procedure, final result, required time, etc.), basic 
customer information (name, address, phone number, etc.), and other general 
data (average completion time for orders and requests, open orders or pending 
requests, etc.). 

3. The service center updates the customer’s info file with the case at hand (re-
quest or complaint submission, query, etc.). 

4. The employee prioritize customer’s case and either the problem is directly re-
solved or forwards the case to the appropriate department. 
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5. In every case, customer’s info file is updated, and future actions concerning 
this particular case are planned, especially if customer’s request has not been 
completed. 

 
 

9.2.2 Automated Response Systems 

Automated Response Systems (ARS) refer to technologies that allow partial or 
fully automatic provision of services, or satisfaction of customers’ requests. Ac-
cording to Yanovsky (1998), the term is used as a general reference for technolo-
gies like Automated Response Unit (ARU), Voice Response Unit (VRU), and In-
teractive Voice Response (IVR). 

ARS automate customer service process, by giving the ability of self-service. 
According to Loris (1998), this may result to the decrease of the service cost, the 
establishment of a continuous interactive communication with the customers, the 
depletion of helpline center from simple repeated calls, the development of per-
sonalized new products or the cross-selling actions of the business organization, 
and broadly to the customer relationship strategies. 

In general, the operation process of these systems includes the following steps 
(Figure 9.4): 

1. Contact with the customer: Customers have the ability to contact the service 
center using any alternative type of communication method (phone, e-mail, fax, 
Internet, etc.). 

2. Identification of customer’s problem: Depending on the way the interaction 
was established, ARS identifies the problem/request of the customer. In gen-
eral, communication process may include keyed-in requests using telephone 
devices, voice recognition systems, e-mail or fax messages, and problem rec-
ognition wizards using Internet. 

3. Customer’s problem resolution: ARS is able to satisfy simple customers’ re-
quests like the direct provision of prescribed information (recorded or written 
message), the forwarding of the particular request to appropriate depart-
ment/employee, or the completion of simple business transactions (payments of 
fixed bills, credit card balance, etc.). 

Finally, it should be noted that criticism referring to ARS is mainly focused on 
the loss of personal contact with the customer and the feeling of “abandonment” 
that may be created (Yanovsky, 1998). For this reason, using ARS, customers 
have also the ability to pass over the automated procedures and have a direct 
communication with the employees. 



268  9. Customer Satisfaction and Information Systems 

Telephone call

Forward to appropriate departmnet

Fax

Electronic filing system

Simple transactions

Email

Wizard

Problem 
recognition 

wizard

Voice 
recognition

Menu: 
Key-in 
request

Internet

Expert system

�

Customer’s 
problem 

recognition

Direct information

natural language retrieval
case-based reasoning
decision trees
expert models

 
Fig. 9.4 Automated response systems 

 
 

9.2.3 Electronic Data Interchange 

Electronic Data Interchange (EDI) is a business process that allows business 
organizations to improve their performance by minimizing the bureaucratic proce-
dures. EDI allows the electronic exchange of structured business information 
among computer systems located in different organizations. Data are handled 
through internationally accepted standards, so that the messages between the trad-
ing sides can be easily sent, received and processed by different computer sys-
tems. 

EDI is defined as the exchange of electronic documents with predefined format 
between business trading parties. This exchange permits the unedited transfer of 
data without any modification or change of codification between business applica-
tions located in different business organizations (Hill and Ferguson, 1991). Nor-
mally, EDI can be used in order to exchange any type of structured information, 
since it consists of an automated interactive process between business applications 
(American National Standards Institute, 1991). 

As already stated in the previous sections, customer service information sys-
tems allow the handling of simple business transactions. This possibility can be 
further extended to integrated and automated business actions (order, order track-
ing, dispatch, payment, etc.) through the installation and cooperation of an EDI 
system with the company’s customer service center. In addition, this leads to the 
integration of the interaction process between the customers and the company. 

The most important advantage of EDI systems is the improvement of customer 
satisfaction, based on the following points (Canright, 1988; Scala and McGrath, 
1993): 
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• Decreasing necessary time to complete an order. 
• Improving the accuracy in the processing of the orders. 
• Satisfying customer demands for installation of an EDI system. 

The advantages that result from the implementation of EDI systems can only be 
achieved when this technology is used and/or automated to the greatest possible 
extent. Major precondition for the installation of automatic customer service sys-
tems (EDI or ARS) are the existence of a sizeable clientele and a large number of 
transactions. 

9.3 Customer Satisfaction and Internet 

Internet consists one of the most important available media for the interaction 
between business organizations and customers. Its main feature is the ability to 
exchange complex information through a user-friendly environment. In addition, 
its growth and expansion during the last years offers a uniform communication 
standard. 

In general, business organizations use the Internet to provide special services to 
their customers (products’ information, orders, orders’ information, bills’ tracking, 
etc.) as well as to conduct satisfaction surveys (Sterne, 1996). 

Web-based systems have the ability to record the entire interaction between 
customers and organizations, maintaining information, such as number of custom-
ers (or potential customers) visiting company’s web page, software used for 
browsing and searching, origin of customers (country, type of organization, etc.), 
duration of communication (average number of visited pages, average time of 
staying in the company’s web page), customer most-wanted information, and 
number of complaints and requests for technical assistance. 

Furthermore, World Wide Web is widely used in conducting customer satisfac-
tion surveys. In fact, several satisfaction survey questionnaires are placed perma-
nently in the web site of business organizations (see Figure 9.5). 

The advantages of this approach compared to other classical types of survey 
conduction (mail, phone, personal interview, etc.) are summarized in the following 
(Chrisholm, 1998): 

• The participation in web-based satisfaction surveys does not consider time or 
space restrictions. 

• This type of satisfaction surveys reduces human interviewer bias. 
• Available tools (menus, icons, combo boxes, etc.) are able to provide a user-

friendly environment for filling-in the questionnaire. 
• Usually, questionnaire information is automatically stored in a database, and 

this may result to reducing the overall cost of satisfaction survey conduction, 
and directly accessing survey results, even in real-time. 

• Internet provides the ability to automatically validate available collected data. 



270  9. Customer Satisfaction and Information Systems 

 
Fig. 9.5 An example of Internet-based customer satisfaction survey 
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The previous advantages may increase customer participation rate in satisfac-
tion surveys. However, conducting a web-based satisfaction survey should be jus-
tified by important conditions, such as Internet access for the total set of customers 
and a large clientele in order to benefit from the reduction of the related cost 
(Sterne, 1996, 1998; Chrisholm, 1998). 

9.4 Survey-based Systems 

A major software category related to customer satisfaction measurement refers 
to survey-based information systems. The major functions of these systems in-
clude the design of the questionnaire, the printing and/or electronic filling of ques-
tionnaires, the development of the relevant database, and the statistical analysis 
and reporting. 

An important attribute of these systems is the high level of user-friendliness 
characterizing the design process of the satisfaction survey questionnaire (Figure 
9.6), which is achieved by a set of ready-to-use tools (predefined types of ques-
tions, satisfaction scales, etc.) and the implementation of complex information 
(sounds, images, graphics, etc.). An additional attractive feature of these systems 
is their ability to validate collected information, which is ensured during the de-
sign and development of the structure and the contents of the questionnaire. 

Another important feature of these systems refers to the process type of distrib-
uting the questionnaire and collecting customer responses. Generally, the follow-
ing alternatives are provided: 

• Print out the questionnaire in order to conduct a mail satisfaction survey. 
• Save the questionnaire in electronic format in order to distribute it through the 

Internet, e-mail, etc. (see Figure 9.7). 

The development of the database containing customer responses is to a great 
extent an automated procedure, which is able to reduce the overall cost of survey 
conduction. Computerized data entry is achieved either directly by the system 
when the questionnaire was distributed in electronic format, or using a scanner in 
case that the questionnaire was printed and distributed by post mail. 

Survey-based software packages also provide the ability to perform statistical 
analyses of the collected data (Figure 9.8), which in general consists of descriptive 
statistics analysis (frequencies of answers and cross-tabulations). In addition, the 
user is able to choose predefined templates in order to generate reports with the re-
sults of the satisfaction survey. 
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Fig. 9.6 Questionnaire design using a survey-based system 

 
Fig. 9.7 A sample of an electronic customer satisfaction questionnaire 
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Fig. 9.8 Database and statistical analysis using a survey-based system 

9.5 The MUSA System 

9.5.1 Overview of the software 

The system implements the MUSA methodology in order to assess customer 
satisfaction. The main features of the system include: 

• Simplicity, which is achieved through the use of efficient data management 
methods. 

• Friendliness through the implementation of a graphical user interface. 
• Effectiveness, based on the provided analytical results for customer behavior, 

organization performance, and potential improving actions. 

An overview of the system’s operation procedure is presented in Figure 9.9 and 
consists of the following main steps: 

1. In the initial step, the user should create or retrieve a file containing customer 
satisfaction data. The structure of the data file determines also the type of the 
problem and in particular the number of satisfaction criteria levels (see next 
section). 
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Fig. 9.9 Operation process of MUSA software 

2. The next step concerns the implementation of the MUSA method. During this 
step, the customer satisfaction data are transformed in order to formulate and 
solve the appropriate LP. It should be noted that the post-optimality analysis 
phase in also included in this step, since it is considered as an inseparable part 
of the MUSA method. 

3. If the user is satisfied by the fitting and stability level of the method, the ob-
tained results are presented. These results refer to the global satisfaction analy-
sis (added value function, average global satisfaction and demanding indices), 
the criteria satisfaction analysis (criteria/subcriteria weights, partial value func-
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tions, and average criteria/subcriteria satisfaction and demanding indices), and 
the perceptual maps (overall and partial action and improvement diagrams). 

4. If the fitting and/or the stability level of the results are not acceptable, the user 
may change the value of the model parameters (see section 6.3.1 and 6.3.2). If 
this is not possible, the segmentation of the customer set into distinct groups 
with more homogenous preferences may be considered (e.g. using demograph-
ics or other customer characteristics). If none of the aforementioned options 
work, the MUSA software is not able to adequately analyze this customer satis-
faction data set. 

5. The final step of this procedure refers to the development of specific customer 
satisfaction improvement suggestions, taking into account the previous MUSA 
results, as well as potential results by other methodological approaches. 

It should be noted that during this process, descriptive statistics results are 
available separately, in order to give the ability to perform additional analyses 
with other software packages (e.g. statistical software). 

The main window of the system is displayed in Figure 9.10 and contains the 
menu bar with all available commands, the tool bar with selective, commonly 
used, commands, and the status bar with useful information for the current satis-
faction problem (filename of the current data file, information on the solution of 
the linear program, number of levels of satisfaction criteria). 

 
Fig. 9.10 Main window of the MUSA software 
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9.5.2 Data Management and Selection of Parameters 

Input and output data files have a very simple form because they are basically 
text files (ASCII files). This means that they are fully compatible with almost all 
application programs, and may be accessed through spreadsheets, database man-
agement systems (DBMS), and text editors and word processing packages. This 
way, MUSA data may be read from an external text file or they may be entered di-
rectly to the program. The result data file is also saved in a text format so that the 
user may use it to perform any kind of complementary analysis with other soft-
ware packages. 

The information required to create data files refers basically to the definition of 
the variables of the MUSA model and it consists of the title of the problem, the 
number of customers, the number of criteria, the number of subcriteria per crite-
rion, the global, criteria, and subcriteria satisfaction scaling (number and titles of 
satisfaction levels), and the main data table (customers’ judgements), as shown in 
Figure 9.11. It should be noted that the main data table consists of ordinal data, 
and for this reason the appeared numbers represent only the coding for the defined 
satisfaction levels (see Figure 9.12). 

It is very important to mention that the type of information handled by the 
MUSA system can be either quantitative (price, time, etc.) or qualitative (com-
pany’s image, personnel’s behavior, etc.). Generally, in order to collect input data 
for the customer satisfaction problem, a predefined qualitative satisfaction scale 
for the set of criteria/subcriteria should be used. There is no restriction in the 
number and specification of satisfaction levels in MUSA, which may be different 
from one criterion/subcriterion to another. 

As already mentioned, one of the main characteristic of the system is the ability 
to insert data created by other commercial applications. An example presented in 
Figure 9.13 concerns the use of Microsoft Excel for creating a MUSA data file. It 
should be emphasized that the presented data structure is an important requirement 
for data compatibility. 

Finally, the determination of the model parameters is an important feature of 
the system, since these parameters play an important role in the customer satisfac-
tion evaluation problem. In particular, the user has the ability to define the number 
of satisfaction criteria levels (1 or 2 levels) as shown in Figure 9.14, and choose 
the appropriate values for the preference and the post-optimality thresholds (Fig-
ure 9.15). For simplicity reasons, the preference threshold within the MUSA soft-
ware is chosen equal for both the overall and partial value functions, i.e. γ = γi ∀ i. 
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Fig. 9.11 Data files of the MUSA software 

 
Fig. 9.12 Data files of the MUSA software 
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Fig. 9.13 Creating MUSA data file using Excel 

 
Fig. 9.14 Modifying the number of satisfaction criteria levels 

 
Fig. 9.15 Defining values for the model parameters 
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9.5.3 Presentation of Results 

The MUSA system provides basic descriptive analysis based on the calculated 
frequencies. Available results consist of global criteria and subcriteria satisfaction 
frequencies, giving a general view of the customer satisfaction data. 

Figure 9.16 presents the results of the descriptive statistical analysis for the 
numerical example of section 4.4. In this particular data file, customers do not 
seem globally satisfied (30% of them have responded “Dissatisfied” in the overall 
satisfaction question), while they present a moderate satisfaction level concerning 
the “Product” criterion (50% of the customers appear “Very satisfied” by this par-
ticular criterion. 

 
Fig. 9.16 Descriptive statistical analysis 
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The main results of the method are focused on global and partial explanatory 
analysis. Global explanatory analysis lays emphasis on customers’ global satisfac-
tion and its primary dimensions, while partial explanatory analysis focuses on 
each criterion and its relevant parameters separately. 

In particular, the global explanatory analysis includes the average global satis-
faction index, the overall added value curve and the average global demanding in-
dex. Figure 9.17 presents the results of the global satisfaction analysis for the se-
lected data file. These results justify the previous findings, since the global 
satisfaction index is about 50%. Also, the “linear” form of the added value curve 
indicates a set of customers with a “normal” demanding level. It should be noted 
that the MUSA system categorizes customers to different demanding groups, ac-
cording to the following simple rule: 

• non-demanding customers if D∈ [–1, –0.333], 
• “normal” customers if D∈ [–0.333, 0.333], and 
• demanding customers if D∈ [0.333, 1]. 

 
Fig. 9.17 Global satisfaction analysis 

It is important to mention that although the data file used in this section con-
cern the numerical example of section 4.4, there are some small differences in the 
presented results due to different parameter values for the post-optimality analysis 
stage. In particular, the MUSA software uses a constraint of the form F ≤ (1+ε)F* 
in the stability analysis and not the constraint F ≤ F*+ε  that have been proposed in 
section 4.2.3. This is because it is difficult in several cases to give an appropriate 
value for ε, since the optimal value of F should be also considered. Thus, it is pre-
ferred to assess ε as a percentage of F* (see also section 6.3.20 

Similarly to the previous sets of results, the partial explanatory analysis con-
sists of the following: criteria weights, average satisfaction, demanding, and im-
provement indices, action and improvement diagrams. As shown in Figure 9.18, 
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customers consider the “purchase process” as the most important criterion (with a 
weight of almost 49%). In addition, the satisfaction level for the whole set of crite-
ria is relatively low (average satisfaction levels 48-53%). Consequently, these par-
ticular results justify the high effectiveness of improving the “purchase process” 
criterion (relatively high importance and low satisfaction level). Furthermore, the 
“product” criterion presents the highest demanding level (almost 82%), whereas 
customers do not appear demanding regarding the “additional services” criterion 
(average demanding index almost equal to –84%). 

Finally, as shown in Figure 9.18, the MUSA software provides a series of addi-
tional diagrams, which combine several of the previously presented results. More 
specifically, the following types of action and improvement diagrams are avail-
able: 

• Global and partial diagrams (for each set of satisfaction criteria and subcriteria 
separately). 

• Relative and raw diagrams (as they have been assessed in sections 4.3.5 and 
4.3.6). 

Generally, the findings based on the results of Figure 9.18 do not differ from 
those presented in section 4.4, regarding the numerical example. 

 
 

9.5.4 Advanced Results and Reliability Analysis 

The MUSA software also provides a series of additional results regarding the 
post optimality analysis, the partial value functions, and the reliability analysis of 
the previously presented results. 

As shown in Figure 9.19 the system presents the analytical table of post opti-
mality analysis, in order to give a detailed view for the stability of the results esti-
mated by the MUSA method. Additional information concerning the optimization 
model is also presented (e.g. selected thresholds, optimal value of F in the initial 
LP problem). 

The evaluation of the results is mainly based on the average fitting and stability 
indices provided by the MUSA software, while other available reliability analysis 
tools include the variance diagram of the additive value curve, the variation of the 
global satisfaction index, and the prediction table of global satisfaction. 

In particular, the variation of the global satisfaction index is calculated using 
the variance diagram of the added value curve (maximum and minimum value 
function during post-optimality analysis) and may be considered as a confidence 
interval for this particular index. 

The screenshots of Figure 9.19 show that the results of the examined data file is 
very stable, since AFI = 99.6%, ASI = 99.34%, and OPL = 100%. Furthermore, the 
average global satisfaction index varies in the interval [49%, 51.2%], whereas the 
final estimation of the method is 50.4%. 
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Fig. 9.18 Criteria satisfaction analysis 
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Fig. 9.19 Advanced results and reliability analysis 

Another important diagram concerns the variation of weights and summarizes 
the results of post optimality analysis. This diagram is presented in Figure 9.20 
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and may provide a confidence interval for the evaluation of the criteria impor-
tance. 

Concerning the presented illustrative example, this diagram justifies the high 
stability level of provided results, since the observed variation is very low (for ex-
ample the weight of the 1st criterion varies between 25.1% and 26.1%, whereas the 
final estimated value is 25.5%). 

 
Fig. 9.20 Variation of criteria weights 

 
 

9.5.5 Future Extensions 

Several extensions of the MUSA software may be proposed in order to develop 
an integrated Customer Satisfaction Decision Support System. These extensions 
may include (Grigoroudis and Siskos, 2003): 

• Incorporation of other statistical methods in order to develop an integrated 
model base subsystem. The system could provide an alternatively and/or com-
plementary implementation of these methods. For example, the MUSA method 
requires completely and correctly answered questionnaires as input data. In 
case of missing data, data mining techniques could be used in order to fill in the 
empty cells in the data table. 

• Addition of an expert system in order to fully explain provided results and to 
recommend the best decision to be taken. Additionally, the expert system may 
guide users in the value hierarchy development process. 

• Development of a database management system, which could assist in the es-
tablishment of a permanent customer satisfaction barometer. For example, a 
history database could record the evolution of customer satisfaction for a par-
ticular time period. This way, the effectiveness of business organization’s 
strategies could be evaluated through customer satisfaction measurement. 

• Addition of network support in order to perform comparative analysis for a 
number of different departments/stores within a company. This way, an interior 
benchmarking system may be established. This system can relate customer sat-
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isfaction and company’s performance and it may motivate departments and/or 
employees to perform and achieve higher levels of productivity. 

Finally, it should be emphasized that the MUSA system is a decision-aid soft-
ware, which in addition may serve for the development of a truly customer-
focused management and culture. 
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